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Preface

The theory of argumentation is a rich, interdisciplinary area of research lying
across philosophy, communication studies, linguistics, and psychology (at least).
Its techniques and results have found a wide range of applications in both the-
oretical and practical branches of artificial intelligence and computer science.
Several theories of argumentation with various semantics have been proposed
in the literature. Multi-agent systems theory has picked up argument-inspired
approaches and specifically argumentation-theoretic results from many different
areas.

The community of researchers in argumentation and multi-agent systems is
currently presented with a unique opportunity to integrate the various under-
standings of argument into a coherent and core part of the functioning of au-
tonomous computational systems. The benefits range from extended semantics of
arguments construed as relationships between epistemic atoms, through conver-
sation protocols for argumentation with serendipitous information exchange, to
models of dialectical practical reasoning, both intra- and inter-agent (and a mix-
ture of the two). In all these cases argumentation is used to structure knowledge
representation, reasoning and agent interaction, and offers a potential means of
better integrating these disparate problems.

In recognition of this increasing interest, the 1st International Workshop on
Argumentation in Multi-agent Systems (ArgMAS) was conceived. The workshop
was the first forum that brought together researchers interested in applying ar-
gumentation to problems faced by the Autonomous Agents and Multi-agent Sys-
tems (AAMAS) community. Hence, the workshop was held in conjunction with
the 3rd International AAMAS Conference, in July 2004 at Columbia Univer-
sity, New York. The workshop received 20 full-paper submissions and 2 position
statements, which was a very encouraging sign for a new workshop. After a
thorough reviewing process by at least 2 anonymous referees per paper, 13 full
papers were selected for presentation at the workshop. The workshop also in-
cluded an invited talk by Prof. Jonathan Adler from the Faculty of Philosophy,
City University of New York. In this volume, we included revised and expanded
versions of the 13 workshop papers. In addition, we included 4 invited contri-
butions, which range from relevant papers that appeared at the main AAMAS
conference to contributions from prominent researchers in the field who did not
make it to the workshop. Invited contributions were also fully refereed, either
by the AAMAS or ArgMAS reviewers. As a result, the book provides a strong
representation of the state of the art in the emerging field. Papers range from
specific technical contributions to discussions of overarching issues in the area.

The papers were roughly divided into the following main themes:

– Foundations of dialogues
– Belief revision
– Persuasion and deliberation
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– Negotiation
– Strategic issues

Although these topics are not completely distinct, they indicate some main direc-
tions of research. We have therefore arranged the papers in the book according
to these themes.

The first five papers (Part I) address foundational issues in argumentation-
based multi-agent dialogues. The first paper (by Simon Parsons, Peter McBur-
ney and Michael Wooldridge) sets down some preliminary but important steps
towards a meta-theory of inter-agent dialogues by examining different classes of
protocols and how they may lead to different interaction outcomes. The next
paper (by Chris Reed and Doug Walton) looks at formalizing and implementing
argumentation schemes, a form of non-deductive reasoning. This is followed by
another paper (by Simon Wells and Chris Reed) which explores the specification
of formal dialectic Hamblin-type systems, and presents an implemented system
that makes use of the formal framework. The fourth paper (by Jamal Bentahar,
Bernard Moulin, John-Jules Ch. Meyer and Brahim Chaib-draa) provides an
approach based on modal logic for providing semantics for commitments during
argumentation dialogues. This paper was invited after being accepted for pre-
sentation at the main conference. The last paper in Part I (by Antonis Kakas,
Nicolas Maudet and Pavlos Moraitis) explores the interplay between dialogue
protocols and agent internal strategies, and analyzes these within a single theo-
retical framework.

Part II focuses on the use of argumentation as a reasoning mechanism for
revising beliefs in the context of a changing environment. The first paper in
this section (by Fabio Paglieri and Cristiano Castelfranchi) provides the reader
with a good scoping of the research field of the workshop. In particular, it argues
that belief revision and argumentation are complementary components of belief
change in multi-agent systems. Next, a specific model for argumentation-based
belief revision is presented in a separate paper by Marcela Capobianco, Carlos I.
Chesñevar and Guillermo R. Simari. The final paper in this section is an invited
contribution (by Gerard Vreeswijk) on the relationship between argumentation-
based reasoning and Bayesian probabilistic inference. This contribution promises
to open up new avenues of research to bridge the gap between the symbolic and
probabilistic views of communication.

Part III of this volume presents three contributions to multi-agent persua-
sion and deliberation dialogues. The first paper (by Jamal Bentahar, Bernard
Moulin and Brahim Chaib-draa) presents a persuasion dialogue game protocol
and studies the dynamics of the commitments of agents using the protocol. The
following two papers contribute to deliberation dialogues, interactions where
participants jointly decide on a course of action. The first of those (by Katie
Atkinson, Trevor Bench-Capon and Peter McBurney) presents a dialogue game
protocol for deliberation dialogues. This is followed by another paper (by Peter
McBurney and Simon Parsons) which proposes a denotational semantics for
deliberation dialogues, based on mathematical category theory.
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Part IV concentrates on argumentation-based negotiation dialogues, an area
receiving increasing interest in the multi-agent systems community. The first
paper (by Iyad Rahwan, Liz Sonenberg and Peter McBurney) discusses the dif-
ference between argumentation-based negotiation and traditional bargaining, in
which agents simply exchange offers. This is followed by a paper by Leila Amgoud
and Souhila Kaci, who present an argumentation-based approach to generate de-
sires and goals. This approach has potential benefit for negotiation dialogues as it
provides a means for allowing agents to influence each others’ preferences during
negotiation. The third paper in this part (by Sabyasachi Saha and Sandip Sen)
presents an approach for argumentation-based negotiation based on Bayesian
networks. This is a slightly different treatment from that presented in the paper
by Gerard Vreeswijk in Part II, since it uses Bayesian networks in order to model
the negotiation opponent’s behavior. The last paper, by Fernando A. Tohmé and
Guillermo R. Simari, presents a framework for negotiation based on defeasible
logic programming (DeLP) augmented with utility functions.

Finally, Part V contains papers that explore various issues related to agent
decision-making in dialogues, i.e., their strategies. The first paper (by Nishan C.
Karunatillake and Nicholas R. Jennings) uses empirical simulation to investi-
gate whether and when argumentation improves negotiation. They demonstrate
that argumentation is useful when resources are relatively scarce, but provide
marginal benefit when resources are abundant. The second paper (by Elizabeth
Sklar, Simon Parsons and Mathew Davies) explores the issue of lying in multi-
agent dialogues and shows that lying can be useful, and even acceptable, in
certain circumstances.

Together the papers in the five parts capture the current landscape of uses of
argumentation in multi-agent systems. As a young and dynamic field of research,
fresh with vitality, advances are being made extremely rapidly, but nevertheless
there are some few trends that are worth identifying in trying to understand
where the research is heading. Perhaps the first and most striking is that there
is an increasing appeal from more informal areas of argumentation theory. Thus
rhetoric, with its focus on audiences, values and context-dependence, is becoming
more visible as agents become more sophisticated in their communication struc-
tures and reasoning capabilities. The more complex such capabilities become,
the more susceptible those systems become to rhetorical techniques. Similarly,
argumentation schemes, which encompass a wide range of humanistic reasoning
techniques, are being harnessed for internal agent reasoning and inter-agent com-
munication. As the structure of agent knowledge bases becomes more refined,
the reasoning techniques that can be leveraged become more detailed and more
specific.

Another clear trend is the emergence of the need for objective comparisons
between systems. In some cases, such evaluation can be carried out using tools
from earlier multi-agent systems research or distributed computing. Yet, much
more commonly, the tools for evaluation simply do not exist and need building
from scratch. As the range of argumentation-based techniques for reasoning and
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communicating expands, benchmarking and evaluation will become an increas-
ingly important requirement in comparing and assessing those techniques.

A very important research trend, which we are only beginning to see glimpses
of, is the integration of argumentation-theoretic and economic-theoretic concep-
tions of rationality. Attempts to integrate notions of economic preference (e.g.,
via the notion of utility) into argumentation systems is an important step to-
wards integration.

Finally, and looking to the longer term, we foresee the emergence of richer ar-
gumentation models such as those that move away from the so-called “standard
treatment” (such as formalizations of Toulmin’s model). These will be driven by
the limitations of expressivity identified in dialectical models (e.g., refutations
versus negations; distinctions between undercutting and rebutting; and distinc-
tions between warrants and implications). As agent reasoning becomes more
sophisticated, the limits of the propositional model come ever more to the fore.
Perhaps it is the ArgMAS community that will be at the vanguard of engineer-
ing solutions that tackle induction, categorical syllogism, the interrogative and
imperative, and a whole host of Aristotelian basic concepts that might yield
concrete computational gains in implemented agent systems.

We conclude this preface by extending our gratitude to the members of the
steering committee, members of the program committee, and the auxiliary re-
viewers, who together helped make the ArgMAS workshop a success. We also
thank the authors for their enthusiasm in submitting papers to the workshop,
and for revising their papers on time for inclusion in this book.

October 2004 Iyad Rahwan, Pavlos Moraitis, and Chris Reed
Program Chairs

ArgMAS 2004
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Nicolas Maudet Université Paris Dauphine, France
Peter McBurney University of Liverpool, UK
Pavlos Moraitis University of Cyprus, Cyprus
Xavier Parent King’s College, London, UK
Simon Parsons City University of New York, USA
Henry Prakken Utrecht University, Netherlands
Iyad Rahwan University of Melbourne, Australia
Chris Reed University of Dundee, UK
Carles Sierra IIIA, Spain
Paolo Torroni Università di Bologna, Italy
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Some Preliminary Steps Towards a Meta-theory
for Formal Inter-agent Dialogues

Simon Parsons1, Peter McBurney2, and Michael Wooldridge2

1 Department of Computer and Information Science, Brooklyn College,
City University of New York, 2900 Bedford Avenue, Brooklyn,

New York, NY 11210, USA
parsons@sci.brooklyn.cuny.edu

2 Department of Computer Science, University of Liverpool,
Chadwick Building, Liverpool L69 7ZF, UK

{p.j.mcburney, m.j.wooldridge}@csc.liv.ac.uk

Abstract. This paper investigates the properties of argumentation-based dia-
logues between agents. It takes a previously defined system by which agents can
trade arguments, and examines how different classes of protocols for this kind
of interaction can have profoundly different outcomes. Studying such classes of
protocol, rather than individual protocols as has been done previously, allows us
to start to develop a meta-theory of this class of interactions.

1 Introduction

Research into the theoretical properties of protocols for multi-agent interaction can be
crudely divided into two camps. The first camp is broadly characterised by the application
of game and economic theory to understanding the properties of multi-agent protocols;
this camp includes, for example, research on auction protocols and algorithmic mecha-
nism design [12]. The second camp may be broadly characterised by an understanding
of agents as practical reasoning systems, which interact in order to to resolve differences
of opinion and conflicts of interest; to work together to resolve dilemmas or find proofs;
or simply to inform each other of pertinent facts. As work in the former camp has been
informed by game and economic theory, so work in this latter camp has been informed
in particular by research in the area of argumentation and dialogue games. Examples of
argumentation-based approaches to multi-agent dialogues include the work of Dignum
et al. [4], Kraus [13], Reed [20], Schroeder et al. [21] and Sycara [22].

The work of Walton and Krabbe has been particularly influential in argumentation-
based dialogue research [23]. They developed a typology for inter-personal dialogue
which identifies six primary types of dialogues and three mixed types. The categorization
is based upon: what information the participants each have at the commencement of the
dialogue (with regard to the topic of discussion); what goals the individual participants
have; and what goals are shared by the participants, goals we may view as those of the
dialogue itself. This dialogue game view of dialogues overlaps with work on conversation
policies (see, for example, [3, 6]), but differs in considering the entire dialogue rather
than dialogue segments. As defined by Walton and Krabbe, the three types of dialogue

I. Rahwan et al. (Eds.): ArgMAS 2004, LNAI 3366, pp. 1–18, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 S. Parsons, P. McBurney, and M. Wooldridge

we have considered in our previous work are: Information-Seeking Dialogues (where
one participant seeks the answer to some question(s) from another participant, who is
believed by the first to know the answer(s)); Inquiry Dialogues (where the participants
collaborate to answer some question or questions whose answers are not known to any
one participant); and Persuasion Dialogues (where one party seeks to persuade another
party to adopt a belief or point-of-view he or she does not currently hold). Persuasion
dialogues begin with one party supporting a particular statement which the other party to
the dialogue does not, and the first seeks to convince the second to adopt the proposition.
The second party may not share this objective.

Our previous work investigated capturing these types of dialogue using a formal
model of argumentation [2], and the basic properties and complexity of such dialogues
[16]. Most recently, we have looked at how the outcomes of these dialogues can depend
upon the order in which agents make utterances [17]. Here we extend this investigation,
by moving from the study of particular protocols to the study of classes of protocols,
and the properties of those classes. These results, then, are (very preliminary) results
about the meta-theory of argumentation-based dialogues. The advantage of this change
in perspective is that our results are robust—they hold for a wider range of possible
dialogues—and more wide-reaching that we have been able to obtain hitherto, permitting
a more complete analysis of argumentation-based dialogues. Note that, despite the fact
that the types of dialogue we are considering are drawn from the analysis of human
dialogues, we are only concerned here with dialogues between artificial agents. Unlike
Grosz and Sidner [10] for example, we choose to focus in this way in order to simplify
our task—dealing with artificial languages avoids much of the complexity of natural
language dialogues.

2 Background

In this section, we briefly introduce the formal system of argumentation that underpins
our approach [1], a system that extends Dung’s [5] with preferences. We start with a
(possibly inconsistent) knowledge base Σ with no deductive closure. We assume Σ
contains formulas of a propositional language L, that � stands is the classical inference
relation, and ≡ stands for logical equivalence. An argument is a proposition and the set
of formulae from which it can be inferred:

Definition 1. An argument is a pair A = (H, h) where h is a formula of L and H a
subset of Σ such that:

1. H is consistent;
2. H � h; and
3. H is minimal, so no proper subset of H satisfying both (1) and (2) exists.

H is called the support of A, written H = Support(A) and h is the conclusion of A,
written h = Conclusion(A).

We thus talk of h being supported by the argument (H, h)
In general, since Σ is inconsistent, arguments in A(Σ), the set of all arguments

which can be made from Σ, will conflict, and we make this idea precise with the notion
of undercutting:
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Definition 2. Let A1 and A2 be two arguments of A(Σ). A1 undercuts A2 iff ∃h ∈
Support(A2) such that h ≡ ¬Conclusion(A1).

In other words, an argument is undercut iff there is another argument which has as its
conclusion the negation of an element of the support for the first argument.

To capture the fact that some facts are more strongly believed than others, we as-
sume that any set of facts has a preference order over it. We suppose that this ordering
derives from the fact that the knowledge base Σ is stratified into non-overlapping sets
Σ1, . . . , Σn such that facts in Σi are all equally preferred, and are more preferred than
those in Σj where j > i. The preference level of a nonempty subset H of Σ, level(H),
is the number of the highest numbered layer which has a member in H .

Definition 3. Let A1 and A2 be two arguments inA(Σ). A1 is preferred to A2 according
to Pref , Pref(A1, A2), iff level(Support(A1)) ≤ level(Support(A2)).

By�Pref , we denote the strict pre-order associated with Pref . If A1 is preferred to A2,
we say that A1 is stronger than A2

1. We can now define the argumentation system we
will use:

Definition 4. An argumentation system (AS) is a triple 〈A(Σ),Undercut ,Pref 〉 such
that:

– A(Σ) is a set of the arguments built from Σ,
– Undercut is a binary relation representing the defeat relationship between argu-

ments, Undercut ⊆ A(Σ)×A(Σ), and
– Pref is a (partial or complete) preordering on A(Σ)×A(Σ).

The preference order makes it possible to distinguish different types of relation between
arguments:

Definition 5. Let A1, A2 be two arguments of A(Σ).

– If A2 undercuts A1 then A1 defends itself against A2 iff A1 �Pref A2. Otherwise,
A1 does not defend itself.

– A set of arguments S defends A iff: ∀ B undercuts A and A does not defend
itself against B then ∃ C ∈ S such that C undercuts B and B does not defend
itself against C.

We write CUndercut,Pref to denote the set of all non-undercut arguments and arguments
defending themselves against all their undercutting arguments. The set S of acceptable
arguments of the argumentation system 〈A(Σ),Undercut ,Pref 〉 is the least fixpoint of
a function F [1]:

S ⊆ A(Σ)
F(S) = {(H, h) ∈ A(Σ) | (H, h) is defended by S}

1 We acknowledge that this model of preferences is rather restrictive and in the future intend to
work to relax it.
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Definition 6. The set of acceptable arguments for an argumentation system 〈A(Σ),
Undercut ,Pref 〉 is:

S =
⋃

Fi≥0(∅)

= CUndercut,Pref ∪
[⋃

Fi≥1(CUndercut,Pref )
]

An argument is acceptable if it is a member of the acceptable set, and a proposition is
acceptable if it is the conclusion of an acceptable argument.

Definition 7. If an agent A has an acceptable argument for a proposition p, then the
status of p for that agent is accepted, while if the agent does not have an acceptable
argument for p, the status of p for that agent is not accepted.

An acceptable argument is one which is, in some sense, proven since all the arguments
which might undermine it are themselves undermined.

3 Locutions and Attitudes

As in our previous work, agents put forward propositions and accept propositions put
forward by other agents based on their acceptability. The exact locutions and the way
that these locutions are exchanged define a formal dialogue game which agents engage
in.

Dialogues are assumed to take place between two agents, for example called P (for
“pro”) and C (“con”). Each agent i ∈ {P, C} has a knowledge base, Σi, containing its
beliefs. In addition, each agent i has a further knowledge base CS(i), visible to both
agents, containing commitments made in the dialogue.We assume an agent’s commitment
store is a subset of its knowledge base. Note that the union of the commitment stores
can be viewed as the state of the dialogue at a given time. Since each agent has access
to their private knowledge base and both commitment stores, agent i can make use of
〈A(Σi ∪ CS(j)),Undercut ,Pref 〉 where i, j ∈ {P, C} and i �= j.

All the knowledge bases contain propositional formulas and are not (necessarily)
closed under deduction, and moreover all are stratified by degree of belief as discussed
above. Here we assume that these degrees of belief are static and that both the players
agree on them (acknowledging that this is a limitation of this approach).

With this background, we can present a set of dialogue moves, based on those first
introduced in [16], and then modified in [15]. Each locution has a rule describing how to
update commitment stores after the move, and groups of moves have conditions under
which the move can be made—these are given in terms of the agents’ assertion and
acceptance attitudes (defined below). For all moves, player P addresses the ith move of
the dialogue to player C.

assert(p) where p is a propositional formula.

CSi(P ) = CSi−1(P ) ∪ {p} and CSi(C) = CSi−1(C)

Here p can be any propositional formula, as well as the special character U , discussed
below. This makes a statement that the agent is prepared to back up with an argument.
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assert(S) where S is a set of formulas representing the support of an argument.

CSi(P ) = CS(P )i−1 ∪ S and CSi(C) = CSi−1(C)

accept(p) p is a propositional formula.

CSi(P ) = CSi−1(P ) ∪ {p} and CSi(C) = CSi−1(C)

This explicitly notes that P agrees with something previously stated by C.

reject(p) p is a propositional formula.

CSi(P ) = CSi−1(P ) and CSi(C) = CSi−1(C)

This explicitly notes that P disagrees with something previously stated by C.

challenge(p) where p is a propositional formula.

CSi(P ) = CSi−1(P ) and CSi(C) = CSi−1(C)

A challenge is a means of making the other player explicitly state the argument supporting
a proposition that they have previously asserted2. In contrast, a question can be used to
query the other player about any proposition.

question(p) where p is a propositional formula.

CSi(P ) = CSi−1(P ) and CSi(C) = CSi−1(C)

question is used to start an information-seeking dialogue. The last two locutions are
used to start particular types of dialogue [15]:

know(p) where p is a propositional formula.

CSi(P ) = CSi−1(P ) and CSi(C) = CSi−1(C)

know(p) is a statement akin to “do you know that p is true”, which kicks off a persuasion
dialogue.

prove(p) where p is a propositional formula.

CSi(P ) = CSi−1(P ) and CSi(C) = CSi−1(C)

prove(p) is an invitation to start an inquiry dialogue to prove whether p is true or not.
This is the set of moves, MPK

DC from [15], an expansion of those in [16] that allows for
more elegant dialogues3.

2 In this system it is only possible to issue a challenge for a proposition p following an assert(p)
by the other agent.

3 The locutions in MPK
DC are similar to those discussed elsewhere, for example [7, 19], though

there is no retract locution.
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The way in which these locutions are used will be determined by the protocol used
(examples of which are given below) and the attitudes that control the assertion and
acceptance of propositions. Following our previous investigation [16, 17], we deal with
“thoughtful/skeptical” agents that can assert any proposition p for which they can con-
struct an acceptable argument, and will accept any proposition p for which they can
construct an acceptable argument. Whatever the protocol, no agent is allowed to repeat
exactly the same locution (down to the proposition or propositions that instantiate it)
without immediately terminating the dialogue.

We refer to the system described here asDG, irrespective of the protocol that controls
the exchange of locutions.

4 Types of Dialogue

Previously [16], we defined three basic protocols for information seeking, inquiry and
persuasion dialogues. These were subsequently updated in [15], and despite their appar-
ent simplicity, have proved to be theoretically very rich.

4.1 Information-Seeking

The following protocol, denoted IS, is unchanged from [16] and captures basic infor-
mation seeking:

1. A asks question(p).
2. Depending upon the contents of its knowledge-base and its assertion attitude, B

replies with either assert(p), assert(¬p), or assert(U), where U indicates that,
for whatever reason, B cannot give an answer.

3. A either accepts B’s response, if its acceptance attitude allows, or challenges. U
cannot be challenged, and as soon as it is asserted, the dialogue terminates without
the question being resolved.

4. B replies to a challenge with an assert(S), where S is the support of an argument
for the last proposition challenged by A.

5. Go to (3) for each proposition in S in turn.

When the dialogue terminates with A accepting the subject of the dialogue, the dialogue
is said to be successful.

Note that A accepts whenever possible, only being able to challenge when unable
to accept.

4.2 Inquiry

The inquiry protocol I ′′ from [15] is:

1. B proffers prove(p), inviting A to join it in the search for a proof of p.
2. A asserts q → p for some q or U .
3. B accepts q → p if its acceptance attitude allows, or challenges it.
4. A replies to a challenge with an assert(S), where S is the support of an argument

for the last proposition challenged by B.



Some Preliminary Steps Towards a Meta-theory 7

5. Go to (2) for each proposition s ∈ S in turn, replacing q → p by s.
6. B asserts q, or r → q for some r, or U .
7. IfA(CS(A)∪CS(B)) includes an argument for p that is acceptable to both agents,

then first A and then B accept it and the dialogue terminates successfully.
8. If at any point one of the propositions is not acceptable to an agent, it issues a reject,

and the dialogue ends unsuccessfully.
9. Go to 6, reversing the roles of A and B and substituting r for q and some t for r.

This protocol has some core steps in common with IS dialogues, and we discuss these
below.

4.3 Persuasion

The persuasion protocol P ′ from [15] is:

1. A issues a know(p), indicating it believes that p is the case.
2. A asserts p.
3. B accepts p if its acceptance attitude allows, else B either asserts¬p if it is allowed

to, or else challenges p.
4. If B asserts ¬p, then go to (2) with the roles of the agents reversed and ¬p in place

of p.
5. If B has challenged, then:

(a) A asserts S, the support for p;
(b) Go to (2) for each s ∈ S in turn.

6. If B does not challenge, then it issues either accept(p) or reject(p), depending
upon the status of p for it.

Note that this kind of persuasion dialogue does not assume that agents necessarily start
from opposite positions, one believing p and one believing¬p. Instead one agent believes
p and the other may believe ¬p, but also may believe neither p nor ¬p. This is perfectly
consistent with the notion of persuasion suggested by Walton and Krabbe [23].

Protocols IS, I ′′, and P ′ define a range of possible sequences of locutions, and
we call these sequences dialogues (the relationship between the two is explored more
in [15]). Here a protocol is a blueprint for many different dialogues, depending on the
beliefs of the agents who use the protocol. We will refer to any dialogue under the X
protocol as an “X dialogue”.

5 Classes of Protocol

We have previously [16, 17] studied the properties of these three individual protocols.
Here we extend this work, investigating whether there are properties, especially prop-
erties related to the outomes of dialogues under these protocols, that are determined by
the structure of the dialogues.
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A: question(p)
B: assert(p)

A: challenge(p)
B: assert

(⋃
i
{si}i=1...n

)
A: challenge(s1)
B: assert({s1})
A: accept(s1)
A: challenge(s2)
B: assert({s2})
A: accept(s2)

...
A: challenge(sn)
B: assert({sn})
A: accept(sn)

A: accept
(⋃

i
{si}i=1...n

)
A: accept(p)

Fig. 1. An example information-seeking dialogue

5.1 The General Shape of Dialogues

We start by considering the structure of an IS dialogue, the general form of which will
be as in Fig. 1. The dialogue is written to emphasize that one way to think of it is as a
set of sub-dialogues. There is an outer dialogue of three locutions, inside that there is
another 3 locution dialogue, which in turn has a sequence of three-locution dialogues
inside it. Looking at the other kinds of dialogue defined above reveals that they not only
do they have a similar structure [15], but that the sub-dialogues they contain have the
same structure. We can exploit this structure to obtain general results about dialogues
constructed in this way.

We can consider the repeated sub-dialogue in Fig. 1 to be an atomic protocol4, which,
along with some additional ones identified in [15] (along with a set of rules for combining
them) are sufficient to construct the protocols given above. These are similar in concept
to conversation policies [8], being fragments from which a dialogue can be created. The
atomic protocol distilled from the repeated sub-dialogue in Fig. 1 we call A. This starts
following an assert(X) and runs:

A: challenge(X)
B: assert(Y )
A: accept(X) or reject(X)

where X and Y are variables, and Y is the support for whatever proposition instantiates
X . By analogy with the IS dialogue, we say that an A dialogue is successful if it
concludes with an accept.

Additional A dialogues may be nested inside the dialogue generated by this protocol,
and typically we will have a series of such dialogues after the assert (just as in Fig. 1).

4 In the sense that it cannot be broken down further and yield a recognisable protocol.
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{s1, . . . , sn}

{sn}{s1} . . .
. . .

p

Fig. 2. An A dialogue

This corresponds to the construction of a proof tree for X . Thus if the X is instantiated
with p and Y with S = {s1, . . . sn}, then the proof tree unfolded by the instance of A
above, and subsequent A dialogues about each si will build the proof tree in Fig. 2. This
figure denotes that the set {s1, . . . , sn} is the set of grounds for p, and that each si has
a set of grounds {si}.

Definition 8. The subject of a dialogue is p iff the first locution in the dialogue concerns
p.

Definition 9. Consider two dialogues D and E. D is said to be embedded in E if the
sequence of locutions that make up D is a subsequence of those that make up E.

Definition 10. Consider two dialogues D and E. D is said to be directly embedded in
E if D is embedded in E and there is no dialogue F such that D is embedded in F and
F is embedded in D.

If D is embedded in E but is not directly embedded in E, then there are one or more
intermediate dialogues F , such that D is embedded in F and F is embedded in E. In
such a case every F is said to be between D and E. In Fig. 1, the dialogue:

A: challenge(s1)
B: assert({s1})
A: accept(s1)

is embedded in the dialogue:

A: question(p)
B: assert(p)

...
A: accept(p)

and directly embedded in the A dialogue:

A: challenge(p)
B: assert (

⋃
i{si}i=1...n)

...
A: accept (

⋃
i{si}i=1...n)
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If both D and E are carried out under A then the only reasonable ways to embed D in
E is to have D follow the assert in E, or to follow another dialogue F that is already
embedded in E.

Definition 11. Consider two dialogues D and E, where D is directly embedded in E. If
E has a level of embedding of n, then D has a level of embedding of n + 1. A dialogue
that is not embedded in another has a level of embedding of 0.

We can then show:

Proposition 1. If E is an A dialogue with subject p and a level of embedding n, and D
is an A dialogue embedded in E such that all intermediate dialogues between D and E
are A dialogues, then the maximum level of embedding of D is n + 1.

Proof. The maximum level of embedding will occur when dialogues are nested as deeply
within one another as possible, so we proceed by constructing the deepest possible
nesting. If E has subject p, then the second locution of E will be the assertion of the
grounds for p. This will be some set of propositions S which are a subset of the knowledge
base of the agent replying to the assertion (by definition). Each member of this set can
then be challenged by a new dialogue Di with subject si ∈ S. The only possible response
to such a challenge is to assert {si} (the agent that asserts this has nothing else to back
si with), and either Di will end without another A dialogue being embedded in it, or E
will terminate because of repetition. Either way there will be no A dialogues embedded
in Di. ��

In other words we can only have two levels of direct embedding of A dialogues. With
this result, we are ready to start analysing combinations of atomic protocols.

5.2 Simple Dialogues

We will start by just considering combinations of A dialogues. Since we can only have
two levels of direct embedding of A dialogue, a dialogue under IS will never end up
building a proof tree deeper that in Fig. 2. This is the reason we can obtain termination
results like those in [18]—the dialogue must terminate once the elements of the tree
have been enumerated.

What do the proof trees look like for other kinds of dialogue? Well, dialogues con-
ducted under I ′′ will consist of a sequence of IS dialogues linked by their subject. If
the subject of the nth dialogue is r → q, then the subject of the n + 1th is r or s → r.
The subject of the first dialogue is q → p, for some q, where p is the subject of the I ′′

dialogue. This creates a structure like that in Fig. 3. In an IS dialogue, the key thing is
the acceptance, or otherwise, of the subject of the dialogue and hence the subject of the
top-level A dialogue. In an I ′′ dialogue, the focus is much more on whether it is possible
to prove something about the subject of the dialogue. In other words, for a dialogue with
subject p, we are interested in whether ∪i{ai} � p where ai is the subject of the ith top-
level A dialogue. We refer to all logically distinct and non-tautological propositions like
p that can be inferred from things that have been the subject of a successful A dialogue
as being agreed conclusions of the dialogue. Obviously the subjects of all successful A
dialogues are themselves agreed conclusions. The following result justifies the name:
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1, . . . , s

′
n}

{s′
1} {s′

n} . . .
. . .

s → r

. . .{s′′
1 , . . . , s′′

n}

{s′′
1} {s′′

n}

Fig. 3. An I′′ dialogue

Proposition 2. Given a dialogue D between agents F and G, where D consists of one
or more A dialogues, and where p is an agreed conclusion of D, then both agents have
an acceptable argument for p.

Proof. The subject of each A dialogue that has the status of agreed conclusion is ac-
ceptable to both agents by definition—any proposition that is not acceptable will have
been rejected. Any agreed conclusion p is a logical consequence of these subjects ai,
and therefore an agent can build an argument (∪i{ai}, p). Because the ai are accept-
able, there are no acceptable undercutting arguments for the ai, and hence none for
(∪i{ai}, p). So both agents have an acceptable argument for p. ��

The idea of agreed conclusions allows us to talk about outcomes other than those con-
sidered in [17]. There, we focused on acceptance outcomes—those propositions which
one agent asserted and the other later accepted. Such acceptance outcomes include all
the propositions in Fig. 2 and 3.

The relationship between acceptance outcomes and agreed conclusions is captured
by the following results.

Proposition 3. For any dialogue under a protocol which permits only one A dialogue,
the set of agreed conclusions is exactly the set of acceptance outcomes.

Proof. The subject p of the A dialogue can be an acceptance outcomes, and if so the
only acceptance outcome—since the grounds for p that are asserted are not accepted if
there is only one A dialogue they can’t be accepted. If is an acceptance outcomes, then p
is also an agreed conclusion, and if p is not an acceptance outcome, there are no agreed
conclusions, so the result holds. ��

Proposition 4. Given any dialogue between agents F and G that has two A dialogues
D and E embedded in it, such that D is directly embedded in E, or so that D and E are
in sequence, then the set of acceptance outcomes is a subset of the agreed conclusions
of the dialogue.

Proof. Consider D and E in sequence and imagine both are successful. For both dia-
logues, Proposition 3 tells us that the acceptance outcomes are exactly the set of agreed
conclusions. Let’s call these acceptance outcomes p and q. Then p ∧ q, which need not
be an acceptance outcome, is an agreed conclusion and the result holds for D and E in
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sequence. Exactly the same argument holds if one of D and E is embedded in the other.
If either, or both, of D and E are not successful, then the the set of agreed conclusions
is exactly the set of acceptance outcomes for this dialogue, ∅, and the result holds. ��

So, if there is only one A, then acceptance outcomes and agreed conclusions coincide;
but if a second A is included in the dialogue, then the set of agreed conclusions expands
beyond the acceptance outcomes.

The reason that agreed conclusions and the A protocol are important ideas is that they
give us a route to producing meta-theoretic results about the kinds of dialogue system
we have been studying in [16, 17] that relate to dialogue structure. The above results
are results about general classes of protocol—those that do and do not allow multiple
A dialogues—rather than results about particular protocols. These are the kind of first,
tentative, steps towards a meta-theory that we make in this paper.

The previous results suggest that it makes sense to classify protocols by the number
of A dialogues that they permit. Since protocols that permit at most one A dialogue
are not very interesting, we won’t consider these to be a separate class. Instead we will
classify protocols into those that do and do not permit sequences of A at the lowest level
of embedding of such dialogues. (This is the only level at which it makes sense to discuss
protocols which do not allow sequences—as soon as a set of grounds are asserted, as
they must be in a A protocol, it does not make sense to prevent an embedded sequence
of As testing the validity of the propositions in the grounds—so there is no point in
considering restrictions on A dialogues at higher levels of embedding.)

Protocols like I ′′ that allow sequences of A dialogues at the top level we will call
A-sequence protocols and those like IS that do not allow such sequences of A dialogues
we will call A-singleton protocols. Note that classifying a dialogue as A-singleton says
nothing about whether it has embedded A dialogues. An A-sequence dialogue will in
general generate more agreed conclusions than an A-singleton dialogue.

5.3 More Complex Dialogues

We are now ready to consider combinations of A with other atomic protocols, and will
start by looking at theP ′ dialogue (since this neatly introduces another atomic protocol).
There are two ways that a P ′ dialogue with subject p can unfold. In one, which in [15]
we called persuasion1, the initial combination of know, assert is followed by a single
A dialogue (which, of course, may have other A dialogues embedded in it). In the other,
which in [15] we called persuasion2, know(p), assert(p) is followed by know(¬p),
the assertion of ¬p and then by a A dialogue with subject ¬p. Clearly, then P ′ is an
A-singleton protocol (though it can still have a set of agreed conclusions which is a
superset of its set of acceptance outcomes). Since the atomic protocol:

A: know(x)
A: assert(x)
B: reject(x) or accept(x)

was called K in [15], we will classify protocols like P ′ which have K and A protocols
embedded in K-protocols (but no K protocols embedded in the As, and no sequences
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Fig. 4. An extended P dialogue

of Ks) as K-embedded protocols. Such protocols are rather limited. If the sequence of
embedded K protocols concern the same proposition p, and so start with know(p) then
know(¬p), and so on we will call this a K(p)-embedded dialogue. Clearly the rule about
repetition in DG implies that in practice there is no “and so on”:

Proposition 5. In DG, K(p)-embedded dialogues can be composed of at most two K
dialogues.

Although this limiting result—which restricts K(p)-embedded dialogues to basically be
identical to P ′—doesn’t hold for other kinds of K-embedded dialogue, it isn’t clear that
such dialogues makes sense—they would involve a know/assert pair about two uncon-
nected propositions (they might, however, be a basis for eristic dialogues—quarrels).

Since P ′ summarises all the possibilities for K(p)-embedded dialogues, we have:

Proposition 6. A K(p)-embedded dialogue where the lowest level of embedding of K
is n has the same set of agreed outcomes as an A-singleton dialogue with a level of
embedding of n + 1 and a subject of p, or an A-singleton dialogue with a level of
embedding of n + 2 and a subject of ¬p.

Proof. Follows immediately from the unfolding of a dialogue under P ′. ��

Thus P ′ and the whole class of K(p)-embedded dialogues capture a much narrower
range of interactions than A-sequence dialogues.

It is possible to extendP ′ to obtain a similar kind of dialogue that is in the A-sequence
class, but only in a limited way. Consider a dialogue that is a hybrid of persuasion1
and persuasion2 (which isn’t possible under P ′, but would be under a close relative of
it) with subject p in which the assertion of p is followed by the same A dialogue as in
persuasion1, but which doesn’t stop5 once the grounds for p have been found acceptable
by both agents. Instead, the agent to which the initial assert(p) was addressed is now
allowed to assert ¬p, and there is another A dialogue about the grounds for ¬p. The
result is the construction of the proof tree in Fig. 4. At this point, both agents judge the
overall acceptability of p and ¬p (which will depend in the limit on the strengths with
which propositions are believed) and one will accept(p) or the other will accept(¬p).
This new persuasion dialogue will be called eP .

5 What we are describing here is the fullest extent of a dialogue under such a protocol—what
[15] calls the extensive form. Clearly, a dialogue under this protocol might stop at this point.
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We will classify protocols like eP—protocols in which there are successive K dia-
logues at a level of embedding of 1—we will relax this restriction later—as K-sequence
protocols. Such protocols are allowed to have A protocols embedded in the K protocols,
just as in P , and maybe other protocols around the K-protocols.

It turns out that it is useful to distinguish K-sequence protocols in which successive
K dialogues start with know(p) then know(¬p), and so on. We call such dialogues
K(p)-sequence dialogues. Clearly the limitation on repetition in DG again means that:

Proposition 7. In DG, K(p)-sequence dialogues can have at most two K dialogues at
a level of embedding of 1.

We this notation, we can study the outcomes of dialogues like eP . K(p)-sequence dia-
logues are rather different to P ′ dialogues. A persuasion1 dialogue between F and G
in which F utters the first locution will result in G either accepting or not accepting p,
but there will be no change in F ’s beliefs about p. Similarly, a persuasion2 dialogue
will either result in F accepting ¬p or not accepting ¬p, but there will be no change in
G’s beliefs about ¬p. In an eP dialogue, either of the agents may change the status of
p, but we can’t tell which from the form of the dialogue. Indeed we won’t be able to say
anything about the outcome of the dialogue until the end. However, we do know that
both agents cannot change their minds in this way:

Proposition 8. In DG, an K(p)-sequence dialogue between agents F and G under a
protocol in which the only dialogues at a level of embedding of 1 are K dialogues cannot
result in one agent changing the status of p and the other changing the status of ¬p.

Proof. For both agents to persuade the other to change the status of p we need the
following scenario, or some symmetric variant, to take place. Before the dialogue, p is
acceptable to F and ¬p is acceptable to G. F starts a K dialogue with subject p and
has p as an acceptance result. G has then changed status. G now has to get F to change
the status of p. Consider the course of the dialogue unfolding in the best way to allow
both agents to change the status of p. F asserts p, and may need to support this, and G
accepts. The only remaining sub-dialogue requires that G assert ¬p at this point, which
it cannot do thanks to F ’s argument. The only time G can succeed in its persuasion is
when F fails to make G change the status of p. ��

This result hinges on the fact that both K dialogues are about the same proposition, and a
G that has been persuaded that p is the case cannot then turn around and persuade F that
¬p is the case. More general K-sequence dialogues, in which sucessive persuasions are
about different propositions, can result in both agents changing the status of the subjects
of successive sub-dialogues.

We can extend the kinds of dialogue we can assemble with the K dialogue, by allowing
K dialogues to be embedded in A dialogues. Denoting protocols that allow K dialogues
within A dialogues as well as A dialogues within K dialogue as AK-embedded protocols,
it is no surprise to find that:

Proposition 9. Every K-sequence protocol is an AK-embedded protocol. Some AK-
embedded protocols are not K-sequence protocols.

Proof. Immediate from the definition of K-sequence and AK-embedded protocols. ��
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Fig. 5. An AK-embedded dialogue

However, the range of additional dialogues that are enabled by this extra embedding is
maybe startling:

Proposition 10. The class of AK-embedded protocols can generate dialogues which
include embedded dialogues at arbitrarily large levels of embedding.

Proof. Since K dialogues are allowed to be embedded in A dialogues, we can keep
deepening the proof tree (if the knowledge bases of the agents suffice) by answering
every assert(p) in a K dialogue with an A dialogue with subject p, and then meeting the
assertion of one of the grounds s of the argument for p with an K dialogue that begins
know(¬s). ��
In other words, the argument can now continue as long as the participants have something
new to say.

Such dialogues now make a new kind of persuasion possible—A can propose p, B
can come up with an undercutter (attacking the grounds of p), but this can then be over-
ruled by another argument from A which is undefeated and undercuts the undercutter.
The proof tree for such a dialogue is given in Fig. 5. However, despite the fact that
they support this new kind of persuasion, AK-embedded protocols still have significant
commonality with K-sequence dialogues:

Proposition 11. Consider two agents F and G, with databases ΣF and ΣG. If F and
G engage in a K-sequence dialogue, their agreed conclusions will be a subset of their
agreed conclusions under a AK-embedded dialogue.

Proof. The result holds because K-sequence and AK-embedded dialogues start out in
the same way—they only differ in terms of assertions (which are the locutions that give
rise to agreed conclusions) once the dialogue gets to the first embedded K-dialogue.
So while AK-embedded dialogues may have agreed conclusions that aren’t achieved
by K-sequence dialogues, they will have all the agreed conclusions (which may be the
empty set of agreed conclusions) of the K-sequence dialogue up to that first embedded
K-dialogue. ��
At this point it makes sense to ask whether we have a kind of monotonicity result for AK-
embedded dialogues that says, just as Proposition 8 does for K(p)-sequence dialogues,
that once both agents agree on a proposition, it remains agreed throughout the dialogue.
In fact, we can show the opposite of Proposition 8 for AK-embedded dialogues:

Proposition 12. A dialogue between agents F and G under an AK-embedded protocol
can result in one agent changing the status of p and the other changing the status of ¬p.
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Proof. For this result we only need an existence proof. An instance occurs in following
scenario, or some symmetric variant. Before the dialogue, p is acceptable to F and ¬p
is acceptable to G. F starts a K dialogue with subject p and has p as an acceptance
result. G has then changed status. G now has to get F to change the status of p. It can’t
do this by asserting ¬p, since it no longer has an acceptable argument for ¬p, but it can
now assert some q (if there is such a proposition) that allows F to create an acceptable
argument for¬p. If this q does not, so far as G knows, bear upon p or¬p, then G remains
convinced of the acceptability of p and both agents have changed status as required by
the result. ��

This is a critical point, and it is worth considering it in more detail. As an example of how
we can have the kind of situation in the proof of Proposition 12, consider the dialogue
outlined in Fig. 5. Consider further that F starts the dialogue by stating p, G challenges,
F replies with {q → p, q} and so on. By the time that the dialogue finishes with the
statement of {s}, G has an acceptable argument for p and so changes status. However, a
later assertion by G (and such an assertion is not ruled out in an AK-embedded dialogue),
t, which is unrelated to the proof tree in Fig. 5 provides the final piece of a convincing
argument from ΣF (and thus invisible to G) against p. Then F will change the status of
p.

Note that t cannot be part of the chain of argument about p. If it were, if t was part
of the grounds for ¬q, say, and also a crucial part of some argument against p the rest
of which was only known to F , then this argument would also be an argument against
t and so be objected to by F . If it were able to cause F to find p not acceptable, then it
would also prevent G changing the status of ¬p.

The important thing that is happening here is that, unlike what happens in the simple
dialogues we have been studying up until now, both agents are making assertions and
then further assertions in their defence, and later assertions need not be directly related—
that is related in a way that is visible to both agents—to earlier ones. As the commitment
stores grow, the set of new arguments that both agents can make as a result of the
dialogue is growing, and, in particular, the non-overlapping part of this is growing. As
this happens, the non-monotonicity of the notion of acceptability is coming to the fore.
An obvious question then is, doesn’t Proposition 8 contradict Proposition 12? Doesn’t
the non-monotonicity of the agreed conclusions (they are non-monotonic because they
are determined by acceptability) mean that two agents can have an K-sequence dialogue
about p and obtain agreed outcomes that are not agreed outcomes of an AK-embedded
dialogue about p between the same two agents?

The answer is that the result of Proposition 8 holds across the course of the dialogue
rather than at the end of the dialogue. In other words, it is possible for those agents to
have an AK-embedded dialogue about p that ends up with a set of agreed outcomes that
do not include the agreed outcomes of a K-sequence dialogue about p, but along the way
they will have agreed on exactly the same outcomes, only to later reject them when they
considered additional information.

The notion that we have to consider results across the course of the dialogue, and
so take the non-monotonicity of the agreed outcomes properly into account, will be the
focus of our future work.
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6 Conclusions

This paper has extended the analysis of formal inter-agent dialogues in [15, 16, 17].
The main contribution of this extension has been to begin to provide a meta-theory for
such dialogues based on structural classification, making it possible to establish results
for whole classes of dialogue protocol. This, in turn, allows us to classify the whole
space of possible protocols, establishing relations between them, and giving us ways of
identifying good and bad classes. An early attempt in this direction was a second major
contribution of this paper—giving a more extensive analysis of the relation between types
of protocol and the outcome of dialogues under different protocols than has previously
been possible [17].

In this paper we have only scratched the surface of the work that needs to be done
in this area. There are a number of future directions that we are taking. First, we are
deepening the analysis in this paper, extending the work to handle the notion of “across
the course of the dialogue”, and investigating other kinds of dialogue, such as the delib-
eration (in the terminology of [23]) dialogues [9]. Second, we are looking to strengthen
our meta-theory using techniques from dynamic logic [11], to come up with tools that
allow us to analyse dialogues in a way analogous to that in which dynamic logic is
currently used to analyse program correctness. From this perspective we can think of
each locution as a “program” in the usual program correctness sense, and then identify
the effect of combinations of these. Finally, we are developing a denotational semantics
for our dialogues using category theory [14]. This allows us to talk about properties of
dialogues at a very abstract level.
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Abstract. Argumentation schemes are patterns of non-deductive reasoning that 
have long been studied in argumentation theory, and have more recently been 
identified in computational domains including multi-agent systems as holding 
the potential for significant improvements in reasoning and communication 
abilities. By focusing on models of natural language argumentation schemes, 
and then building formal systems from them, direct implementation becomes 
possible that not only has advantages in flexibility and scope, but also computa-
tional efficiency. 

1 Introduction 

Argumentation schemes capture stereotypical patterns of reasoning. Their study con-
stitutes an ancient part of argumentation theory that has recently been attracting in-
creasing attention (Walton, 1996), inter alia. Very early expositions laid out schemes 
as types of proofs -- a handy guide to the ways and means of persuading an audience 
(see, e.g. (Quintilian, 1920)). In this context, they are treated as a form of rhetoric. 
Later, they were adopted as a means of identifying bad argument -- this is very much 
the Aristotelian approach, in which schemes form a foundation stone for fallacy the-
ory. Both of these traditions, the fallacy-theoretic and rhetorical, have had much more 
recent exponents, such as Grennan (1997) and Perelman and Olbrechts-Tyteca (1967). 
But a new approach has also emerged from informal logic, whereby a more analytical, 
more objective approach has been taken to the characterisation of these reasoning 
patterns. Good examples include Kienpointner (1986) and Walton (1996) who both 
attempt to sketch means for the classification of schemes.  

Schemes have also been attracting the attentions of those who are interested in ex-
ploiting the rich interdisciplinary area between argumentation and AI (Reed & Nor-
man, 2003; Verheij, 2003). Of course, AI has long been interested in non-deductive 
forms of reasoning (for a good review of a large proportion of the area, see (Prakken 
& Vreeswijk, 2002)). But schemes, as construed by argumentation theory, seem to 
provide a somewhat more fine-grained analysis that is typical within AI. One example 
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lies in the granularity of classification of types: Kienpointner introduces over a dozen, 
Walton, almost thirty, Grennan, over fifty, Katzav and Reed (2004), over one hundred 
-- and none claim exhaustivity. By comparison, AI systems are more typically built 
with a small handful (Pollock's (1995) OSCAR, for example identifies less than ten -- 
with an uneven amount of work spread between them). This profligacy in philosophi-
cal classification might be argued to be as much a problem as an advantage - this is 
explored further below - but it serves to demonstrate that more detail is in some way 
being adduced. In particular, the propositional logic upon which a great deal of multi-
agent argumentation is based is being further analysed to yield more refined structures 
of reasoning. It is the contention of this paper that those refined structures of reason-
ing yield well to a computational interpretation, and can be implemented to useful 
effect. 

The aim of this paper is to employ conventional techniques (demonstrated in 
(Dung, 1995; McBurney and Parsons, 2002; Amgoud and Cayrol, 2002; inter alia) to 
handle the structure of argumentation schemes in such a way that (a) individual agents 
can reason about and develop arguments that employ schemes, and (b) that communi-
cation structures can be built up around those schemes. A formal account is an impor-
tant objective servicing this aim, but equally important is a concrete implementation 
that demonstrates that both (a) and (b) can be achieved in practice. Although the im-
plementation necessarily makes specific choices with regard to development, the for-
mal component guarantees the broader applicability of the approach. 

This paper represents a work in progress and sketches the framework, both theo-
retical and applied, around which development continues.  

2 Argumentation Schemes in Natural Discourse 

Argumentation schemes are forms of argument (structures of inference) representing 
common types of argumentation. They represent structures of arguments used in eve-
ryday discourse, as well as in special contexts like legal argumentation or scientific 
argumentation. They represent the deductive and inductive forms of argument that we 
are so highly familiar with in logic. But they can also represent forms of argument 
that are neither deductive nor inductive, but that fall into a third category, sometimes 
called abductive or presumptive. This third type of argument is defeasible, and carries 
weight on a balance of considerations in a dialogue. Perelman and Olbrechts-Tyteca, 
in The New Rhetoric (1969) identified many of these defeasible types of arguments 
used to carry evidential weight in a dialogue. Arthur Hastings' Ph.D. thesis (1963) 
carried out a systematic analysis of many of the most common of these presumptive 
schemes. The scheme itself specified the form of premises and conclusion of the ar-
gument. Hastings expressed one special premise in each scheme as a Toulmin warrant 
linking the other premises to the conclusion. Such a warrant is typically a defeasible 
generalization. Along with each scheme, he attached a corresponding set of critical 
questions. These features set the basic pattern for argumentation schemes in the litera-
ture that followed.   

     Many of these argumentation schemes were described and analyzed by van 
Eemeren and Grootendorst (1992). Kienpointner (1992) developed a comprehensive 
listing of argumentation schemes that includes deductive and inductive forms in addi-
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tion to presumptive ones. In (Walton, 1996), twenty-five argumentation schemes for 
common types of presumptive reasoning were identified. Following Hastings’ format, 
a set of critical questions is attached to each scheme. If an argument put forward by a 
proponent meets the requirements of a scheme, and the premises are acceptable to the 
respondent, then the respondent is obliged to accept the conclusion. But this accep-
tance, or commitment as it is often called, is provisional in the dialogue. If the re-
spondent asks one of the critical questions matching the scheme, the argument de-
faults and the burden shifts back to the proponent. The weight of the argument is only 
restored when the proponent gives a successful answer to the question.  

     An argumentation scheme that can be used as an example is that for argument 
from sign. An example would be a case in which Helen and Bob are hiking along a 
trail in Banff, and Bob points out some tracks along the path, saying, “These look like 
bear tracks, so a bear must have passed along this trail.” In the argumentation scheme 
below, one premise is seen to function as a Toulmin warrant.  

Argument from Sign (Walton, 1996, p. 49). 

Minor Premise: Given data represented as statement A is true in this situation. 

Major (Toulmin Warrant) Premise: Statement B is generally indicated as true when 
its sign, A, is true, in this kind of situation. 

Conclusion: Therefore, B is true in this situation. 

The major premise is a presumptive conditional stating that if A is true, then gener-
ally, but subject to exceptions, B is also true. In the case cited, the tracks could have 
been “planted” on the trail by tricksters. But in the absence of evidence of such trick-
ery, it is reasonable to provisionally draw the conclusion that a bear passed along the 
trail. Argument from sign is closely related to abductive inference, or inference to the 
best explanation. The best explanation of the existence of the observed tracks is the 
hypothesis that a bear walked along the trail producing the tracks. Of course, there 
could be other explanations. But in the absence of additional evidence, the bear hy-
pothesis could be plausible as a basis for proceeding carefully. 

3 A Theory of Argumentation Schemes 

Unfortunately, though the argumentation literature includes a wide variety of ap-
proaches to definition, classification, collection, analysis and specification of 
schemes, there is none that represents either a definitive or a consensual view. Any 
current computational work on schemes must therefore position itself somewhere in 
the space of theoretical work. 

If argumentation schemes capture types of argument, perhaps the first theoretical 
issue is to resolve the scope of our study by answering the question, 'What is argu-
ment?' The question is interesting, and has direct impact on models in multi-agent 
systems. Does, for example, the bid-counter-bid protocol of many auctions count as 
argument? For most MAS people, this is too trivial to count, though for some  
argumentation theorists who take an inclusive view (such as Walton) it certainly 
could. Alternatively, would the exchange of sets of acceptable theorems (in the sense 
of Dung (1995))  count as argument? For most MAS people using argumentation, the 
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answer is that it is, self-evidently, argument. Yet argumentation theorists of a com-
munication theoretic or pragma-dialectic stripe would beg to differ. If we want a the-
ory of argumentation in multi-agent systems, we need to delimit what that theory 
should account for. 

There are, as might be expected, almost as many definitions of argument as there 
are argumentation theorists. At one end, the all encompassing taxonomy of Gilbert 
(1997) covers a panoply of situated action that can count as argument, from artistic 
creation, through non-linguistic communication, to physical activity. At the other end, 
van Eemeren and Grootendorst's (1992) pragma-dialectics associates argument with 
the notion of critical discussion, a closely bounded, tightly specified linguistic activity 
whose definition rests upon speech act theory. 

In multi-agent systems, the majority of recent work exploring notions of argumen-
tation has a propositional foundation. Thus one of the foremost examples, (McBurney 
and Parsons, 2002), offers brief description of the “topic layer”: “Topics are matters 
under discussion by the participating agents, and we assume that they can be repre-
sented in a suitable logic L. Topics are denoted by the lower case Roman letters p, q, 
r, etc. ... Topics may refer to either real-world objects or to states of affairs”. They go 
on to explain that L may also include modalities, but even though the concept of 
“real-world objects” is a little ambiguous, it is clear that the intention here is to use 
something rather close to a (possibly modal) propositional logic as the language for 
expressing the content of locutions. There is little more said in (McBurney and Par-
sons, 2002) – or in work that takes a very similar approach (of which a good example 
is (Amgoud & Cayrol, 2002)) – on the topic layer.  

If there is a need to stay close to natural language use (in order, for example, to ex-
ploit theories of communication that have been developed for natural languages), then 
such a propositional basis starts to falter – or at least, starts to be inadequate on its own. 

The aims of a formalisation should therefore be (a) to remain sufficiently close to 
linguistic practice that the richness and flexibility of natural argumentation can be 
exploited, whilst aiming (b) to render a model that is straightforwardly implement-
able, both in generation and understanding. The focus here is upon the definition, rep-
resentation and manipulation of scheme-based structures. There are many and rich 
interplays between argumentation schemes and the progress and conduct of dialogue. 
Some of these are explored in (Prakken et al., 2003). 

With these aims, and this focus in mind, and building on the multi-agent systems 
tradition of the propositional underpinning, the theoretical basis here borrows heavily 
from (Katzav and Reed, 2004). Arguments themselves are construed as (non-atomic) 
propositions1. These propositions refer to facts that “wholly convey” other facts 
through a variety of relations of conveyance. That is, the communicative structures 
refer to relationships that exist in the world between fully specified states. Examples 
of these relationships include causal relations, class-membership relations, constitu-
tive relations and others (and these relation types can form the basis of a system of 
classification).  
                                                           
1 This apparently simple starting point has various ramifications, some of which are convenient 

(such as the fact that it any argument R can be referred to with an appropriate 'that' clause – 
the argument that R: this is a property of propositions) and some of which are less so (such as 
the requirement to exclude interrogatives and imperatives from the concept of argument for 
now). Further discussions can be found in (Katzav and Reed, 2004). 
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An example will serve to clarify. The following extract, Ex1, is taken from the The 
United Kingdom Commons Hansard Debate Text for 21 October 2002: Vol. No. 391, 
Part No. 192, Column 2: 

(Ex1) Confidence in personal and occupational schemes 
will have been severely damaged this week by news that 
the Government are abolishing higher-rate tax relief on 
pension contributions. 

The analysis in Figure 1 is taken from the AraucariaDB online corpus2: 

Fig. 1. An Araucaria analysis of the structure of the Pensions argument. Vertical arrows indicate 
support; joined arrows indicate linked support (Freeman, 1991); shaded areas around diagram 
components show schemes, named at their conclusions; and shaded boxes show enthymemes 

This is one of the simpler examples in the corpus. Figure 1 shows an instantiation 
of a scheme in the Katzav-Reed taxonomy called Argument from Singular Cause. The 
implicit conditional is presumed in this analysis to express a causal relationship be-
tween premise as cause and conclusion as effect. Thus the fact that there is news from 
the Government (...) conveys via a causal relation of conveyance the fact that confi-
dence (...) will have been damaged. This ('compound') fact is the one identified by the 
proposition that is the argument in Ex1 and Figure 1. 

                                                           
2  Available at http://www.computing.dundee.ac.uk/staff/creed/araucaria 
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The final component is to notice that there is a relationship between the type of ar-
gumentation scheme and the type of atomic propositions that instantiate it. Thus, in 
the example above, of the three atomic components, one expresses a causal relation 
(the major premise), and the other two express the sort of facts that can stand as cause 
and effect, respectively. (Note that the task here is not to develop an all encompassing 
ontology. Nor is it to claim that some propositions can be uniquely labelled as 'causes' 
or 'effects' – such a position would be absurd. But nevertheless, it is self evident that 
some types of propositions can stand in such places, and that others cannot, and it is 
merely this distinction that is being drawn here). Individual propositions may have 
numerous attributes that characterise their type. 

In this way, a conventional propositional database of intentional attitudes such as 
beliefs, is stratified by typing the propositions that it contains. This typing then sup-
ports autonomous reasoning mechanisms by which agents can identify and communi-
cate arguments constructed from schemes instantiated by propositions of the appro-
priate type. 

This approach to the theoretical basis has the benefit of not only providing a means 
for exploiting theories of argumentation from empirical sources, but also makes pos-
sible reuse of analysed data within implemented multi-agent communities.  

4 Elements of a Formalisation of Argumentation Schemes 

The starting point is propositional logic, PL, from which we take our propositions 
(Props) and propositional variables, and all the usual operators. Next, we define a set 
of attributes, T. This set contains any number of arbitrary tokens. Attributes are asso-
ciated with propositions by the typing relation, τ, thus:   τ: Props → P(T). That is, the 
typing relation associates with every proposition a set of attributes, or “type”. 

The next step is to define scheme structures formally. The approach presented here 
is based on the implementation of the Argument Markup Language DTD (Reed and 
Rowe, 2001), and is designed to facilitate practical and reusable implementation. 

The set, Ξ, of schemes in a particular system is comprised of a set of tuples of the 
following form: <SName, SConclusion, SPremises>, where SName is some arbitrary 
token, SConclusion ∈ P(T), and SPremises ⊂ P(T)3. If ∃ξ ∈ Ξ such that ξ = 
<σ0, σ1, σ2> then ¬∃ξ′ ∈ Ξ / {ξ} such that ξ′ = <σ0, σ3, σ4> or ξ′ = <σ5, σ1, σ2>, for 
any σ3, σ4, σ5. In this way, a scheme is uniquely named and is associated with a con-
clusion type, and a set of premise types. 

                                                           
3  In fact, the picture for SPremises is rather more complicated. Clearly, an argument scheme 

can include more than one premise of the same type. Thus SPremises can have multiple iden-
tical elements.  Hence SPremises is not a set, but a bag. In order to keep the presentation sim-
ple, and to focus on the broad structural aspect of the formalism, it is here simplified and re-
stricted such that there can only be one premise of each type. In detail, extra machinery can 
be added quite simply such that each element of SPremises is a tuple in which the first ele-
ment is a unique natural number, and the second element the set of attributes that consitute a 
premise type. In this way, SPremises remains a set and yet multiple instances of a given 
premise type are permitted 
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Finally, an instantiation is an argument based upon one of the schemes. An instan-
tiation is thus a tuple, <Name, Conclusion, Premises> such that for some <SName, t, 
SPremises> ∈ Ξ, where SName = Name,  

 Conclusion ∈ Props   ∧   τ(Conclusion) = t,   and  
 ∀p ∈ Premises,  p ∈ Props ∧   the set {π | π = τ(p)} = SPremises4  

In this way, an instantiation of a scheme named SName must have a conclusion of 
the right type, and all the premises, each of which is also of the right type. (Note that 
this latter requirement is actually a little too strong for most natural models of scheme 
usage, as schemes often involve some premises being left implicit, to form enthyme-
matic arguments. The simplification is useful at this stage of development, and does 
not preclude more sophisticated handling later). 

This model supports a straightforward mechanism for representation of schemes. It 
does not, as it stands, give an agent a mechanism for reasoning with schemes and for 
building (that is to say, chaining) arguments using schemes. Through structures such 
as critical questions (Walton, 1996), argumentation schemes offer the potential for a 
sophisticated model of dialectical argument-based nonmonotonic reasoning. Such a 
model is currently under development (see (Prakken et al., 2003) for some prelimi-
nary steps in this direction). In the meantime, a simple solution suffices to support 
development of both theory and implementation. 

To sketch how this works, we define a new operator, ➠, that corresponds to impli-
cation extended to schemes. That is, in this system, if α ⊃ β, then α ➠ β, but also, if 
there exists an instantiation of an argument scheme <N, C, P> in which β = C and α ∈ 
P, then α ➠ β. Dung-style definitions of acceptability, admissibility are then formed 
using deductive closure on ➠ rather than ⊃, and everything else remains as before. 
Thus, the representation of argumentation schemes is brought in to standard models of 
defeasible argumentation of Dung, Prakken, Vreeswijk, Verheij, etc. 

5 Towards Implementation  

There are two distinct facets to implementation that can handle schemes. The first is 
the ability to represent and manipulate scheme based structures in the one-agent set-
ting in a flexible and scalable way. The second is to utilise that representation in the 
multi-agent case, and exploit representational structure in communication design. 

5.1 Representation 

Following work examining the diagramming of natural argument – an important topic 
from the practical, pedagogic point of view (van Gelder & Rizzo, 2001), but also a 
driver of theoretical development in informal logic (Walton & Reed, 2004) – Reed 
and Rowe (2001) developed Araucaria, a system for aiding human analysts and stu-
dents in marking up argument. Araucaria adopts the 'standard treatment' (Freeman, 
1991) for argument analysis, based on identification of propositions (as vertices in a 
diagram) and the relationships of support and attack holding between them (edges in a 

                                                           
4  Set equivalence here is taken to mean identical membership. 
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diagram). It is thus similar to a range of argument visualisation tools (see (Kirschner 
et al., 2003) for an overview), and familiar from AI techniques such as Pollock's 
(1995) inference graphs. As well as having a number of features that make it particu-
larly well suited to teaching and research in argumentation, it is also unique in having 
explicit support for argumentation schemes.  

Araucaria's underlying representation language is an XML language, the Argument 
Markup Language. AML is defined using a DTD, a simple and straightforward lan-
guage-design mechanism. One of the basic components of arguments from Arauca-
ria's point of view is a proposition or PROP - loosely, a text-box in Figure 1, above. 
The definition for this component is as follows: 

<!ELEMENT PROP (PROPTEXT, OWNER*, INSCHEME*)> 

The PROPTEXT component details the text or, roughly, the propositional content 
of a given PROP. The OWNERs of a PROP allow analysts to distinguish between 
viewpoints in an argument (and lay a foundation for marking up argumentative dia-
logue, which is currently work in progress). Finally, the INSCHEME component al-
lows the analyst to indicate that a PROP belongs to a given scheme. Notice that the 
Kleene star in the definition allows multiple INSCHEME tags for a given PROP - that 
is, a given proposition can be in more than one argumentation scheme. 

The definition of the (empty) INSCHEME tag, below, includes two references, one 
to a unique scheme name, the scheme attribute, and one to a unique identifier, schid. It 
is important to include both so that any given PROP can be marked as belonging not 
only to a scheme of a particular type, but also a particular instance of that scheme 
within the current text (so that multiple instances of a given scheme can be identified 
uniquely). 

<!ATTLIST INSCHEME  scheme CDATA #REQUIRED  
        schid CDATA #REQUIRED> 

Finally, the scheme attribute in the definition above corresponds (in processing, not 
in AML definition) to an element in the SCHEMESET tag of the AML file. For ease 
of exchange and independence, each AML analysis includes the complete set of 
scheme definitions that are used in the analysed text. The SCHEMESET (which can 
also be saved separately, and thereby adopted in different analyses) is composed of a 
series of SCHEME elements. 

<!ELEMENT SCHEME (NAME, FORM, CQ*)> 

Thus each scheme has a unique name (e.g., 'Argument from Expert Opinion' in the 
schemeset corresponding to (Walton, 1996)). The CQ elements allow specification of 
critical questions, and the FORM element supports specification of the formal struc-
ture of a scheme thus: 

<!ELEMENT FORM (PREMISE*, CONCLUSION)> 

where both PREMISEs and CONCLUSIONs are ultimately just propositions ex-
pressed in text. 

In this way, AML supports the specification of argumentation schemes in a ma-
chine readable format. It is flexible enough to capture various types of argumentation 
schemes, including examples from (Kienpointner, 1986), (Walton, 1996), (Grennan, 
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1997) and (Katzav and Reed, 2004). Similarly, it is flexible enough to handle and 
match other types of argumentation analysis in diverse domains including Wigmore 
charts in reasoning about legal evidence (Prakken et al., 2003), and representing Pol-
lock-style inference graphs (Pollock, 1995). At the same time, the language is simple 
enough to support manipulation by a number of systems, tools and utilities, including, 
of course, Araucaria. But AML is also used by several other utilities, and its schemes 
are being employed in the construction of a large online corpus5 of natural argumenta-
tion, available online at http://www.computing.dundee.ac.uk/staff/creed/araucaria.  

5.2 Agent Communication 

Implementing scheme-based communication situated in a multi-agent system is cur-
rently a work in progress. We have adopted a flexible, lightweight and easily de-
ployed agent platform called Jackdaw6, primarily because it offers great flexibility in 
the design and implementation of both mentalistic structures and communication lan-
guages and protocols. 

The belief database is populated at start up. Beliefs are stored as directed by the 
model of section 4, with a propositional component and a type component, the latter 
comprised of a number of attributes. The “invention” of the argument is beyond the 
scope of the current work – in implementation, the agent simply has the user select a 
proposition to argue for. The agent then selects a supporting argument at random. 
That is, by chaining through the belief database, it identifies instantiations of schemes, 
replete with appropriately typed propositions, and selects one of them. The argument 
is then rendered as a fragment of AML, and communicated to an opponent. 

Following in the spirit of Parsons and Jennings' (1996) style interaction, agents de-
termine responses on the basis of acceptability classes. Specifically, if the hearer has 
an argument (that is, an instantiation of a scheme) that attacks a component of the 
speaker's argument, they can return such an argument as a counter7. If the hearer has 
no such argument, it simply updates it belief database with both premises and conclu-
sions of the speakers argument. Such a dialogic protocol is extremely simple: the fo-
cus here is not upon how argumentation schemes interact with protocols (which is 
being pursued in companion work), nor on how argumentation-based dialogue games 
can structure inter-agent communication (which is the topic of much current research) 
– but rather, on the contents of the moves as schemes. 

6 The Role of Schemes in Agent Communication 

There are several key advantages that are delivered by using argumentation schemes 
in inter-agent argument. The first is that the belief database is stratified. As agents 
become larger, and have larger belief databases, and as agent systems are deployed in 
more real world situations, deduction and search through that database – even by the 

                                                           
5  Clearly the use of a markup language and the presentation here is suggestive of other work in 

corpus linguistics. There is not space here to explore the relationships between AML and cor-
pus research; the interested reader is directed to the website for further details. 

6  See http://www.calicojack.co.uk/ 
7  We abstract here from the distinction between undercutting and rebutting arguments. 
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very fastest theorem provers – becomes extremely computationally expensive. Tack-
ling this problem is going to require a battery of techniques. One of those techniques 
could be to partition or stratify the database to guide the search process. That particu-
lar schemes (i.e. particular ways of reaching conclusions) can only take certain types 
of proposition cuts the processing required to generate arguments by substantially 
reducing the branching factor. A second, analogous advantage reduces load for the 
hearer – processing an incoming argument to assess its acceptability (or some other 
standard for validity, reasonableness, or sufficiency) is similarly computationally in-
tensive. It too is simplified by reducing search through scheme-based stratification. A 
third advantage also becomes manifest at this step in the process of inter-agent argu-
mentation. For not only is the computational load of judging incoming arguments 
reduced, but further, the mechanisms by which that judging can be carried out and 
much broader. Individual argument schemes might have their own standards of valid-
ity by which they might be judged (in a similar way to the distinction between deduc-
tive validity and inductive strength). The way in which particular schemes are judged 
is then a feature of the community or society in which that agent resides (demonstrat-
ing a close analogy to human communities). 

There are also broader, practical advantages of equipping agents, both autonomous 
and those working directly on behalf of users, with the ability to formulate and handle 
argumentation schemes as fragments of AML. The first is that it offers the opportu-
nity to re-use increasingly rich resources of existing argumentation, such as Arauca-
riaDB, that could provide a way of overcoming some of the limitations of the “knowl-
edge bottleneck”, that limits many real world deployments of interesting AI and MAS 
models. The second advantage is that with wide heterogeneity in the types of argu-
ments used in domains such as law, pedagogy and e-government, it is important to 
have communication and reasoning models that are as theory-neutral as possible.  

Finally, it becomes possible to envisage heterogeneous environments in which 
completely autonomous agents can interact with humans, or agents representing hu-
mans, through the medium of natural language restricted through structural con-
straints and ontological limits – but not requiring natural language understanding and 
generation. Though an ambitious aim, such systems are being hinted at by increas-
ingly sophisticated models of CSCW and CSCA in particular (Kirschner et al., 2003), 
and scheme-based communication represents a further step in that direction. 

7 Concluding Remarks 

There are several tasks that require immediate attention in implementation. Empirical 
evaluation is then planned for the implementation to show the advantages discussed in 
section 6 in situ, and to provide quantitative justification for the currently qualitative, 
theoretical claims. 

In conjunction with parallel work, an important next step is to tie the internal rep-
resentation and thence communication structures with larger scale characterisations of 
dialogue and the dynamics of dialogue. So, for example, critical questions have a key 
role to play in capturing the shifting burden of proof and dialectical obligations in 
discourse. Investigation of these topics will be aided by having a simple, sound foun-
dation for representation and exchange of the schemes and their instantiations. 



 Towards a Formal and Implemented Model of Argumentation Schemes 29 

 

One further exciting opportunity is to have agents configure their reasoning capa-
bilities on the basis of schemeset definitions. There are many alternative ways of de-
fining schemes (Walton, 1996), (Kienpointner, 1986) and (Katzav and Reed, 2004) 
represent three divergent theoretical views, and (Norman et al., 2003) indicate that it 
is likely that more will be developed in the computational domain. It was for these 
reasons that Araucaria was designed to support the definition, manipulation and ex-
ploitation of “schemesets” that use the same AML language to characterise different 
sets of schemes. These schemesets essentially represent a more or less complete way 
of performing reasoning, and so could be used to reconfigure agent reasoning capa-
bilities on the fly. 

But despite the work that remains to be done, it is already clear that there is a need 
for a model of scheme-based communication that builds on the successes of (McBur-
ney and Parsons (2003), Amgoud and Cayrol (2002), et al., but integrates work on 
argumentation schemes, both the more mature research in argumentation theory, and 
the nascent results with a more computational bent (Norman et al., 2003; Verheij, 
2002). This paper has aimed to lay out some groundwork for such an integration at a 
conceptual level, arguing for the importance of including naturalistic models; at the 
formal level, sketching the formal framework; and at the implementation level, show-
ing how implemented components are being slotted together to provide testable sys-
tems. In this way, our objective is to develop models and systems of inter-agent be-
haviour for a wide class of agents and a wide class of reasoning structures. 
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Abstract. Formal dialectic systems have been suggested as a means
to model inter-agent communication in multi-agent systems. The formal
dialectic systems of Hamblin are practical models for the computational
implementation of such a system of argumentative dialogue.

This paper introduces a formal framework for the specification of
Hamblin-type systems that has a range of benefits for theoretical work
in the area including: yielding concise sets of clearly defined moves; al-
lowing the moves of both existing and new games to be specified in a
consistent manner; facilitating the use of dialectical shifts and dialogue
embeddings independent of ruleset; facilitating the investigation of the
coupling between sets of moves and dialogue situations; defining the at-
tributes possessed by the general Hamblin-style formal dialectical system
and thereby enabling the systematic exploration of the types of moves
that these systems might encompass; and facilitating the rapid devel-
opment of software applications that use formal dialectic to regulate
communications.

1 Introduction

The formal dialectic systems after [1] have been proposed as a practical means to
model the interactions between the participants in a dialogue. In computational
environments, such dialectical systems have found application in various domains
including the design, specification and implementation of conversation protocols
in multi-agent systems. The dialogue in a formal dialectic system is conceived
as a turn-taking game between two players whose utterances are constructed
in terms of the types of moves allowed in the game. Games are traditionally
specified in terms of sets of locutional rules, structural rules, commitment rules
and, occasionally, completion rules. The locutional rules specify the possible
moves that a player might make, the structural rules regulate which moves are
allowed at a given point in the dialogue and the commitment rules govern how
dialectical commitment is incurred or retracted as a result of the players moves.

The original Hamblin-style formal dialectic system, H in [1], was suggested
primarily but not solely as a means to investigate some of the logical fallacies.
As a practical investigational tool H was seen as an antidote to what Hamblin
called the ’Standard treatment of fallacies’ in which, he claimed, the common
fallacies were listed without any deep examination of their underlying causes
and the conditions from which they arose.

I. Rahwan et al. (Eds.): ArgMAS 2004, LNAI 3366, pp. 31–43, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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This dialectical approach to fallacy research was very productive yielding
several families of games including those of Woods and Walton [2], Mackenzie
[3] and Walton [4]. From fallacies the focus of dialectical systems research moved
towards general theories of dialogical argumentation utilising commitment in the
work of [5], commitment as a means to model belief in artificial intelligence in
[6] and joint activities in [7].

Contemporary work with formal dialectical systems has concentrated on ap-
plying the theory to various aspects of computational systems. Mackenzie’s game
DC was used in [8] and [9] to research computer based learning systems. The
application of formal dialectical systems to multi-agent systems is investigated
in [10]. A theoretical basis for dialectical shifts within dialogues, the means to
move from one dialogue type, as typified in [5], to another during a single di-
alogue is introduced in [11]. Some of the most recent work on argumentation
in AI is presented in [12], which lays out new collaborative ventures not only
in multi-agent systems, but also decision support, natural language, law, and
knowledge representation.

2 Motivation

Formal-dialectic systems exhibit certain useful properties. These include explain-
ing sequences of human utterances, a means to make decisions that can be less
computationally intensive than game-theoretic based decision making [11] and
allowing reasoning to occur in domains where knowledge is uncertain or limited.

Making use of a formal-dialectic game in a multi-agent system requires that
a set of rules be devised and implemented as conversation protocols in agents.
There are many games in the argumentation and multi-agent systems literature
including [1], [3], [4], [5], [7], [6], [13], [14], [15], [16], [17], [18], that might make
good candidates for protocols to regulate argumentative inter-agent communi-
cation. Unfortunately many of these have been suggested as means to tackle
particular problems within argumentation, such as fallacious reasoning, rather
than as general models of argumentative dialogue. Even where games have been
formulated primarily as models of argumentative dialogue. it is difficult to ef-
ficiently compare the performance of the many different systems. Therefore it
is not readily identifiable which games are better than others and under which
circumstances and conditions this is so.

One way to determine which system of rules is most suitable is to compare
them under a variety of conditions to determine particular properties that each
set of rules might possess. Testing through implementation as suggested in [19]
compliments our original intent of producing a computational implementation
of a formal-dialectic system for inter-agent communication.

The problem with this though is that the games are specified in different
ways, usually in natural language. This is sufficient to expose details of argu-
mentative discourse for a theoretical audience but inadequate when the systems
are implemented in software where ambiguity in the original specification can
alter the overall behavior of the implemented system. A second problem is that
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the different specifications mean that multiple implementations are required, one
for each formal-dialectic system which is both time and effort intensive. Each
implementation would be limited to a single set of rules. This assumes that the
set of rules selected are those most appropriate to governing inter-agent commu-
nication. A deeper concern with this approach is the lack of an examination of
the underlying principles of a formal-dialectic system and the space of possible
behaviors that such a system might exhibit.

A more efficient approach would be to draw out the common elements of
the existing formal-dialectic systems and codify them in terms of a specification
format that would enable a single computational implementation to afford the
behaviour of any existing Hamblin-type formal-dialectic system. Some steps have
been made towards a general framework for dialogue games, notably in [20] which
suggests a theoretical framework but lacks the implementational detail and in
[21] which looks at dialectical systems more generally and does not examine the
entire family of games due to Hamblin. The aim of the current work is to develop
not only a broad theoretical framework, but also an implementation that can
act as a rapid application development tool for dialectical agents.

An initial approach would be to define the characteristics of the general
formal-dialectic system and through examination of existing sets of rules deter-
mine the requirements for a framework and specification format in which the
legal moves of any existing formal dialectic system can be specified. The for-
mal dialectic systems, both those embodied in existing sets of rules and those
suggested through examination of the properties of formal-dialectic systems in
general, could then be compared and contrasted using a single framework which
would eliminate behaviors introduced by differing implementations of the var-
ious systems. Ultimately this would allow an examination of the space of the
possible sets of rules that might be embodied in a formal-dialectic system.

In order to allow the flexible definition, implementation, assessment of fit-
for-purpose, and evaluation of dialogue systems, and classes of dialogue systems,
what is required is a single, simple framework that can not only handle the full
richness, diversity and expressive power of games described in the argumentation
literature, but that can also form a direct bridge to rapid design and development
of systems that implement those games in AI systems.

3 Towards a Framework for Game Specification

3.1 Hamblin’s Formal-Dialectic and Successors

Hamblin conceived of the formal-dialectic as a means to investigate phenomena
that occur in natural dialogue. This was achieved through the design of simple
systems of precise rules which could be used to plot the properties of dialogue
played out according to the rules. The formal dialectic can be generally defined
thus;
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A regulated dialogue involving a number of participants who speak
in turn in accordance with a set of rules that specify the form of what
is said relative to the context and previous utterances in the dialogue.

On the surface this does not set the formal-dialectic of Hamblin much apart
from the dialectic of [22] or the obligation game of medieval philosophy (see [1]
chapter 8) but Hamblin further specifies some elements of the possible systems.
The number of participants is set at two, the dialogue context refers to the
specification of an interaction between the players and the previous occurences
refer either to previous locutional acts within the dialogue or to the contents of
the players commitment stores.

Practically this requires that the rules of a formal-dialectic system specify
contexts of interaction, for example, that move X1 must follow move X0. Further
a rule may prescribe that a players commitment store maintain a particular
commitment for that interaction to be legal, or that a specific move has been
made at an earlier point in the dialogue. A system of formal-dialectic therefore
has three core characteristics which must be reflected in a formalisation of that
system:

1. Interaction contexts
2. Commitment store contents
3. Dialogue history

Hamblin’s game, H, specifies a set of moves that embody these characteristics.
The rules of H are presented in two categories, those that describe the syntactical
structure of the dialogue, and those that operate on a players commitment stores.
Successive games in [4], [5], [3] and in [7], reutilse the format of H with additional
categories of rules such as the locutional rules that specify what can be said, the
structural rules which are the syntactical rules renamed, and the closure rules, a
seldom used group of rules that suggest a means to determine when a dialogue
is at an end.

3.2 Specifying Sets of Moves

Common to the formal dialectic systems of [1], [3], [4], [5] and [7] is the notion of
the legal move. The only way to alter the state of the dialogue is to make a legal
move specified in terms of a locution and usually some propositional content.
Usually the order in which moves can be made depends heavily upon which move
was made in the previous players turn. This is the primary mechanism that allows
the dialectical systems to regulate the flow of conversation and thereby allow the
conversants to engage in realistic dialogues by restricting which moves are valid
at any given point. In practice, only a subset of the possible moves is available
for the current players to use depending upon earlier moves.

Hamblin introduces the notion of commitment as a means to maintain con-
sistency in a player’s utterances. Through making a move in a formal-dialectic
system a player can incur some form of propositional commitment. The commit-
ments incurred are added to a public record of all commitments incurred in the
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dialogue by each player, this record is called the commitment store. Hamblin
suggested that it be required of each new commitment that it can be added
without inconsistency to the incurring player’s store. The notion of commitment
and stores of incurred commitments has been applied to multi-agent systems re-
search in [23], [24] [25] and [26]. [27] presents the DIAGAL agent communication
language and a series of games that use player incurred commitment to regulate
flexible conversation policies.

Each player maintains a set of commitment stores. There are two basic types
of commitment store, the static commitment store and the dynamic commitment
store. The static commitment store, also called the veiled [4] or dark-side [5]
commitment-store is not altered by moves in the dialogue and it’s contents are
fixed before the dialogue commences. The dynamic commitment store [1] is a set
of propsitional commitments that alter depending upon the moves the players
make in the dialogue. The dynamic commitment stores are indexed by turn
so that each player’s set of commitments at each turn in the dialogue can be
examined.

An examination of the existing rules yields a set of parameters that govern
whether a particular move is admissible, and a set of effects that take place as a
result of the move being made. If the specification of individual moves is made
in terms of their legality requirements and effects, then the separate specifica-
tion of commitment, structural and locutional rules is not required. The legality
requirements and effects can be structured in terms of the pre-conditions and
post-conditions required by the move. The pre-conditions state the conditions
that must hold for the move to be legally made, for example, the contents of
the players commitment stores and the previous moves made in the dialogue.
The post-conditions specify the alterations that should be made to the players
commitment stores as a result of the move and the set of moves that is allowed
in response to the current move. This specification is therefore reminiscent of a
planning style approach to dialogue, such as was developed in early work by [28].

Specifying Individual Moves. An individual move can be modelled thus;

Move Name of move
Pre-Conditions Conditions that must hold for the move to be legally made
Post-Conditions Conditions that must hold for the move to be satisfactorily

completed

In order to specify the pre-conditions and post-conditions that an individual
move may possess, some game variables must be defined;

A game comprises a set of players, Π={P,O} for the proponent and opponent,
a set of propositions Λ (of arbitrary atomic tokens), a set of locutions Φ. A given
dialogue is a sequence of turns, that can be constructed as a relation R mapping
N→T, where T are possible turns, i.e. T: Φ x Λ x Π . For syntactic convenience
Tn refers to the triple 〈Φ, Λ, Π〉 identified by R(n).

The player’s commitments are recorded in commitment stores designated
Cπn where π∈Π identified here for an arbitrary agent S, and form a sequence
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of sets of commitments. The player’s may maintain any number of individually
labelled commitment stores as set out in the rules for the game being played.

There are several general classes and subclasses of both pre- and post-
conditions. These are outlined below with an explanation of each.

Pre-Conditions

1. Commitment Store Contents
(a) C∈CSn

Commitment C is currently in commitment store CS
(b) C/∈CSn

Commitment C is not currently in commitment store CS
(c) ∃m, m∈N.C∈CSn−m

Commitment store CS has previously contained commitment C
(d) ∃m, m∈N.C/∈CStn−m

Commitment store CS has not previously contained commitment C
2. Previous Moves

(a) Tn−1=〈Φ, Λ, Π〉
The immediate previous turn comprised locution Φ made with content Λ
by player Π

(b) Tn−1 �=〈Φ, Λ, Π〉
The immediate previous turn did not comprise locution Φ made with
content Λ by player Π

(c) ∃m, m∈N, m<n.Tn−m = 〈Φ, Λ, Π〉
A previous turn comprised locution Φ made with content Λ by player Π

(d) ∀m, m∈N, m<n.Tn−m �= 〈Φ, Λ, Π〉
A previous turn did not comprise locution Φ made with content Λ by
player Π

Post-Conditions

1. Alterations to Commitment Stores
(a) CSn+1 = CSn ∪ {C}

Commitment C is added to commitment store CS
(b) CSn+1 = CSn \ {C}

Commitment C is removed from commitment store CS
2. Legal Responsive Moves

(a) Tn+1=〈Φ, Λ, Π〉
The next turn must comprise locution Φ made with content Λ by player
Π

(b) Tn+1 �=〈Φ, Λ, Π〉
The next turn must not comprise locution Φ made with content Λ by
player Π

(c) ∃m, m∈N.Tn+m=〈Φ, Λ, Π〉
A future turn must comprise locution Φ made with content Λ by player
Π
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(d) ∀m,m∈N.Tn+m �=〈Φ, Λ, Π〉
A future turn must not comprise locution Φ made with content Λ by
player Π

Due to the manner in which each turn is constructed, any combination of
move, propositional content and player can be specified as a past or future con-
dition of a move. This is because a fully formed legal move is made by a player
and comprises a locution and some propositional content. This means that the
space of possible moves in a Hamblin-style formal dialectical system can be de-
lineated through application of the dialogue variables.

By utilising this format, the number of rules required to specify a set of moves
for a dialectical system is reduced merely to the number of legal moves in the
system. For example, the legal moves of DC can be specified as follows: N.B.
The proponent is denoted P and the opponent O. The proponent’s commitment
store is denoted CP and the opponent’s commitment store, CO.

1. Move Statement(Sx)
Pre Ø
Post CPn+1 = CPn ∪ {Sx}

∧ COn+1 = COn ∪ {Sx}
2. Move Denial(Sx)

Pre Ø
Post CPn+1 = CPn ∪ {¬Sx}

∧ COn+1 = COn ∪ {¬Sx}
3. Move Defense(Sy)

Pre Ø
Post CPn+1 = CPn ∪ {Sy}

∧ CPn+1 = CPn ∪ {Sy→Sx}
∧ COn+1 = COn ∪ {Sy}
∧ COn+1 = COn ∪ {Sy→Sx}

4. Move Withdrawal(Sx)
Pre Ø
Post CPn+1 = CPn \ {Sx}

5. Move Challenge(Sx)
Pre Ø
Post CPn+1 = CPn \ {Sx}

∧ CPn+1 = CPn ∪ {WhySx?}
∧ COn+1 = COn ∪ {Sx}
∧ ( Tn+1=〈Defense, Sx, O〉
∨ Tn+1=〈Resolve, Sx, O〉
∨ Tn+1=〈Withdrawal, Sx, O〉 )

6. Move Question(S)
Pre Ø
Post Tn+1=〈Denial, Sx, O〉

∨ Tn+1=〈Statement, Sx, O〉
∨ Tn+1=〈Withdrawal, Sx, O〉
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7. Move Resolve(S)
Pre Ø
Post Tn+1=〈Statement, Sx, O〉

∨ Tn+1=〈Withdrawal, Sx, O〉

Through using this framework the game DC can be modified easily to yield
the variant game DD [3] by replacing the post-conditions of the Statement(Sx)
move with the following:

Post CSn+1 = CPn ∪ {Sx}
∧ CSn+1 = CPn \ {WhySx?}
∧ CHn+1 = COn ∪ {Sx}

3.3 Specifying Dialogue Stages

The use of dialogue stages allows the practical implementation of dialectical
shifts, the movement from one type of dialogue to another [5], and dialogue
embeddings [11], the functional encapsulation of an entire child dialogue within
a parent dialogue. [29] identifies four stages that dialogue might proceed through
including the confrontation stage, opening stage, argumentation stage and the
concluding stage.

A practical example of the use of stages can be seen in the specification of
the game PPD0 in [5]. In PPD0 the moves allowed in the opening stage of a dia-
logue are restricted and this situation continues until the contents of the players
commitment stores match a particular set of conditions. This is an example of a
dialogue shift because the dialogue moves from an expository situation in which
the conversants are laying out their initial commitments to a more structured
dialogue in which the conversants may explore each others arguments. This is
not exactly the same as a dialogue shift though, the dialogue type according to
the Walton and Krabbe typology [5] remains the same, persuasion dialogue, but
the persuasion dialogue may move through several stages before completion.

A practical means to implement this type of shift is to bind each set of moves
into a stage which specifies a set of entry and exit conditions. In single stage
games such as H, DC et al where the set of rules is fixed throughout the entire
dialogue, the entry-conditions set out the point of issue between the conversants
and the exit-conditions can be used to specify when the dialogue is complete,
this allows games to make use of win-loss completion conditions that were not
specified in the original rules. In PPD0 this is sufficient to allow an opening
stage in which the players commitment stores are set up and the legal moves are
restricted. When the exit-conditions of the opening stage of PPD0 are met the
entry-conditions for the next stage, the persuasive dialogue stage, are examined
and if met the dialogue proper begins. The exit conditions of the persuasive
dialogue stage set out the win/loss conditions of the dialogue as a whole. This
mechanism allows the dialogue to proceed in a series of discrete stages with a
complete set of rules defined and tailored to suit the requirements of each stage.

A stage therefore consists of a set of permissible moves and a set of conditions
under which the stage can be opened and closed. An effect of this formulation is
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that a dialogue-stage can be set up to embed entirely within another dialogue-
stage through a careful formulation of the rules governing the entry and exit
to the embedded sub-stage. As a result the stages that a dialogue might move
through need not be linear. Dependent upon earlier occurrences in the dialogue
and the formulation of entry- and exit-conditions, differing paths through the
graph of stages might arise.

3.4 Implementation

The current implementation of the framework can be seen in figures 1 and 2.
It is written in Java and makes use of XML to specify the sets of legal moves
that constitute a formal-dialectic system. The use of XML allows sets of rules to
be swapped between conversants and means that some degree of run-time code
generation can occur. This means that the dialectic system governing a dialogue
is not hard-coded but flexible, allowing sets of rules to be tailored towards specific
dialogue contexts, whether the dialogue types in [5] or those pertaining to social
or cultural situations. This avoids the situation found in [8] and [9] in which a
lot of work is expended on implementing and refining a single formal-dialectic
system.

Fig. 1. The main dialogue window showing a dialogue in progress

Development is now under way to refine the implementation in the form of a
module for the JackDaw agent framework [30] a lightweight, flexible, industrial-
strength agent platform. JackDaw agents make use of software modules to pro-
vide added functionality to the core agent capabilities. This development work
will set the formal-dialectic framework firmly within the scope of multi-agent
systems allowing agents that embody the resulting module to engage argumen-
tative dialogue governed by formal-dialectic.

By utilising a specification framework the rapid development, implementation
and evaluation of Hamblin-type formal-dialectic systems is possible without the
need to develop an individual implementation for each game.
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Fig. 2. The make move dialogue

4 The Benefits

The immediate benefits of this are that a single implementation can be con-
structed that uses concisely written, exactly specified and consistent rulesets
that may be altered as required at design-time or run-time to suit the current
context of dialogue. The implementation of dialogue shifts and embeddings is
catered for through the use of dialogue stages which can be applied to any ruleset
regardless of whether the original formulation of rules supported them.

The computational implementation of dialectical systems, especially if they
are to communicate with other systems utilising the same set of rules, require
that the results of each individual move be explicitly specified. Otherwise each
implementation is subject to the system designer’s interpretation of the rules
which can lead to differences between the way systems would react given iden-
tical circumstances. Use of the suggested framework for the specification of
formal-dialectic systems means that all existing systems can be written using
a single nomenclature that exactly specifies what the effect of each variable
should be. Any existing game can be specified merely by selecting the correct
set of moves and specifying the appropriate pre-conditions and post-conditions
for those moves. Related games can then be created simply by changing an
individual rule or a component of that rule.

From here the space of possible rulesets for Hamblin-style formal dialectic
systems may be examined. If a particular dialogue type is embodied in a partic-
ular set of rules governing how the dialogue should proceed then dialectical shifts
and embeddings can be implemented as a means to shift between those types
merely by altering the rules to that required by the particular dialogue type dur-
ing runtime and by agreement between the conversants. The generic framework
allows varying sets of rules to be compared and evaluated as to their applicability
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to particular dialectical situations. This continues the work outlined in [5] which
suggests that new rules for PPD0 type dialogues be formulated as required. It
also extends earlier work by allowing, for example, games such as DC to make
use of win/loss conditions to determine the result of a dialogue. A survey of
dialogue situations and the rules applicable therein leads to a tighter coupling
of rules to situation and facilitates improvements in the expressive capabilities
of implemented systems.

A partial typology of dialogue types is established in [5]. Dialogue types are
characterised by their initial situation, overall goal and individual participants
aims. Sets of rules should be tailored to particular instances of a dialogue type.
Further distinctions might be drawn between rulesets applicable in differing so-
cial situations. For example, in a legal setting the rules by which a dialogue
might proceed are very different from those that obtain at a hotel bar.

One set of rules will not suffice to govern all of the types of possible dialogues.
When an agent uses a single agent-communication language (ACL) to govern all
of its communicative interactions, the primitives of the ACL will necessarily be of
the lowest common denominator. They will be applicable to as many situations
as possible but not well suited to providing the best set of primitives for every
dialogue context [31]. Analogously, were one set of rules proposed to govern all
types of dialogue it could only service the common elements of each dialogue
and would not necessarily embody the best set of rules for that situation. As the
dialogue changes so the rules should change to suit. This is dealt with implicitly
in the game PPD0, where the opening stage shifts to the persuasive stage in
response to the changing factors of the dialogue, with a resulting change in the
set of legal moves. This concept could be extended to meet the needs of a di-
verse set of dialogue situations where the set of legal moves would be kept fluid
depending upon the character of the dialogue currently underway. As the dialec-
tical situation alters with the flow of dialogue, so the rulesets pertaining to the
current dialectical situation should also change. A framework for formal dialec-
tical systems that allows rulesets to be loaded at runtime gives formal-dialectic
increased flexibility to handle a wide range of communicative situations, broad-
ening the scope of computational implementations and their ability competency
during differing dialogues as the goals and situations of the participants change.

5 Conclusions

The framework outlined herein sets out a means to utilise both existing formal
dialectic systems after [1] and new formulations of rules within a single com-
putational implementation. Where formal dialectic systems have been used as
conversation protocols to govern the interactions between systems, there is now
a common format within which sets of rules can formulated and exchanged.
This allows researchers to easily explore new sets of rules within the context of a
Hamblin-type formal dialectic system and it allows systems to swap sets of rules
at runtime so that the conversation protocol governing the systems interactions
can be tailored to the situation, dialogical or social, that it is engaged in.
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Provision is made for existing games to take advantage of newer developments
in argumentation research such as the dialogue stages of [5] and the dialogue
embeddings of [11]. This not only extends the scope of many of the existing
systems, including H, DC and CB, but also any Hamblin-type formal-dialectic
system to make use of many sets of rules, each tightly coupled to a particular
dialogue situation or context, and to move between those rulesets as needed.

The framework and associated implementation provide a means for multi-
agent systems to make practical use of the rich, diverse and expressive systems
presented in the argumentation literature. A single, simple, consistent approach
is provided toward the specification, implementation and evaluation of dialogue
systems that can meet the growing demands of sophisticated agents in complex
domains.
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Abstract. In this paper we present a modal semantics for our approach based on 
social commitments and arguments for conversational agents. Our formal 
framework based on this approach uses three basic elements: social 
commitments, actions that agents apply to these social commitments and 
arguments that agents use to support their actions. This framework, called 
Commitment and Argument Network (CAN), formalizes the agents’ 
interactions as a network in which agents manipulate commitments and 
arguments. More precisely, we propose a logical model (called DCTL*CAN) 
based on CTL* and on dynamic logic for this framework. The advantage of this 
logical model is to bring together social commitments, actions, argumentation 
relations, and the relations existing between these three elements within the 
same framework. Our semantics makes it possible to represent the dynamics of 
agent communication. It also allows us to establish the important link between 
social commitments as a deontic concept and arguments. The final objective of 
this paper is to propose a unified framework for pragmatics and semantics of 
agent communication by defining logic-based protocols. 

1   Introduction 

In the domain of agent communication, semantics is one of the most important 
aspects, particularly in the current context of open and interoperable multi-agent 
systems (MAS) [7]. Although a certain number of significant research works were 
done in this field [13, 22, 24, 25], the definition of a clear and global semantics is an 
objective yet to be reached. Agent communication pragmatics is another important 
aspect to be addressed. While semantics is interested in the meaning of 
communication acts, pragmatics deals with the way of using these acts. Pragmatics is 
related to the dynamics of agent interactions and to the way of relating the isolated 
acts to build conversations. Pragmatics was also addressed by several researchers [9, 
18, 20, 21]. However, only few attempts have been made to address these two facets 
of agent communication in the same framework.  
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The objective of this paper is to propose a general framework to capture pragmatic 
and semantic issues of an approach based on social commitments and arguments for 
agent communication. Indeed, this work is a continuation of our previous research in 
which we addressed in detail the pragmatic aspects [2, 3]. Thus, the paper highlights 
the semantic issues of our approach and the link with pragmatic ones. The semantics 
that we define here deals with all the aspects used in our approach.  

In addition to proposing a unified framework for pragmatic and semantic issues, 
this work presents two results: 1) it semantically establishes the link between social 
commitments and arguments; 2) it uses both a temporal logic (CTL* with some 
additions) and a dynamic logic to define a complete and unambiguous semantics.  

Paper overview. In Section 2 we address the pragmatic aspects by introducing the 
main ideas of our approach. In Section 3 we present the syntax and the semantics of 
the main elements of our logical model. Other details will be described in an extended 
version of the paper. In Section 4 we define protocols using our logical model. In 
Sections 5 and 6 we compare our approach to related work and conclude the paper. 

2   Social Commitments and Argument-Based Approach  

2.1   Social Commitments 

A social commitment SC is a commitment made by an agent (called the debtor), that 
some fact is true [5]. This commitment is directed to a set of agents (called creditors). 
The social commitment content is characterized by time tϕ, which is generally 
different from the utterance time denoted tu and from the time associated with the 
social commitment denoted tsc. tϕ is the time described by the utterance, and thus by 
the content ϕ. Time tsc refers to the time during which the social commitment holds. 
When it is an interval, this time is denoted [t inf

sc , t sup
sc ]. If the social commitment is 

satisfied or violated we have tsc=[tu, tϕ]. However, if the social commitment is 
withdrawn, we have: tsc=[tu, tw], with tw the withdrawal time. Time tsc indicates the 
time during which the social commitment holds, i.e. the time during which the social 
commitment is active (we will return to this notion later). Time tϕ indicates the 
moment at which the social commitment must be satisfied. 

In order to model the dynamics of conversations, we interpret a speech act SA as 
an action performed on a social commitment or on the content of a social 
commitment. A SA is an abstract act that an agent, the speaker, performs when 
producing an utterance U and addressing it to another agent, the addressee. The 
actions that an agent can perform on a social commitment are: Act ∈ {Create, 
Withdraw, Reactivate, Violate, Satisfy}. The actions performed on the content of a 
social commitment are Act-content ∈ {Accept-content, Refuse-content, Challenge-
content, Change-content}. Thus, a SA leads either to an action on a social 
commitment when the speaker is the debtor, or to an action on a social commitment 
content when the speaker is the debtor or the creditor. Formally, in our framework a 
SA can be defined in BNF form as follows:  
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Definition 1. SA(ik, Ag1, Ag2, tu, U) =def  
Act(Ag1, tu, SC(idn, Ag1, Ag2, tsc, ϕ, tϕ)) 
| Act-content(Agk, tu, SC(idn, Agi, Agj, tsc, ϕ, tϕ)) 

where i, j ∈ {1, 2} and (k = i or k = j), =def means “is interpreted by definition as”, ik is 
the identifier of the SA. The definiendum SA(ik, Ag1, Ag2, tu, U) is defined by the 
definiens Act(Ag1, tu, SC(idn, Ag1, Ag2, tsc, ϕ, tϕ)) as an action performed by the debtor 
Ag1 on its social commitment. The definiendum is defined by the definiens Act-
content(Agk, tu, SC(idn, Agi, Agj, tsc, ϕ, tϕ)) as an action performed by an agent Agk (the 
debtor or the creditor) on the social commitment content. 

2.2   Taxonomy  

In this section, we explain the various types of social commitments we use in the 
logical model:  

A. Absolute Commitments (ABCs): They are social commitments whose fulfillment 
does not depend on any particular condition. Two types can be distinguished:  

A1. Propositional Commitments (PCs): They are related to the state of the world and 
expressed by assertives.  

A2. Action Commitments (ACs): They are always directed towards the future and are 
related to actions that the debtor is committed to carrying out. This type of social 
commitments is typically conveyed by promises.  

B. Conditional Commitments (CCs): In several cases, agents need to make social 
commitments not in absolute terms but under given conditions. CCs allow us to 
express that if a condition β is true, then the creditor will be committed towards the 
debtor to making γ or that γ is true.  

C. Commitment Attempts (CTs): The social commitments described so far directly 
concern the debtor who commits either that a certain fact is true or that a certain 
action will be carried out. These social commitments do not allow us to explain the 
fact that an agent asks another one to be committed to carrying out an action. To solve 
this problem, we propose the concept of CT. We consider a CT as a request made by a 
debtor to push a creditor to be committed.  

We notice that there is no explicit relation between PCs and ACs. When the 
current state of the world does not satisfy a PC we speak about a violation of this 
social commitment. There is no rule indicating that the agent develops an AC to make 
the content of a PC true when this PC becomes violated. 

2.3   Argumentation and Social Commitments 

In the domain of agent communication, several argumentation-based approaches have 
been put forward, for example [1, 15]. An argumentation system essentially includes a 
logical language L, a definition of the argument concept, a definition of the attack 
relation between arguments and finally a definition of acceptability [1]. In our model, 
we adopt the following definition from [10]. Here Γ indicates a possibly inconsistent 
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knowledge base with no deductive closure.  Stands for classical inference and ≡ for 
logical equivalence. 

Definition 2. An argument is a pair (H, h) where h is a formula of L and H a sub-set 
of Γ such that : i) H is consistent, ii) H  h and iii) H is minimal, so that no subset of 
H satisfying both i and ii exists. H is called the support of the argument and h its 
conclusion. 

The link between social commitments and arguments enables us to capture both 
the public and reasoning aspects of agent communication. This link is explained as 
follows. Before committing to some fact h being true (i.e. before creating a social 
commitment whose content is h), the speaker agent must use its argumentation system 
to build an argument (H, h). On the other side, the addressee agent must use its own 
argumentation system to select the answer it will give. For example, an agent Ag1 
accepts the social commitment content h proposed by another agent Ag2 if it is able to 
build an argument which supports this content from its knowledge base. If Ag1 has an 
argument neither for h, nor for ¬h, then it must ask for an explanation.   

The argumentation relations that we use in our model are thought of as actions 
applied to social commitment contents. The set of these relations is: {Justify, Defend, 
Attack, Contradict}.  

We used this approach in [2] to propose a formal framework called Commitment 
and Argument Network (CAN). The idea is to reflect the dynamics of agent 
communication by a network in which agents manipulate social commitments and 
arguments. In the following section we propose a formal semantics of this formalism 
in the form of a logical model. 

3   The Logical Model 

3.1   Syntax 

In this section we specify the syntax of the main elements we use in our framework. 
The details of the other elements are described in an extended version of the paper. 
Our formal language £ is based on an extended version of CTL* [11] and on dynamic 
logic [14]. We use a branching time for the future and we suppose that the past is 
linear. We also suppose that time is discrete. Let Φp be the set of atomic propositions 
and Φa the set of action symbols. The set of the agents is denoted A and the set of 
time units is denoted TU. The various types of social commitments, the actions of the 
agents on social commitments and on their contents and the argumentation relations 
are introduced as modal operators. We denote £sc a sub-language of £ for social 
commitments. To simplify the notation, a social commitment, independently of its 
type, is denoted: SC(Id0, Ag1, Ag2, ϕ). Id0 ∈ N is the social commitment identifier, Ag1 
and Ag2 are two agents and ϕ the social commitment content. The language £ can be 
defined by the following syntactic rules. 

3.1.1   Propositional Elements 
R1. ∀φ ∈ Φp, φ ∈ £: Atomic formula 
R2. p, q ∈ £   p ∧ q ∈ £: Conjunction 



48 J. Bentahar et al. 

 

R3. p ∈ £   ¬p ∈ £: Negation 
R4. p, q ∈ £   p ∴ q ∈ £: Argumentation 

This means that p is an argument for q. We can read this formula: p, so q. At this 
level, our definition of the argument does not take into account the defeasible aspect. 
This aspect will be introduced into our model by the argumentation relations (Section 
3.1.6). 

R5. p ∈ £   ?p ∈ £ : Is  p true? 
R6. p ∈ £   Ap ∈ £: Universal path-quantifier 
R7. p ∈ £   Ep ∈ £: Existential path-quantifier 
R8. p, q ∈ £   p U+ q ∈ £: Until (in the future) 

Informally, p U+ q (p until q) means that on a given path from the given moment, 
there is some future moment in which q will eventually hold and p holds at all 
moments until that future moment. 

R9. p ∈ £   X+p ∈ £: Next moment (in the future)  
X+p holds at the current moment, if p holds at the next moment. 
R10. p, q ∈ £   p U− q ∈ £: Since (in the past) 

The intuitive interpretation of p U− q (p since q) is that on a given path from the given 
moment, there is some past moment in which q eventually held and p holds at all 
moments since that past moment. 

R11. p ∈ £   X−p ∈ £: Previous moment (in the past) 
X-p holds at the current moment, if p held at the previous moment. 

3.1.2   Actions 
R12. p ∈ £/£sc, α ∈ Φa  Perform(α)p ∈ £: Action performance (about 
propositions) 

Perform(α)p is an operator from dynamic logic. It indicates that the achievement of 
action α makes the proposition p true. 

R13. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc, α ∈ Φa  

Perform(α)SC(Id0, Ag1, Ag2, ϕ) ∈ £: Action performance (about social 
commitments) 

This indicates that the achievement of action α makes the social commitment SC(Id0, 
Ag1, Ag2, ϕ) true in our model. 

3.1.3   Social Commitments 
R14. p ∈ £/£sc ∧ Id0 ∈ N  ∧ {Ag1, Ag2} ⊆ A   
PC(Id0, Ag1, Ag2, p) ∈ £sc: Propositional commitment 
R15. α ∈ Φa ∧ p ∈ £/£sc ∧ Id0 ∈ N  ∧ {Ag1, Ag2} ⊆ A   
AC(Id0, Ag1, Ag2, α)p ∈ £sc: Action commitment 
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R16. β ∈ £/£sc ∧ γ ∈ £/£sc ∪ Φa  ∧ Id0 ∈ N ∧ {Ag1, Ag2} ⊆ A  CC(Id0, Ag1, Ag2, 
β  γ) ∈ £sc: Conditional commitment 
In order to formally introduce the notion of CT we need some definitions from first 
order logic.  

Definitions. 
TerC: a set of constant terms. A constant term can be a number, a name, etc.  
Var: a set of variables.  

Val: Var  TerC: a valuation function associating a variable to a constant term.  

Let ΞVal be a substitution that makes it possible to substitute each free variable x 
that appears in a formula ϕ by a constant term, i.e. by Val(x). We denote a formula ϕ 
in which appears a sequence of free variables X by ?Xϕ. The expression ?Xϕ•ΞVal 
indicates the formula ϕ in which each variable x of the sequence of free variables X is 
substituted by a corresponding value (i.e. by Val(x)). Thus, we can define the syntax 
of a CT as follows:  

R17. ?Xϕ ∈ £/£sc ∧ Id0 ∈ N ∧ {Ag1, Ag2} ⊆ A  
CT(Id0, Ag1, Ag2, ?Xϕ) ∈ £sc: Commitment attempt 

3.1.4   Actions Applied to Commitments 
R18. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Create(Ag1, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: Creation of a social commitment  
R19. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Withdraw(Ag1, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: Withdrawal of a social commitment 
R20. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Satisfy(Ag1, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: Satisfaction of a social commitment 
R21. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Violate(Ag1, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: Violation of a social commitment 
R22. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   Active(SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: An active 
social commitment 

3.1.5   Actions Applied to Commitment Contents 
R23. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Accept-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc:  Acceptation of a social 
commitment content 
R24. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Challenge-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: Challenge of a social 
commitment content 

3.1.6   Argumentation Relations 
R25. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc ∧ ϕ’ ∈ £/£sc   
Justify-content(Ag2, SC(Id0, Ag1, Ag2, ϕ), ϕ’) ∈ £sc: Justification  
R26. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc   
Contradict-content(Ag1, SC(Id0, Ag1, Ag2, ϕ)) ∈ £sc: Contradiction. This relation 
means that an agent contradicts the content of its social commitment. 
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R27. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc ∧ ϕ’ ∈ £/£sc   
Attack-content(Ag2, SC(Id0, Ag1, Ag2, ϕ), ϕ’) ∈ £sc:  Attack of a social commitment 
content 
R28. SC(Id0, Ag1, Ag2, ϕ) ∈ £sc ∧ ϕ’ ∈ £/£sc   
Defend-content(Ag2, SC(Id0, Ag1, Ag2, ϕ), ϕ’) ∈ £sc: Defense of a social commitment 
content against an attacker 

Abbreviations: We use in our model the following abbreviations:  
A1. p ∨ q (disjunction) is the abbreviation of ¬(¬p ∧ ¬q)  
A2. p  q (implication) is the abbreviation of ¬p ∨ q 
A3. F+p (sometimes in the future) is the abbreviation of true U+ p 
A4. G+p (globally in the future) is the abbreviation of ¬F+¬p 
A5. F−p (sometimes in the past) is the abbreviation of true U− p 
A6. G−p (globally in the past) is the abbreviation of ¬F−¬p 

3.2   Semantics 

In this section, we define the formal model in which we evaluate the well-formed 
formulas of our framework. Thereafter, we give the semantics of the different 
elements that we specified syntactically in the previous section. 

3.2.1 The Formal Model  
Let S be a set of states. A path Pa is an infinite sequence of states <s0, s1,…> where 
T(s0) < T(s1) <…. The function T gives us for each state si the corresponding moment t 
(this function will be specified later). Generally, for all i and j of N, if i < j and si and 
sj belong to the same path Pa, then T(si) < T(sj). We denote the set of all paths by σ. 
The set of all paths starting from the state si are denoted: σsi. In our vision of 
branching future, we can have several states at the same moment. Only along a given 
path (for example the real path) there is one and only one state at one moment. 
Indeed, in our framework, si does not indicate (necessarily) the state at moment i. 
Therefore, it is necessary to specify the state s and the moment t i.e. a couple (s, t) ∈ S 
× TU. According to this formalization, we can use the notation: M, si, T(si)  ψ to 
indicate that ψ is satisfied in the Kripke model M at the state si at the moment T(si). 
To simplify this notation, we will use in the rest of the paper the following notation: 
M, si  ψ. In this notation: M, si  ψ there is a "hidden" time.  

Following this simplification we can write:  
M, si, T(si)  ψ iff M, si  ψ.  
The formal model for £ is defined as follows:  
M(S, A, Np, Np?, Fap, Rpc, Rac, T) where  
S : a nonempty set of states. 
A : a nonempty set of agents. 

Np : S  2Φap : function relating each state s ∈ S to the set of the atomic propositions 

that are true in this state. 
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Np? : S  2Φap : function relating each state s ∈ S to the set of the atomic propositions 

that are neither true nor false in this state (i.e. we do not know if they are true or 
false).  

Fap : S × Φa  2S : function that gives us the state transitions caused by the 

achievement of an action. 

Rpc : A × A × S  2S : function producing the accessibility modal relations for PCs. 

Rac : A × A × S  2S : function producing the accessibility modal relations for AC.  

T : S  TU : function associating to any state si the corresponding time. 

The functions Rpc and Rac give us the states that correspond to the time tϕ, i.e. the 
states in which the social commitment created by an agent Ag1 towards another agent 
Ag2 must be satisfied. These functions allow us to define a deadline for determining 
whether a violation or a satisfaction occurs. They give us all the states corresponding to 
the time tϕ on all paths starting from the state at moment tu. The fact that these two 
functions give us a set of states means that the social commitment must be satisfied 
whatever the future. Since there is only one real path, the social commitment is  
satisfied or is violated only in one state of the set given by Rpc and Rac. Indeed, the 
outputs of the functions Rpc and Rac are known only after the creation of the social 
commitment. Thus, this depends on the state in which the social commitment is 
created. For example, if we have: sj ∈ Rpc(Ag1, Ag2, si), then this means that at moment 
T(si) agent Ag1 is committed towards agent Ag2 to satisfy a certain social commitment 
at moment T(sj). We can see that Rpc depends on the current moment T(si). 

The algebraic properties of these two relations are as follows: 

1- Rac is not reflexive, i.e.: 

∀Ag1, Ag2 ∈ A, ∀si ∈ S, si ∉ Rac(Ag1, Ag2, si)  

The reason is that this accessibility relation defines a deadline and that action 
commitments are always directed towards the future. For the same reason, we have: 
Rpcf is not reflexive and Rpcp is reflexive, where: Rpcf is the restriction of Rpc to the 
propositional commitments directed to the future, and Rpcp is the restriction of Rpc to 
the propositional commitments directed towards the past and the present.   

2- Rpc and Rac are serial, i.e.: 

∀Ag1, Ag2 ∈ A, ∀si ∈ S : ∃sj ∈ R(Ag1, Ag2, si)  

where R = Rpc or R = Rac 

This property fits with the notion of infinite path in CTL*. 

3- Rpc and Rac are transitive, i.e.: 

∀Ag1, Ag2 ∈ A, ∀si, sj, sk ∈ S : sj ∈ R(Ag1, Ag2, si) ∧ sk ∈ Rac(Ag1, Ag2, sj)  
 sk ∈ R(Ag1, Ag2, si) 

where R = Rpc or R = Rac. 
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Consequently, social commitments in our model are S4 modal logic operators. The 
interpretation of this property is as follows: if an agent commits that a proposition is 
true, or so that an action will be performed, this implies that the agent commits so that 
it commits that the proposition is true or so that the action will be performed. 

 4- Because Rpc and Rac allow us to define a deadline, these relations are not 
symmetric, i.e.:∀Ag1, Ag2 ∈ A, ∃si, sj ∈ S : sj ∈ R(Ag1, Ag2, si) ∧ si ∉ R(Ag1, Ag2, sj) 
where R = Rpc or R = Rac. 

5- Rpc and Rac are not euclidean, i.e.: 

∀Ag1, Ag2 ∈ A, ∃si, sj, sk ∈ S : sj ∈ R(Ag1, Ag2, si) ∧ sk ∈ R(Ag1, Ag2, si) 
 ∧ sk ∉ R(Ag1, Ag2, sj) ∧ sj ∉ R(Ag1, Ag2, sk) 

where R = Rpc or R = Rac. 

Therefore, the negative introspection schema S5 is not verifiable in our model. 
We notice here that we do not impose a model to be asymmetric, but we only 

emphasize the fact that Rpc and Rac are not symmetric. For this reason we use the 
existential quantifier in 4. 

As in CTL*, we have in our model path formulas and state formulas. We propose 
to evaluate the static formulas (the different types of social commitments) as state 
formulas. These formulas can also be interpreted on paths in which case one considers 
satisfaction in the first state of a path. On the other hand, we propose to evaluate 
dynamic formulas (the actions on social commitments) on paths. These path formulas 
can become state formulas if they are true on all the paths starting from a given state. 
M, si  ψ indicates that the formula ψ is evaluated in the state si of the model M. M, 
Pa, si  ψ indicates that the formula ψ is evaluated on the path Pa starting from the 
state si of the model M. We can now define the semantics of the elements of £. 

3.2.2   Propositional Elements 
S1. M, si  ψ iff ψ ∈ Np(si) with ψ ∈ Φp 
S2. M, si  p ∧ q iff  M, si  p & M, si  q 
S3. M, si  ¬p iff ¬( M, si  p) 
S4. M, si  p ∴ q iff M, si  p & (∀j : M, sj  p  

 M, sj  q) 

In S4 we add the first clause (M, si  p) to capture the following aspect: when an 
agent presents an argument p for q (i.e. p∴ q) for this agent p is true and if p is true 
then q is true. Indeed, p so q is stronger than just stating that both p and q are true. 
The implication is much stronger since it holds in all the states of the model M. The 
idea is to express that p is the support of the conclusion q. 

S5. M, si  ?p iff p ∈ Np?(si). 
S6. M, si  Ap iff  (∀Pa : Pa ∈ σ si  M, Pa, si  p) 
S7. M, si  Ep iff  (∃Pa ∈σsi & M, Pa, si  p) 
S8. M, Pa, si  p iff  M, si  p: Propositional path formulas 
S9. M, Pa, si  p ∧ q iff  M, Pa, si   p &  M, Pa, si  q 
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S10. M, Pa, si  ¬p iff ¬( M, Pa, si   p) 
S11. M, Pa, si  p U+ q iff  (∃j : i ≤ j & M, Pa, sj  q   
& (∀k : i ≤ k < j  M, Pa, sk  p)) 
S12. M, Pa, si  X+p iff  M, Pa, si+1  p)) 
S13. M, Pa, si  p U− q iff  (∃j : j ≤ i & M, Pa, sj  q   
& (∀k : j < k ≤ i   M, Pa, sk  p)) 
S14. M, Pa, si  X−p iff  M, Pa, si−1  p)) 

3.2.3   Actions 
S15. M, Pa, si  Perform(α)p iff ∀sj : sj ∈ Fap(si, α) ∧ sj ⊂ Pa  M, Pa, sj  p.  
where sj ⊂ Pa indicates that Pa, sj is a suffix of Pa, si. 
S16. M, si  Perform(α)p iff ∀Pa : Pa ∈ σsi  M, Pa, si  Perform(α)p. 

Action performance (related to social commitments) 
S17. M, Pa, si  Perform(α)SC(Id0, Ag1, Ag2, ϕ) iff  
∀sj : sj ∈ Fap(si, α) ∧ sj ⊂ Pa  M, Pa, sj  SC(Id0, Ag1, Ag2, ϕ). 

This formula indicates that the achievement of action α makes the social 
commitment true in all the accessible states from the state si. As for S15, the 
accessible states are defined by the function Fap. The evaluation of this operator in a 
state is given by the following formula: 

S18. M, si  Perform(α)SC(Id0, Ag1, Ag2, ϕ) iff  
∀Pa: Pa∈σsi M, Pa, si  Perform(α)SC(Id0, Ag1, Ag2, ϕ). 

3.2.4   Social Commitments 
Social commitment as a path formula 
S19. M, Pa, si  SC(Id0, Ag1, Ag2, ϕ) iff M, si  SC(Id0, Ag1, Ag2, ϕ) 
S20. M, si  PC(Id0, Ag1, Ag2, p) iff (∀sj : sj ∈ Rpc(Ag1, Ag2, si)  M, sj  p) 
S21. M, si  AC(Id0, Ag1, Ag2, α)p iff  
∀sj : sj ∈ Rac(Ag1, Ag2, si)  M, sj  Perform(α)p)). 

The formula S21 indicates that agent Ag1 is committed towards agent Ag2 to do α 
and that in all accessible states sj performing α makes p true. According to formulas 
S20 and S21, the semantics we give to the social commitments requires their 
fulfillment. Thus, if it is created, a social commitment must be held. However, it is 
always possible to violate or withdraw such a social commitment. For this reason, 
these two operations (violation and withdrawal) are explicitly included in our 
framework. Thus, it is possible to have wrong social commitments in the model. The 
reason is that Rpc and Rac give us the states that correspond to the states in which the 
social commitment must be satisfied. These states are not conceived as merely 
"possible", but as states when the content of a social commitment must be true. 

We notice that although Rpc and Rac are dynamic functions, we do not need to 
change the Kripke model M to capture this dynamics. This way of modeling is 
different from that used for example in KARO framework [19]. In our model which 
fits in naturally with CTL* the whole dynamics is represented in one unique model. 
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S22. M, si  CC(Id0, Ag1, Ag2, β  γ)  
iff (M, si  EF+β  M, si  ABC(Id0, Ag1, Ag2, γ)) 

This formula indicates that agent Ag1 commits to perform γ (or that γ is true) only 
if the condition β is true (or is satisfied).  

In order to define the semantics of CTs, we define the binary relation ΞVal 
between a pair (M, si) and a formula CT(Id0, Ag1, Ag2, ?Xϕ) as follows:  

S23. M, si
ΞVal CT(Id0, Ag1, Ag2, ?Xϕ) iff  

(M, si  EX+F+ABC(Id0, Ag2, Ag1, ?Xϕ•ΞVal)  
∨ (∃β ∈ £/£sc : M, si  EX+F+CC(Id0, Ag2, Ag1, β  ?Xϕ•ΞVal)) 

This formula indicates that a CT whose content is ?Xϕ is satisfied in the model M 
according to a substitution ΞVal iff the creditor (i.e. Ag2) will commit that a content 
?Xϕ•ΞVal is true. In other words, the CT is satisfied iff the interlocutor will commit 
that the substitution ΞVal for the sequence X of free variables appearing in the 
formulae ϕ is true. The social commitment of the interlocutor can be absolute (ABC) 
or conditional (CC). We suppose here that agents are "dialogically" co-operative in so 
far as an agent accepts to offer a substitution  ΞVal for the sequence X. 

3.2.5   Actions Applied to Commitments 
S24. M, Pa, si  Create(Ag1, SC(Id0, Ag1, Ag2, ϕ)) iff  
∃α ∈ Φa & M, Pa, si  Perform(α)SC(Id0, Ag1, Ag2, ϕ) ∧ G−¬SC(Id0, Ag1, Ag2, ϕ) 

This formula indicates that the creation of a social commitment is satisfied in the 
model M along a path Pa iff there is an action α whose performance makes true the 
social commitment (i.e. the social commitment holds after the performance of the 
action α) and if in the past (before the creation moment of the social commitment), 
the social commitment was never satisfied in this model. This formula highlights the 
fact that the creation of a social commitment is an action in itself. Indeed, the action α 
corresponds to the agent’s utterance which creates the social commitment.  

S25. M, Pa, si  Withdraw(Ag1, SC(Id0, Ag1, Ag2, ϕ)) iff  
∃α ∈ Φa, M, Pa, si  X−F−Create (Ag1, SC(Id0, Ag1, Ag2, ϕ))  
∧ Perform(α)¬SC(Id0, Ag1, Ag2, ϕ). 

This formula indicates that an agent withdraws its social commitment for ϕ iff: (1) 
The agent has already created this social commitment. (2) The agent performs an 
action α so that this social commitment does not hold at the current moment.  
The semantics of the satisfaction operation depends on the type of the social 
commitment. In this paper we give only the semantics of the satisfaction of a PC as 
follows: 

S26. M, Pa, si  Satisfy(Ag1, PC(Id0, Ag1, Ag2, p)) iff  
∃j : j ≤ i & M, Pa, sj  Create(Ag1, PC(Id0, Ag1, Ag2, p))  
∧ M, Pa, si  p ∧ si ∈ Rpc(Ag1, Ag2, sj).  
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A PC is satisfied iff it was already created and the propositional content is true in 
the moment that corresponds to the moment where the social commitment must be 
satisfied. This moment is denoted by si that defines the deadline. For example, if an 
agent commits at 14PM that it will rain at 16PM, we say that the social commitment 
is satisfied if it really rains at 16PM, if not, the social commitment is violated. 

We can think of satisfaction and violation as two dual relations. Hence, we can 
express the relation between satisfaction and violation for any social commitment 
type. For example, for a PC this relation is specified by the formula: 

S27. M, Pa, si  Violate(Ag1, PC(Id0, Ag1, Ag2, ϕ)) iff 
∃j : j ≤ i & M, Pa, sj  Create(Ag1, PC(Id0, Ag1, Ag2, ϕ)) ∧ si ∈ Rpc(Ag1, Ag2, sj)  
∧ M, Pa, si  ¬Satisfy(Ag1, PC(Id0, Ag1, Ag2, ϕ)). 

This formula expresses the following property: If an agent violates its social 
commitment in the state si (which represents the deadline) along the path Pa, then this 
agent does not satisfy this social commitment in this state along this path and vice 
versa. 

After introducing the different actions that the debtor can apply to its social 
commitments, we can define the semantics of an active social commitment as follows: 

S28. M, Pa, si  Active(SC(Id0, Ag1, Ag2, ϕ)) iff  
 M, Pa, si  ((¬Violate(Ag1, SC(Id0, Ag1, Ag2, ϕ))  
 ∧ ¬Satisfy(Ag1, SC(Id0, Ag1, Ag2, ϕ)) ∧ ¬Withdraw(Ag1, SC(Id0, Ag1, Ag2, ϕ)))  
 U−  Create(Ag1, SC(Id0, Ag1, Ag2, ϕ)))  

This property indicates that a social commitment is active iff: (1) This social 
commitment was already created. (2) Until the current moment, the social 
commitment was neither violated, withdrawn nor satisfied. Therefore, once the social 
commitment is satisfied, violated or withdrawn, it becomes inactive. 

3.2.6   Actions Applied to Commitment Contents 
S29. M, Pa, si  Accept-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)) iff 
M, Pa, si  Active(SC(Id0, Ag1, Ag2, ϕ)) ∧ Create(Ag2, SC(Id1, Ag2, Ag1, ϕ)) 

This formula indicates that the acceptance of the social commitment content ϕ by 
agent Ag2 is satisfied in the model M along a path Pa iff: (1) The social commitment 
is active on this path because we cannot act on a social commitment content if the 
social commitment is not active. (2) Agent Ag2 creates a social commitment whose 
content is ϕ. Therefore, Ag2 becomes committed towards the content ϕ. 

S30. M, Pa, si  Challenge-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)) iff  
∃α ∈ Φa, ∃ϕ’∈ £/£sc & M, Pa, si  Perform(α)PC(Id1, Ag2, Ag1, ?ϕ)  
∧ Active(SC(Id0, Ag1, Ag2, ϕ)) ∧ EX+F+Justify-content(Ag1, SC(Id0, Ag1, Ag2, ϕ), ϕ’) 

This formula indicates that the challenge of the social commitment content ϕ by an 
agent Ag2 is satisfied in the model M along a path Pa iff: (1) Agent Ag2 commits that 
?ϕ. Indeed, PC(Id1, Ag2, Ag1, ?ϕ) states that “Ag2 does not know ϕ but it would like 
to know it”. (2) The challenged commitment is active on this path. (3) Agent Ag1 
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justifies in the future its social commitment for ϕ. Indeed, when we challenge a 
statement, we expect an answer from the speaker. Thus, in our semantics the fact that 
there is a possibility of having an answer is included in the meaning of the challenge. 
The operator E in (EX+F+Justify-content(Ag1, SC(Id0, Ag1, Ag2, ϕ), ϕ’)) allows us to 
capture the concept of possibility i.e. that there is a path along which Ag1 will justify 
its social commitment. This formula highlights the fact that the challenge of a social 
commitment content is an action in itself. As for the creation operation, the action α 
corresponds to the production of the utterance that challenges the social commitment 
content. 

3.2.7   Argumentation Relations 
S31. M, Pa, si  Justify-content(Ag1, SC(Id0, Ag1, Ag2, ϕ), ϕ’) iff 
M, Pa, si  Active(SC(Id0, Ag1, Ag2, ϕ)) ∧ Create(Ag1, SC(Id1, Ag1, Ag2, ϕ’ ∴ ϕ)). 

This formula indicates that the justification of the social commitment content ϕ by 
an agent Ag1 is satisfied in the model M on a path Pa iff: (1) This social commitment 
is active on this path. (2) This agent creates on this path a social commitment whose 
content is ϕ’ that supports the conclusion ϕ. In other words, an agent’s social 
commitment towards another agent to make a content ϕ true is justified (by means of 
ϕ') iff the social commitment exists (has been created) and moreover a social 
commitment is created to establish an argument (ϕ’, ϕ), where ϕ' is committed to be 
true because according to the definition of the connector (∴), ϕ’ is true for Ag1. The 
fact that this operator is included in the social commitment indicates that the agent is 
committed that ϕ’ is true and then ϕ is true, i.e. ϕ is true because ϕ’ is true. Indeed, 
agents have knowledge bases and the propositions that are not challenged can be used 
for justification (i.e. as supports of arguments). Hence, to end the chain of 
argumentation, agents use PCs that are not challenged any further. The justification 
operation is the basis of other argumentation operations. As shown by the following 
properties (S33 and S34), this is due to the fact that all the other operations are 
defined using this operation.  

S32. M, Pa, si  Contradict-content(Ag1, SC(Id0, Ag1, Ag2, ϕ)) iff 
(∃ϕ’ ∈  £/£sc: (M, Pa, si  Active(SC(Id0, Ag2, Ag1, ϕ))  
∧ Create(Ag1, SC(Id1, Ag1, Ag2, ϕ’))) ∧ (ϕ’ ∴ ¬ϕ)) 

This formula indicates that an agent contradicts its previous social commitment 
whose content is ϕ if it creates another social commitment whose content is a logical 
conclusion of ¬ϕ, whereas its social commitment for ϕ is still active. 

Properties: 

S33. M, Pa, si  Attack-content(Ag2, SC(Id0, Ag1, Ag2, ϕ), ϕ’) iff 
M, Pa, si  Active(SC(Id0, Ag1, Ag2, ϕ))  
∧ Justify-content(Ag2, SC(Id1, Ag2, Ag1, ¬ϕ), ϕ’) 

This formula indicates that the attack of the social commitment content ϕ by an 
agent Ag2 is satisfied in the model M along a path Pa iff: (1) This social commitment 
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is active on this path. (2) This agent justifies along this path its social commitment 
whose content is ¬ϕ.  

S34. M, Pa, si  Defend-content(Ag1, SC(Id0, Ag1, Ag2, ϕ), ϕ’) iff 
∃ϕ’’ ∈ £/£sc & M, Pa, si  Active(SC(Id0, Ag1, Ag2, ϕ))  
∧ X−F−Attack-content(Ag2, SC(Id0, Ag1, Ag2, ϕ), ϕ’’))  
∧ Attack-content(Ag1, SC(Id1, Ag2, Ag1, ϕ’’), ϕ’)) 

This formula indicates that the defense of the social commitment content ϕ by an 
agent Ag1 is satisfied in the model M along a path Pa iff: (1) This social commitment 
is active on this path. (2) This agent attacks the attacker of the content of its social 
commitment. 

3.2.8 Link Between Commitments and Arguments  
Until now we gave the seman- tics of the main elements of our formalism. We can 
now formally establish the link between social commitments and arguments. This link 
is shown by the two following formulas: 

S35. A(Create(Ag1, SC(Id0, Ag1, Ag2, ϕ))   
((¬(F+Contradict-content(Ag1, SC(Id0, Ag1, Ag2, ϕ)))) 
∧(F+(Challenge-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)) ∃ϕ’:  
AX+F+Justify-content(Ag1, SC(Id0, Ag1, Ag2, ϕ), ϕ’))) 
∧(F+Attack-content(Ag2, SC(Id0, Ag1, Ag2, ϕ), ϕ’) ∃ϕ’’:  
AX+F+Defend-content(Ag1, SC(Id0, Ag1, Ag2, ϕ), ϕ’’)))) 

This formula provides the conditions generated by the creation of a social 
commitment on all paths. The agent must be in a position to check these conditions 
before creating a social commitment. Indeed, if an agent creates a social commitment, 
then it should not contradict itself during the conversation. It must also be able to 
justify its social commitment if it is challenged and to defend it if it is attacked. By 
establishing the link between social commitments and arguments, this formula reflects 
the deontic aspect of social commitments. These conditions are also valid for 
withdrawal, acceptance and refusal because their semantics is expressed in terms of 
the creation operation. On the other hand, an agent challenges a social commitment 
content if it has no argument for or against this content. Therefore, An agent 
challenges a social commitment content if it cannot accept or refuse it. Formally: 

S36. A((Active(SC(Id0, Ag1, Ag2, ϕ)) ∧ ¬Accept-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)) 
∧ ¬Refuse-content(Ag2, SC(Id0, Ag1, Ag2, ϕ)))  

 Challenge-content(Ag2, SC(Id0, Ag1, Ag2, ϕ))) 

4   Logic-Based Protocols 

Until now we defined a modal semantics for our approach in order to give a meaning 
to the different communicating actions. The purpose behind the definition of this 
semantics using temporal and dynamic logic is to be able to verify the correctness of 
the agent communication protocols. A protocol is correct iff it satisfies given 
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properties specified using our logic. Thus, the correctness problem is a model-
checking one. In this section, we show how we can define these protocols on the basis 
of our approach. This definition enables us to establish the link between the semantics 
and the pragmatics.  
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Fig. 1. Some tableau rules for DCTL*CAN logic 

Agent communication protocols are specified as a set of rules describing the entry 
condition, the dynamics and the exit condition of these protocols[4]. Using our logic, 
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these rules can be specified as action formulas: actions on social commitments, 
actions on social commitment contents and argumentation relations. These protocols 
can be specified using transition systems. The purpose of these transition systems is to 
describe not only the sequence of the allowed actions (like classical transition 
systems), but also the semantics of these actions. The semantics we use here is a 
tableau semantics [6] that we can consider as a simplification of the semantics defined 
in Section 3.2. This semantics is specified in terms of the decomposition of action 
formulas to sub-formulas using a set of inference or proof rules called tableau rules. 
The tableau rules are designed so that the formula is true if all the sub-formulas are 
true. The tableau semantics enables us to define top-down proof systems. The idea is: 
given a formula, we apply a proof rule and determine the sub-formulas to be proven. 
Fig. 1 shows some examples of tableau rules of our DCTL*CAN logic. Φ is a set of 
path formulas ϕI and ψ is a state formula. The definition of the tableau rules is based 
on the semantics defined in Section 3.2.  

The states of the transition systems are sub-transition systems that we call semantic 
transition systems. These automata describe the semantics of the actions labeling the 
entry transitions. Defining protocols using transition systems in such a way allows us 
to verify:  

1- The correctness of the protocol (if the model of the protocol satisfies the 
properties that the protocol should specify). 

2- The compliance to the semantics (if the specification of the protocol respects 
the semantics). 

The definition of the transition systems of agent communication protocols is given 
by the following definitions: 

Definition 3. A semantic transition system T’ describing the semantics of an action 
formula is a 6-uple <S’, F, L’, R, →R, s’0> where:S’ is a set of states, F is a sub-set of 
the set of formulas from DCTL*CAN (F does not include the action formulas), L’ : S’ 

 F is the labeling state function, R ∈ {∧, ∨, ¬, ?, <>, X+, X-, PCAg, ACAg} is the set 

of rule labels, →R ⊆ S’ × R × S’ is the transition relation, s’0 is the start state. 

Intuitively, states s’ contain the sub-formulas of the action formulas, and the 
transitions are labeled with operators associated with the formula of the source state. 
Semantic transition systems enable us to describe the semantics of formulas using 
sub-formulas connected by logical operators. Thus, there is a transition between states 
s’i and s’j iff L’(s’j) is a sub-formula or a semantically equivalent formula of L’(s’i). 

Definition 4. A transition system T for an agent communication protocol is a 6-uple 
<S, ℘, L, Act, →Act, s0> where: S is a set of states, ℘ is a set of semantic transition 
systems, L : S → T’ is the function associating a state s ∈ S to a semantic transition 
system T’ ∈ ℘ describing the semantics of the action labeling the entry transition, 
Act ∈ {Create, Withdraw, Satisfy, Accept-content, Refuse-content, Challenge-content, 
Justify-content, Defend-content, Attack-content} is the set of actions, →Act ⊆ S × Act × 
S is the transition relation, s0 is the start state. 



60 J. Bentahar et al. 

 

The transitions are labeled with the actions applied to social commitments and to 
social commitment contents and the argumentation actions. We write s →* s’ in lieu 
of <s,*, s’> ∈ → where * ∈ Act.  

4.1 Logical Properties to be Verified 

The properties to be verified in the protocols specified by DCTL*CAN are action and 
temporal properties. For example we can verify if a model of an agent communication 
protocol satisfies the following property:  

AG+(Challenge-content(Ag2, PC(Id0, Ag1, Ag2, ϕ))   
∃ϕ’: F+Justify-content(Ag1, PC(Id0, Ag1, Ag2, ϕ), ϕ’)) 

This property indicates that if an agent Ag2 challenges the content of an Ag1’s 
propositional commitment (PC), then Ag1 will justify this content. Another property 
capturing the deontic notion of social commitments is given by the following formula:   

AG+(Attack-content(Ag2, PC(Id0, Ag1, Ag2, ϕ), ϕ’))  ∃ϕ’’: 
(F+Defend-content(Ag1, PC(Id0, Ag1, Ag2, ϕ), ϕ’’)  
∨ F+Attack-content(Ag1, PC(Id1, Ag2, Ag1, ϕ’), ϕ’’))  
∨ F+Accept-contentt(Ag1, PC(Id1, Ag2, Ag1, ϕ’))) 

Thus we can verify if a protocol satisfies the fact that if an agent Ag2 attacks the 
content of an Ag1’s propositional commitment, then Ag1 will defend its commitment 
content, attack the Ag2’s argument or accept it.  

We are currently developing a model checking technique to verify these properties 
and the underlying semantics using a combination of tableau-based and automata-
based model checking technique. This technique enables us to verify temporal and 
action properties by exploring the product graph of a labeled tableau automata 
representing the logical property and the transition system describing the protocol. 
The advantage of this technique is that the state space is explored  in a need-driven 
fashion. The algorithm searches only the part of the state space that needs to be 
explored to prove or disprove a certain formula. 

5   Related Work  

Semantical considerations for agent communication have recently begun to find a 
significant audience in the MAS community. We can distinguish three kinds of 
semantics:  

1- Mentalistic semantics: This subjective semantics is based on so-called agent’s 
mental states. The best-known formalisms describing it are [8, 16, 19, 22]. KQML 
[12] and FIPA-ACL use this semantics to define a pre/post conditions semantic of 
communication acts. The advantage of this semantics is its compatibility with the 
formalisms used for reasoning about rational agents. However, the verification of 
such a semantics is not possible if we cannot have access to the agents’ programs. In 
addition, this pre/post condition semantics offers no dynamic or operational 
description of agent communication. Because our approach is based on public and 
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argumentative concepts, the compliance verification can be made without having 
access to the agents’ programs. The satisfaction and the violation of agents’ social  
 
 
commitments make it possible to determine if the agent respects our semantics. In 
addition, the agents’ ability to justify their social commitments facilitates this 
verification. In addition, our semantics treats more explicitly the dynamic aspect of 
agent communication using the agents’ actions on social commitments and on their 
contents. 

2- Social semantics: This objective semantics was proposed by Singh [23, 24] as 
an alternative to the mentalistic one. Singh used CTL to propose a formal language 
and a model in which the notion of social commitment is described. Verdicchio and 
Colombetti [25] proposed an interesting logical model of social commitments by 
extending CTL*. This model is based on the fact that agent communication should be 
analyzed in terms of communicative acts. Mallya et al. [17] used the temporal 
commitment structure specified by [13] to define some constraints in order to capture 
some operations on social commitments. Our logical model uses some ideas of [25] 
and it belongs to this kind of semantics, but it differs from these propositions in the 
following respects: 1) In our approach the social commitment semantics is not defined 
as an abstract accessibility relation, but as an accessibility relation that takes into 
account the satisfaction of the social commitment. The semantics is defined in terms 
of the deadline at which the social commitment must be satisfied. This way is more 
intuitive than the semantics defined by Singh. 2) We differentiate social commitments 
as static structures evaluated in states from the operations applied to social 
commitments as dynamic structures evaluated on paths. This enables us to describe 
more naturally the evolution of the agent communication as a system of states / 
transitions which reflects the interaction dynamics. 3) In our model, the strength of 
social commitments as a basic principle of agent communication does not result only 
from the fact that they are observable, but also from the fact that they are supported 
by arguments. The social commitment notion we formalize is not only a public notion 
but also a deontic one. The deontic aspect is captured by the fact that social 
commitments are considered as obligations. The agent is obliged to satisfy its social 
commitments, to behave in accordance with these social commitments and to justify 
them. It is also obliged not to contradict its social commitment contents during the 
conversation. 4) We capture in our semantics not only PCs, but the various types of 
social commitments. This enables us to have a greater expressivity and to capture the 
different types of SAs. 

3- Argumentation-based semantics: This semantics is defined in [1] to capture the 
meaning of certain communication acts. It is based upon an argumentation system and 
on the formal dialectics. This semantics has the advantages of being simple and of 
taking into account the argumentation aspect of agent communication. In addition to 
the fact that this semantics does not take into account temporal and dynamic aspects 
in its formalization, it is different from our approach on several points: 1) It is based 
on an informal logic. 2) It is described in terms of pre/post conditions and it does not 
offer the meaning of the different communication acts. 3) The commitment notion 
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used in this semantics captures only the propositions stated by the agents. 4) Contrary 
to our approach, the satisfaction, violation, cancellation,  attack and defense notions 
do not appear. 

6   Conclusion and Future Work  

In this paper we developed a formal semantics for our approach based on social 
commitments and arguments to model agents’ interactions. We proposed a logical 
model (DCTL*CAN) based on a combination of CTL* and dynamic logic. The model 
captures different social commitment types, different actions applied to these social 
commitments and various argumentation relations. We showed how we can define 
protocols using DCTL*CAN logic in order to be able to check the correctness and the 
semantic compliance using a model-checking algorithm. We used the tableau 
semantics as a simplified semantics for the compliance verification. The tableau rules 
based on this semantics are needed for the translation of the logical properties to be 
verified to a tableau automata. Thus, our CAN formalism includes both pragmatic and 
semantic issues of agent communication. 

We plan as future work to develop efficient model-checking algorithm for logic-
based protocols. The idea we are investigting is to use an automata theoretic model- 
checking based on the empiteness problem of graphs. We intend to implement this 
algorithm using the CWB-NC verification tool. 
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Abstract. Communication between agents needs to be flexible enough to en-
compass together a variety of different aspects such as, conformance to society
protocols, private tactics of the individual agents, strategies that reflect different
classes of agent types (or personal attitudes) and adaptability to the particular
external circumstances at the time when the communication takes place. In this
paper we propose an argument-based framework for representing communication
theories of agents that can take into account in a uniform way these different as-
pects. We show how this approach can be used to realize existing types of dialogue
strategies and society protocols in a way that facilitates their modular develop-
ment and extension to make them more flexible in handling different or special
circumstances.

1 Introduction

Communication is one of the main features of multiagent systems. Society protocols reg-
ulate the communicative behaviour agents should conform to by defining what dialogue
moves are legal in any given situation. Private strategies, as adopted by an individual
agent, specify the dialogue move(s) the agent is willing to utter, according to its own
objectives and other personal characteristics. Ideally, dialogue moves selected by the
agent’s strategy will fall within the legal moves defined by the protocol.

In this paper, we investigate how to represent communication patterns using an
argumentation-based framework with dynamic preferences. The behaviour of an agent
participating in a dialogue is conditioned on two theories in this framework each one of
which is expressed as a preference policy on the dialogue moves.

The first theory captures the society protocol describing the legal moves at two lev-
els, normal (or default) and exceptional, as the preferred moves given a current set of
circumstances within the society the agent belongs to. The context-dependent protocols,
afforded by our representation framework, will give a high degree of flexibility to encom-
pass together in one uniform theory, the different aspects of the protocol under different
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circumstances as perceived by the different agents in the society that share this commnon
protocol. The second theory describes, again as a preference policy, the personal strategy
of the agent. This can be influenced by application domain tactics but also by the agent’s
personal profile or attitude characteristics. As with the society protocols, this theory is
context-dependent in order to take into account the variety of situations under which a
dialogue can take place (e.g. the different roles of the interlocutors and the context of the
dialogue) as well as the dynamically changing circumstances of the dialogue. The over-
all decision of which move to utter next is based on the integration of these theories by
suitably exploiting the sceptical and credulous forms of argumentation-based reasoning.
Our approach therefore allows the modulal separation of concerns: professional tactics
of dialogue strategy, personal attitudes influencing the strategy and legality of strategy
decisions required by societal protocols.

Several works have studied the problem of dialogue strategies in interactions gov-
erned by social protocols, many of which [1, 2], use like we do, argumentation as their
basis. Our work can be viewed as providing an approach where these notions can be mod-
ularly realized and in cases extended to allow a wider class of problems to be addressed.
This stems from the fact of greater flexibility and expressivity provided to define private
strategies and public protocols uniformly within the same highly expressive representa-
tion framework which in addition possesses a viable computational model. Communi-
cation theories can be easily implemented directly from their declarative specification
in the Gorgias system [3] for this framework.

Paper Overview. Section 2 gives the background framework on agent argumentative
reasoning used in this paper. Section 3 studies the representation of agent private strate-
gies while section 4 explores in turn the representation of social protocols in the same
framework. Section 5 studies in some detail the connection to existing approaches.

2 The Agent Reasoning Framework

This section gives the basic concepts of the underlying argumentation framework in
which an agent represents and reasons with its communication theory. This framework
was proposed in [4] and developed further in [5], in order to accommodate a dynamic
notion of priority over the rules (and hence the arguments) of a given theory [6, 7].

As proposed in [8] we can distinguish three languages in the representation of an
agent’s communication theory. A language, L, to describe the background information
that the agent has about its world at any moment and the basic rules for deciding its
communication moves; a language, ML, for expressing preference policies pertaining
to its decision of these moves; and a language, CL, which is a common communication
language for all agents.

Furthermore, we will see that (components of) an agent’s theory will be layered in
three levels. Object-level decision rules, in the language L, are defined at the first level.
The next two levels, represented in the language ML, describe priority rules on the
decision rules of the first level and on themselves thus expressing a preference policy for
the overall decision making of the agent. This policy is separated into two levels: level
two to capture the default preference policy under normal circumstances while level three
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is concerned with the exceptional part of the policy that applies under specific contexts.
Hence we will assume that agents are always associated with a (social) environment of
interaction in which they can distinguish normal (or default) contexts from specific (or
exceptional) contexts. Their argumentation-based decision making will then be sensitive
to context changes.

In general, an argumentation theory is defined as follows.

Definition 1. A theory is a pair (T ,P). The sentences in T are propositional formulae,
in the background monotonic logic (L,�) of the framework, defined as L ← L1, . . . , Ln,
where L, L1, . . . , Ln are positive or explicit negative ground literals. Rules in P are
defined in the language ML which is the same as L apart from the fact that the head
L of the rules has the general form L = h p(rule1, rule2) where rule1 and rule2
are ground functional terms that name any two rules in the theory. This higher-priority
relation given by h p is required to be irreflexive. The derivability relation, �, of the
background logic for L and ML is given by the single inference rule of modus ponens.

For simplicity, it is assumed that the conditions of any rule in the theory do not
refer to the predicate h p thus avoiding self-reference problems. For any ground atom
h p(rule1, rule2) its negation is denoted by h p(rule2, rule1) and vice-versa.

An argument for a literal L in a theory (T ,P) is any subset, T , of this theory that
derives L, i.e. T � L under the background logic. The subset of rules in the argument T
that belong to T is called the object-level argument. Note that in general, we can separate
out a part of the theory T0 ⊂ T and consider this as a non-defeasible part from which
any argument rule can draw information that it might need. We call T0 the background
knowledge base.

The notion of attack between arguments in a theory is based on the possible conflicts
between a literal L and its negation and on the priority relation of h p in the theory.

Definition 2. Let (T ,P) be a theory, T, T ′ ⊆ T and P, P ′ ⊆ P . Then (T ′, P ′) attacks
(T, P ) iff there exists a literal L, T1 ⊆ T ′, T2 ⊆ T , P1 ⊆ P ′ and P2 ⊆ P s.t.:

(i) T1 ∪ P1 �min L and T2 ∪ P2 �min ¬L
(ii) (∃r′ ∈ T1∪P1, r ∈ T2∪P2 s.t. T ∪P � h p(r, r′)) ⇒ (∃r′ ∈ T1∪P1, r ∈ T2∪P2

s.t. T ′ ∪ P ′ � h p(r′, r)).

Here S �min L means that S � L and that no proper subset of S implies L. When
L does not refer to h p, T ∪P �min L means that T �min L. This definition states that
a “composite” argument (T ′, P ′) is a counter-argument to another such argument when
it derives a contrary conclusion, L, and (T ′ ∪P ′) makes the rules of its counter proof at
least "as strong" as the rules for the proof by the argument that is under attack. Note that
the attack can occur on a contrary conclusion L = h p(r, r′) that refers to the priority
between rules.

Definition 3. Let (T ,P) be a theory, T ⊆ T and P ⊆ P . Then (T, P ) is admissible
iff (T ∪ P ) is consistent and for any (T ′, P ′) if (T ′, P ′) attacks (T, P ) then (T, P )
attacks (T ′, P ′). Given a ground literal L then L is a credulous (respectively skeptical)
consequence of the theory iff L holds in a (respectively every) maximal (wrt set inclusion)
admissible subset of T .
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Hence when we have dynamic priorities, for an object-level argument (from T ) to
be admissible it needs to take along with it priority arguments (from P) to make itself
at least "as strong" as the opposing counter-arguments. This need for priority rules can
repeat itself when the initially chosen ones can themselves be attacked by opposing
priority rules and again we would need to make now the priority rules themselves at
least as strong as their opposing ones.

An agent’s argumentation theory will be defined as a theory (T ,P) which is further
layered in separating P into two parts as follows.

Definition 4. An agent’s argumentative policy theory, T , is a theory T = (T , (PR,PC))
where the rules in T do not refer to h p, all the rules in PR are priority rules with head
h p(r1, r2) s.t. r1, r2 ∈ T and all rules in PC are priority rules with head h p(R1, R2)
s.t. R1, R2 ∈ PR ∪ PC .

We therefore have three levels in an agent’s theory. In the first level we have the
rules T that refer directly to the subject domain of the theory at hand. We call these the
Object-level Decision Rules of the agent. In the other two levels we have rules that relate
to the policy, under which the agent uses its object-level decision rules, associated to
normal situations (related to a default context) and specific situations (related to specific
or exceptional contexts). We call the rules in PR and PC , Default or Normal Context
Priorities and Specific Context Priorities respectively.

2.1 The Communication Framework

We assume that agents interact using dialogue moves or performatives. Once performed,
these dialogue moves are added directly (or via commitment stores) to the agent back-
ground knowledge, T0, that is,we assume that all these moves are perfectly perceived
by the agents of the society. The shared communication language, CL, of the agents
contains a set of communication performatives (see e.g. [9]) of the form P (X, Y, S)
where:

– P is a performative type belonging to the set P;
– X and Y are the sender and the receiver of the performative, respectively;
– S is the subject (i.e., body) of the performative;

The subject S can contain elements (facts, rules, etc.) expressing arguments support-
ing the message. The details of this are not important for this paper as here we will be
primarily concerned with how we express the argumentation policies of how an agent
decides to move next based on these policies. What is important is to have all the differ-
ent parameters, P , X, Y and S, that can influence the definition of these policies. For
simplicity of presentation, we have omitted the utterance time parameter.

In particular, the set of performative types (P) of the communication language
adopted will play a significant role in this. We may take this to be one of the cur-
rent standards , e.g. proposed by the FIPA consortium [10]. However, as these standards
do not include moves devoted to argumentation (see [11] for a discussion), we shall
use instead a set suited to our purpose that is in the lines of those used in [2, 12], e.g.
P = {request, propose, accept, refuse, challenge}. In what follows, this set will also
be used as a label set. As mentioned above we will assume that both the society and the
agents interacting in the society share the same set of performative types P .
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3 Flexible Agent Strategies

Based on the argumentation framework described in the previous section we can compose
a private or personal strategy theory of an agent in three parts which modularly capture
different concerns of the problem. These parts are:

– the basic component, Tbasic, that defines the private dialogue steps of the dialogue

– the tactical component, Ttactical, that defines a private preference policy of (profes-
sional) tactics

– the attitude component, Tattitude, that captures general (application independent)
characteristics of personal strategy of the agent type

We call Tbasic∪Ttactical the tactical theory and Tbasic∪Tattitude the attitude theory.
Let us examine in turn these different components.

The Basic Component (Tbasic). This component contains object-level rules in the lan-
guage L, defining the private dialogue steps, and are (for an agent X) of the form:

rj,i(Y, S′, S) : pj(X, Y, S′) ← pi(Y, X, S), cij

where i, j belong to the label set P and cij (which can be empty) are called the enabling
conditions of the dialogue step from the performative pi to pj . In other words, these
are the conditions under which the agent X (whose theory this is) may utter pj upon
receiving pi from agent Y . These conditions thus correspond to the rationality rules of
[2] or the conditions of the dialogue constraints of [12]. These rules and their names,
rj,i(Y, S′, S), are written in Logic Programming style representing compactly all the
propositional rules obtained by ground these over the Herbrand universe of the theory.

For simplicity, we will assume that the enabling conditions are evaluated in the non-
defeasible part, T0, of the theory containing the background knowledge that the agent
X has about the world and the dialogue so far. This essentially simplifies the attacking
relation of the argumentation but this is not a significant simplification for the purposes
of the work of this paper. The background knowledge base T0 also contains the rules:

¬pj(X, Y, S) ← pi(X, Y, S), i �= j
¬pi(X, Y, S′) ← pi(X, Y, S), S′ �= S

for every i and j in P and every subject S′, S to express the general requirement that
two different utterances are incompatible with each other.

This means that any argument for one specific utterance is potentially (depending on
the priority rules in the other parts of the theory) an attack for any other different one.
Hence any admissible set of arguments cannot contain rules that derive more than one
utterance. In fact, with the basic component alone the theory can (easily) have several
credulous conclusions for which could be the next utterance as the following example
illustrates.
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Example 1. Let us consider an agent Bob equipped with a basic component containing
the following simplified rules.

racc,req(Y, P ) : accept(X, Y, P ) ← request(Y, X, P ),
have(X, P )

rref,req(Y, P ) : refuse(X, Y, P ) ← request(Y, X, P )
rchall,req(Y, P ) : challenge(X, Y, P ) ← request(Y, X, P )
rprop,req(Y, P, Q) : propose(X, Y, Q) ← request(Y, X, P ),

altern(P, Q)

Now assume that Bob has just received the dialogue move request(Al, Bob, nail) and
that Bob currently has a nail, ie T0 = {request(Al, Bob, nail), have(Bob, nail)}.
Then accept(Bob, Al, nail), refuse(Bob, Al, nail) and challenge(Bob, Al, nail) are
the different credulous consequences of the theory, and hence these are all possible
reply moves, with no further information to discriminate them. Note that if T0 contained
also alternative(Bob, nail, hook), then we would also have the credulous conclusion
propose(Bob, Al, hook).

The extra information needed to discriminate between these equally possible moves
will typically come from the preference policies described in the other two components
(tactical and attitude) of the private strategy theory.

The Tactical Component (Ttactical). This component defines a private preference policy
that captures the professional tactics of the agent for how to decide amongst the alter-
natives enabled by the basic part of the theory. It consists of two sets PR,PC of priority
rules, written in the language ML, at the two higher levels as defined in section 2.

The rules in PR express priorities over the dialogue step rules in the basic part. A
simple pattern that one can follow in writting these rules is to consider the dialogues steps
that refer to the same incoming move pi(Y, X, S) and then have rules of the following
form.

Ri
k|j : h p(rk,i, rj,i) ← true

Ri
j|k : h p(rj,i, rk,i) ← SCjk

where SCjk are specific conditions that are evaluated in the background knowledge base
of the agent and could depend on the agent Y , the subject of the incoming move and
indeed the types j and k of these alternative moves. Note that these R rules can have
additional superscripts in their names if there is a need to distinguih them further.

The first rule expresses the default preference of responding with pk over responding
with pj while the second rule states that under some specific conditions the preference
is the other way round. More generally, we could have conditions NCkj in the first rule
that specify when the normal conditions under which the default preference applies.

Using this level, it is then possible to discriminate between the dialogue moves by
simply specifying that the agent will usually prefer his default behaviour, unless some
special conditions are satisfied. Typically, the later situation can capture the fact the
strategy should vary when exceptional conditions hold (for example when the others
agents have specific roles). More generally this would cover any tactics pertaining to the
roles of the agents Y , the subject, S, and other relevant factors of the current situation.
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Example 2. Consider the following rules defining the tactic component of the agent
Bob.

Rrequ
acc|chall(Y, S) : h p(racc,requ(Y, S), rchall,requ(Y, S))

← true
Rrequ

chall|acc(Y, S) : h p(rchall,requ(Y, S), racc,requ(Y, S))
← unknown(Y, X)

Rrequ
acc|ref (Y, S) : h p(racc,requ(Y, S), rref,requ(Y, S))

← manager(Y, X)
Rrequ

chall|ref (Y, S) : h p(rchall,requ(Y, S), rref,requ(Y, S))
← true

Now assuming in the background knowledge, T0, of Bob that Al is known to be a
manager of Bob, then this tactical theory together with the basic component intro-
duced in the previous example would give accept(Bob, Al, nail) as the only credulous
and indeed skeptical consequence of the theory for the next reply move of Bob. The
normal default preferences apply. If though T0 of Bob contained unknown(Al, Bob)
(and so Al was not a manager of Bob) then clearly both accept(Bob, Al, nail) and
challenge(Bob, Al, nail) would be credulously admissible and hence possible reply
moves.

In order to overturn the default of accepting over challenging, in this specific con-
text of unknown requesters, a rule at the third specific context level of the tactical theory
would be needed. We would have the set inPC of the tactical component the higher-level
priority rule:

Ctactical
chall|acc : h p(Rrequ

chall|acc, R
requ
acc|chall) ← true

Then the only possible move for Bob would be to challenge.

Note that the Ttactical component of the personal strategy theory could change from
application to application as the tactic that an agent may want to apply could be different.
A designer may hold different tactic components and equip its agent with the relevant
one, depending on the application. Alternatively, this flexibility could be captured in
one theory Ttactical by introducing suitable tactical conditions in these priority rules to
separate the cases of different applications. For instance, in one application the role of
manager could be important but in another it is not. In this case the priority rule will be
written as:

Rrequ
acc|ref : h p(racc,requ(Y, S), rref,requ(Y, S))

← manager(Y, X), context(S)

where the context(S) is the tactical condition that defines in T0 the situations (applica-
tions) where the management relation is significant.

The Attitude Component Tattitude. This third component of the private strategy theory
of an agent captures general, typically application independent, charateristics of personal
strategy that the agent applies. This consists of priority rules R and C (like the Ttactical

component) on the rules of the first component Tbasic. They are again of the form:

Rname
j|k : h p(rj,i, rk,i) ← bjk
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where i, j, k belong to the performative types label set, P . Here name is an identifier
name for this personal strategy and bjk are called behaviour conditions under which a
particular personal strategy is defined. Higher-level C rules can be included on these R
rules as above to allow the flexibility to deviate from a normal personal stradegy under
special circumstances.

Example 3. Let us now consider the following attitute theory, we callTaltruistic, whereby
agent Bob prefers to accept a request when it does not need the resource. This theory
has the priority rule:

Raltruistic
acc|chall : h p(racc,requ, rchall,requ) ← ¬need(P, X)

Hence if the background theory is now extended to T0 = T0 ∪ {¬need(nail, Bob)},
then Bob will give preference to the rule racc,requ, and accept(Bob, Al, nail) will be
the skeptical conclusion.

Conflicts Between Components. It is now important to note that the latter two compo-
nents may have different priorities, that is the tactical component may give priority to
a rule while the attitude component does the reverse. Consider for example an attitude
theory, called Targumentative, specifying the personal attitude that Bob prefers to chal-
lenge whenever possible as specified by [2]. We will examine later on in more details
the link between our attitude components and the agent type strategies proposed in [2].

Example 4. Targumentative would contain rules of the form:

Rargumentative
chall|acc : h p(rchall,requ, racc,requ) ← true

Then Bob under its personal attitude theory will always give preference to challenge.
Hence both accept(Bob, Al, nail) and challenge(Bob, Al, nail) are credulous conse-
quences of the overall strategy theory containing the tactic and attitude components.

Therefore dilemmas (non-determinism) in the overall decision of our theory can exist.
We can then use higher-level priority rules in the attitude component to resolve conflicts
either way, in favour of attitude dominance or of tactic dominance. These special higher-
order rules would then refer to R-rules in any of the components, i.e. also in Ttactical.
In the case of our example, if we wanted to impose the attitude strategy we would then
have a higher-order rule:

Cargumentative : h p(Rargumentative, RK)
← K �= argumentative

Such a rule gives flatly priority of the attitute preference rules over those of the tactical
component. This can be make more specific to apply only on some subset of rules. e.g.
that refer to only some performatives. Also we again have the flexibility to make this
dominance conditional on specific conditions pertaining to the current knowledge of
the agent about its world, e.g. that the dominance of the argumentative attitude in our
example is only when there is a danger involved in the request.
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3.1 Properties of Private Strategies

An agent upon receipt of a performative from a fellow agent will typically dispose of
several options in order to reply. These options are obtained by computing (credulous
or skeptical) conclusions of its strategy theory.

Often a desirable theoretical property of the strategy theory is that this is non-
concurrent, namely that at most one dialogue move is generated at any time. In our
framework, this is guaranteed by construction because every strategy includes rules
making concurrent moves conflicting with each others. In others words, there is no ad-
missible argument that would support two different moves. Observe that this property is
often called determinism in similar frameworks [12], because the semantics used does
not allow concurrent sets of admissible arguments. In our case, non-concurrency does
not guarantee determinism in the usual sense. For instance, a credulous would typically
pick up an admissible argument at random when facing different alternatives (and may
then respond differently to the same performative).

To guarantee that at least one such admissible argument exists, we need to inspect
the conditions that appear at the first level of the strategy. In other words, we need
to check that the strategy is exhaustive in the sense that the conditions of at least one
of its rules at level 1 are always satisfied. Again, this does not coincide exactly with
the existence of a reply move [12]. For instance, a skeptical agent would not choose
between different candidate moves (admissible arguments), and remain silent (if there
are no moves generated then we can have a special utterance U (see [8]) indicating that
this is the case and either the dialogue would terminate or suspend until more information
is acquired by the agent).

One way to ensure that all these notions actually coincide is to require that the com-
plete strategy theory, comprising of all its three components together, has a hierarchical
form defined as follows.

Definition 5 (Hierarchical Policy). An agent’s argumentative policy theory, S, is hier-
archical iff for every pair of rules si, sj in S whose conclusions are incompatible, there
exists a priority rule, pj

i in S, that assigns higher priority to one of these two rules, such
that, whenever both the conditions of si, sj are satisfiable (in the background theory of
S) so is the condition of pj

i .

Note that in this definition the rules si, sj could be themselves priority rules in which
case the rule pj

i is a priority rule at a higher level. Basically, the hierarchical structure
prevents the existence of concurrent sets of admissible arguments. In this case, of course,
the (unique) credulous conclusion and the skeptical conclusion would coincide.As a con-
sequence, non-concurrency implies determinism, and exhaustivness implies existence.
This leads to the following result:

Theorem 1 (Uniqueness). If the strategy theory is exhaustive, hierarchical and its pri-
ority relation does not contain any cycles of length > 2, then the agent will always have
exactly one move to utter in its reply.
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4 Flexible Society Protocols

We now turn to the representation of society protocols. Protocols specify what is deemed
legal for a given interaction, that is which dialogue moves can follow up after a (sequence
of) dialogue move(s). We shall see how protocols can be specified using the same logical
framework as for the private strategies in an analogous way, as argumentation theories
divided in three parts. Note that there is no issue of determinism here. A protocol will
typically allow an arbitrary number of legal continuations: any credulous consequence of
the society protocol theory would be a legal move. However, exploiting the flexibility of
our framework to take into account exceptional situations that may arise in interactions,
we shall introduce different notions of legality.

In the first part (P0), we specify all the dialogue moves that may be legal in some
circumstances, namely the possible legal follow-ups after a dialogue move pi(Y, X, S).
By defining one such a rule

rj,i(Y, S) : pj(X, Y, S′) ← pi(Y, X, S), Sij

for each possible legal continuation under the conditions Sij which in the simplest case
can be taken to be empty. Note that this lower-level part of the protocol is completely
analogous to the basic component of the private strategy theory of an agent and in some
cases it can be replaced by it.At this level then we have several single moves as credulous
conclusions and hence legal moves. We will refer to this set as the set of potentially legal
moves.

Example 5. Consider for instance the following protocol which regulates requesting
interactions (observe that this protocol does not cater for counter-proposals).

racc,req : accept(X, Y, P ) ← request(Y, X, P )
rref,req : refuse(X, Y, P ) ← request(Y, X, P )
rchal,req : challenge(X, Y, P ) ← request(Y, X, P )

The set of potentially legal moves clearly contains accept, refuse and challenge.

The main task of the protocol is then to specify which of the potentially legal moves
are in fact legal under normal circumstances. This is done by representing a preference
policy at the next part (P1) of the society protocol theory. whose rules have the form

Rl
j|k : h p(rji, rki) ← Njk, l= 1, 2...

where Njk are conditions that hold in a normal situation. Such a rule gives priority of
the move pj over pk under the conditions Njk and hence in the absence of any other
rule it will renders pk illegal, as this is not a credulous conclusion of the full (P0 ∪ P1)
protocol theory now. Note that unlike conditions appearing in the agents’ strategies,
these protocol conditions are assumed to be objective and verifiable. We will assume
that these conditions should hold in the (shared) commitment store (CS) of the agents
involved in the interaction.

We can then define the set of normal (or default) legal moves as those moves that
are credulous consequences of the theory CS ∪ P0 ∪ P1.
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Example 6. The (normal) preference policy rules regulating the delivering of drug are
the following: (i) if the prescription is shown then you can accept to give the drug, (ii) if
the request is from a child then refuse to provide the drug, and (iii) in any case you are
allowed to challenge the request. This protocol can be captured by the rules (k ∈ P):

R1
accept|k : h p(raccept,request(Y, P ), rk,request(Y, P ))

← prescription(Y, P ), k �= accept
R2

refuse|k : h p(rrefuse,request(Y, P ), rk,request(Y, P ))
← child(Y ), k �= refuse

R3
challenge|k : h p(rchallenge,request(Y, P ), rk,request(Y, P ))

← k �= challenge

Let us now consider different cases: if prescription(Al, drug) holds in CS, then
accept(Bob, Al, drug) and challenge(Bob, Al, drug) are credulous conclusions. If
child(Al)holds inCS then both refuse(Bob, Al, drug) and challenge(Bob, Al, drug)
are credulous conclusions. If both prescription(Al, drug) and child(Al) holds in CS
then all the potentially legal moves are again credulous conclusions. Hence under these
respective normal circumstances these are the normal or default legal moves.

In some particular situations we may want the protocol to impose a special require-
ment that could render some normal legal moves illegal, or even some illegal moves
legal. To have this added flexibility we can complete our protocol theory with a third
part (P3) that contains priority rules that apply under special situations. Some of these
are higher-order priority rules on the other priority rules. The rules of P3 will have the
form:

Ck|j : h p(Rm
k|j , R

n
j|k) ← EC

kj , m,n= 1, 2...

Rk|j : h p(rki, rji) ← ER
kj

where ER
kj are conditions describing special conditions and similarly EC

kj are special
situations that give priority of Rm

k|j over Rn
j|k .

We are now in position to define the set of exceptional legal moves as those moves
that are credulous consequences of the theory obtained by conjoining CS together with
the overall society component (P0 ∪ P1 ∪ P2).

Example 7. The protocol is now refined by requiring that if the drug is toxic then a child
should be refused. This is captured by:

Ctoxic
ref |chall : h p(R2

ref |chall(Y, P ), R3
chall|ref (Y, P ))

← toxic(P )

Then in full protocol theory the move challenge(Bob, Al, drug) when Al is a child
is not a credulous consequence any more and the only exceptional legal move is then
refuse(Bob, Al, drug).

Observe that it is possible that moves normally illegal become exceptionally legal,
as illustrated by the following example.
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Example 8. The protocol is now refined by specifying that (i) if the request is urgent
then it should be allowed to accept it, and (ii) if it is also critical then the seller must
accept the request.

Rurgent
acc|k : h p(racc,requ(Y, P ), rk,requ(Y, P ))

← urgent(P ), k �= accept

Ccritical
acc|j : h p(Rurgent

acc|j (Y, P ), Rm
j|acc(Y, P ))

← critical(P )

With this added to the protocol theory, the move accept(Bob, Al, drug) when Al is a
child becomes a credulous consequence if urgent(P ) holds in CS. If critical(P ) also
holds, then it is even a skeptical conculsion.

In our framework, the reference to conditions allows us to define the circumstances
under which the potentially legal moves are normally or exceptionnaly legal. Interest-
ingly, the status of legality is non monotonic under new information on these conditions.
As this information kept in the commitment stores will evolve during the dialogue, it
can even become a matter of discussion for the agents.

5 Related Work and Conclusions

There is an increasing lot of work on argument-based interaction, mainly focused on
negotiation —see [13] for a survey. More generally, according to [8], apart from its
naturalness, an argumentation-based approach has two major advantages: rationality
of the agents, and a social semantics in the sense of [14]. Our argumentation-based
approach inherits these advantages in adressesing both the private aspects of agents’
strategies, along with the social aspects of interaction protocol and providing added
flexibility. Agent strategies give adaptable behaviour according to the context of the
dialogue and the particular roles of the participating interlocutors. At the social level,
flexible protocols can be defined that can cater for a wide variety of interactions, including
specific circumstances that may come up as the dialogue evolves.

Agents’Profiles. Different notions of agent profiles have been proposed in the literature.
Amgoud et. al. [2], for instance, have proposed five profiles of dialogues to discriminate
between different classes of agent types with varying degree of "willingness to cooperate"
in the personal attitude of an agent. The enhanced flexibility of our approach allows us
to capture these profiles as special cases.

Theorem 2. The agent type strategies (agreeable, disagreeable, argumentative, open-
minded, elephant child) defined in [2] can be captured as private agent strategies.

To see this consider for example the first one of these where agreeable is given by
[2] as accept whenever possible. We can capture this as folllows: whenever the (or a)
dialogue step leading to accept is enabled (so its rationality conditions are satisfied) then
this would have higher priority than other dialogue steps. This is easily expressed by the
following rules in the second level of the attitude component of a strategy:

Ragreeable
accept|k : h p(ri,accept, ri,k) ← k �= accept
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for every i, k ∈ P . This then gives the agreeable strategy in the cases when the second
component, Ttactical, of the private strategy theory is empty. Otherwise, we could have
rules, Rtactical

k|accept, in this that could make the move also possible. To impose the agreable
strategy we include in the attitude component the higher-order rule

Cagreeable : h p(Ragreeable
accept|k , Rtactical

k|accept) ← k �= accept

for every rule Rtactical
k|accept of the tactical component. Similarly, we can capture the other

agent type strategies.
We also conjecture that it would be possible to formalize the different "assertion

and “acceptance” attitudes and consequently the different agent profiles (i.e. confident,
careful thoughtful and credulous, cautious, skeptical, respectively) proposed in the recent
collected work of [8].

Cognitive agent architectures. Another related work is that of the BOID architecture
[15]. This defines several agents types (e.g. realistic, selfish, social, etc) depending on
the priority the agent gives to these different mental attitudes (Beliefs, Obligations, In-
tentions, Desires). This is related to our approach whereby the agent can solve conflicts
between components of its theory. The society protocols can be considered as the norma-
tive aspect of the system, whereas the tactical component is more related to intentions
and desires. Different meta-level preferences of these components would give agents
of different types. Note that our framework allows for argumentation to be carried out
also on the conditions in agents’ strategies. These can then be considered as part of the
agent’s beliefs and hence our agents are realistic in the sense of [15].

Logic-based protocols. In [16], protocols are translated into integrity constraint rules,
in Abductive Logic Programming (ALP), of the form pi ⇒ ∨pj . These can easily be
translated into rules at the first level of our protocols. It is instructive though to ask the
reverse question of how would this ALP-based approach capture our seemingly more
expressive theories. The two approaches use different logical notions for the semantics of
the protocol: logical consistency for theALP-based and (non-deterministic) admissibility
for our argumentation-based approach. The non-locality of the consistency requirement
(any one conflict in the integrity constraints would render the whole protocol theory
protocol inconsistent and all moves illegal) suggests that in order to tranlate our theories
into ICs of ALP an exponential growth of the theory would be required resulting in a
highly non-modular representation of the protocol.

Commitment machines. In [17], social commiments are used as a way to specify
protocols by refering to the content of the actions. By allowing reference to the content
of the moves (and other relevant information in the commitment store), we cater for
the kind of flexibility discussed in [17]. However, our approach is closer to in spirit to
dialogue games approaches where dialogue rules and conditions on the commitment
stores are used in combination to define the notion of legality. Further work is needed to
evaluate how our approach compares to these hardcore commitment-based approaches.

In conclusion, our approach provides a way of realizing together several notions of
argumentation-based communication that combines the merits of (a) modular separa-
tion of concerns, (b) added expressivity of the theories and (c) feasible implementation
directly from their declarative specification. Further work is needed to develop a more
systematic methodology for building these theories, for instance the design issue of how
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criteria should be distributed amongst the three components of the framework. Prelim-
inary rules of thumb can be given, (e.g. the attitude component relates to the domain
independent personality of the agent that captures generic strategies of decision, like
selfish), but a more comprehensive account needs to be worked out.
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Abstract. This paper compares within the MAS framework two separate 
threads in the formal study of epistemic change: belief revision and 
argumentation theories. Belief revision describes how an agent is supposed to 
change his own mind, while argumentation deals with persuasive strategies 
employed to change the mind of other agents. These are two sides (cognitive 
and social) of the same epistemic coin: argumentation theories are incomplete, 
if they cannot be grounded in belief revision models – and vice versa. 
Nonetheless, so far the formal treatment of belief revision mostly neglected any 
systematic comparison with argumentation theories. In MAS such problem 
becomes evident and inescapable: belief change is usually triggered by 
communication and persuasion from other agents, involving deception, trust, 
reputation, negotiation, conflict resolution (all typical issues faced by 
argumentation-based models). Therefore, a closer comparison between belief 
revision and argumentation is a necessary preliminary step towards an 
integrated model of epistemic change in MAS. 

1   Belief Revision Without Argumentation 

Following the seminal work in [14], belief revision has recently become an extremely 
active area of research at the confluence between AI, logic, cognitive science, and 
philosophy. Notwithstanding the impressive amount and quality of studies devoted to 
this topic (including many researches in the MAS community, e.g. [1, 9, 12, 13, 31]), 
belief revision has been mainly addressed in a rather single-minded fashion, isolating 
the issue of belief change from other related features of cognitive processing. As 
remarked in [26], current theories of belief revision have been put forward and 
discussed in a sort of epistemological vacuum, without providing a more 
comprehensive account of epistemic states and dynamics. Moreover, the process of 
belief change has been usually conceived as an isolated activity, neglecting even the 
most obvious connections with other cognitive tasks: e.g. inferential reasoning, 
communication, argumentation (significant exceptions to this trend are in [10, 13]). 
On the contrary, we claim that belief revision should be investigated as a specific 
function (albeit a crucial one) in the cognitive processing of epistemic states, 
integrating formal models of belief change in a more comprehensive epistemological 
theory, and providing systematic connections with related cognitive tasks. 
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1.1   Limitations of Current Theories 

The AGM paradigm [14] has been the most influential model of belief revision so far, 
serving as a frame of reference for both refinements and criticisms of the original 
proposal. Roughly summarizing (see [21] for further discussion), this model was first 
conceived as an idealistic theory of rational belief change: belief states were 
characterized as sets of propositions (infinite and deductively closed), three basic 
types of change were described (expansion, contraction, revision), and rationality was 
expressed by a set of postulates binding these operators. To decide between different 
outcomes of the revision process (i.e. different sets of propositions consistent with the 
rationality postulates), an ordering criterion was introduced in the original belief state, 
ranking propositions for their importance (epistemic entrenchment). 

This approach to belief revision fails to integrate with argumentation theories for 
two reasons: (1) it does not make any predictions or assumptions about how and why 
some propositions come to be believed, rather than others; (2) there is a deliberate 
lack of structural properties in the characterization of epistemic states. Argumentation 
theories capture how a desired change in the audience’s beliefs is brought about by 
the arguer: therefore, without an explicit theory of the reasons to believe something, 
the whole point of argumentation is lost. AGM-style approaches to belief revision 
simply lack the necessary internal structure to describe argumentative strategies (for a 
philosophically oriented discussion of justification in belief revision, see [15]). 

In this respect, the so called foundation theories of belief revision fare better than 
AGM, since they provide a precise account of the reasons supporting a given belief, 
e.g. using Truth Maintenance Systems [8]. Similar proposals have also been advanced 
in the field of multi-agent systems [9, 12, 13, 18], and there are several analogies 
between the criticisms to the AGM approach discussed in this paper and objections 
raised within the TMS community (e.g. the need for detailed analysis of the reasons 
that support and determine the agent’s beliefs), although our approach is more 
cognitive-oriented, while TMS put greater emphasis on computational issues.  

Since a detailed comparison between our approach and TMS is beyond the aim of 
this work (cf. 4 on future developments in the direction), here we will provide only a 
short comment on belief change and argumentation in TMS. In spite of the richer 
framework outlined by TMS for belief revision in MAS, only few of these theories 
explicitly address argumentation and/or communication (e.g. [18]), and the structural 
properties of epistemic states are restricted to factual supports for the agent’s beliefs, 
to ensure an accurate weighting of unreliable and/or contrasting sources of 
information. Although such structures are essential to integrate belief revision and 
argumentation, they are not enough: a fairly rich picture of argumentative strategies 
must include motivational and emotional features [7, 11, 16, 17], not only factual 
credibility. Since also belief revision is affected by similar considerations, a more 
comprehensive cognitive model of epistemic change must be devised (cf. 2.1-2.4). 

2   A Cognitive Model of Data-Oriented Belief Revision (DBR) 

The following sections provide a short outline of an alternative model of belief 
revision, i.e. Data-oriented Belief Revision (DBR): for further details, see [6, 21]. 
Although this model is still mainly theoretical and far from implementation in MAS, 
it is conceived as a realistic cognitive framework for understanding belief revision in 
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agent-based social simulation1. Special emphasis is given to the representation of 
individual variation in belief revision (cf. 2.2, 2.4): it is extremely important, for the 
sake of cognitive plausibility and social simulation, to be able to model different 
strategies of epistemic change for different agents, and to represent all of them within 
the same conceptual framework. This has a significant impact on argumentation as 
well, since it allows to model different argumentation strategies and to distinguish 
between local and global arguments (cf. 3.5). 

2.1   Data and Beliefs: Properties and Interactions  

Two basic epistemic categories, data and beliefs, are put forward in this model, to 
account for the distinction between pieces of information that are simply gathered 
and stored by the agent (data), and pieces of information that the agent considers 
reliable bases for action, decision, and specific reasoning tasks, e.g. prediction and 
explanation (beliefs). Clearly, the latter are a subset of the former: the agent might 
well be aware of a datum that he does not believe (i.e. he does not consider reliable 
enough); on the other hand, the agent should not be forced to forget (i.e. to lose as a 
datum) a piece of information which he temporarily rejects as a belief [6]. Moreover, 
a rejected piece of information retains significant epistemic properties (e.g. its own 
unreliability, and the reasons for it) that will often be crucial in future revisions and 
should be preserved by a formal model of belief change [9, 26]. 

 

Fig. 1. Epistemic processing in Data-oriented Belief Revision 

The distinction between data and beliefs yields a number of consequences for the 
formal study of epistemic dynamics: to start with, it leads to conceive belief change as 
a two-step process. Let us consider external belief change (cf. 2.3): whenever a new 
piece of evidence is acquired through perception or communication, it affects directly 

                                                 
1  Broader accounts of belief revision have been advocated also for epistemic change in 

communication [13] and in defeasible reasoning [10, 26]. 
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the agent’s data structure, and only indirectly his belief set. In other words, the effects 
(if any) of the new datum on the agent’s beliefs depend (1) on its effects on the other 
data, and (2) on the process of belief selection applied by the agent over such data (cf. 
2.2). We call this procedure Data-oriented Belief Revision (DBR). 

More generally, data and beliefs define the two basic cognitive layers  of the 
whole epistemic processing performed by the agent, as summarized in Figure 1. An 
exhaustive discussion of this general model is beyond the aim of this paper: here we 
will focus mainly on the treatment of data, with special reference to information 
update, data properties and assessment, and belief selection (cf. 2.2-2.3), since these 
are the features most directly involved in belief revision. However, it is important to 
keep in mind the overall epistemic processing, if we want to provide a formal model 
adequate to express belief change in cognitive agents. 

In this model data are selected (or rejected) as beliefs on the basis of their 
properties, i.e. the possible cognitive reasons to believe them. DBR accounts for four 
distinct properties of data [6, 21]: 

I. Relevance: a measure of the pragmatic utility of the datum, i.e. the number and 
values of the (pursued) goals that depends on that datum. 

II. Credibility: a measure of the number and values of all supporting data, 
contrasted with all conflicting data, down to external and internal sources; 

III. Importance: a measure of the epistemic connectivity of the datum, i.e. the 
number and values of the data that the agent will have to revise, should he 
revise that single one; 

IV. Likeability: a measure of the motivational appeal of the datum, i.e. the number 
and values of the (pursued) goals that are directly fulfilled by that datum. 

The assessment of credibility is discussed in 2.3, while the assessment of 
importance, relevance and likeability is detailed in [21]. In DBR, credibility, 
importance and likeability determine the outcomes of belief selection, i.e. whether a 
candidate data is to be believed or not, and with which strength (cf. 2.2), while 
relevance is crucial in pre-selecting the sub-set of active data (focusing), i.e. 
determining which data in the agent’s data base are useful/appropriate for the current 
task, and should therefore be taken in consideration as candidate beliefs (an in-depth 
discussion of focusing is given in [21]). While relevance and likeability depend on a 
comparison between data and goals, credibility and importance basically depend on 
structural relations between data [6]. In fact, in DBR data bases are highly structured 
domains, best conceived as networks: data are represented as nodes, interconnected 
through characteristic functional relations (cf. 2.3), i.e. links in the network. 

Table 1. Data and beliefs: an overview 

 Basic properties 
Organization 
principle 

Internal dynamics 
Interaction 
principle 

DATA 
Relevance, credibility, 
importance, likeability 

Networks Updates, propagation Belief selection 

BELIEFS Strength Ordered sets Inferential reasoning Data mapping 
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The agent’s beliefs emerge from his data base through the selection process (cf. 
2.2). Beliefs are characterized by strength, which reflects their implicit ordering. 
Strength is determined by the selection process from the values of credibility, 
importance, and likeability of the corresponding active datum. Therefore beliefs are 
organized in ordered sets, rather than networks [14, 21]. 

The basic distinction between data and beliefs yields a rich picture of epistemic 
dynamics (Fig. 1 and Table 1). From a computational viewpoint, such distinction 
opens the way for blended approaches to implementation [21]: data structures present 
remarkable similarities with Bayesian networks and neural networks, while belief sets 
are a well-known hallmark of AGM-style belief revision [14]. Moreover, data and 
beliefs are here conceived as different stages, roles, and functions in the processing of 
internal epistemic states, to be accounted for in the agent architecture. 

2.2   Belief Selection 

Once the informational values of the active data are assessed (cf. 2.3), a selection over 
such data is performed, to determine the subset of reliable information (i.e. beliefs) 
and their degree of strength. Every time new relevant information is gathered by the 
agent, modifying his data network and the subset of active data, the belief selection 
takes place anew, possibly (but not necessarily) changing the agent’s belief set. 

This process of belief selection regulates the interaction from data to beliefs, 
determining (1) what data are to be believed, given the current informational state, 
and (2) which degree of strength is to be assigned to each of them. The outcome of 
belief selection is determined by the informational values of the candidate data 
(credibility, importance, likeability) and by the nature of the agent’s selection process. 

In DBR the agent’s belief selection is represented by a mathematical system, 
including a condition C, a threshold k, and a function F. Condition C and threshold k 
together express the minimal informational requirements for a datum to be selected as 
belief. The function F assigns a value of strength to the accepted beliefs. Both C and 
F are mathematical functions with credibility and/or importance and/or likeability as 
their arguments. Given a datum φ, cφ, iφ, lφ are, respectively, its credibility, 
importance, and likeability. Let Β represents the set of the agent’s beliefs, and Bsφ 
represents the belief φ with strength s. The general form of the selection process is: 

if C(cφ, iφ, lφ)  k  then Bsφ ∉ B 
if C(cφ, iφ, lφ) > k  then Bsφ ∈ B with sφ = F(cφ, iφ, rφ) 

The setting of C, F and k is an individual parameter, which might vary in different 
agents (cf. 2.4). Examples of individual variation in belief selection are the following: 

C: cφ > k k: 0.5 F: cφ 
C: cφ > k k: 0.6 F: (cφ + iφ + lφ) / 3 
C: cφ > k × (1 - lφ) k: 0.8 F: cφ × (iφ + lφ) 
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All these parametrical settings assign to data credibility the main role in 
determining belief selection, but they do so in widely different ways. The first 
parametrical setting expresses a thoroughly realistic attitude towards belief selection, 
regardless of any considerations about importance or likeability. At the same time, the 
minimal threshold is set at a quite tolerant level of credibility (0.5). The threshold is 
slightly higher in the second parametrical setting, and the condition is identical: on the 
whole, this reflects a more cautious acceptance of reliable data. But once a datum is 
indeed accepted as belief, its strength is now calculated taking in account also 
importance and likeability, in contrast to the previous setting. The same happens in 
the third parametrical setting, although along different lines. Here the threshold is 
extremely high (0.8), but the condition is influenced by likeability as well: assuming 
that likeability ranges in the interval [0, 1], here the minimal threshold over credibility 
is conversely proportional to the likeability of the datum (e.g. it is 0.08 for a datum 
with likeability 0.9 vs. 0.72 for a datum with likeability 0.1). That expresses a 
systematic bias towards the acceptance of likeable (i.e. pleasant) data, in spite of their 
credibility. In other words, these parametrical settings define three agents with 
different personalities, with respect to belief selection: a tolerant full realist (the first), 
a prudent open-minded realist (the second), and a wishful thinking agent (the third). 

Allowing several parametrical settings in belief selection (as well as in other 
features of DBR, cf. 2.4) serves to capture individual variation in epistemic dynamics, 
i.e. specifying different strategies of belief change for different agents and/or for 
different contexts and tasks2. It also shows that, although the selection process in DBR 
is just a mathematical simplification of the cognitive process of belief selection, it is 
extremely flexible and expressive, since we can manipulate and set condition, 
function and threshold in such a way to express different selection strategies, with an 
high degree of sophistication. Moreover, a mathematically straightforward treatment 
of individual variation will prove essential for investigating evolutionary dynamics in 
shaping belief revision strategies in MAS, e.g. applying genetic algorithms over 
population of agents with randomized internal settings (cf. 4). 

2.3   Information Update and Data Assessment 

Belief revision is usually triggered by information update either on a fact or on a 
source: the agent receives a new piece of information, rearranges his data structure 
accordingly, and possibly changes his belief set, depending on the belief selection 
process. Information update specifies the way in which new evidences are integrated 
in the agent’s data structure. We define external belief selection the process of 
epistemic change triggered by information update, in contrast to internal belief 
revision, i.e. belief change due to inferring a new piece of information from old 
premises (on internal belief revision, see [21]). 

Data structures are conceived as networks of nodes (data), linked together by 
characteristic relations. For the purposes of the present discussion, it will suffice to 
define three different types of data relations: support, contrast, and union. 

                                                 
2  Individual variation in MAS is a major concern also for argumentation studies, e.g. as a way 

of framing a theory of personality in multi-agent platforms (see for instance [19]). 
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I. Support: φ supports ψ (φ  ψ) iff cψ ∝ cφ, the credibility of ψ is directly 
proportional to the credibility of φ. 

II. Contrast: φ contrasts ψ (φ ⊥ ψ) iff cψ ∝ 1/cφ, the credibility of ψ is conversely 
proportional to the credibility of φ. 

III. Union: φ and ψ are united (φ & ψ) iff cψ and cφ jointly (not separately) 
determine the credibility of another datum γ. 

New external information generates not only a datum concerning its content, but 
also data concerning source attribution and source reliability, and the structural 
relations among them. More precisely, information update brings together: 

I. a datum concerning the content (object datum, O-datum); 
II. a datum identifying the information source (S-datum); 
III. a datum concerning the reliability of the source (R-datum). 

These data are closely related, since the credibility of the new information 
depends on the jointed credibility of the other two data: i.e. the union of the S-datum 
and the R-datum supports the O-datum (Fig. 2). Once an agent has been told by x that 
φ holds, his confidence in φ will depend on the reliability he assigns to x, provided he 
is sure enough that the source of φ was indeed x. The environmental input is 
characterized by a content φ (e.g. its propositional meaning), a source x (e.g. another 
agent), and a noise n (affecting both source identification and content understanding)3. 

 

Fig. 2. Information update: integrating new external data 

While pragmatic relevance, epistemic importance and motivational likeability of a 
datum are further discussed in [6, 21], here we focus on credibility. The credibility of 
a given datum depends on the credibility of its supports, weighted against the 
credibility of its contrasts [6, 12, 26]. Each agent must be equipped with a specific 
algorithm to determine such value. Although this algorithm is an individual parameter 
(different agents can use different heuristics), it must obey the general definition of 
support and contrast relations. This is an example of credibility algorithm4: 

                                                 
3  More sophisticated models (e.g. [9]) might take in account also the degree of certainty over 

the content expressed by the source, allowing agents to communicate information with 
different shades of confidence.  

4  It is convenient to range credibility in the close interval [0, 1], but of course this does not 
necessarily lead to probabilistic accounts of epistemic dynamics.  
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cα = (1 - ∏μ ∈ Sα (1 - cμ)) × ∏χ ∈ Kα (1 - cχ) 
with Sα = the set of all data supporting α 

Kα = the set of all data contrasting α 

Support and contrast determine the credibility of one relatum in terms of the 
credibility of the other. Union takes in account the credibility of both relata at the 
same time, in order to assess the credibility of a third datum – either supported or 
contrasted. An example is given by information update (Fig. 2): the credibility of the 
O-datum depends on the credibility of the union of S-datum and R-datum. Therefore 
we need to specify a union algorithm for each agent [21]: i.e. a procedure to assess 
the credibility of (φ & ψ), given the credibility of φ and ψ. For instance: 

cφ & ψ = min(cφ, cψ) 

Now we have enough elements to provide a quantitative description of information 
update, and not only a qualitative one. The credibility of the O-datum will depend on 
the credibility of the union of the S-datum (here with c = 1, assuming noiseless 
communication by hypothesis) and the R-datum, weighted against the credibility of 
all contrasting evidences (if any), according to the credibility algorithm of that 
particular agent.  Assessment of source reliability is thoroughly discussed in [6, 12]. 

2.4   Principles and Parameters 

The model of belief revision presented so far is based on a conceptual distinction 
between principles and parameters. Principles are general and qualitative in nature, 
defining the common features which characterize epistemic processing in every agent. 
Parameters, instead, are individual and quantitative, specifying in which fashion and 
measure each agent applies the universal principles of belief revision. The cognitive 
and social framework of the model is captured by its principles, while individual 
variation is represented through parametrical setting (as already showed in 2.2 
concerning belief selection). 

For instance, the overall two-steps dynamic of belief revision is a universal 
principle, while the mathematical nature of the selection process is an individual 
parameter. Credibility assessment will always be positively affected by supporting 
evidence and negatively affected by contrasting data, but the credibility algorithm 
might vary from one agent to another. All agents perform inferential deduction at the 
level of beliefs, but the specific axioms applied are a matter of individual variation – 
and so on. More details on parametrical setting are given in [21]: here we will only 
discuss their impact over argumentation (cf. 3.5). 

3   Argumentation and Belief Revision 

This section is devoted to highlight several connections between our model of belief 
change and argumentation theories: the impact of rhetorical arguments over the 
audience’s beliefs (cf. 3.1), the different stages in Toulmin’s model of argumentation 
(cf. 3.2), the treatment of defeasible reasoning (cf. 3.3), the role of contradictions in 
arguments (cf. 3.4), and the effects of individual parameters over argumentation 
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strategies and outcomes (cf. 3.5). Presenting and discussing this variety of topics, we 
aim to verify the expressive power of our model of belief revision on several 
argumentation-related features of MAS (see also [10] for a similar attempt). A failure 
at this stage would testify the inadequacy of the formal model in dealing with 
argumentation – as it is the case with the AGM framework (cf. 3.2, 3.4, 4). On the 
contrary, the satisfactory results achieved by our model sound promising for future 
developments in the same direction [4]. However, it must be understood that this first 
survey is meant as preliminary recognition of a complex and exciting landscape, to 
test the chances of success (that we find quite favorable) for more ambitious and 
exhaustive attempts of integrating belief revision and argumentation (cf. 4). 

3.1   Rhetoric and Audience’s Beliefs 

Aristotle’s definition of rhetorical argument characterizes it as being especially 
focused on the audience’s beliefs, rather than general acceptability. This definition 
is usually referred to in formal studies of rhetorical argumentation, e.g. [16], where 
the need for a model of belief revision (and more generally belief processing) is 
quite self-evident. However, as far as cognitive agents are concerned, even the most 
general and uncontroversial argument requires a process of belief revision in the 
mind of the audience: it is not the fact that p follows from q and q is the case which 
makes me believe p, but rather my beliefs that “p follows from q” and “q is the 
case”. An integrated framework naturally emphasizes that any form of 
argumentation (including strictly logical ones) must be strongly focused on the 
audience’s beliefs. 

In our model, a crucial factor in determining whether a new piece of information 
will be accepted or rejected as belief is its importance [14, 21], i.e. the degree of 
connectivity (integration) of the new datum in the audience’s data structure. An 
effective argument not only presents new information to the audience, but also 
provides the relevant connections with data already available to (and possibly 
believed by) that audience. Such connections vouch for the plausibility of the new 
datum [6] and are crucial in persuading the audience to accept it. In data networks, 
we distinguish two cases of argumentation through plausibility: 

 

Fig. 3. Two plausibility arguments: self-evident and explanatory data 
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I. Self-evident data: the new datum is presented as following from what the 
audience already knew – the datum had not yet been inferred, but it might have 
been, and the audience is likely to remark: «Sure! Of course! Obviously!» etc.; 

II. Explanatory data: the new datum is presented as supporting and explaining 
data already available – since such explanation was missing so far, it produces 
reactions like: «Now I see! That’s why! I knew it! » etc. 

This distinction is easily represented by a structured data-domain: in our model, 
self-evident data are data with a high number of supports, while explanatory data in 
turn support many other data (Fig. 3). Different degrees of self-evidence and 
explanatory power are expressed by epistemic importance (cf. 2.1). 

3.2   Toulmin Revis(it)ed 

One of the most influential account of argumentation is Toulmin’s model [28], 
which analyzes six features of an argument: data, claim, warrant, backing, qualifier, 
rebuttal. Data are the facts (e.g. John loved his wife) which support the arguer’s 
claim (e.g. John did not murder her), while the warrant ensures the connection 
between data and claim (e.g. people do not murder the ones they love), on the basis 
of some backing (e.g. murderers hate their victims); the qualifier specifies to what 
extend the warrant applies (e.g. usually), and the rebuttal describes special 
conditions which undermine the warrant (e.g. John is in bad need of money and will 
benefit from her insurance). 

This schema is liable of immediate implementation in our model of belief 
revision, since it defines a specific data structure (Fig. 4). The union of data and 
warrant supports the claim, and the warrant is in turn supported by its backing and 
contrasted by the rebuttal, i.e. supports to the rebuttal make the warrant less 
reliable. The qualifier is represented by the degree of credibility assigned to the 
claim by this data structure – while more sophisticated models of source integration 
also distinguish between the claim’s credibility and the confidence expressed by the 
arguer [12]. 

 

Fig. 4. Toulmin’s model in data structure 

This convergence is not surprising, since our model is built over the intuition 
that epistemic processing requires “reasons to believe” [6], and indeed 



F. Paglieri and C. Castelfranchi 88

argumentation is mainly concerned with the manipulation of reasons in order to 
change the audience’s beliefs. However, it is worth noticing that other theories of 
belief revision fail to incorporate Toulmin’s model: e.g., the AGM approach has no 
way to capture similar argumentative structures, without undertaking major 
modification of the model. 

3.3   Defeasible Reasoning in Data Networks 

Argumentation is often modeled in the formal framework of defeasible reasoning [2, 
26], distinguishing between two kinds of defeaters (i.e. possible counterarguments 
against a reason-schema): rebutting vs. undercutting defeaters. Applying the 
terminology proposed in [28], a rebutting defeater is any reason which directly denies 
the claim of the argument, while an undercutting defeater is a reason which 
undermine the validity of the relevant warrant. 

In our model, different defeaters target different nodes in the data network  
(Fig. 5): rebutting defeaters are data which contrast the claim-node (e.g. John has 
been seen shooting his wife), while undercutting defeaters are data contrasting the 
warrant-node (e.g. jealousy can make you kill the ones you love most). Moreover, a 
third category of defeaters can be expressed: premise defeaters, i.e. reasons which 
contrast the data-node (e.g. John did not love his wife). Undercutting and premise 
defeaters have similar function but different targets: the former attack the 
connection between data and claim, while the latter question the statement of fact 
supporting the conclusion5. 

 

Fig. 5. Defeasible reasoning in data structure 

3.4   Revising Contradictions in Argumentation 

AGM-style approaches to belief revision exclude contradictions in principle, 
assuming belief states to be fully consistent – an untenable assumption, as far as 

                                                 
5  Here we follow the terminology used in [26], but actually the expression ‘rebutting defeater’ 

is quite misleading, when compared with Toulmin’s model. The rebuttal, as defined in [28], 
specifies the conditions which undermine the validity of the warrant, not of the claim – i.e. 
rebuttals are in fact undercutting defeaters. So the expression direct defeaters would be less 
ambiguous, to indicate defeaters which directly affect the claim.  
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cognitive agents are concerned. On the contrary, argumentation theories have been 
quite successful in handling inconsistency and conflicts [2, 7, 26, 28, 30], since the 
very idea of defeating an argument implies that such argument can be showed to be 
inconsistent with respect to a better one. Moreover, the AGM paradigm assumes 
belief states to be deductively closed, therefore infinite. This is not only a 
computational problem, but also a conceptual mistake: cognitive agents do not derive 
all the consequences from available data not only because they are resource-bounded 
[1, 21, 31], but mainly because they have no need to derive irrelevant consequences 
from accepted claims. 

In our model, epistemic states are both finite and deductively open, and there is no 
universal insurance against contradictions. Instead, we are able to capture two 
relevant distinction concerning inconsistency: implicit vs. explicit contradictions, and 
data contrasts vs. beliefs contradictions. Agents are likely to entertain a certain 
number of implicitly contradictory beliefs, i.e. beliefs from which a contradiction 
could be derived, although the agent has not yet done so. As long as the contradiction 
remains implicit, the agent has no problem in handling it – just by ignoring it 
altogether! In fact, one of the most common strategy in argumentation consists in 
confronting the audience with their own contradictions, i.e. forcing them to draw 
contradictory conclusions from what they already believe. 

In data structures, contrast relations capture ‘contradictions’ between data (cf. 2.3). 
However, these are not contradictions in the proper sense, since the contrasting data are 
not necessarily believed by the agent, and not necessarily at the same time: they are 
just information on mutually excluding states of the world. Moreover, contrasts among 
data are actually beneficial to the agent, since they provide him with crucial 
information on the credibility of both relata: information on ~p are useful to assess the 
credibility of p exactly because a contrast relation is defined between p and ~p, in the 
form (p ⊥ ~p). Without such relation, negative evidence would not be evidence at all, 
and the efficiency of our epistemic processing would be severely impaired6. 

In other terms, contradictions need to be solved only if they arises at the level of 
beliefs, i.e. if the selection process (cf. 2.2) accepts two contrasting data as beliefs. 
This is rare, since credibility plays a crucial role in belief selection, and the credibility 
of contrasting data is conversely proportional (cf. 2.3). However, under specific 
circumstances (e.g. a selection which emphasizes importance and likeability over 
credibility) it might happen that an agent is confronted with contradictory beliefs. In 
this case, the contradiction is solved through reasoning, e.g. applying an axiom to 
reject one of the contradictory beliefs, or both. 

Here we are faced with an intriguing parallel between epistemic and motivational 
dynamics. In BDI models of agency it has been correctly postulated that an important 
difference between the level of mere Desires (or wishes) and the level of Intentions, 
i.e. goals actually directing the agent’s behavior, is that while Desires can be 

                                                 
6  We agree with Aristotle that the human mind refuses contradiction – the point is, what is a 

contradiction, and under which conditions contradictions arise? Contrasting data per se do not 
generate contradictions, since the agent is not yet committed to their propositional content. 
Hence data bases are expected to be typically inconsistent, without bothering in the least the 
agent. Being informed of p and ~p, e.g. by being exposed to conflicting sources of 
information, is not a contradiction: only believing at the same time both contrasting claims 
would produce a contradiction in the agent mind and require a solution at the level of beliefs.  
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subjectively contradictory and the subject can entertain them as such before being 
obliged to choose, on the contrary Intentions – i.e. what one has decided to pursue and 
to do – must be subjectively non contradictory. In other words, conflicts between 
possible/candidate goals must have been solved at the deliberation stage. Exactly the 
same happens between data and beliefs: after the selection process, inconsistency 
cannot be tolerated anymore and contradictions have to be solved (Fig. 6). This 
parallel between the processing of epistemic and motivational representations yields a 
convincing picture of human mind as a coherence-seeking device. 

Contradiction management is further discussed in [21]. Here we only want to 
emphasize that rational agents are not preserved from contradictions for some 
benevolent ‘law of nature’: they are rather equipped to handle contradictions 
efficiently both in the epistemic and motivational processing, e.g. exploiting the 
informational value of contrasting evidences and balancing conflicting desires. If we 
fail to acknowledge inconsistency in belief change, we miss the core of 
argumentation: weighting against each other contradictory claims. 

 

Fig. 6. The mind as a coherence-seeking device 

3.5   Parameters and Argumentation 

In DBR, parameters (cf. 2.2 and 2.4) provides a computational description of 
individual variation [21]. They also have consequences over the treatment of 
argumentation, capturing the relevant distinction between local and global 
persuasion, and the multi-layered nature of argumentative strategies. 

An argument can either aims to change single beliefs in the mind of the 
audience (local persuasion), or it might address the basic processes which define the 
outcome of belief revision for that audience (global persuasion). Whenever 
persuasive argumentation is a major issue (e.g. political campaigns, advertising, 
religious events), global persuasion is the key feature: it is not enough to change 
some specific beliefs, the arguer is basically trying to make the audience accept a 
different way of thinking – i.e. different revision procedures, to be applied 
autonomously from now on. 
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Local and global strategies are grounded in our model, respectively, in 
argumentation over data network and argumentation over parameters. The examples 
discussed in 3.1-3.4 are instances of local persuasion, which attack or support nodes in 
the data structure. On the contrary, global persuasion questions the validity of 
individual parameters concerning belief revision, e.g. the selection process («You 
should not pay so much attention to explanatory power, otherwise you are prone to 
wishful thinking! »), the assessment of data values («Do not underestimate contrasting 
evidences, or you will be biased toward confirmation! »), the reliability assigned to 
new sources («Why do you trust so much somebody you does not know? ») [21]. 

Perhaps the most famous instance of the interplay between belief revision 
parameters, argumentation and global persuasion is from the Gospels: that is, the 
incredulity of St Thomas. When Jesus, after his resurrection, appeared for the first 
time to the apostles, Thomas was not there. Once he had been told of the miracle by 
his companions, he refused to believe in their account, claiming that “unless I see in 
his hands the print of the nails, and place my finger in the mark of the nails, and place 
my hand in his side, I will not believe” (St John, 20: 25). This bold statement was 
challenged when Jesus appeared again, and explicitly insisted that Thomas should 
probe Jesus’ wounds with his incredulous finger. After that, the apostle was 
convinced and repentant, but Jesus was after a global persuasion, rather than a local 
one. Hence his final comment: “Have you believed because you have seen me? 
Blessed are those who have not seen and yet believe” (St John, 20: 29). 

In this episode a whole attitude (skepticism) is stigmatized as inadequate within a 
given context (matters of faith)7, and the misbehaving agent is required for the future 
to apply different parameters to his processes of belief selection and change. The 
positive counterpart of Thomas is exemplified by Mary Magdalene, who immediately 
believed in the resurrection of Jesus once she was told by him, although she was not 
able to distinguish his features and his voice. Nevertheless, the testimony of a stranger 
standing next to the sepulcher of Jesus was enough for her to believe in the miracle. 
Both these attitudes can be captured (in a simplified form) within the framework of 
DBR, as the computational analogous of Mary Magdalene and St Thomas 
summarized in Table 2 (for details on each parameter listed in the table, see [21]). In 
the MAS counterpart of the biblical episode, the argumentative strategy applied by 
Jesus would aim to make Thomas shift his parameters towards the ones of Mary, i.e. 
developing a more trustful epistemic attitude through several minor changes: e.g. a 
less pessimistic assessment of credibility value (the first two parameters), more 
refined processes to evaluate importance (the third, fourth and fifth parameter), a less 
realistic process of belief selection (the sixth, seventh and eighth parameter), and 
more reliance in new sources of information (the last parameter in Table 2). 

 

                                                 
7 The episode serves also to illustrate the relevance of context in defining whether a given belief 

revision strategy is adaptive or not. In fact, Thomas’ skepticism is inadequate only with 
respect to the situation portrayed here, i.e. the faith of a disciple towards his religious leader. 
In other contexts, the skeptical attitude embodied by Thomas would indeed constitute the 
only sensible strategy to use: this is exactly the reason why the mistreated Thomas became, 
starting from the Renaissance, an icon of scientific inquiry and human curiosity.  
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Table 2. Parameters in DBR and argumentation: Mary Magdalene vs. St Thomas 

parameters Trustful (Mary Magdalene) Skeptic (St Thomas) 
Credibility alg. cα = (1 - ∏σ ∈ Sα (1 - cσ)) × ∏ε ∈ Kα (1 - 

cε) 
cσ = prσ × ∏ε ∈ Kσ (1 - prε) with σ ∈ S 

cα = 1 - ∏σ ∈ Sα (1 - cσ) with α ∉ S 
Union 
algorithm 

cα&β =  min(cα, cβ) cα&β =  cα × cβ 

Importance 
alg. 

μ < 5,  iφ = μ /5 × (1 - ∏ ψ ∈ Nφ (1 - cψ)) 
μ ≥ 5,  iφ = 1 - ∏ ψ ∈ Nφ (1 - cψ) 

μ < 5,  iφ = μ /5 × (1 - ∏ ψ ∈ Nφ (1 - 
cψ)) 

μ ≥ 5,  iφ = 1 - ∏ ψ ∈ Nφ (1 - cψ) 
Depth λ 2 1 
Consid. thres. 
w 

0.3 0.6 

Condition C cφ / (1 - iφ) cφ 
Accept. thres. k 0.6 0.8 
Function F cφ + iφ - (cφ × iφ) cφ 
Reliability 
default 

0.7 0.3 

Finally and more generally, it is worth noticing that parameters play a crucial role 
in any instance of argumentation, since the arguer is required to understand, at least 
partially, the parameters governing belief revision in his audience. This reflects the 
multi-layered nature of argumentation: for the arguer to be effective, it is not enough 
to figure out the audience’s beliefs (the data structure and the resulting belief set), but 
also the way in which beliefs are processed (the audience’s parameters on belief 
revision, e.g. how they assess data values, how they select beliefs from data, etc.). 
Factual evidences are useless, if the audience do not care for credibility in belief 
selection; on the other hand, alluring picture of highly desirable states of things does 
not work with matter-of-fact types – and so on. Formal models of belief change which 
fail to account for individual variation are implying that every audience will have 
identical reactions to the same base of data: an untenable assumption [5, 7, 21, 28]. 

4   Conclusions and Future Works 

The integrated framework sketched here strongly supports a general methodological 
claim: a model of belief revision, in order to deal effectively with argumentation in 
MAS, must ensure a proper degree of structural analysis – i.e. it must emphasizes the 
relational properties which characterize epistemic processing, rather than its overall 
principles. Ordering criteria over propositions or sets, like in AGM-style approaches, 
are not expressive enough to model argumentation – nor belief revision. 

Therefore, the main implication of this preliminary proposal is to initiate a 
systematic effort of integrating research areas necessarily connected with each other, 
i.e. argumentation studies and belief revisions, but that only rarely have been so far 
modeled within the same framework [10, 26]. Even more important, the DBR theory 
presented here constitutes a first step towards formal and computational models of 
epistemic change (both intra- and inter-agents) to express the complex socio-cognitive 
dynamics involved in belief revision in MAS, in contrast with the idealistic approach 
which dominated this field so far (see analogous considerations in [6, 21, 26, 27]). 
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In our future work we intend to refine the DBR model of belief revision (e.g. 
extending the computational treatment of data properties to motivational and 
emotional features, i.e. relevance and likeability [6, 11, 21]), to provide more 
systematic connections with argumentation theories [2, 4, 16, 17, 28, 30], especially 
within the MAS community [3, 19, 20, 22, 23], to explore the interaction between 
TMS-based belief revision and argumentation models [8, 18], and to move towards 
implementation in agent-based cognitive and social simulation (preliminary work in 
this direction is being developed within the AKIRA framework [24]), exploiting 
random parametrical variation to study evolutionary dynamics in belief revision and 
argumentation development. As a starting point, we plan to use argumentation tasks 
as testing ground for belief revision algorithms, and vice versa – building on the 
general results discussed here. Finally, we also aim to investigate the more radical 
idea of modeling the whole process of epistemic change as a form of internal 
argumentation [4, 21], as long ago suggested in developmental psychology by Jean 
Piaget [25] and Lev Vygotsky [29]. 
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Abstract. One of the most difficult problems in multiagent systems in-
volves representing knowledge and beliefs of agents in dynamic environ-
ments. New perceptions modify an agent’s current knowledge about the
world, and consequently its beliefs. Such revision and updating process
should be performed efficiently by the agent, particularly in the context
of real time constraints.

This paper introduces an argument-based logic programming language
called Observation-based Defeasible Logic Programming (ODeLP). An
ODeLP program is used to represent an agent’s knowledge in the con-
text of a multiagent system. The beliefs of the agent are modeled with
warranted goals computed on the basis of the agent’s program. New per-
ceptions from the environment result in changes in the agent’s knowl-
edge handled by a simple but effective updating strategy. The process of
computing beliefs in a changing environment is made computationally
attractive by integrating a “dialectical database” with the agent’s pro-
gram, providing precompiled information about inferences. We present
algorithms for creation and use of dialectical databases.

1 Introduction

Knowledge representation issues play a major role in practically all areas of Arti-
ficial Intelligence, and MAS is not an exception. Well-known problems in MAS in-
volve the need of complex abilities for reasoning, planning and acting in dynamic
environments ([1]). In the last years, argumentation has gained wide acceptance
in the multiagent systems (MAS) community by providing tools for designing
and implementing different features which characterize interaction among ratio-
nal agents.

Logic programming approaches to argumentation [2, 3] have proven to be suit-
able formalization tools in the context of MAS, as they combine the powerful
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features provided by logic programming for knowledge representation together
with the ability to model complex, argument-based inference procedures in uni-
fied, integrated frameworks.

Most MAS approaches based on logic programming rely on extended logic
programming (ELP) ([4]) as underlying formalism. Thus, the agent’s knowledge
is codified in terms of an ELP program and the well-founded semantics of the
program represents the agent’s beliefs. Although ELP is expressive enough to
capture different kinds of negation (strict and default negation), it has limita-
tions for modeling incomplete and potentially contradictory information. In a
MAS context it is common that agents require such capabilities, as they interact
with the environment and among themselves, processing new inputs, changing
dynamically their beliefs and intentions, etc. Clearly, in such a setting, the ar-
gumentation formalism underlying such MAS should be able to incorporate new
information into the knowledge base of the agent and reason accordingly.

In this paper we present (ODeLP) (Observation based Defeasible Logic Pro-
gramming), an argument-based formalism for agents reasoning in dynamic en-
vironments. Some of the basic notions of ODeLP come from Defeasible Logic
Programming [5] (DeLP). As in DeLP, the ODeLP formalism uses a knowledge
representation language in the style of logic programming and inference is based
on argumentation.

To provide the agents with the ability to sense the changes in the world and
integrate them into its existing beliefs, in ODeLP we have adapted the knowl-
edge representation system to handle perceptions. Real time issues also play an
important role when modeling agent interaction. In an argument-based MAS
setting, a timely interaction is particularly hard to achieve, as the inference pro-
cess involved is complex and computationally expensive. To solve this issue, we
will enhance the behavior of ODeLP by incorporating dialectical databases, that
is, data structures for storing precompiled knowledge. These structures can be
used to speed up the inference process when answering future queries.

The remainder of this paper is organized as follows. Section 2 summarizes the
main features of the ODeLP formalism. Section 3 reviews briefly previous work on
truth maintenance systems, which provided the basis for our notion of dialectical
databases, and introduces the notion of dialectical databases, discussing its role as
a tool to speed up inference in the ODeLP formalism. Section 4 presents a worked
example. Finally, section 5 summarizes the conclusions that have been obtained.

2 ODeLP: Observation-Based DeLP

Defeasible Logic Programming (DeLP) [5] provides a language for knowledge rep-
resentation and reasoning that uses defeasible argumentation to decide between
contradictory conclusions through a dialectical analysis. Codifying the knowledge
base of the agent by means of a DeLP program provides a good trade-off between
expressivity and implementability. Extensions of DeLP that integrate possibilis-
tic logic and vague knowledge along with an argument-based framework have
also been proposed [6]. Recent research has shown that DeLP provides a suitable
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framework for building real-world applications (e.g. clustering algorithms [7],
intelligent web search [8] and critiquing systems [9]) that deal with incomplete
and potentially contradictory information.

In such applications, DeLP is intended to model the behavior of a single
intelligent agent in a static scenario. DeLP lacks the appropriate mechanisms
to represent knowledge in dynamic environments, where agents must be able to
perceive the changes in the world and integrate them into its existing beliefs [10].
The ODeLP framework aims at solving this problem by modeling perception as
new facts to be added to the agent’s knowledge base. Since adding such new
facts may result in inconsistencies, an associated updating process is used to
solve them. The definitions that follow summarize the main features of ODeLP.

2.1 Language

The language of ODeLP is based on the language of logic programming. In what fol-
lows we use concepts like signature, alphabet and atoms with their usual meaning.
Literals are atoms that may be preceded by the symbol “∼” denoting strict nega-
tion, as in ELP. ODeLP programs are formed by observations and defeasible rules.
Observations correspond to facts in the context of logic programming, and repre-
sent the knowledge an agent has about the world. Defeasible rules provide a way
of performing tentative reasoning as in other argumentation formalisms [11, 12].

Definition 1. [Observation]–[Defeasible Rule] An observation is a ground lit-
eral L representing some fact about the world, obtained through the perception
mechanism, that the agent believes to be correct. A defeasible rule has the form
L0 –≺ L1, L2, . . . , Lk, where L0 is a literal and L1, L2, . . . , Lk is a non-empty finite
set of literals.

Definition 2. [ODeLP Program] An ODeLP program is a pair 〈Ψ, Δ〉, where
Ψ is a finite set of observations and Δ is a finite set of defeasible rules. In a
program P, the set Ψ must be non-contradictory (i.e., it is not the case that
Q ∈ Ψ and ∼Q ∈ Ψ , for any literal Q).

Example 1. Fig. 1 shows an ODeLP program for assessing the status of employees
in a given company. Observations describe that John has a poor performance at
his job, John is currently sick, Peter also has a poor performance and Rose is an
applicant that demands a high salary. Defeasible rules express that the company
prefers to hire employees that require a low salary. An employee that demands
a high salary is usually not hired, but in the exceptional case where he/she has
good references it is recommended to hire the applicant. The remaining rules
deal with the evaluation of the employees’ performance, according with their
responsibility in the job.

2.2 Inference Mechanism

Given an ODeLP program P, a query posed to P corresponds to a ground literal
Q which must be supported by an argument [11, 5]. Arguments are built on
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poor performance(john).
sick(john).
good performance(peter).
unruly(peter).
high salary(rose).
applicant(rose).
good references(rose).
hire(X) –≺ ∼high salary(X), applicant(X).
∼hire(X) –≺ high salary(X), applicant(X).
hire(X) –≺ high salary(X), applicant(X), good references(X).
suspend(X) –≺ ∼responsible(X).
suspend(X) –≺ unruly(X).
∼suspend(X) –≺ responsible(X).
∼responsible(X) –≺ poor performance(X).
responsible(X) –≺ good performance(X).
responsible(X) –≺ poor performance(X),sick(X).

Fig. 1. An ODeLP program for assessing the status of employees in a company

the basis of a defeasible derivation computed by backward chaining applying the
usual SLD inference procedure used in logic programming. Observations play the
role of facts and defeasible rules function as inference rules. In addition to provide
a proof supporting a ground literal, such a proof must be non-contradictory and
minimal for being considered as an argument in ODeLP. Formally:

Definition 3. [Argument – Sub-argument] Given a ODeLP program P, an ar-
gument A for a ground literal Q, also denoted 〈A, Q〉, is a subset of ground
instances of the defeasible rules in P such that:

1. there exists a defeasible derivation for Q from Ψ ∪ A,
2. Ψ ∪ A is non-contradictory,
3. A is minimal with respect to set inclusion in satisfying (1) and (2).

Given two arguments 〈A1, Q1〉 and 〈A2, Q2〉, we will say that 〈A1, Q1〉 is a
sub-argument of 〈A2, Q2〉 iff A1 ⊆ A2.

Note that to use defeasible rules in arguments we must first obtain their
ground instances, changing variables for ground terms, such that variables with
the same name are replaced for the same term.

As in most argumentation frameworks, arguments in ODeLP can attack each
other. This situation is captured by the notion of counterargument. Defeat among
arguments is defined combining the counterargument relation and a preference
criterion (partial order) “�”. Specificity [13, 11, 14] is the syntactic-based prefer-
ence criterion used by default in ODeLP, although other alternative criteria can
be easily used. Specificity favors those arguments which are more direct or more
informed (i.e., contain more specific information).
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Definition 4. [Counter-argument] An argument 〈A1, Q1〉 counter-argues an ar-
gument 〈A2, Q2〉 at a literal Q if and only if there is a sub-argument 〈A, Q〉
of 〈A2, Q2〉 such that Q1 and Q are complementary literals.

Definition 5. [Defeater] An argument 〈A1, Q1〉 defeats 〈A2, Q2〉 at a literal Q
if and only if there exists a sub-argument 〈A, Q〉 of 〈A2, Q2〉 such that 〈A1, Q1〉
counter-argues 〈A2, Q2〉 at Q, and either:

1. 〈A1, Q1〉 is strictly preferred over 〈A, Q〉 according to the preference criterion
“�” (then 〈A1, Q1〉 is a proper defeater of 〈A2, Q2〉), or

2. 〈A1, Q1〉 is unrelated to 〈A, Q〉 by “�” (then 〈A1, Q1〉 is a blocking defeater
of 〈A2, Q2〉).

Defeaters are arguments and may in turn be defeated. Thus, a complete
dialectical analysis is required to determine which arguments are ultimately ac-
cepted. Such analysis results in a tree structure called dialectical tree, in which
arguments are nodes labeled as undefeated (U-nodes) or defeated (D-nodes)
according to a marking procedure. Formally:

Definition 6. [Dialectical Tree] The dialectical tree for an argument 〈A, Q〉,
denoted T〈A,Q〉, is recursively defined as follows:

1. A single node labeled with an argument 〈A, Q〉 with no defeaters (proper
or blocking) is by itself the dialectical tree for 〈A, Q〉.

2. Let 〈A1, Q1〉, 〈A2, Q2〉, . . . , 〈An, Qn〉 be all the defeaters (proper or blocking)
for 〈A, Q〉. The dialectical tree for 〈A, Q〉, T〈A,Q〉, is obtained by labeling the
root node with 〈A, Q〉, and making this node the parent of the root nodes
for the dialectical trees of 〈A1, Q1〉, 〈A2, Q2〉, . . . , 〈An, Qn〉

Definition 7. [Marking of the Dialectical Tree] Let 〈A1, Q1〉 be an argument
and T〈A1,Q1〉 its dialectical tree, then:

1. All the leaves in T〈A1,Q1〉 are marked as a U-node.
2. Let 〈A2, Q2〉 be an inner node of T〈A1,Q1〉. Then 〈A2, Q2〉 is marked as

U-node iff every child of 〈A2, Q2〉 is marked as a D-node. The node 〈A2, Q2〉
is marked as a D-node if and only if it has at least a child marked as U-node.

Dialectical analysis may in some situations give rise to fallacious argumen-
tation [15]. In ODeLP dialectical trees are ensured to be free of fallacies [14] by
applying additional constraints when building argumentation lines (the different
possible paths in a dialectical tree). A detailed analysis of these issues is outside
the scope of this paper.

Given a query Q and an ODeLP program P, we will say that Q is warranted
wrt P iff there exists an argument T〈A,Q〉 such that the root of its associated
dialectical tree T〈A,Q〉 is marked as a U -node.

Definition 8. [Warrant] Let A be an argument for a literal Q, and let T〈A,Q〉
be its associated dialectical tree. A is a warrant for Q if and only if the root
of T〈A,Q〉 is marked as a U-node.
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Fig. 2. Dialectical tree from Example 2

Solving a query Q in ODeLP accounts for trying to find a warrant for Q, as
shown in the following example.

Example 2. Consider the program shown in Example 1, and let suspend(john)
be a query wrt that program. The search for a warrant for suspend(john) will re-
sult in an argument 〈A, suspend(john)〉 with two defeaters 〈B, ∼suspend(john)〉
and 〈C, responsible(john)〉, where

– A = {suspend(john) –≺ ∼responsible(john);
∼responsible(john) –≺ poor performance(john)}.

– B = {∼suspend(john) –≺ responsible(john);
responsible(john) –≺ poor performance(john),sick(john)}.

– C = {responsible(john) –≺ poor performance(john),sick(john)}.

Using specificity as the preference criterion, 〈B, ∼suspend(john)〉 is a block-
ing defeater for 〈A, suspend(john)〉, and 〈C, responsible(john)〉 is a proper
defeater for 〈A, suspend(john)〉. The associated dialectical tree is shown in
Fig.2. The marking procedure determines that the root node 〈A, suspend(john)〉
is a D-node and hence suspend(john) is not warranted.

2.3 Modeling Beliefs and Perceptions in ODeLP

ODeLP models the beliefs of an agent in a simple way: given a program P
representing an agent’s knowledge, a literal Q is believed by the agent iff Q
is warranted. In particular, different doxastic attitudes are distinguished wrt a
given literal Q:
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– Believe that Q is true whenever Q is warranted;
– Believe that Q is false (i.e., believe ∼Q) whenever ∼Q is warranted; and
– Believe that Q is undecided whenever none of the above cases apply.

Consistency is a basic property for agent’s beliefs, in the sense that it is not
possible to believe simultaneously in a literal Q and its complement ∼Q [16].
Agents using ODeLP naturally satisfy this requirement. 1

In ODeLP, the mechanism for updating the knowledge base of an agent is
simple but effective. We assume that perception is carried out by devices that
detect changes in the world and report them as new facts (literals). The actual
devices used will depend on the particular application domain, and their char-
acterization is outside the scope of this paper. We also make the assumption
that the perception mechanism is flawless, and new perceptions always super-
sede old ones. Any perception will be reported as a new fact α to be added to
the set of observations Ψ . If this new perception α is contradictory with Ψ , then
necessarily ∼α ∈ Ψ . In such a case, we use a simple update function [17] that
computes a new observation set Ψ ′ as Ψ\{∼α} ∪ α. Thus new perceptions are
always preferred: with a flawless perception mechanism the source of the conflict
must be a change in the state of world.

3 Precompiling Knowledge in ODeLP

In truth maintenance systems (tms) the use of precompiled knowledge helps
improve the performance of problem solvers. A similar technique will be used
in ODeLP to address the real time constrains required in a MAS setting. Next
we give a brief overview of TMS and then we describe the mechanism used for
precompiling knowledge in ODeLP.

3.1 Truth Maintenance Systems: A Brief Overview

Truth Maintenance Systems (tms) were defined by Doyle in [18] as support
tools for problems solvers. The function of a tms is to record and maintain
the reasons for an agent’s beliefs. Doyle describes a series of procedures that
determine the current set of beliefs and update it in accord with new incoming
reasons. Under this view, rational thought is deemed as the process of finding
reasons for attitudes [18]. Some attitude (such as belief, desire, etc.) is rational
if it is supported by some acceptable explanation.

tms have two basic data structures: nodes, which represent beliefs, and jus-
tifications which model reasons for the nodes. The tms believes in a node if
it has a justification for the node and believes in the nodes involved in it. Al-
though this may seem circular, there are assumptions (a special type of justi-
fications) which involve no other nodes. Justifications for nodes may be added
or retracted, and this accounts for a truth maintenance procedure [18], to make

1 For a full discussion of ODeLP properties and their proof the interested reader can
consult [14].
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any necessary revisions in the set of beliefs. An interesting feature of tms is
the use of a particular type of justifications, called non-monotonic, to make
tentative guesses. A non-monotonic justification bases an argument for a node
not only on current beliefs in certain nodes, but also on lack of beliefs in
other nodes. Any node supported by a non-monotonic justification is called an
assumption.

tms solve part of the belief revision problem in general problem solvers and
provide a mechanism for making non-monotonic assumptions. As Doyle mentions
in [18] performance is also significantly improved, even though the overhead
required to record justifications for every program belief might seem excessive,
we must consider the expense of not keeping these records. When information
about derivations is discarded, the same information must be continually re-
derived, even when only irrelevant assumptions have changed.

3.2 Dialectical Databases in ODeLP

Based on the existing work in TMS, our goal is to integrate precompiled knowl-
edge into an agent framework based on ODeLP in order to address real-time
constraints in a MAS setting. To do so, we want an ODeLP-based agent to be
able to answer queries efficiently, by avoiding recomputing arguments which were
already computed before.

Note that there are different options for integrating precompiled knowledge
with an ODeLP program P. A simple approach would be recording every
argument that has been computed so far. However, a large number of argu-
ments can be obtained from a relatively small program, resulting thus in a
large database. On the other hand, many arguments are obtained using differ-
ent instances of the same defeasible rules. Recording every generated argument
could result in storing many arguments which are structurally identical, only
differing in the constant names being used to build the corresponding deriva-
tions.

Another important problem arises with perceptions. Note that the set of ar-
guments that can be built from a program P = 〈Ψ, Δ〉 also depends on the
observation set Ψ . When Ψ is updated with new perceptions, arguments which
were previously derivable from P may no longer be so. If precompiled knowl-
edge depends on Ψ , it should be updated as new perceptions appear. Clearly
such an alternative is not suitable, as new perceptions are frequent in dynamic
environments. As a consequence, precompiled knowledge should be managed
independently from the set of observations Ψ .

Based on the previous analysis we will define a database structure called
dialectical database, which will keep a record of all possible potential arguments in
an ODeLP program P as well as their defeat relationships among them. Potential
arguments are formed by non-grounded defeasible rules, depending thus only on
the set of rules Δ in P. As we will discuss later, attack relationships among
potential arguments can be also captured. Potential arguments and the defeat
relationships among them will be stored in the dialectical database. Next we
introduce some formal definitions:



An Argument-Based Framework 103

Definition 9. [Instance for a set of defeasible rules] Let A be a set of defeasible
rules. A set B formed by ground instances of the defeasible rules in A is an
instance of A iff every instance of a defeasible rule in B is an instance of a
defeasible rule in A.

Example 3. If A ={ s(X) –≺ ∼r(X); ∼r(X) –≺ p(X)} then B = { s(t) –≺ ∼r(t);
∼r(a) –≺ p(a)} is an instance of A.

Definition 10. [Potential argument] Let Δ be a set of defeasible rules. A subset
A of Δ is a potential argument for a literal Q, noted as 〈〈A, Q〉〉 if there exists a
non-contradictory set of literals Φ and an instance B of the rules in A such that
〈B, Q〉 is an argument wrt 〈Φ, Δ〉.

In the definition above the set Φ stands for a state of the world (set of
observations) in which we can obtain the instance B from the set A of defeasible
rules such that 〈B, Q〉 is an argument (as defined in Def.3). Note that the set Φ
must necessarily be non-contradictory to model a coherent scenario.

Precompiled knowledge associated with an ODeLP program P = 〈Ψ, Δ〉 will
involve the set of all potential arguments that can be built from P as well as the
defeat relationships among them.

– Potential Arguments: to obtain and record every potential argument of
P we have devised an algorithm that efficiently identifies all potential argu-
ments as distinguished subsets of the rules in Δ.2 Potential arguments will
save time in computing arguments when solving queries. Instead of comput-
ing a query for a given ground literal Q, the ODeLP interpreter will search
for a potential argument A for Q such that a particular instance B of A is
an argument for Q wrt P.

– Defeat Relationships Among Potential Arguments: Recording infor-
mation about defeat relationships among potential arguments is also useful
as it helps to speed up the construction of dialectical trees when solving
queries, as we will see later. To do this, we extend the concepts of counterar-
gument and defeat for potential arguments. A potential argument 〈〈A1, Q1〉〉
counter-argues 〈〈A2, Q2〉〉 at a literal Q if and only if there is a potential
sub-argument 〈〈A, Q〉〉 of 〈〈A2, Q2〉〉 such that Q1 and Q are contradictory lit-
erals.3 Note that potential counter-arguments may or may not result in a
real conflict between the instances (arguments) associated with the corre-
sponding potential arguments. In some cases instances of these arguments
cannot co-exist in any scenario (e.g., consider two potential arguments based
on contradictory observations).
The notion of defeat is also extended to potential arguments. Since speci-
ficity is a syntactic-based criterion, a particular version of specificity [14] is

2 For space reasons this algorithm is not detailed in this paper. The interested reader
is referred to [14].

3 Note that P (X) and ∼P (X) are contradictory literals although they are non-
grounded. The same idea is applied to identify contradiction in potential arguments.
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applicable to potential arguments, determining when a potential argument
is more informed or more direct than another.

Using potential arguments and their associated defeat relation we can for-
mally define the notion of dialectical databases associated with a given ODeLP
program P.

Definition 11. [Dialectical Database] Let P = 〈Ψ, Δ〉 be an ODeLP program.
The dialectical database of P, denoted as DBΔ, is a 3-tuple (PotArg(Δ), Dp, Db)
such that:
1. PotArg(Δ) is the set {〈〈A1, Q1〉〉, . . . , 〈〈Ak, Qk〉〉} of all the potential argu-

ments that can be built from Δ.
2. Dp and Db are relations over the elements of PotArg(Δ) such that for every

pair (〈〈A1, Q1〉〉, 〈〈A2, Q2〉〉) in Dp (respectively Db) it holds that 〈〈A2, Q2〉〉 is
a proper (respectively blocking) defeater of 〈〈A1, Q1〉〉.

Example 4. Consider the program in example 1. The dialectical database of P
is composed by the following potential arguments:

– 〈〈A1, hire(X)〉〉,
where A1 = {hire(X) –≺ ∼high salary(X), applicant(X)}.

– 〈〈A2, ∼hire(X)〉〉,
where A2 = {∼hire(X) –≺ high salary(X), applicant(X)}.

– 〈〈A3, hire(X)〉〉,
where A3 = {hire(X) –≺ high salary(X), applicant(X),

good references(X)}.
– 〈〈B1, suspend(X)〉〉,

where B1 = {suspend(X) –≺ ∼responsible(X)}.
– 〈〈B2, suspend(X)〉〉,

where B2 = {suspend(X) –≺ ∼responsible(X);
∼responsible(X) –≺ poor performance(X)}.

– 〈〈B3, ∼suspend(X)〉〉,
where B3 = {∼suspend(X) –≺ responsible(X)}.

– 〈〈B4, ∼suspend(X)〉〉,
where B4 = {∼suspend(X) –≺ responsible(X);
responsible(X) –≺ good performance(X)}.

– 〈〈B5, ∼suspend(X)〉〉,
where B5 = {∼suspend(X) –≺ responsible(X);
responsible(X) –≺ poor performance(X), sick(X)}.

– 〈〈B6, suspend(X)〉〉,
where B6 = {suspend(X) –≺ unruly(X)}.

– 〈〈C1, responsible(X)〉〉,
where C1 = {responsible(X) –≺ good performance(X)}.

– 〈〈C2, ∼responsible(X)〉〉,
where C2 = {∼responsible(X) –≺ poor performance(X)}.

– 〈〈C3, responsible(X)〉〉,
where C3 = {responsible(X) –≺ poor performance(X), sick(X)}.
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Fig. 3. Dialectical database corresponding to Example 4

and the defeat relations:

– Dp = {(A3, A2), (C3, C2), (C3, B2)}
– Db = {(A1, A2), (A2, A1), (C1, C2), (C2, C1), (C1, B2), (C2, B4), (B1, B3),

(B1, B4), (B3, B1), (B4, B1), (B1, B5), (B5, B1), (B2, B5), (B5, B2), (B2, B3),
(B3, B2), (B3, B6), (B6, B3), (B4, B6), (B6, B4), (B5, B6), (B6, B5)}.

The relations are also depicted in figure 3, where A1 properly defeats A2 is
indicated with an arrow from A1 to A2 and blocking defeat is distinguished with
a dotted arrow.

3.3 Speeding Up Inference in ODeLP with Dialectical Databases

Given a ODeLP program P, its dialectical database DBΔ can be understood as
a graph from which all possible dialectical trees computable from P can be ob-
tained. In the original ODeLP framework (as detailed in Section 2), solving a
query Q wrt a given program P = 〈Ψ, Δ〉 accounted for obtaining a warranted
argument 〈A, Q〉. As already discussed, computing warrant involves many in-
termediate steps which are computationally expensive (computing arguments,
detecting defeaters, building a dialectical tree, etc.).

Using the dialectical database we can speed up the inference process in ODeLP
by keeping track of all possible potential arguments and the defeat relationshisp
among them. Given a query Q, the extended ODeLP framework (i.e. including a
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dialectical database) will select first a potential argument 〈〈A, S〉〉 (such that Q
is a ground instance of S) that can be instantiated into 〈A, Q〉, supporting Q.
¿From the Dp and Db relationships in DBΔ the potential defeaters for 〈〈A, Q〉〉
can be identified, and also instantiated.

To describe how the inference process is assisted by dialectical databases
we present algorithm 1. It obtains a warrant for a query Q from a program
P = 〈Ψ, Δ〉. To do this, the algorithm considers the potential arguments 〈〈A, S〉〉
such that Q is an instance of S, an tries to find an instance 〈B, Q〉 of 〈〈A, S〉〉 that
is also an argument with respect to P, according to definition 9. This is done in
function argument which in case such instance exists returns it in the parameter
〈B, Q〉. Next, 〈B, Q〉 is analyzed to see whether it is a warrant for Q. To do this,
the relations Dp and Db are used to find the defeaters of 〈B, Q〉. Once the system
finds an instance of the potential defeaters that is in conflict with 〈B, Q〉, the
function acceptable checks if they are arguments with respect to P. Then the
state function (see algorithm 2) determines the marking of these defeaters (i.e.,
if they are marked as U-nodes or D-nodes) and finally this information is used
to compute the state of 〈B, Q〉.

Algorithm 1 Inference process
input: P = 〈Ψ, Δ〉, Q
output:〈B, Q〉 (a warrant for Q, if any)

For every 〈〈A, S〉〉 in PotArg(Δ) such that argument(〈〈A, S〉〉,Q,P,〈B, Q〉)
//Looks for instances of the potential arguments that support Q

state := undefeated
For every 〈〈A2, X〉〉 in PotArg(Δ) such that (A2, A1) ∈ Dp or (A2, A1) ∈ Dp

//and then determines the state of their defeaters
For every instance 〈C, R〉 of 〈〈A2, X〉〉 such that 〈C, R〉 defeats 〈B, Q〉
and acceptable(〈C, R〉,P)

if state(〈C, R〉, P, ∅, {〈B, Q〉}) = undefeated
then state := defeated

//Sets the state of the main argument according to its defeaters
if state = undefeated

then return(〈B, Q〉)
//If any of the instances remains undefeated it is a warrant

The state algorithm used in the inference process takes as input an ODeLP
program P, an argument 〈B, Q〉 based on it, and the interference and support
argumentative lines up to this point, respectively denoted as IL and SL. Simply
put, IL represents the set of arguments with an even level in the actual path of
the tree under construction, and SL the arguments with an odd level. Then the
state algorithm works like algorithm 1, analyzing the defeaters of B to define
its state. However, one extra condition must be met: defeaters must also comply
with the rules established for avoiding fallacies [14]. This test is performed by
the function valid.
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Algorithm 2 State
input: 〈B, Q〉, P, IL, SL
output:state

state := undefeated
For every pair (A1, A2)∈ Dp or Db such that 〈B, Q〉 is an instance of A1

//Uses the stored defeat relation to find the defeaters of 〈B, Q〉
For every instance 〈C, S〉 of A2 such that acceptable(〈C, S〉,P) and
valid(〈C, S〉,IL,SL)
//Then checks for every defeater whether it gives raise to fallacies.
if 〈B, Q〉 is in SL and state(〈C, S〉,P,IL,SL ∪ {B}) = undefeated

then state := defeated
if 〈B, Q〉 is in IL and state(〈C, S〉,P,IL ∪ {B},SL) = undefeated

then state := defeated
//The recursive call does the same for the defeaters of 〈C, S〉

return(state)

To conclude, figure 4 summarizes the main elements of the ODeLP-based
agent architecture. The agent’s knowledge is represented by an ODeLP program
P. Perceptions from the environment result in changes in the set of observations
in P, handled by an appropriate updating mechanism as discussed previously. In
order to solve queries from other agents, the agent relies on the ODeLP inference
engine. Queries are speeded up by first searching on the potential arguments
stored in the dialectical database, applying the algorithms discussed before. The
final answer to a given query will be yes, no or undecided, according to the
warrant status of the query with respect to P.
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Rules
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Fig. 4. Agent architecture using ODeLP as underlying framework
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4 A Worked Example

In this section we present a toy example to illustrate the use of a dialectical
database to speed up inference in ODeLP. Let us consider the program P in
Example 1 as an agent’s knowledge to model the status of different employees
in a company. The associated dialectical database DBΔ is shown in Example 4.

Suppose that the agent has to decide whether John should be suspended or
not, considering the query suspend(john). As shown in Example 2, solving this
query wrt P involved a dialectical tree with three arguments (see Figure 2). Let
us analyze now how the agent would proceed to perform the same inference using
the dialectical database DBΔ. Following Algorithm 1, the potential argument
〈〈B2, Q〉〉 will be instantiated resulting in the argument 〈A, Q〉, with

A = {∼suspend(john) –≺ responsible(john);
responsible(john) –≺ poor performance(john),sick(john)}

From the dialectical database DBΔ it follows that 〈〈B2, Q〉〉 has defeaters
〈〈B3, Q3〉〉 and 〈〈B5, Q5〉〉 (see the list of pairs in Db in Example 4), which are re-
spectively instantiated to 〈B,∼suspend(john)〉 and 〈C, responsible(john)〉, with:

B = {∼suspend(john) –≺ responsible(john);
responsible(john) –≺ poor performance(john),sick(john)

C = {responsible(john) –≺ poor performance(john),sick(john)}

Note that from the information in DBΔ associated with 〈〈B3, Q3〉〉 and
〈〈B5, Q5〉〉 there are no more pairs in Dp or Db to consider (i.e, there are no
more links in the graph to new defeaters for these potential arguments that can
be instanciated to defeat B or C). As a consequence, a dialectical tree identi-
cal to the one shown in Figure 2 has been computed on the basis of the po-
tential arguments present in the dialectical database and their associated de-
feat relationships. There are no more possible potential arguments supporting
suspend(john). Therefore there is no warrant for suspend(john).

Consider now a different situation for the same sample program P. Suppose
that the facts applicant(susan) and high salary(susan) are added as new
observations to Ψ . In order to solve the query ∼hire(susan) wrt to P the
same dialectical database DBΔ can be used but relying on different potential
arguments as those used above. Now other instances can be obtained relying
on the new perceived facts. In this case, the potential argument 〈〈A2, Q2〉〉 is
instantiated to 〈D,∼hire(susan)〉, with

D = {∼hire(susan) –≺ high salary(susan), applicant(susan)}
From the information available in DBΔ a defeater for 〈〈A2, Q2〉〉 is detected,

namely 〈〈A1, Q1〉〉. However there is no argument which can be obtained as an
instance of 〈〈A1, Q1〉〉 wrt the current set Ψ , and hence there is no defeater for
〈D,∼hire(susan)〉. Therefore ∼hire(susan) is warranted (as it is supported by
an argument 〈D,∼hire(susan)〉 with no defeaters).
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The applicant Susan may ask now for a lower salary, given that she wants to
get the job. This results in a new perception for the agent, updating Ψ by adding
∼high salary(susan) and consequently removing high salary(susan). As in
the previous situations, no change is performed on the existing dialectical
database. Nevertheless, the set of beliefs of the agent changes: ∼hire(susan) is
no longer believed, since no argument supporting ∼hire(susan) can be built as
an instance of a potential argument in DBΔ. On the contrary, hire(susan) is
now in the set of beliefs as it is warranted by a tree with a single node: argument
E = {hire(susan) –≺ ∼high salary(susan), applicant(susan)}.

5 Conclusions and Future Work

Solid theoretical foundations for agent design should be based on proper for-
malisms for knowledge representation and reasoning [19]. Thus, we have defined
a framework for representing knowledge and beliefs of agents in dynamic envi-
ronments, where new perceptions can modify the agent’s view about its world.

To comply with real time issues when modeling agent interaction in a MAS
setting we have proposed the notion of dialectical databases. We have discussed
the main issues in the integration of this component into ODeLP, such as build-
ing the dialectical database, adapting the specificity criterion for potential argu-
ments and modifying the inference process to take advantage of the new com-
ponent. Based on this, we can affirm that the use of precompiled knowledge
can improve the performance of argument-based systems in the same way Truth
Maintenance Systems assist general problem solvers. We believe that this tech-
nique can also be applied to other argumentative frameworks, allowing its use
in a new set of applications.

Part of our current work involves extending the analysis of ODeLP properties
presented in [14] in the context of multiagent systems. We are also working
on a complexity analisis of ODeLP that considers the construction and use of
dialectical databases, and confirms the results obtained empirically.
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Abstract. This paper establishes an explicit connection between formal
argumentation and Bayesian inference by introducing a notion of argu-
ment and a notion of defeat among arguments in Bayesian networks.

First, the two approaches are compared and it is argued that argu-
mentation in Bayesian belief networks is a typical multi-agent affair.

Since in theories of formal argumentation the so-called admissibil-
ity semantics is an important criterion of argument validity, this paper
finally proposes an algorithm to decide efficiently whether a particular
node is supported by an admissible argument. The proposed algorithm is
then slightly extended to an algorithm that returns the top-k of strongest
admissible arguments at each node. This extension is particularly inter-
esting from a Bayesian inference point of view, because it offers a compu-
tationally tractable alternative to the NPPP-complete decision problem
k-MPE (finding the top-k most probable explanations in a Bayesian net-
work).

1 Introduction

Bayesian inference and formal argumentation are two important forms of reason-
ing. Both address the problem of how to reason with uncertain information, and
both have developed into major and mature research disciplines. Bayesian in-
ference and argumentation also have strong application areas. Argumentation is
slightly biased towards legal applications and Bayesian inference has a tendency
towards applications in the medical domain.

Both disciplines share a common goal, but they start from different research
hypotheses. The most famous technical difference is that Bayesian inference as-
sumes the availability of a large number of numerical probabilities, while argu-
mentation assumes the opposite, namely, that information on rules and evidence
is scarce and qualitative. Besides the technical differences, there is also some sort
of cultural gap. On the one hand, proponents of argument systems indicate that
realistic problems are often under-specified and ill-formulated. For such problems
almost all information is expressed in qualitative terms—provided such informa-
tion is available at all. Accordingly, proponents of formal argumentation systems
argue that argument systems are the best logical means to cope with such prob-
lems. On the other hand, proponents of probabilistic reasoning often emphasize
that Bayesian inference is the only mathematically correct way to reason with
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uncertain information. Of course both camps are right, it is just that they start
from different principles.

Several initiatives have been undertaken to combine Bayesian inference and
argumentation [6, 7, 10, 17, 25]. Some of these initiatives use Pearl’s probabilistic
propagation algorithm as the fundamental notion of support. Other approaches
such as [17] propose argumentation features on top of Bayesian networks. Fi-
nally, there is a recent paper in which an attempt is made to combine Toulmin’s
argument structures with Bayesian belief networks [1, 20]. However, as far as I
know no attempt has been made to import dialectic notions to Bayesian net-
works, and run true argumentation algorithms on them. This is not done yet,
perhaps because argumentation often thwarts probability.

In this paper I try to bridge a part of the gap rather than trying to extend
existing formalisms. This means that there is no new theory but rather a proposal
to look at Bayesian belief networks from the perspective of argumentation. More
specifically, I propose an algorithm that enables users to start an argumentation
process within the context of an existing Bayesian belief network. The algorithm
possesses a component that is responsible for finding arguments and a component
that is responsible for comparing and selecting among the various competing
arguments it finds. The corresponding computer program is able to read input
files of existing BBN tools (such as Genie) and argue with them in a sensible
way.

With the help of the algorithm, I illustrate how one can argue according to
conventional argumentation concepts in a Bayesian network, and still be faithful
to fundamental probabilistic and dialectic principles.

The algorithm proposed is not a solution to the problem how to translate
a defeasible knowledge base into a Bayesian belief network. This is the other
direction and will not be discussed here. This paper takes care of the “easy” half
of the translation.

The rest of the paper is organized as follows. First some relevant aspects of
Bayesian inference and argumentation are reviewed, partially with the help of a
simple running example. Then notions of argument and defeat are proposed that
have meaning in the context of Bayesian belief networks. Finally, these notions
are applied in an algorithm. This algorithm is demonstrated with the help of the
earlier example.

2 Bayesian Inference

Bayesian inference is a complex area. This section does not aim to cover this
area but discusses only those issues that are relevant here.

Bayesian inference is reasoning within a Bayesian belief network. A Bayesian
belief network (BBN) is a finite and directed acyclic graph (DAG) where nodes
represent random variables and edges represent probabilistic dependencies among
those variables. Most Bayesian belief networks are discrete, in the sense that all
random variables can assume only a finite number of states.



Argumentation in Bayesian Belief Networks 113

2.1 An Example Network

Some of the ideas presented in this paper can best be presented with the help of
an example. I have chosen to use a Bayesian network that is made by Gerardina
Hernandez in a class homework exercise at the University of Pittsburgh. This
network is meant to assess the credit worthiness of an individual (Fig. 2.1). The
network is for demonstrational purposes only and is unlikely to be used in real
credit assessments. (At least in its present form.)

Fig. 2.1 does not display a general BBN, but a specific case in which there
is evidence on Assets, Profession, and Age (bold nodes in the figure). Thus, for
this situation we might imagine an applicant of which we only know that his
(or her) assets are on the average, that he has a medium-income profession, and
that he is aged 28. The dashed node indicates a so-called query node. A query
node is simply a node that we are interested in. Here, the query node indicates
that we are interested in the credit worthiness of this particular applicant, based
on the evidence that we have at hand.

Fig. 1. A sample Bayesian belief network: loan assessment

In other cases, i.e., with other applicants, the evidence may be with other
nodes. Sometimes, evidence is complete, in the sense that all prior (i.e., non-
conditional) probabilities are overridden by evidence. A simple example of com-
plete evidence is when all leaf nodes are clamped to a particular state. But
evidence can also be placed at internal nodes in the network. To exclude trivial
cases it is often assumed the set of evidence nodes and the set of query nodes
are disjoint.

2.2 Conditional Probability Tables

Probabilistic dependencies among variables is encoded in so-called conditional
probability tables (CPTs). Each node possesses such a CPT. The CPT of leaf
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Table 1. Conditional probability table for future income in decision tree format

High:
High income:

Promising: 0.99
Not promising: 0.01

Low income:
Promising: 0.6
Not promising: 0.4

Medium income:
Promising: 0.8
Not promising: 0.2

Medium:
High income:

Promising: 0.85
Not promising: 0.15

Low income:
Promising: 0.4
Not promising: 0.6

Medium income:
Promising: 0.6
Not promising: 0.4

Low:
High income:

Promising: 0.8
Not promising: 0.2

Low income:
Promising: 0.01
Not promising: 0.99

Medium income:
Promising: 0.4
Not promising: 0.6

nodes are in fact ordinary probability tables (PTs), since such tables encode
prior probabilities.

To save space, it is convenient to represent a CPT in a decision tree format
(Table 1). In this table, future income can take one of two values: “promising”
and “not promising”. These two values depend on parent nodes “profession,”
which takes values “high income,” “low income,” and “medium income”, and
“worth” which assumes values “high,” “medium,” and “low”. From the last
entry, for instance, we can read that

P ( Future income = Promising |
Worth = Low ∧ Profession = Medium Income ) = 0.4

While CPTs are responsible for representing explicit conditional dependen-
cies, the topology of a BBN itself represents a number of conditional
independencies. One of the consequences of this assumption is that the so-called
joint probabilitiy of all nodes of a BBN can easily be computed by means of the
formula

P (x1, . . . , xn) = Πn
i=1P (xi | π(xi)) (1)

where x1, . . . , xn are all nodes of the network in topological order, and where
π(xi) are the parents of node xi.

Although (1) is a well-known and basic result in BBN-theory, the joint prob-
ability is generally considered uninteresting, because it chops the probability
space into the useless little pieces. For example, to compute P (x1) in a network
with five nodes that each have two states (e.g., true and false), we have to add
25/2 = 24 = 16 probabilities, which is a computationally intensive task, at least
in the general case. There are algorithms to tackle this task, however, such as
the variable elimination algorithm [24].

The reason why joint probabilities are mentioned nevertheless is that they
play an important role in the definition of argument strength when arguments
are formed in BBNs.
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2.3 Evidence Nodes and Query Nodes

In a nutshell, evidence is where reasoning begins and query nodes is where rea-
soning ends. Evidence is the ultimate stopping place–the things that we think
we know, while the query nodes are one or more nodes that we are interested in
and from which we want to know their probabilities.

In probabilistic reasoning, a random variable is considered evidence if we
know its state. In argumentation, a proposition is considered evidence if it is
true. In an argumentation context, evidence is often indicated as a “set of current
facts,” a “base set” or a “knowledge base”.

Thus, each BBN possesses the following node classification.

1. A set of of evidence nodes E. These are nodes that are clamped to a partic-
ular state.

2. A set of query nodes X. Often, |X| = 1.
3. A set of leaf nodes with a priori probabilities.
4. A set of internal nodes of which the probabilities depend on the node’s CPT

and the node’s parents.

This classification is important because Algorithm 1 below is based on it.

2.4 Bayesian Inference

A recurring task in BBNs is to compute the probability of a collection of query
nodes X, given the probabilities that are encoded in the the network by means
of CPTs, and given exact values of some observed evidence variables E. The aim
of this section is give a brief overview of the complexity of this task.

There are two types of BNN inference tasks: belief updating and belief re-
vision [8]. Many belief updating algorithms can be used for belief revision with
just minor modifications, and vice versa.

Belief updating is also called probabilistic inference, or PR. The objective
of PR is to compute P (X|E), that is, the posterior probability of query nodes
X given evidence E. A simple form of it results when X is a single node. PR
typically involves a marginalization operation over query nodes.

The task of belief revision amounts to finding the most probable configuration
of some hypothesis variables X, given evidence E. The resulting output is an
optimal list of instantiations of X. Almost always X ∩ E = ∅, and in this case
the problem is known as computing the Most Probable Explanation, or MPE.
A variant of MPE, known as k-MPE, is finding the top-k highest explanations
[11]. In the cases when X is a proper subset of all non-evidence nodes, the task
is called finding the Maximum a Posteriori Hypothesis, or MAP [3, 11, 18].

Computing PR, MPE and MAP are all NP-hard [3]. However, they still
belong to different complexity classes. MPE is a combinatorial optimization
problem of which its decision version is NP-complete. PR is harder. It is a
counting problem and its complexity is #P-complete [11]. Its decision version is
PP-complete. MAP combines both counting and optimization and it is NPPP-
complete.
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Several algorithms have been proposed to compute the posterior probabilities
of query nodes. In the light of the above discussion it should come as no sur-
prise that these algorithms are intrinsically complex. The proposed algorithms
have no problems with trees and collections of trees (called polytrees) but if the
underlying graph contains multiple paths then some tricks have to be pulled of
in order to be able to apply the original algorithm. One of the first Bayesian in-
ference algorithms is Pearl’s message passing algorithm [8, 12]. Today, the most
commercial tools (such as Genie or Hugin) work with Spiegelhalter junction
tree algorithm [4, 9]. For educational purposes the so-called variable elimination
method is often used [24].

3 Argumentation

As opposed to Bayesian network theory, the research paradigm of argumentation
is less clearly defined. There exist various theories of argumentation and various
semantics to interpret a constellation of competing arguments [2, 16].

Nonetheless, a generally accepted view on formal argumentation is Phan
Minh Dung’s notion of an argument system [5]. Dung’s system is an abstract
framework that is often used as a stepping stone to define more elaborate systems
of argumentation. On the other hand, it is general enough to function as a
common divisor of different views on argumentation.

Definition 1 (Argument system, after Dung). An argument system is a
directed graph in which the nodes represent arguments, and the arcs between
the nodes represent an attack relation among arguments. If a and b are two
arguments and a ← b, we say that a is attacked by b.

Note that the definition says nothing about finiteness of the graph and the
absence of cycles or loops (1-cycles).

To design a full-blown argument system, it suffices to specify what an argu-
ment looks like and when one argument attacks another argument. Once these
two concepts are defined, the argumentation system is defined in its entirety.
(We will actually do that in Sec. 5.)

On a more abstract level, Dung’s argument system leaves open which argu-
ments we consider valid. (Recall from above that argumentation does not possess
a uniform semantics.) One popular and generally accepted notion of argument
validity is that of admissibility . A set of arguments A is called admissible if it
satisfies two conditions:

1. Consistency. No two arguments in A attack each other.
2. Self-defence. Every attacker of an argument in A is attacked itself by an

argument in A.

Further, an argument is admissible if it is in at least one admissible set. In
this way, an admissible argument might be seen as an argument that belongs to
a consistent and complete (read: self-defending) world-view (read: constellation
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of admissible arguments).1 Another view on admissibility is to see it as victory
in the competition with other arguments.

Currently, admissibility is the state-of-the-art semantics in theories of formal
argumentation.

3.1 An Algorithm to Decide Admissibility

Since the purpose of this work is to present an algorithm to argue in a Bayesian
network, I will conclude this section by indicating how a set of admissible ar-
guments can be computed. This information will be used when we define an
argumentation algorithm for Bayesian networks.

An algorithm to decide whether an argument a is admissible is relatively
simple. It comes down to maintaining a list of arguments L, initially equal to
[a], together with an index 1 ≤ i ≤ length(L), initially set to 0, that indicates
up to which index arguments in L are defended by other arguments in L. If a is
admissible, then an admissible set can be constructed around a recursively. The
algorithm can with one or two modifications in the code (i.e., extremely easily)
be cast into a dialectic form, with PRO defending the main thesis and CON
trying to hinder PRO’s attempt to establish the main thesis [22].

For Dung-type argument systems in which the underlying graph is a-cyclic
(most if not all practical systems), the situation is somewhat simpler.

Definition 2 (Defeat). In a-cyclic and finite argument systems, an argument
is defeated if it is attacked by an undefeated argument. An argument is unde-
feated if it is not defeated.

Note that this definition only makes sense in a sub-class of Dung-type argu-
ment systems, viz. those argument systems that are a-cyclic and finite.

Since it follows from this definition that arguments without attackers are
undefeated, Def. 2 can easily be translated into a simple recursive algorithm.
Further, it is a well-known result in the theory of nonmonotonic reasoning and
formal argumentation that various different semantics (such as admissibility)
reduce to Def. 2 in case the attack graph is a-cyclic. Since BBNs are a-cyclic this
is a strong indication for the fact that BBN-type argument systems are a-cyclic
(we still have to verify this, of course). Therefore it is reasonable to expect on
the basis of the above observations that admissibility in a BBN-type argument
systems boils down to Def. 2.

4 Differences

This section lists a number of differences between Bayesian inference and argu-
mentation. Since the two approaches are technically as well as culturally rather

1 Actually, there exist two versions of admissibility. viz. credulous and skeptical ad-
missibility. An argument is credulously admissible iff it is contained in at least one
admissible set. An argument is skeptically admissible iff it is contained in all admis-
sible sets.
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different, there are of course a lot of differences to be mentioned. Therefore, this
listing is not meant to be exhaustive but instead tries to highlight the differences
that are relevant to the algorithm that is going to be proposed.

The most important difference in the light of the forthcoming argumentation
algorithm is that BBNs are, what I call, antecedent-complete (AC). This means
that all evidence for and against every network variable is present in the CPT
of the parents of that variable. (Note the words “all” and “every”.) Thus, if for
example P (¬A|¬B, C) is known, then antecedent-completeness guarantees that
P (¬A|B, C), or P (A|¬B, C) are also known. AC has even more impact if nodes
have more than two states (as in the example is the case).

Antecedent-completeness lies at the root of many differences between the two
approaches. First, their is the phenomenon of synergy and anti-synergy among
parent nodes. There is synergy among two nodes if we can deduce from the
knowledge representation that they reinforce each other’s support of the child
node. For example, two independent witness testimonies typically reinforce the
support of the claim that they underpin. Similarly, there is anti-synergy among
two nodes if we can deduce from the knowledge representation that they weaken
each other’s support of the child node. For example, drug A may be a good
medication to disease D, drug B may be a good medication to disease D, but
their combination may be a less favorable medication to disease D. The fact
that BBNs are complete in their antecedents makes them deal correctly with
synergy and anti-synergy among parent nodes [12]. This phenomenon is less well
mastered in argumentation, where it is called accrual of reasons, or accrual of
arguments [15, 21]. There, the question is whether, or under what conditions,
reasons should accrue, and if there are general principles behind the accrual of
reasons. I maintain that accrual of reasons cannot be modelled in argumentation,
because rule bases of argumentation systems are typically antecedent-incomplete
and therefore contain insufficient information as to decide whether there should
be synergy or anti-synergy among rules that share consequents.

Another relevant difference between the two approaches is that they have a
different view on dealing with new information. A major goal of Bayesian infer-
ence is to recompute the probability of all query nodes if evidence is entered into
the network. This is a holistic goal, without interest for identifying connections
within the network that span multiple nodes. At least Bayesian inference is not
interested in explicating such connections. Argumentation, on the other hand, is
interested in making such connections explicit. The approach of argumentation
is to build a case, a “train of reasoning” in support of a claim. This case will do
until someone else with other interests builds a case to the contrary.

The latter brings us to another important difference. Within BBNs all evi-
dence is present before an inference is performed. With argumentation, evidence
is often produced or retrieved on demand during the argumentation process.

Finally, Bayesian inference often is a one-agent affair. Argumentation, on
the other hand, is best performed in a dialogical setting. Arguments are formed
not because new evidence comes in (information push) but because parties that



Argumentation in Bayesian Belief Networks 119

have interest in forming arguments on pain of losing their position in a dispute
(information pull).

In conventional argument systems, the question is whether a propositions is
defensible, so that a dispute more or less automatically involves two parties, viz.
one agent that is trying to defend a claim, and one agent that is trying to punch
holes in the defence. In Bayesian networks the situation is somewhat different.
There, random variables typically have more than two states so that a scenario
is thinkable in which every state (of the same node) is defended by a different
agent. Agents do not have to be probabilistically omniscient. CPTs and variables
can easily be synchronized along with the queries and query-updates that are
sent. In some way this distribution of tasks seems to be remarkably natural, and
thus it appears as if argumentation in BBNs is more amenable to multi-agent
processing.

5 Argumentation in a Bayesian Belief Network

In this section we will try to interpret elements of BBNs in argumentation-
theoretic terms, so as to be able to run an argumentation algorithm on a BBN.

5.1 Arguments

To start with, the CPTs of a BBN contain information that must somehow be
reflected in a corresponding argumentation system. Conversely, an argumenta-
tion system assumes at the very least a set of rules of inference, because with
rules of inference arguments can be formed. A rule of inference can have different
forms [13, 14, 16, 19] but with some imagination, the CPTs of the above Bayesian
network can be translated into the rule-base and evidence that is displayed in
Fig. 2. In this translation, a priori nodes are represented as rules to distinguish
them from evidence.

Fig. 2. Rule-base and evidence corresponding to the loan assessment example
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The translation from CPTs to a rule base is conceptually simple and is in
fact performed by a small script that rips the CPTs according to the convention
that conditional probabilities in XDSL are enumerated such that the rightmost
index of the parent state vector runs fastest.

A next step towards argumentation is to chain rules into arguments. In this
way, arguments become trees of rules such that roots of trees are query nodes
and leaves of trees are evidence or else coincide with the leaves of the network.
For example, an argument for the creditworthiness of this particular applicant is

Numbers indicate conditional probabilities, taken directly from a BBN’s CPTs.
Evidence, such as “Assets(average)” is incorporated as unconditional premises
of an argument. Similarly, other arguments may be constructed.

The next definition is needed for Def. 4 [attack].

Definition 3 (Sub-argument). We say that argument a′ is a sub-argument
of argument a if a′ is a sub-tree of a such that all leaves of a′ are leaves of a.

One way of looking at sub-arguments is to see them as snapshots of earlier
phases in the creation of arguments bottom-up. In particular all premises of an
argument a are sub-arguments of a.

5.2 Attack

What remains to be done to obtain a full-fledged argument system, is to define
an attack relation between pairs of arguments. To this end, I choose to define
the notion of attack on the basis of two notions that are more elementary and
(therefore) fall beyond the scope of a Dung-type argument system, viz. the notion
of counterargument and the notion of strength of an argument. First I will discuss
counter-arguments, and then I will discuss argument strength.

A Definition of Counter-Argument. In argumentation, the idea is that
counter-arguments deny the conclusion of the argument they oppose. In this case,
any argument that ends in “¬CreditWorthiness(positive)” would be a counter-
argument for the above argument for “CreditWorthiness(positive)”. Since nodes
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in a BBN are not negated, this is not possible. However, nodes do have differ-
ent states so we might consider every argument for “CreditWorthiness(x)” with
x �= “positive” as an argument against “CreditWorthiness(positive)”.

A Definition of Argument Strength. Sometimes, argumentation is described
as “making your case,” and this is precisely what happens when one constructs
an argument. Thus, an argument might be seen as a description of a concrete
case.

To assess the strength of an argument, we will have to look at the likelihood
of the entire case supporting the claim in question. This is the joint probability
of all argument nodes, except the conclusion. The conclusion is excluded because
the degree of belief of the conclusion (the joint probability of the entire argument,
including the conclusion) may be close to zero, which indicates a strong argument
against that conclusion. Such an argument is of informational use only (e.g., can
be presented to the user) and will in particular not play a role as a counter-
argument in the further defeat among arguments, as such an argument will
most likely not be selected as sub-arguments of larger arguments.

In the case that is made in support of “CreditWorthiness(positive)” (cf. the
above argument), we end up with a support of 0.00076. This seems to be a dispro-
portional small number. However, the strength of an argument is the probability
that the entire case as described by the argument by means of variable instan-
tiation, is realized. This probability is often very small indeed. But since all
arguments by definition model specific cases, the competition among arguments
remains fair.

A Definition of Attack. On the basis of the notions of counter-argument and
argument strength, it is now possible to define a binary attack relation among
arguments. The definition that we are going to give is common in the literature
of defeasible argumentation [2, 16].

Definition 4 (Attack). We say that argument a is attacked by argument b,
written a ← b, if it satisfies the following two conditions:
1. Argument b is a counterargument of a sub-argument a′ of a.
2. Argument b is stronger than argument a′.

The present notion of attack is defined in terms of counter-argument and
argument strength and can thus be implemented in an algorithm.

5.3 Towards an Algorithm

This section discusses the ideas behind the algorithm and utilizes the result that
admissibility reduces to defeat in BBN-type argument systems (Sec. 3).

In Sec. 3 it was indicated that there exists a simple algorithm to decide
whether an argument is admissible. This suggests that a subroutine to enumer-
ate all arguments for a particular conclusion (preferably in descending order of
strength) would suffice to conduct an argumentation process in Bayesian belief
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networks. With such a subroutine all arguments and all attackers of all argu-
ments can be found and, once found, conveyed to the algorithm that computes
admissible sets. From an argumentation-theoretic point of view, this would be
the most logical approach.

The problem with an alternating approach, however, is that such an approach
turns out to be extremely wasteful, because BBNs are antecedent-complete
(Sec. 4). Antecedent-complete rule-sets make it pointless to search arguments
and counter-arguments in separate processes. An approach that better respects
the antecedent-completeness of BBNs is to combine the search for arguments
and counter-arguments, rather than to conduct search in separate processes. In
non-Bayesian argumentation scenario’s the latter approach would be intuitive
and defensible, but here it is a waste of resources.

The following proposition utilizes the fact that BBNs are a-cyclic and shows
that searching for arguments and counter-arguments in parallel still yields ad-
missible arguments. Hence the simpler criterion of Def. 2 can be applied safely.

Proposition 1. In BBN-type argument systems, an argument a is admissible
if and only if

1. All immediate sub-arguments of a (i.e., all top-subarguments of a) are un-
defeated.

2. Argument a is the strongest argument for its conclusion node (modulo states)
such that (1) holds.

Proof. First we prove that BBN-type argument systems are are finite and a-
cyclic. Finiteness follows from the finiteness of the corresponding BBN. Suppose
that there exists an argument system with a cycle a1 ← a2 ← . . . an ← a1. If
this were the case, then a1 ≤ a′

1 < a2 ≤ a′
2 < . . . < an ≤ a′

n−1 < a1, where a′
i are

the sub-arguments of ai that are countered by ai+1 “<” and means “stronger
than”. This clearly is impossible. The upshot is that we may change the word
“admissible” by the word “undefeated,” since BBNs are finite and a-cyclic, and
from Def. 4 it then follows that argument systems derived from BBNs are finite
and a-cyclic.

To prove the proposition, first suppose a is undefeated. We will have to prove
that it (1) and (2) hold. To prove the first condition, suppose a′ is an immediate
sub-argument of an undefeated argument a. [We use a reductio ad absurdum
argument because defeat is defined in terms of the existence of defeating argu-
ments.] If a′ were defeated, there would be an undefeated argument b against a
sub-argument a′′ of a′. But in this case b would be a defeater of a as well, which
contradicts our earlier assumption. The claim for non-immediate sub-arguments
now follows with a simple induction argument. To prove the second condition,
suppose that b would be an argument that satisfies (1) but is stronger than a.
Then b would fulfill all conditions of being an attacker. Further, since all sub-
arguments of b are undefeated, and b is the strongest argument for the conclusion
of a (modulo states), b is undefeated. But this would mean that a is defeated by
b, which contradicts our earlier assumption.
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Conversely, suppose that a is an argument satisfying (1) and (2). We will
have to prove that a is undefeated. To this end, let us assume the contrary.
Since we may assume that all sub-arguments of a are undefeated by induction,
a’s defeater must be a counter-argument of a itself. This would imply that this
defeater is stronger than a (modulo states). But this would contradict (2). ��

The proposition ensures that searching admissible arguments in a BBN
amounts to searching for arguments and counter-arguments in parallel, and then
simply selecting the strongest argument found.

6 Algorithm

This section explains the algorithm, and finally the algorithm is listed in pseudo-
code.

The routine is called recursively at line 4. In order to form the Cartesian
product of all sub-arguments, all A1, . . . , Ap must be known before the iteration
can start at line 6. This implies a considerable memory-overhead. On the other
hand, the iteration itself can be executed in an on-demand fashion by means of
lazy evaluation. This is what actually has been done in the implementation.

The original algorithm is obtained if k = 1 (Alg. 1, line 12). In fact, the
algorithm then performs a so-called beam search with beam width k = 1. An
interesting variation on the original algorithm is obtained if k > 1. In that case,
the k strongest arguments for each node survive and may act as sub-arguments of
possibly larger arguments. The thus obtained variant is an interesting alternative
problem statement to the k-MPE problem of finding the top-k most probable
explanations in a Bayesian network, because the corresponding decision problem
is known to be NPPP-complete [3, 8].

In this context, it is interesting to determine the time complexity of our
argumentation algorithm. We will now do this.

Proposition 2. The time complexity of Algorithm 1 is O(nskp).

Proof. First, choose a fixed k ≥ 1. From this point on we may assume that,
for every node, at most k arguments are selected as the top-k of undefeated-
arguments-for that node. Suppose a BBN possesses n nodes, and that each node
possesses maximally s states and p parents. Let N be a fixed node. At this node
the Cartesian product A1, . . . , Ap contains at most kp elements. Since N itself
possesses at most s states, at most skp arguments need to be considered to de-
termine the top-k of undefeated-arguments-for N . Thus, at worst the strength
of at most nskp arguments need to considered overall. Since arguments are com-
pared with respect to their strength at every node, and since argument strength
is computed once for every argument, the complexity of the entire algorithm is
O(nskp). ��

Thus, the complexity of Algorithm 1 depends linearly on all graph attributes,
except on p. In other words, the complexity of Algorithm 1 is acceptable as long as
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Algorithm 1 computing the top-k of undefeated-arguments-for(N)
Require: A node N , a desired state d of N , and an agent X that is interested in

strong arguments for N = d
1: if N is clamped to sevidence ∈ states(N) then
2: R := the singleton set consisting of

Argument.new(
conclusion → N ,
conclusion-state → sevidence,
degree-of-belief → 1.0,
degree-of-support → 1.0,
sub-arguments → ∅,
stakeholder → party

)
3: else
4: A1, . . . , Ap = { Undefeated-arguments-for(P ) | P is a parent of N}
5: R := ∅
6: for each argument-vector (a1, . . . , ap) ∈ A1 × . . . × Ap do
7: DOS := Πp

i=1degree-of-belief(ai)
8: parent-states := { si | si is the state of the conclusion of ai}
9: for each state s of N do

10: DOB := DOS × CPTN (s1, . . . , sp, s)
11: a = Argument.new(

conclusion → N ,
conclusion-state → s,
degree-of-belief → DOB,
degree-of-support → DOS,
sub-arguments → (a1, . . . , ap),
stakeholder → party

)
12: Extend R with a, removing R’s weakest, or one of R’s weakest arguments,

if |R | > k
13: end for
14: end for
15: end if
16: return R

we maintain an upper bound on the number of parents. In practice this is always
the case, since the number of entries in a CPT also exponentially depends on p.

Based on the above observations, I think it it safe to claim that the above
algorithm is useable for all practical BBNs.

7 Experiments and Results

This section describes how existing case files from the Bayesian network domain
are processed. Then, one such file will be run through the argumentation program
and the results will be displayed and discussed. Finally, some observations of a
more general nature will be made.
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<?xml version="1.0" encoding="ISO-8859-1"?>
<smile version="1.0" id="Credit assesssment" numsamples="1000">

<nodes>
<cpt id="PaymentHistory">

<state id="Excellent" />
<state id="Aceptable" />
<state id="NoAceptable" />
<state id="Without_Reference" />
<probabilities>0.25 0.25 0.25 0.25</probabilities>

</cpt>
<cpt id="Reliability">

<state id="Reliable" />
<state id="Unreliable" />
<parents>PaymentHistory WorkHistory</parents>
<probabilities>

0.99 0.01 0.7 0.3 0.7 0.3 0.5 0.5 0.7 0.3 0.55 0.45 0.6
0.4 0.4 0.6 0.196429 0.803571 0.01 0.99 0.1 0.9 0.01
0.99 0.7 0.3 0.3 0.7 0.5 0.5 0.2 0.8

</probabilities>
</cpt>

...

Fig. 3. Start of an XDSL input file

The algorithm has been implemented in Ruby 1.8.2, which is an object-
oriented scripting language particularly suitable for rapid prototyping. The re-
sulting program has been extended with an XML interface to import Genie 2.0
XDSL files. Genie is a leading software package to create and manipulate decision
theoretic models using a graphical user interface. Genie 2.0 stores its networks
in a dedicated XML format, named XDSL (Fig. 3).

Besides the network itself (Fig. 3) the argumentation program needs to know
which nodes are considered as evidence, and it needs to know the states to
which these evidence nodes are clamped. This is specified in the program as an
associative array, but we can read this of from Fig. 2. Further, a query node
must be specified. This is a node tied to a particular state. In our case the query
node is “CreditWorthiness(positive)”.

When this program is run on the input as displayed in Fig. 3, we obtain
an output as displayed in Fig. 4. From this output, we see that evidence nodes
create only one argument, while leaf nodes generate as many arguments as there
are states for that node. Since k = 3, the algorithm proceeds with at most three
strongest arguments at every node and eventually ends up with three arguments
in all. The strongest argument supports conclusion “CreditWorthiness(positive)”
with sttrength 0.00077 and degree of belief 0.00062. The second strongest argu-
ment supports an opposite conclusion with equal support but with less DOB.
The second argument is relevant to the main claim but will typically not be used
as a sub-argument in further reasoning (if that would happen—here the second
argument one of the top arguments).
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Parsing ’Credit.xdsl’ ... done

1. Searching evidence for CreditWorthiness=Positive
2. | Searching evidence on both sides for Reliability
3. | | Searching evidence on both sides for PaymentHistory
4. | | Search for PaymentHistory=ALL, returns 3 argument(s):

. . PaymentHistory(excellent) 0.25 1

. . PaymentHistory(aceptable) 0.25 1

. . PaymentHistory(noaceptable) 0.25 1

[snip -- rest of search omitted]

26. Search for CreditWorthiness=Positive, returns 3 argument(s):
CreditWorthiness(positive) 0.00062 0.00077
. Reliability(reliable) 0.062 0.063
. . PaymentHistory(excellent) 0.25 1
. . WorkHistory(stable) 0.25 1
. RatioDebInc(favorable) 0.089 0.11
. . Debt(a0_11100) 0.33 1
. . Income(s30001_70000) 0.33 1
. FutureIncome(not_promissing) 0.14 0.23
. . Worth(low) 0.23 0.33
. . . Income(s0_30000) 0.33 1
. . . Assets(average) 1 1
. . Profession(medium_income_profession) 1 1
. Age(a22_65) 1 1

CreditWorthiness(negative) 0.00015 0.00077
. Reliability(reliable) 0.062 0.063

[snip -- rest of argument in output omitted]

CreditWorthiness(positive) 0.00043 0.00054
. Reliability(reliable) 0.044 0.063

[snip -- rest of argument in output omitted]

27. Ended with 3 arguments.

Fig. 4. Output

8 Related Work

Related work falls apart in two categories: probabilistic argumentation systems,
such as PAS and hybrid argumentation, and approaches that try to convey
dialectic concepts to Bayesian belief networks.

J. Kohlas et al. (Fribourg U. Switzerland) work on Probabilistic argumenta-
tion systems (PASs). According to their creators, PASs are a form of assumption-
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based reasoning for obtaining arguments that support hypotheses [7, 6]. PASs
are obtained from propositional logic by considering two disjoint sets P =
{p1, . . . , pn} and A = {a1, . . . , am} of propositions. The elements of A are called
assumptions. LA∪P denotes the corresponding propositional language. If η is a
propositional sentence in LA∪P , then a triple AS = (η, P, A) is called propo-
sitional argumentation system and η is called the knowledge base of AS. The
knowledge base η is often given as a conjunctive set Σ = ϕ1, . . . , ϕr of clauses
ϕi ∈ DA∪P , where DA∪P represents the set of all possible clauses over A ∪ P .
The authors claim that PASs are applicable public-key cryptography and so-
called webs of trust, which are essentially holistic and cyclic. Unlike BBNs, the
Kohlas et al. claim that PASs are able to deal with such cyclic graphs, which is
for example essential in the domain of public-key cryptography.

Between 1997-2000, work has been reported on the NAG (“The Nice Argu-
ment Generator”), Monash U. Australia [25, 10]. The NAG is an architecture to
enable the generation of natural language arguments from BBNs, so that users
can argue with the NAG about the implications of various BBN scenario’s. Be-
cause the NAG is not only concerned with logics but also with user interaction,
it consists of several components, such as an argument generator, a strategist,
an analyzer, a presenter, an attentional mechanism and an interface. Since the
formation of arguments takes place within the NAG’s analyzer, only this part of
the NAG seems to be relevant within the context of the present paper. Work in
which the NAG is reported is not very detailed about the argument formation
algorithm. It is mentioned that “the Analyzer performs BN propagation on the
portions of the normative and user models which correspond to the Argument
Graph and are connected to the goal”. Further on in [25], it is mentioned that
the NAG applies a Pearl-type propagation algorithm [12]. In [10] a “Generation-
Analysis Algorithm” is given in rather detailed terms, but not detailed enough
to see how it exploits Pearl’s propagation algorithm.

The NAG is partially influenced by Vreeswijk’s interactive argumentation
system IACAS [23]. Like IACAS, the NAG allows the user to manipulate un-
derlying scenarios. In addition, the NAG is also able to model attentional focus
and tailor its arguments to the user in the course of a dialogue.

Finally, there is recent work on modelling argumentation with belief net-
works, in which an attempt is made to convey Toulmin’s argument structures
(claim, datum, reason, warrant, backing) to BBNs [1, 20]. This work still is in
its preliminary stages but the initial results look promising and demand further
research.

9 Conclusion

We have introduced an algorithm with which it is possible to conduct an argu-
mentation process within existing Bayesian belief networks.

The extended algorithm with bean size k is particularly interesting from a
Bayesian inference point of view, because it offers a computationally tractable
alternative to the NPPP-complete decision problem k-MPE.
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Abstract. In this paper we propose a new persuasion dialogue game for agent 
communication. We show how this dialogue game is modeled by a framework 
based on social commitments and arguments. Called Commitment and 
Argument Network (CAN), this framework allows us to model communication 
dynamics in terms of actions that agents apply to commitments and in terms of 
argumentation relations. This dialogue game is specified by indicating its entry 
conditions, its dynamics and its exit conditions. In order to solve the problem of 
the acceptance of arguments, the protocol integrates the concept of agents’ 
trustworthiness in its specification. The paper proposes a set of algorithms for 
the implementation of the persuasion protocol and discusses their termination, 
complexity and correctness.  

1   Introduction 

Research in agent communication languages and protocols has received much 
attention during the last years. Protocols describe the allowed communicative acts that 
agents can perform when conversing. These protocols specify the rules governing a 
dialogue between agents in multi-agent systems (MAS). 

Traditionally, protocols are specified as finite state machines or Petri nets without 
taking into account the agents’ autonomy. Therefore, these protocols are not flexible 
enough to be used in open MAS [13]. To solve this problem, several researchers 
proposed protocols using dialogue games (DGs) [9, 10, 13, 14]. DGs are interactions 
between players, in which each player moves by performing utterances according to a 
pre-defined set of roles [14]. 

The protocols described in the literature are often specified by pre/post conditions. 
These protocols often neglected the decision-making process that allows agents to 
accept or to refuse an utterance. The protocols based on formal dialectics [2, 15, 23] 
use the argumentation as a way of expressing decision-making. However, the sole 
argumentation does not make it possible to solve a decision-making problem. We 
think that other social elements such as agents’ trustworthiness must be taken into 
account. 
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The contribution of this paper is the proposition of a formal specification and an 
implementation of a new persuasion dialogue game for agent communication using a 
unified framework based on social commitments and on arguments. Our protocol is 
presented in the context of this framework called Commitment and Argument 
Network (CAN) [5, 6]. This protocol is characterized by the fact that it integrates the 
agents’ trustworthiness as a component of the decision-making process. 

The rest of this paper is organized as follows. In Section 2 we present our approach 
based on commitments and arguments. In Section 3 we introduce the CAN formalism.  
In Section 4 we present the specification of our dialogue game and we highlight the 
importance of agents’ trustworthiness. In Section 5 we present our model of 
trustworthiness. In Section 6 we describe some issues of the implementation. In 
Section 7 we discuss some characteristics of our algorithms. In Sections 8 and 9 we 
compare our protocol to related work and we conclude the paper. 

2   Approach Based on Commitments and Arguments 

2.1   Social Commitment 

In the domain of agent communication, it is largely recognized that social 
commitments are a powerful representation for modeling multi-agent interactions [4, 
5, 8, 12, 13, 25].  In opposition to the BDI (beliefs, desires and intentions) approach, 
the commitment-based approach stresses the importance of conventions and the 
public and social aspects of dialogue. It is based on social commitments that are 
thought of as social and deontic notions. As a social notion, commitments are a base 
for a normative framework that makes it possible to model the agents’ behavior. 
Indeed, considering their deontic nature, these commitments define constraints on this 
behavior. The agent must behave in accordance to its commitments. For example, by 
committing towards other agents that a certain fact is true, the agent is compelled not 
to contradict itself during the conversation. It must also be able to explain, argue, 
justify and defend itself if another participant contradicts it. A speaker is committed to 
a statement when he made this statement or when he agreed with this statement made 
by another participant. In fact, we do not speak here about the expression of a belief, 
but rather about a particular relationship between a participant and a statement. 

A Social commitment SC is a commitment made by an agent (called the debtor), 
that some fact is true. This commitment is directed to a set of agents (called creditors) 
[8]. In order to model the dynamics of conversations, we interpret a speech act SA as 
an action performed on a commitment or on its content (we refer to this as “take 
position on a commitment”). A speech act is an abstract act that an agent, the speaker, 
performs when producing an utterance U and addressing it to another agent, the 
addressee [24]. The actions that an agent can perform on a commitment are: 
Act∈{Create, Withdraw}. The actions performed on the content of a commitment are: 
Act-content∈{Accept, Refuse, Challenge}. Thus, a speech act is defined as an action 
on a commitment when the speaker is the debtor, or as an action on a commitment 
content when the speaker is the debtor or the creditor. Formally:  

 



132 J. Bentahar, B. Moulin, and B. Chaib-draa 

 

Definition 1. SA(Ag1, Ag2, U) =def  
Act(Ag1,SC( Ag1, Ag2, p)) 
| Act-content(Agk, SC(Agi, Agj, p)) 

where i, j∈{1, 2} and (k=i or k=j), =def means “is interpreted by definition as”, p the 
commitment content. This definition allows us to model agent interaction using 
actions that agents perform on commitments and on their contents. 

2.2   Argumentation and Social Commitments 

An argumentation system essentially includes a logical language L, a definition of the 
argument concept, a definition of the attack relation between arguments and finally a 
definition of acceptability. Several definitions were also proposed for the argument 
concept [19, 28]. In our model, we adopt the following definitions from [11]. Here Γ 
indicates a possibly inconsistent knowledge base with no deductive closure.  Stands 
for classical inference and ≡ for logical equivalence. 

Definition 2. An argument is a pair (H, h) where h is a formula of L and H a sub-set 
of Γ such that : i) H is consistent, ii) H  h and iii) H is minimal, so no subset of H 
satisfying both i and ii exists. H is called the support of the argument and h its 
conclusion. 

Definition 3. Let (H1, h1), (H2, h2) be two arguments. (H1, h1) attack (H2, h2)  iff  

h1 ≡ ¬h2. 
The defense relation is defined as a dual relation of attack. 

Argumentation is based on the construction of arguments and counter-arguments, 
the comparison of these various arguments and finally the selection of the arguments 
that are considered to be acceptable. In our approach, agents must reason on their own 
mental states in order to build arguments in favor of their future commitments, as well 
as on other agents’ commitment in order to be able to take position with respect to the 
contents of these commitments.  

In fact, before committing to some fact h being true (i.e. before creating a 
commitment whose content is h), the speaker agent must use its argumentation system 
to build an argument (H, h). On the other side, the addressee agent must use its own 
argumentation system to select the answer it will give (i.e. to decide about the 
appropriate manipulation of the content of an existing commitment). For example, an 
agent Ag1 accepts the commitment content h proposed by another agent Ag2 if Ag1 has 
an argument for h. If Ag1 has an argument neither for h, nor for ¬h, then it must ask 
for an explanation. Thus, we claim that an agent’s argument must support an action 
performed by this agent on a given commitment or on its content. The semantics of 
our commitment and argument approach is described in [6]. Surely, an argumentation 
system is essential to help agents to act on commitments and on their contents. 
However, reasoning on other social attitudes should be taken into account in order to 
explain the agents’ decisions. In our persuasion protocol we highlight the importance 
of agents’ trustworthiness to decide, in some cases, about the acceptance of 
arguments. 
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3   The CAN Formalism 

So far, we presented our framework of commitments and arguments. Thus, agents can 
participate in conversations by manipulating commitments and by producing 
arguments. In this section, we show how a conversation can be modeled using the 
CAN formalism on the basis of this framework. In this paper we use a simplified 
version of the CAN which is sufficient to specify our persuasion DG. The complete 
version is described in [5]. A CAN is a mathematical structure which we define 
formally as follows:  

Definition 4: A CAN is a 7-uple: <A, E, SC(Ag1, Ag2, p), Ω, Σ, Δ, α> where: 

• A: a finite set of agents. A={Ag1, …, Agn}. 
• E: a finite set of commitments. E={SC(Ag1, Ag2, p), SC(Ag2, Ag1, q),…}. 
• SC(Ag1, Ag2, p): a distinguished element of E: the initial commitment. 
• Ω: a finite set of creation and positioning actions. Ω={Create, Accept, 

Refuse, Challenge, Withdraw}. 
• Σ: a finite set of argumentation relations.  

Σ={Defend, Attack, Justify}. 
• Δ: a partial function relating a commitment to another commitment using 

one argumentation relation.  
Δ: E×E→   

• α: a partial function relating an agent to a commitment using a creation and 
a positioning action.  
α: A×E→Ω 

The function Δ allows us to define the argumentation relation that can exist 
between two commitments, i.e. a defense, an attack or a justification relation. For 
example:  

Δ(SC(Ag1, Ag2, p), SC(Ag1, Ag2, q))=Defend. 

This means that the commitment SC(Ag1, Ag2, p) (called source of the defense 
relation) defends the commitment SC(Ag1, Ag2, q) (called target of the defense 
relation).  

The function α allows us to define creation and positioning actions (acceptance, 
refusal, etc.) performed by an agent on a commitment content. For example: 

α(Ag1, SC(Ag2, Ag1, p))=Accept 

This reflects the acceptance of the content of SC(Ag1, Ag2, p). Ag1 belongs to the 
debtors set associated with this commitment.  

4 Specification of a Persuasion Dialogue Game Based on the CAN 
Formalism 

In this section, we propose a new protocol for persuasion dialogues modeled as 
actions that agents apply to commitments. In this protocol, the persuasion is captured 
by the argument agents use to support their actions. The semantics of these actions is 
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defined in a dynamic logic and that of the argumentation relations is defined in an 
extension of CTL* [6]. Our purpose is to show that the CAN framework can be 
successfully used to represent a persuasion dialogue game. At a theoretical level, this 
framework can represent all the elements that constitute the persuasion dynamics. 
This framework offers a language to represent the dynamics more expressive than the 
simple pre/post conditions traditionally used as a specification of dialogue games. The 
differences between our protocol and other protocols proposed in the agent literature 
are discussed in Section 8. 

4.1   General Form 

According to the classification of Walton and Krabbe [29], each type of dialogue has 
an initial situation and the goal of the dialogue is to change this situation in a 
particular way. Fig. 1 illustrates the initial situation as well as the goal of the 
persuasion dialogue.  

 
 
 
 
 
 
 
 
 
 

Fig. 1. Goal and initial situation of the persuasion dialogue  

In the same context, Vanderveken [27] proposed a logic of discourse in which 
there are only four possible discursive goals speakers can attempt to achieve by 
conversing. These goals are: descriptive, deliberative, declaratory and expressive 
goals. Persuasion dialogue is a sub-type of the dialogue types having a descriptive 
goal. In his typology, Vanderveken argued that each dialogue type with a discursive 
goal has a mode of achievement of the discursive goal and preparatory conditions. 
The mode of achievement imposes a certain sequence of speech acts. For a persuasion 
dialogue, a certain sequence of defense utterances, questions and answers is needed 
for the successful implementation of such a dialogue. Preparatory conditions 
determine a structured set of presuppositions related to the discursive goal. The 
persuasion dialogue has the preparatory conditions that there is a conflict between the 
agents’ points of view and that each agent has the capacity to defend its point of view. 

In addition, in the domain of artificial intelligence and law, many computational 
and logical models of argument and debate, and of reasoning with conflicting 
information have been proposed [3, 17, 18]. In [18], Prakken and Sartor introduced a 
dialectical proof theory for an argumentation framework. A proof of a formula takes 
the form of a dialogue tree, in which each branch of the tree is a dialogue and the root 
of the tree is an argument for the formula. The idea is that every move in a dialogue 
consists of an argument based on the input theory, where each stated argument attacks 
the last move of the opponent in a way that meets the player’s burden of proof. 

No 

Is there a conflict ?
(The initial situation) 

Yes No 

Yes 

Is resolving the conflict do we aim at?
(The goal of the dialogue) 

Persuasion 
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Our persuasion protocol is defined by specifying its entry conditions, its exit 
conditions and its dynamics. Entry conditions correspond to the initial situation of the 
dialogue and to the preparatory conditions. Exit conditions correspond to the final 
situation that makes it possible to determine if the dialogue goal is achieved or not. 
Dynamics results in the different types of actions that can be performed by agents so 
that each agent can achieve its goal. The dynamics correspond to the mode of 
achievement of the discursive goal. It also corresponds to the dialectical proof theory  
where the root is the persuasion subject. Dynamics is reflected by a set of 
initiative/reactive DGs. An initiative game is captured by creating a new commitment. 
A reactive game is captured by taking position on an existing commitment 
(acceptance, refusal, challenge, defense, etc.).  

4.1.1 Entry Conditions  
As illustrated by Fig. 1, the entry condition of the persuasion protocol is a conflict of 
point of view. This is translated in the CAN formalism by the creation of a 
commitment SC(p) by an agent Ag1 and the refusal of this commitment by an agent 
Ag2. Formally, the initial situation is reflected as follows: 

α(Ag1, SC(Ag1, Ag2, p))=Create, α(Ag2 SC(Ag1, Ag2, p))=Refuse 
α(Ag2, SC(Ag2, Ag1, ¬p))=Create. 

4.1.2 Dynamics  
Generally, the persuasion dialogue takes the form of a sequence of attacks and 
defenses where each agent tries to defend its point of view or attack the point of view 
of its partner. This dialogue can also contain questions and answers (dialogue game of 
information seeking). In the CAN formalism, this results in the creation of a 
commitment that defends or attacks the initial commitment and other commitments 
and argumentation relations. The dialogue games of information seeking can be 
represented by challenge actions and argumentation relations. Formally, the dialogue 
dynamics can be expressed by a combination of the following functions: 

α(Ag1, SC(Ag1, Ag2, q))=Create, Δ(SC(Ag1, Ag2, q), SC(Ag1, Ag2, p))=Defend, 
α(Ag2, PC(Ag2, Ag1, r))=Create, Δ(SC(Ag2, Ag1, r), SC(Ag1, Ag2, p))=Attack, 
where p, q, r are propositional formulas.  

Information seeking can be, for example, represented by: 

α(Ag2, SC(Ag1, Ag2, q))=Challenge 
α(Ag1, SC(Ag1, Ag2, r))=Create 
Δ(SC(Ag1, Ag2, r), SC(Ag1, Ag2, q))=Justify. 

4.1.3 Exit Conditions  
The persuasion dialogue terminates either if the conflict is solved, or with a situation 
in which each agent does not accept the argument of the other. In this case the 
protocol terminates with an unsolved conflict. The conflict is solved when one of the 
two agents adopts the point of view of its partner. In the CAN formalism, this results 
in the acceptance of the initial commitment SC(Ag1, Ag2, p) (respectively SC(Ag2, Ag1, 
¬p)) by Ag2 (respectively Ag1). This implies the cancellation of all commitments 
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attacked SC(Ag1, Ag2, p) (respectively SC(Ag2, Ag1, ¬p)). Formally, if Ag2 accepts 
SC(p), the final situation is described as follows:  

α(Ag2, SC(Ag1, Ag2, p))=Accept  
[∀q: Δ(SC(Ag2, Ag1, q), SC(Ag1, Ag2, p))=Attack  
α(Ag2, SC(Ag2, Ag1, q)):=Withdraw] 

When the two agents mutually refuse the argument of the other, the protocol stops 
because the conflict cannot be solved.  

4.2   Algorithms of the Persuasion Dialogue Game 

The general algorithm representing our persuasion dialogue game is given by 
Algorithm 1. Part A of Algorithm 1 specifies the entry conditions. Part B indicates the 
exit conditions. The persuasion dynamics (i.e. the sequence of utterances) is given by 
the function Dynamics. The specification of this function is given by Algorithms 2, 3, 
4, 5 and 6. In these algorithms SAg1 indicates the set of arguments of agent Ag1 (i.e. its 
knowledge base). S’Ag1 indicates the set of arguments that Ag1 used in the current 
dialogue. The set S’Ag1 allows us to avoid the use of same arguments several times. 
These algorithms specify the different DGs of our dialogue as if then roles. These 
DGs are: acceptance, refusal, challenge, justification, attack and defense. 

 
 

 
 
 
 
 
 
 
 
 

Algorithm 1 

Algorithm 2 deals with the acceptance and the refusal cases. The acceptance of 
SC(Ag1, Ag2, p) makes it possible to solve the conflict and to stop the algorithm. In the 
refusal case, if Ag1 finds an argument (r, q) not yet used for its commitment SC(Ag1, 
Ag2, q), then this agent creates a new commitment SC(Ag1, Ag2, r) to defend SC(Ag1, 
Ag2, q). Ag1 updates the set S’Ag1 by adding the argument (r, q). Ag1 informs Ag2 about 
its action using the Send primitive. The Send primitive has the form Send(Destination, 
Action). If Ag1 does not have arguments to defend its commitment, then the conflict 
cannot be solved because each agent refuses the arguments of the other and the 
algorithm stops. 

Algorithm 3 deals with the challenge case. Ag1 justifies its commitment if it finds 
an argument not yet used. As for the refusal case, Ag1 updates S’Ag1 and informs Ag2 
about its action. If Ag1 does not find such an argument, then it indicates to Ag2 that the 
content of the challenged commitment is a knowledge that Ag1 believes true by 

{ If α(Ag1, SC(Ag1, Ag2, p)) = Create 
And α(Ag2, SC(Ag1, Ag2, p)) = Refuse 

Then  
 { Conflict := 0 ;  

   Dynamics;  
  If Conflict  = 1 Then 

    « The conflict is solved » 
Else « The conflict is not solved » 

  } } 

Part A 

Part B 
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justifying it by itself. The formal definition of the justification relation is the same as 
the defense relation. 

 
 
 
 
 
 
 
 
 
 
 
 

Algorithm 2 

 
 
 
 
 
 
 
 
 
 

Algorithm 3 

Algorithm 4 deals with the case of Ag1 reaction if Ag2 justifies the content of its 
commitment by itself. Trustworthy(Ag2) is a Boolean function that enables Ag1 to 
determine if Ag2 is trustworthy or not. If according to Ag1, Ag2 is trustworthy, then 
Ag1 accepts Ag2’s commitment. If not, Ag1 refuses Ag2’s commitment. In the 
following section we propose a probabilistic model of trustworthiness to determine 
the value of Trustworthy(Ag2) function.  

 
 
 
 
 
 
 
 

Algorithm 4 

If α(Ag2, SC(Ag1, Ag2, p)) = Accept Then { 
Conflict := 1; Return Conflict; } 

If α(Ag2, SC(Ag1, Ag2, q)) = Refuse Then { 
If (r, q) ∈ SAg1 / S’Ag1 Then {  

α(Ag1, SC(Ag1, Ag2, r)) := Create; 
Δ(SC(Ag1, Ag2, r), SC(Ag1, Ag2, q)):=Defend; 
S’Ag1 := S’Ag1 ∪ {(r, q)}; 
Send(Ag2, Δ(SC(Ag1, Ag2, r), SC(Ag1, Ag2, q))); } 

Else { Conflict : = -1; Return Conflict; }} 

If α(Ag2, PC(Ag1, Ag2, q)) = Challenge Then { 
If (r, q) ∈ SAg1 / S’Ag1 Then {  

α(Ag1, SC(Ag1, Ag2, r)) : = Create; 
Δ(SC(Ag1, Ag2, r), SC(Ag1, Ag2, q)) := Justify; 
S’Ag1 = S’Ag1 ∪ {(r, q)}; 
Send(Ag2, Δ(SC(Ag1, Ag2, r), SC(Ag1, Ag2, q))); } 

Else { Δ(SC(Ag1, Ag2, q), SC(Ag1, Ag2, q)) := Justify;
Send(Ag2, Δ(SC(Ag1, Ag2, q), SC(Ag1, Ag2, q)));}} 

If Δ(SC(Ag2, Ag1, q), SC(Ag2, Ag1, q)) = Justify Then { 
If Trustworthy(Ag2)  

Then α(Ag1, SC(Ag2, Ag1, q)):=Accept 
Else α(Ag1, SC(Ag2, Ag1, q)):= Refuse 

Send(Ag2, α(Ag1, SC(Ag2, Ag1, q)));  
 } 
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Algorithm 5 deals with the case where Ag2 attacks the support of Ag1’s argument. 
Ag1 attacks Ag2’s argument if it has an against-argument or it defends its argument if 
it has an argument or it accepts Ag2’s argument if it has an argument. If Ag1 has no 
arguments nor against-arguments, then it challenges Ag2’s argument. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Algorithm 5 

Algorithm 6 deals with the case in which the reactive game of Ag2 is a defense of 
its argument. Thus, Ag1 can attack the support of the Ag2’s argument or its conclusion 
according to Ag1’s arguments. As in Algorithm 5, Ag1 accepts or challenges the 
support of Ag2’s argument in the opposite case. 

5   Trustworthiness Model 

Several models of trustworthiness have been developed in the context of MAS [20, 
22, 31]. However, their formulations do not take into account the elements we use in 
our approach. For this reason, we propose a model that is more appropriate for our 
protocol. This model has the advantage of being simple and rigorous.  

In our model, an agent’s trustworthiness is a probability function defined as 
follows: TRUST : A×A×D → [0, 1]. This function associates to each agent a probability 
measure representing its trustworthiness in the domain D according to another agent. 
Let X be a random variable representing an agent’s trustworthiness. To evaluate the 
trustworthiness of an agent Agb, an agent Aga uses the records of its interactions with 
Agb. Formula 1 indicates how to calculate this trustworthiness as a probability 
measure (number of successful outcomes / total number of possible outcomes). 

 

If Δ(SC(Ag2, Ag1, q), SC(Ag1, Ag2, r)) = Attack Then { 
If  (s, ¬q) ∈ SAg1  / S’Ag1 Then {  

α(Ag1, SC(Ag1, Ag2, s)) := Create; 
Δ(SC(Ag1, Ag2, s), SC(Ag2, Ag1, q)) := Attack; 
S’Ag1 := S’Ag1 ∪ {( s, ¬q)}; 
Send(Ag2, Δ(SC(Ag1, Ag2, s), SC(Ag2, Ag1, q))); } 

Else If (s, r) ∈ SAg1 / S’Ag1 Then {  
α(Ag1, SC(Ag1, Ag2, s)) := Create; 
Δ(SC(Ag1, Ag2, s), SC(Ag1, Ag2, r)) := Defend; 
S’Ag1 = S’Ag1 ∪ {( s, r)}; 
Send(Ag2, Δ(SC(Ag1, Ag2, s), SC(Ag1, Ag2, r)));} 

Else {  
If (s, q) ∈ SAg1  / S’Ag1 Then  

α(Ag1, SC(Ag2, Ag1, q)):=Accept; 
Else α(Ag1, SC(Ag2, Ag1, q)):=Challenge;  
Send(Ag2, α(Ag1, SC(Ag2, Ag1, q)));}} 
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Algorithm 6 

Nb_arg(Agb)Aga is the number of Agbs’ arguments that are accepted by Aga. 
Nb_SC(Agb)Aga is the number of satisfied commitments whose Agb is the debtor and 
Aga is the creditor.  
T_Nb_arg(Agb)Aga is the total number of Agbs’ arguments towards Aga.  
T_Nb_SC(Agb)Aga is the total number of commitments whose Agb is the debtor and 
Aga is the creditor. 

All these commitments and arguments are related to the domain D. The basic idea 
is that the trust degree of an agent can be induced according to how much information 
acquired from it has been accepted as belief in the past. Because all the factors of  
equation 1 are related to the past, this information number is finite. 

TRUST(Agb)Aga is the trustworthiness of Agb according to Aga’s point of view. This 
trustworthiness is a dynamic value that changes according to the interactions taking 
place between Aga and Agb. This supposes that Aga knows Agb. If not, or if the number 
of interactions is not sufficient to determine this trustworthiness, the consultation of 
other agents becomes necessary.  

As proposed in [1, 31], each agent has two kinds of beliefs when evaluating the 
trustworthiness of another agent: local beliefs and total beliefs. Local beliefs are based 
on the direct interactions between agents. Total beliefs are based on the combination 
of the different testimonies of other agents called witnesses. In our model, local  
 

.
arg
arg

AgabAgab

AgabAgabAgab )Ag T_Nb_SC( )Ag(T_Nb_
 )Ag Nb_SC( )Ag(Nb_

)AgTRUST( +
+

=  (1) 

If Δ(PC(Ag2, Ag1, q), PC(Ag2, Ag1, r)) = Defend Then { 
If (s, ¬q) ∈ SAg1  / S’Ag1 Then { 

α(Ag1, SC(Ag1, Ag2, s)) := Create; 
Δ(SC(Ag1, Ag2, s), SC(Ag2, Ag1, q)) := Attack; 
S’Ag1 := S’Ag1 ∪ {(s, ¬q)}; 
Send(Ag2, Δ(SC(Ag1, Ag2, s), SC(Ag2, Ag1, q)));} 

Else If (s, ¬r) ∈ SAg1 / S’Ag1 Then {  
α(Ag1, SC(Ag1, Ag2, s)) := Create; 
Δ(SC(Ag1, Ag2, s), SC(Ag2, Ag1, r)) := Attack; 
S’Ag1 := S’Ag1 ∪ {(s, ¬r)}; 
Send(Ag2, Δ(SC(Ag1, Ag2, s), SC(Ag2, Ag1, r)));} 

Else { 
If (s, q) ∈ SAg1  / S’Ag1 Then  

α(Ag1, SC(Ag2, Ag1, q)):=Accept; 
Else α(Ag1, SC(Ag2, Ag1, q)) := Challenge; 
Send(Ag2, α(Ag1, SC(Ag2, Ag1, q)));}} 
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beliefs are given by Formula 1. Total beliefs require studying how different 
probability measures offered by witnesses can be combined. We deal with this aspect 
in the following section. 

5.1   Estimating Agent’s Trustworthiness 

Let us suppose that an agent Aga wants to evaluate the trustworthiness of an agent Agb 
with which it never (or not enough) interacted before. This agent must consult agents 
that it knows to be trustworthy (confidence agents). A trustworthiness threshold w must 
be fixed. Thus, Agb will be considered trustworthy for Aga iff TRUST(Agb)Aga is higher 
or equal to w. Aga attributes a trustworthiness measure to each confidence agent Agi. 
When it is consulted by Aga, each confidence agent Agi provides a trustworthiness 
value for Agb if Agi knows Agb. Confidence agents use their local beliefs to calculate 
this value (Formula 1). Thus, the problem consists in evaluating Agb’s trustworthiness 
using the trustworthiness values transmitted by confidence agents.  

We notice that this problem cannot be formulated as a problem of conditional 
probability. Consequently, it is not possible to use Bayes’ theorem or total probability 
theorem. The reason is that events in our problem are not mutually exclusive, whereas 
this condition is necessary for these two theorems. Probability values offered by 
confidence agents are not mutually exclusive since they are provided simultaneously.  

To solve this problem we must study the distribution of the random variable X. 
Since X takes only two values: 0 (the agent is not trustworthy) or 1 (the agent is 
trustworthy), variable X follows a Bernoulli distribution ß(1, p). According to this 
distribution, we have:  

E(X) = p .  (2) 

where E(X) is the expectation of the random variable X and p is the probability that 
the agent is trustworthy. Thus, p is the probability that we seek. Therefore, it is 
enough to calculate the expectation E(X) to find TRUST(Agb)Aga. However, this 
expectation is a theoretical mean that we must estimate. To this end, we can use the 
Central Limit Theorem (CLT) and the law of large numbers. The CLT states that 
whenever a random sample of size n (X1,…Xn) is taken from any distribution with 
mean μ, then the sample mean (X1 + … +Xn) / n will be approximately normally 
distributed with mean μ. As an application of this theorem, the arithmetic mean 
(average) (X1+…+ Xn)/n approaches a normal distribution of mean μ, the expectation 
Generally, and according to the law of large numbers, the expectation can be 
estimated by the weighted arithmetic mean. 

Our random variable X is the weighted average of n independent random variables 
Xi that correspond to Agb’s trustworthiness according to the point of view of 
confidence agents Agi. These random variables follow the same distribution: the 
Bernoulli distribution. They are also independent because the probability that Agb is 
trustworthy according to an agent Agt is independent of the probability that this agent 
(Agb) is trustworthy according to another agent Agr. Consequently, the random 
variable X follows a normal distribution whose average is the weighted average of the 
expectations of the independent random variables Xi. The estimation of expectation 
E(X) is given by Formula 3. 



 Specifying and Implementing a Persuasion Dialogue Game 141 

 

.
1

1

AgbiAga

n
i i

iAgbAgbi

n
i aAgi

)AgN()AgTRUST(
)AgTRUST()AgN()AgTRUST(

M =
=

=  (3) 

The value M represents an estimation of  TRUST(Agb)Aga where N(Agi)Agb indicates the 
number of interactions between a confidence agent Agi and Agb. This number can be 
identified by the total number of Agb’s commitments and arguments. This formula 
shows how trust can be obtained by merging the trustworthiness values transmitted by 
some mediators. This merging method takes into account the proportional relevance 
of each trustworthiness value, rather than treating them equally. This formula gives us 
a good estimation of TRUST(Agb)Aga that takes into account the three most important 
factors: (1) the trustworthiness of confidence agents according to the point of view of 
Aga (2) the Agb’s trustworthiness according to the point of view of confidence agents 
(3) the number of interactions between confidence agents and Agb. This number is an 
important factor because it makes it possible to favor information coming from agents 
knowing more Agb. The function Trustworthy(Agy) can be specified as follows: 

If M > w Then Return true Else return false. 
According to (3), we have : 
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Consequently, the well-known lottery paradox of Kyburg can never happen. If all 
trustworthiness values transmitted by the mediators are below the threshold w, then 
Aga will not trust Agb.   

To calculate M, we need the trustworthiness of other agents. A practical solution 
consists in building a trust graph like the TrustNet proposed by [31]. 

6   Implementation 

The algorithms and the trustworthiness model presented in this paper are implemented 
using JackTM technology. JackTM is an agent-oriented language offering a framework 
for MAS development. It is built on top of and fully integrated with Java 
programming language. The implemented prototype enabled us to verify the 
correctness of our algorithms and that the persuasion dynamics terminates because it 
converges to an acceptance or a refusal of the conversation subject. An agent accepts 
the conversation subject presented by SC(p) or SC(¬p) if it accepts the last argument 
presented by its interlocutor using its argumentation system or because this 
interlocutor is trustworthy. 

Agents’ knowledge are implemented using JackTM data structures called beliefsets. 
The argumentation systems are implemented as Java modules using a logical 
programming paradigm. These modules use agents’ beliefsets to build arguments for 
or against certain propositional formulas. The actions that agents perform on 
commitments or on their contents (presented by the functions α and Δ) are 
programmed as events. When an agent receives such an event, it seeks a plan to 
handle it. These plans are the algorithms presented in the paper. 



142 J. Bentahar, B. Moulin, and B. Chaib-draa 

 

The trustworthiness model is implemented using the same principle (events + 
plans). The requests sent by an agent about the trustworthiness of another agent are 
events and the calculations are programmed in plans. The trust graph is implemented 
as a Java data structure (oriented graph). Fig. 2 illustrates an example generated by 
our prototype of the process allowing an agent Ag1 to measure the trustworthiness of 
another agent Ag7 in a given domain.  

 

 

Fig. 2. Example of process of trustworthiness measure 

Fig. 3 illustrates an abstract example of the persuasion dynamics. In this figure an 
argument is denoted ([Support],Conclusion). 

7 Discussion 

In this section we discuss three fundamental characteristics of our algorithms: 
termination, complexity and correctness. 
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1. Termination. To prove the termination of Algorithm 1, it is enough to prove that 
the protocol dynamics always converges to a final acceptance or a final refusal. 

According to the Algorithms 2, 3, 4 ,5 and 6, the protocol chaining can have one of 
the following possibilities:  
 

 

Fig. 3. Example of persuasion dynamics 

1- Agent Ag2 accepts all the supports of the initial commitment SC(Ag1, Ag2 p). 
Therefore, we have: α(Ag2, SC(Ag1, Ag2, p)) = Accept. 
2- Agent Ag2 refuses one of the supports of SC(Ag1, Ag2, p), and Ag1 does not find an 
argument to defend this support. Thus, we have: α(Ag2, SC(Ag1, Ag2, p)) = Refuse. 
3- The two agents attack each other about a part of the last arguments.  
4- Agent Ag2 challenges a part of the arguments presented by Ag1. 
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Possibilities 1 and 2 converge to a final acceptance and a final refusal. Possibility 3 
converges to a situation where an agent finds an argument (H, h) to attack the support 
of the interlocutor’s argument, but this argument was already used ((H, h) ∈ S’Ag). 
The reason is that the agents’ knowledge bases are finite. In this case, this agent 
refuses the interlocutor’s argument (Algorithm 2). Thus, possibility 3 converges to a 
final refusal. For the same reason, possibility 4 converges to the situation in which 
Ag1 justifies a support by itself. In this situation, Ag2 can play only an acceptance 
move if Ag1 is trustworthy or a refusal move if not (Algorithm 4). Thus, possibility 4 
converges to a final acceptance or a final refusal. 

2. Complexity. The purpose of Algorithm 1 is to resolve the initial conflict or to 
decide after a finite number of moves that the conflict can not be resolved. Every 
move is based on the state of SAg and S’Ag because agents must seek arguments or 
counter-arguments in SAg and S’Ag. If we do not take into account the trustworthiness 
part of the algorithm, and since |SAg| < |S’Ag|, the time complexity of algorithm 1 is 
Ο(max(|SAg1|, |SAg2|)). Thus the complexity is linear in the size of the knowledge bases 
of the agents. Before dealing with the complexity of the trustworthiness part, we 
introduce the following definition of the trust graph. 

Definition 5. A trust graph is a directed and weighted graph. The nodes are agents and an 
edge (Agi, Agj) means that agent Agi knows agent Agj. The weight of the edge (Agi, Agj) is a pair 
(x, y) where x is the Agj’ trust according to the point of view of Agi and y is the interaction 
number between Agi and Agj. The weight of a node is the agent trust according to the point of 
view of the source agent. 

According to this definition, in order to determine the trustworthiness of the target 
agent Agb, it is necessary to find the weight of the node representing this agent in the 
graph. The algorithm is based on the construction of the graph and on a recursive call 
to assess the weight of all the nodes. Since each node is visited exactly once, there are 
n recursive calls, where n is the number of nodes in the graph. To assess the weight of 
a node we need the weights of its neighboring nodes and the weights of the input 
edges. Thus, the algorithm takes a time in Ο(n) for the recursive calls and a time in 
Ο(a) to assess the agents’ trust where a is the number of edges. The run time of the 
trustworthiness algorithm is therefore in Ο(max(a, n)) i.e. linear in the size of the 
graph. In total, Algorithm 1 takes a time in Ο(max(|SAg1|, |SAg2|) + max(a, n)) = 
Ο(max(|SAg1|, |SAg2|, a, n)). 

3. Correctness. We formalize the correctness problem of our algorithms as follows: 
Algorithm 1 is correct iff the protocol description based on this algorithm satisfies the 
protocol specification (i.e. what the protocol must do). The specification can be 
formalized as a set of claims or properties. The idea is to describe the protocol by a 
formal model M using a Kripke structure, and to express the specification as a logical 
formula ψ using our DCTL*CAN logic [6]. This formalization enables us to deal with 
the correctness problem as a model-checking problem, i.e. whether M  ψ or not. For 
this reason, it is possible to use the well-known model-checking technique for the 
CTL* fragment of our logic. However, resolving this problem for the all DCTL*CAN 
logic needs to develop a new model-checking technique for dynamic and temporal 
properties. The solution we are investigating as a future work is to use a combination 
of an automata-theoretic approach and a tableau-based approach [7]. 
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8   Related Work 

Smith et al [26] developed protocols having the advantage of being based on a logical 
theory (the theory of joint intention) that suggests how protocols can be linked 
together to form more complex interactions. However, these protocols do not take 
into account how different strategies can be chosen. Because our protocol uses DGs, it 
is possible to combine it with other protocols (information seeking, negotiation, …). 
Semantically, the protocols proposed by Smith et al. are based on private attitudes 
whereas we use a public and argumentative semantics. 

Yolum and Singh [30] developed an approach for specifying protocols in which 
actions’ content is captured through agents’ commitments [25]. They provide 
operations and reasoning rules to capture the evolution of commitments. Using these 
rules, agents can reason about their actions. In a similar way, Fornara and Colombetti 
[12] proposed a method to define interaction protocols. This method is based on the 
specification of an interaction diagram (ID) specifying which actions can be 
performed under given conditions. The advantage of these approaches is to be 
verifiable because they are based on public notions. They also allow us to represent 
the interaction dynamics through the allowed operations. Our protocol is comparable 
to these protocols because it is also based on commitments. However, it is different in 
the following respects. The choice of the various operations is explicitly dealt with in 
our protocol by using argumentation and trustworthiness. The CAN formalism used to 
represent the protocol enables us to distinguish the various operations applied to 
commitments and to their contents as well as the argumentation relations. In addition, 
our protocol uses a specification based on philosophical foundations that allow us to 
specify the interaction dynamics. 

To tackle the problem of the lack of flexibility in protocols, Reed [21], Dastani et 
al. [9], Maudet and Chaib-draa [13], and Dignum et al. [10]  proposed protocols based 
on DGs. These protocols can be composed of various operations: sequencing, 
chaining, etc. Our protocol belongs to this family of protocols. However, our 
approach based on commitments and arguments makes our protocol different in terms 
of the allowed actions and in terms of the specification that our protocol has. In 
addition, our protocol clearly indicates how agents can choose a strategy using 
argumentative and social notions.  

Parsons et al. [16], Amgoud et al. [2], McBurney [15], Sadri et al. [23] proposed 
protocols based on an argumentative approach. These protocols are based on Walton 
and Krabbe’s classification and on formal dialectics. In these protocols, agents can 
argue about the truth of propositions. Agents can communicate both propositional 
statements and arguments about these statements. These protocols have the advantage 
of taking into account the capacity of agents to reason as well as their attitudes 
(confident, careful,…). Semantically, these protocols are specified by defining 
pre/post conditions for each locution. The difference between these protocols and ours 
is that our protocol deals with the social aspects of the interaction in its specification 
by integrating the notion of trustworthiness. In addition, we use a hybrid approach 
based on commitments and arguments. Our protocol is specified not by pre/post 
conditions, but by algorithms specifying the entry conditions, the exit conditions and  
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the dynamics. Particularly, there are other differences between our protocol and that 
of Parsons et al.: 1. From the theoretical point of view, Parsons et al.’s protocol uses 
moves from formal dialectics, whereas our protocol uses actions that agents apply on 
commitments. These actions capture the speech acts that agents perform when 
conversing (see Definition 1). The advantage of using these actions is that they enable 
us to better represent the persuasion dynamics considering that their semantics can be 
defined in an unambiguous way in a dynamic logic. 2. Parsons et al.’s protocol uses 
only three moves: assertion, acceptance and challenge, whereas our protocol uses, 
over and above creation, acceptance, refusal and challenge actions, attack and defense 
actions in an explicit way. These argumentation relations allow us to directly illustrate 
the concept of dispute in this type of protocols. 3. Parsons et al. use an acceptance 
criterion directly related to the argumentation system, whereas we use an acceptance 
criteria for the agents (supports of arguments and trustworthiness). This makes it 
possible to decrease the computational complexity of the protocol for agent 
communication. 

9   Conclusion and Future Work 

In this paper we proposed a new persuasion protocol based on DGs. This protocol is 
presented within a social and argumentative approach.  Using our CAN formalism, 
this protocol is specified by indicating its entry conditions, exit conditions and 
dynamics. This protocol is characterized by the fact that it integrates trustworthiness 
as a component of the decision-making process. We described the implementation of 
this protocol using an agent platform.  

As future work, we intend to specify other protocols according to Walton and 
Krabbe’s classification and Vanderveken’s typology. Another objective of this 
research is to verify some formal properties of these protocols (termination, 
soundness, …) using model-checking techniques. The idea we are investigating is to 
use a tableau method and an automata theoretic approach to branching time model 
checking. Thus, to prove that our protocol M verifies some properties ψ, we have to 
verify that M ψ which is a model-checking problem. 
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Abstract. We present the syntax and semantics for a multi-agent dialogue game
protocol which permits argument over proposals for action. The protocol, called
the PARMA Protocol, embodies an earlier theory by the authors of persuasion
over action which enables participants to rationally propose, attack, and defend,
an action or course of actions (or inaction). We present an outline of both an
axiomatic and a denotational semantics, and discuss an implementation of the
protocol for two human agents.

1 Introduction

Developers of real-world software agent systems typically desire either the system as
a whole or the agents within it to effect changes in the state of the world external to
the system. Whether the software agents represent human bidders in an online auction
or the system collectively manages some resource, such as a utility network, the agents
and/or the system usually need to initiate, maintain or terminate actions in the world [12].
Agent interaction protocols, therefore, must be concerned with argument over actions:
agents in such systems may not be concerned with sharing and reconciling one another’s
beliefs, except insofar as these assist in sharing and coordinating their actions.

Philosophers of argumentation, however, have mostly concentrated their attention on
beliefs, and not on actions.1 Computer scientists, also, have typically not distinguished
between justifications for beliefs and for actions. Attempting to fill this gap, we have
previously articulated a theory of persuasion over actions, in which a proponent of a
proposed action can seek to persuade another party (a human or software agent) to
endorse it [5]. By classifying all the possible attacks on a proposal for action, our theory
permits dialogue participants to represent, to attack and to defend a proposal for action
in a systematic manner. We now extend this work by presenting a novel dialogue game
protocol, which we call the PARMA (for Persuasive ARgument for Multiple Agents)
Action Persuasion Protocol, in which proposals for action may be presented, and these
attacks and defences may occur.

1 Stephen Toulmin’s book entitled “Knowing and Acting” [20], for example, has 18 chapters on
beliefs, and 1 on actions.

I. Rahwan et al. (Eds.): ArgMAS 2004, LNAI 3366, pp. 149–161, 2005.
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The paper is structured as follows: Section 2 reprises our general theory of persuasion
over action, and indicates the possible attacks of a proposal for action. Section 3 presents
the syntax and an axiomatic semantics for the PARMA Action Persuasion Protocol while
Section 4 outlines a denotational semantics for dialogues under the protocol. Section
5 then describes an implementation we have undertaken of the protocol, and Section 6
concludes with a discussion of some of the issues raised and possible future work.

It is important to note that dialogues under our protocol are Persuasion dialogues,
in the influential terminology of Walton and Krabbe [22].2 Both Negotiation dialogues
(which concern the division of some scarce resource) and Deliberation dialogues (which
concern what action to take in some circumstance) in this terminology also concern di-
alogues over action. A key difference between Negotiation and Deliberation dialogues,
on the one hand, and Persuasion dialogues, on the other, is that Persuasion dialogues
commence with at least one participant supporting the proposal for action under discus-
sion (a proposal which may involve not acting). This is not necessarily the case with
Negotiation dialogues or Deliberations, both of which may commence without any en-
dorsement by a participant to any proposed action (or inaction), or, indeed, commence
without any proposal for action before the participants.

2 A Theory of Persuasion over Action

Our focus is on rational interactions between agents engaged in joint practical reasoning,
that is, seeking to agree an action or course of action.We use the word rational in the sense
of argumentation theory, where it is understood as the giving and receiving of reasons
for beliefs or actions [9]. In these interactions, we assume that one agent endorses a
particular action, and seeks to have another agent do the same. This type of dialogue is a
Persuasion dialogue, and our theory permits actions to be proposed, to be attacked, and
to be defended by agents engaged in a Persuasion interaction. For such an interaction,
we first define what it means to propose an action (Section 2.1), then consider rational
attacks on it (Section 2.2), and then rational counter-attacks and resolution (Section 2.3).

2.1 Stating a Position

We give the following as the general argument schema (called AS1)for a rational position
proposing an action:

Argument Schema AS1:
In the Current Circumstances R
we should perform Action A
to achieve New Circumstances S
which will realize some goal G
which will promote some value V.

For current purposes, we need recognize no difference between resolving on a future
action and justifying a past action. Moreover, an action may achieve multiple goals, and

2 Although not Persuasion dialogues in the revised typology of [21].
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each goal may promote multiple values. For simplicity, we assume that the proponent
of an action articulates an argument in the form of schema AS1 for each goal realized
and value promoted. We assume the existence of:

– A finite set of distinct actions, denoted Acts, with elements, A, B, C, etc.
– A finite set of propositions, denoted Props, with elements, p, q, r, etc.
– A finite set of states, denoted States, with elements, R, S, T, etc. Each element of

States is an assignment of truth values {T, F} to every element of Props.
– A finite set of propositional formulae called goals, denoted Goals, with elements G,

H, etc.
– A finite set of values, denoted Values, with elements v, w, etc.
– A function value mapping each element of Goals to a pair < v, sign >, where v ∈

Values and sign ∈ {+, =,−}.
– A ternary relation apply on Acts × States × States, with apply(A, R, S) to be read

as: “Performing action A in state R results in state S.”

The argument schema AS1 contains a number of problematic notions which are not
readily formalized in classical logic. We can, however, see that there are four classical
statements which must hold if the argument represented by schema AS1 is to be valid:

Statement 1: R is the case.
Statement 2: apply(A, R, S) ∈ apply.
Statement 3: S |= G. ( “G is true in state S.” )
Statement 4: value(G) =< v,+ >.

We can represent a position expressed according to AS1 in the following diagrammatic
form:

R
A→ S |= G ↑ v.

The possible attacks on a position presented in the next sub-section may be viewed as
attacking one or more elements of this representation, or the connections between them.

2.2 Attacking a Position

A position proposing an action may be attacked in a number of ways, and we have
identified what we believe is a comprehensive list of rational attacks. In Table 1 we
summarize these attacks, and indicate the number of variants for each. The fourth column
of this table indicates the basis for resolution of any disagreement, which we discuss in
the next subsection. Some attacks (Attacks 1–4) deny the truth or validity of elements
of a position, such as the validity of the inference that S |= G, for a state S and goals
G. A second group of attacks (Attacks 5–7) argue that the same effects can be achieved
by a different action. A third group (Attacks 8–9, 11) argue against the action proposed
because of its undesirable side effects or because of interference with other, preferred,
actions. Attack 10 agrees with the action proposed, but offers different reasons from
those stated in the position. Such an attack may be important in domains, such as legal
reasoning, where the reasons given for actions act as precedents for future decisions.
Finally, the last group of attacks (Attacks 12–15) argue that elements of the stated position
are invalid or impossible, as, for example, when the attacker disagrees that the proposed
action is possible.
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The variants on these attacks follow a pattern. An attacker may simply express dis-
agreement with some aspect of a position, as when an attacker denies that R is the current
state of the world. Beyond this minimalist attack, an attacker may also state an alternative
position to that proposed, for example, expressing not only that R is not the current state
of the world, but also that T is the current state. A full list and description of the attacks
and their variants are given in [1, 5].

Table 1. Attacks on a Proposal for Action

Attack Variants Description Basis of Resolution
1 2 Disagree with the description of the current

situation
Empirical investigation

2 7 Disagree with the consequences of the pro-
posed action

Causal theory

3 6 Disagree that the desired features are part of
the consequences

Logical theory

4 4 Disagree that these features promote the de-
sired value

Social theory

5 1 Believe the consequences can be realized by
some alternative action

Preferences over actions

6 1 Believe the desired features can be realized
through some alternative action

Preferences over actions

7 1 Believe that an alternative action realizes the
desired value

Preferences over actions

8 1 Believe the action has undesirable side effects
which demote the desired value

Causal theory

9 1 Believe the action has undesirable side effects
which demote some other value

Preferences over values

10 2 Agree that the action should be performed, but
for different reasons

Judgment

11 3 Believe the action will preclude some more
desirable action

Preferences over actions

12 1 Believe the action is impossible Empirical investigation
13 2 Believe the circumstances or consequences as

described are not possible
Empirical investigation

14 1 Believe the desired features cannot be realized Social theory
15 1 Disagree that the desired value is worth pro-

moting
Preferences over values

2.3 Responding to an Attack and Resolution

How a proponent of a proposal for action responds to an attack depends upon the nature
of the attack. For those attacks which explicitly state an alternative position, the original
proponent is able to counter-attack with some subset of the attacks listed in Table 1. For
example, if a proponent argues for an action on the grounds that this will promote some
value v, and an attacker argues in response that the proposed action will also demote
some other value w, then the proponent may respond to this attack by arguing that the
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action does not have this effect on w (Attack 4), or that an alternative action can promote
w, or that w is not worth promoting (Attack 15), etc.

Whether or not two participants may ultimately reach agreement on a proposed action
will depend on the participants and on the precise nature of the disagreement. A basis for
any resolution between participants for each type of attack is shown in the fourth column
of Table 1. If the disagreement concerns the nature of the current world-state (Attack
1), for example, then some process of agreed empirical investigation may resolve this
difference between the participants. Alternatively, if the participants disagree over which
value should be promoted by the action (Attacks 9 or 15), then resolution will require
agreement between them on a preference ordering over values. Such resolution may
require other types of dialogue, and some of these interactions have received considerable
attention from philosophers, for example [6, 16, 17]. We leave this topic for another
occasion.

3 The PARMA Protocol

In this section we present the syntax of the PARMA Action Persuasion Protocol together
with an outline of an axiomatic semantics for the protocol. We assume, as in recent work
in agent communications languages [11], that the language syntax comprises two layers:
an inner layer in which the topics of conversation are represented formally, and an outer,
wrapper, layer comprising locutions which express the illocutionary force of the inner
content.

Table 2. Locutions to Control the Dialogue

Locution Pre-conditions Post-conditions

Enter dialogue Speaker has not already uttered enter
dialogue

Speaker has entered dialogue

Leave dialogue Speaker has uttered enter dialogue Speaker has left dialogue
Turn finished Speaker has finished making their

move
Speaker and hearer switch roles so
new speaker can now make a move

Accept denial Hearer has made an attack on an ele-
ment of speaker’s position

Speaker committed to the negation of
the element that was denied by the
hearer

Reject denial Hearer has made an attack on an ele-
ment of speaker’s position

Disagreement reached

The locutions of the PARMA Protocol are shown in the left-most columns of Tables
2–6. These tables also present the pre-conditions necessary for the legal utterance of each
locution under the Protocol, and any post-conditions arising from their legal utterance.
Thus, Tables 2–6 present an outline of an axiomatic semantics for the PARMA Protocol
[19], and imply the rules governing the combination of locutions under the protocol
[13]. We further assume, following [7] and in accordance with recent work in agent
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communications, that a Commitment Store is associated with each participant, which
stores, in a manner which all participants may read, the commitments made by that
participant in the course of a dialogue. The post-conditions of utterances shown in
Tables 2–6 include any commitments incurred by the speaker of each utterance while
the pre-conditions indicate any prior commitments required before an utterance can be
legally made. Commitments in this protocol are dialogical — ie, statements which an
agent must defend if attacked, and may bear no relation to the agent’s real beliefs or
intentions [7].

Table 3. Locutions to Propose an Action

Locution Pre-conditions Post-conditions

State circumstances(R) Speaker has uttered enter dialogue Speaker committed to R
Speaker committed to R ∈ States

State action(A) Speaker has uttered enter dialogue Speaker committed to A
Speaker committed to R Speaker committed to A ∈ Acts
Speaker committed to R ∈ States

State Speaker has uttered enter dialogue Speaker committed to
consequences(A,R,S) Speaker committed to R apply(A,R,S) ∈ apply

Speaker committed to R ∈ States Speaker committed to S ∈ States
Speaker committed to A
Speaker committed to A ∈ Acts

State logical Speaker has uttered enter dialogue Speaker committed to S |= G
consequences(S,G) Speaker committed to R Speaker committed to G ∈ Goals

Speaker committed to R ∈ States
Speaker committed to A
Speaker committed to A ∈ Acts
Speaker committed to ap-
ply(A,R,S) ∈ apply
Speaker committed to S ∈ States

State purpose(G,V,D) Speaker has uttered enter dialogue Speaker committed to (G,V,D)
Speaker committed to R Speaker committed to V ∈ Values
Speaker committed to R ∈ States
Speaker committed to A
Speaker committed to A ∈ Acts
Speaker committed to ap-
ply(A,R,S) ∈ apply
Speaker committed to S ∈ States
Speaker committed to S |= G
Speaker committed to G ∈ Goals

4 A Denotational Semantics

We now outline a denotational semantics for the PARMA protocol, that is a semantics
which maps statements in the syntax to mathematical entities [19]. Our approach draws
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Table 4. Locutions to ask about an Agent’s Position

Locution Pre-conditions Post-conditions

Ask circumstances(R) Hearer has uttered enter dialogue Hearer must reply with state
Speaker has uttered enter dialogue circumstances(R) or
Speaker not committed to circum-
stances(R) about topic in question

don’t know(R)

Ask action(A) Hearer has uttered enter dialogue Hearer must reply with
Speaker has uttered enter dialogue state action(A) or
Speaker not committed to action(A)
about topic in question

don’t know(A)

Ask Hearer has uttered enter dialogue Hearer must reply with state
consequences(A,R,S) Speaker has uttered enter dialogue consequences(A,R,S) or

Speaker not committed to don’t know(A,R,S)
consequences(A,R,S) about topic in
question

Ask logical Hearer has uttered enter dialogue Hearer must reply with state
consequences(S,G) Speaker has uttered enter dialogue logical consequences(S,G) or

Speaker not committed to logical conse-
quences(S,G) about topic in question

don’t know(S,G)

Ask purpose(G,V,D) Hearer has uttered enter dialogue Hearer must reply with state
Speaker has uttered enter dialogue purpose(G,V,D) or
Speaker not committed to pur-
pose(G,V,D) about topic in question

don’t know(G,V,D)

on the semantics proposed by Charles Hamblin for imperative statements [8], which
itself may be viewed as a process theory of causality. The main proponent of such
theories has been Wesley Salmon, whose theory of causal processes “identifies causal
connections with physical processes that transmit causal influence from one spacetime
location to another” [18, p. 191]. Our approach draws on elements of category theory,
namely topos theory. Our reason for using this, rather than (say) a Kripkean possible
worlds framework or a labelled transition system, is that topos theory enables a natural
representation of logical consequence (S |= G) in the same formalism as mappings

between spaces (R
A→ S and G ↑ v). To our knowledge, no other non-categorical

denotational semantics currently proposed for action formalisms permits this.
We begin by representing proposals for action.We assume, as in Section 2.1, finite sets

of Acts, Propositions, States, Goals, and Values, and various mappings. For simplicity,
we assume there are n propositions. Each State may be considered as being equivalent to
the set of propositions which are true in that State, and so there are 2n States. We consider
the space C of these States, with some additional structure to enable the representation
of actions and truth-values. We consider values as mappings from Goals to some space
of evaluations, called S. This need not be the three-valued set Sign = {+, =,−} we
assumed in Section 2.1, although we assume that S admits at least one partial order. The
structures we assume on C, S and between them is intended to enable us to demonstrate
that these are categorical entities [3]. We begin by listing the mathematical entities, along
with informal definitions.
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Table 5. Locutions to Attack Elements of a Position

Locution Pre-conditions Post-conditions

Deny circumstances(R) Speaker has uttered enter dialogue Speaker committed to
Hearer has uttered enter dialogue deny circumstances(R)
Hearer committed to R
Hearer committed to R ∈ States

Deny Speaker has uttered enter dialogue Speaker committed to
consequences(A,R,S) Hearer has uttered enter dialogue deny consequences(A,R,S)

Hearer committed to R ∈ apply
Hearer committed to R ∈ States
Hearer committed to A
Hearer committed to A ∈ Acts
Hearer committed to apply(A,R,S) ∈
apply
Hearer committed to S ∈ States

Deny logical Speaker has uttered enter dialogue Speaker committed to deny
consequences(S,G) Hearer has uttered enter dialogue logical consequences(S,G)

Hearer committed to R S |= G
Hearer committed to R ∈ States
Hearer committed to A
Hearer committed to A ∈ Acts
Hearer committed to apply(A,R,S) ∈
apply
Hearer committed to S ∈ States
Hearer committed to S |= G
Hearer committed to G ∈ Goals

Deny purpose(G,V,D) Speaker has uttered enter dialogue Speaker committed to
Hearer has uttered enter dialogue deny purpose(G,V,D)
Hearer committed to R
Hearer committed to R ∈ States
Hearer committed to A
Hearer committed to A ∈ Acts
Hearer committed to apply(A,R,S) ∈
apply
Hearer committed to S ∈ States
Hearer committed to S |= G
Hearer committed to G ∈ Goals
Hearer committed to (G,V,D)
Hearer committed to V ∈ Values

– The space C comprises a finite collection C0 of objects and a finite collection C1 of
arrows between objects.

– C0 includes 2n objects, each of which may be considered as representing a State. We
denote these objects by the lower-case Greek letters, α, β, γ, . . ., and refer to them
collectively as state objects or states. We may consider each state to be equivalent
(in some sense) to the set of propositions which are true in the state.
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Table 6. Locutions to Attack Validity of Elements

Locution Pre-conditions Post-conditions

Deny initial Speaker has uttered enter dialogue Speaker committed to deny
circumstances exist(R) Hearer has uttered enter dialogue initial circumstances exist(R)

Hearer committed to R ∈ States
Deny action exists(A) Speaker has uttered enter dialogue Speaker committed to deny

Hearer has uttered enter dialogue action exists(A)
Hearer committed to R
Hearer committed to R ∈ States
Hearer committed to A ∈ Acts

Deny resultant state Speaker has uttered enter dialogue Speaker committed to deny
exists(S) Hearer has uttered enter dialogue resultant state exists(S)

Hearer committed to R
Hearer committed to R ∈ States
Hearer committed to A ∈ Acts
Hearer committed to S ∈ States

Deny goal exists(G) Speaker has uttered enter dialogue Speaker committed to deny
Hearer has uttered enter dialogue goal exists(G)
Hearer committed to R
Hearer committed to R ∈ States
Hearer committed to A ∈ Acts
Hearer committed to S ∈ States
Hearer committed to G ∈ Goals

Deny value exists(V) Speaker has uttered enter dialogue Speaker committed to deny
Hearer has uttered enter dialogue value exists(V)
Hearer committed to R
Hearer committed to R ∈ States
Hearer committed to A ∈ Acts
Hearer committed to S ∈ States
Hearer committed to G ∈ Goals
Hearer committed to V ∈ Values

– C1 includes arrows between state objects, denoted by lower case Roman letters,
f, g, h, . . .. If f is an arrow from object α to object beta, we also write f : α → β.
Some arrows between the state objects may be considered as representing actions
leading from one state to another, while other arrows are causal processes (not
actions of the dialogue participants) which take the world from one state to another.
There may be any number of arrows between the same two objects: zero, one, or
more than one.

– Associated with every object α ∈ C0, there is an arrow 1α ∈ C1 from α to α, called
the identity at α. In the case where α is a state object, this arrow may be considered
as that action (or possibly inaction) which preserves the status quo at a state α.

– If f : α → β and g : β → γ are both arrows in C1, then we assume there is an
arrow h : α → γ. We denote this arrow h by g ◦ f (“g composed with f”). In other
words, actions and causal processes may be concatenated.
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– We assume that C0 includes a special object Prop, which represents the finite set of
all propositions. We further assume that for every object α ∈ C0 there is a monic
arrow fα : α → Prop. Essentially, a monic arrow is an injective (one-to-one)
mapping.

– We assume that C0 has a terminal object, 1, ie, an object such that for every object
α ∈ C0, there is precisely one arrow α → 1.

– We assume that C has a special object Ω, and an arrow true : 1 → Ω, called
a sub-object classifier. The object Ω may be understood as the set comprising
{True, False}.

– We assume that S is space of objects over which there is a partial order <i cor-
responding to each participant in the dialogue. Such a space may be viewed as a
category, with an arrow between two objects α and β whenever α <i β. For each
participant, we further assume the existence of one or more mappings v between C

and S, which takes objects to objects, and arrows to arrows. We denote the collection
of all these mappings by V .

The assumptions we have made here enable us to show that C is a category [3], and we

can thus represent the statement R
A→ S, for states R and S, and action A. Moreover,

the presence of a sub-object classifier structure enables us to represent statements of the
form S |= G, for state S and goal G, inside the same category C. This structure we
have defined for C creates some of the properties needed for C to be a topos [3]. Finally,
each space S with partial order <i is also a category, and the mappings v are functors
(structure-preserving mappings) between C and S. This then permits us to represent
statements of the form G ↑ v, for goal G and value v.

We define a denotational semantics for the PARMA Protocol by associating dialogues
conducted according to the Protocol with mathematical structures of the type defined
above. Thus, the statement of a proposal for action by a participant in a dialogue

R
A→ S |= G ↑ v

is understood semantically as the assertion of the existence of objects representing R
and S in C, the existence of an arrow representing A between them, the existence of
an arrow with certain properties3 between Prop and Ω, and the existence of a functor
v ∈ V from C to S. Attacks on this position then may be understood semantically as
denials of the existence of one or more of these elements, and possibly also, if the attack
is sufficiently strong, the assertion of the existence of other objects, arrows or functors.

Thus, our denotational semantics for a dialogue conducted according to the PARMA
Protocol is defined as a countable sequence of triples,

〈C1, S1, V1〉, 〈C2, S2, V2〉, 〈C3, S3, V3〉, . . . ,

where the k-th triple is created from the k-th utterance in the dialogue according to the
representation rules just described. Then, our denotational semantics for the PARMA Pro-
tocol itself is defined as the collection of all such countable sequences of triples for valid

3 This arrow is the characteristic function for the object representing G, and the properties are
that a certain diagram commutes in C.
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dialogues conducted under PARMA. This approach views the semantics of the protocol
as a space of mathematical objects, which are created incrementally and jointly by the
participants in the course of their dialogue together. The approach derives from the con-
structive view of human language semantics of Discourse Representation Theory [10],
and is similar in spirit to the denotational semantics, called a trace semantics, defined for
deliberation dialogues in [14], and the dialectical graph recording the statements of the
participants in the Pleadings Game of Thomas Gordon [4]. We are currently engaged in
specifying formally this denotational semantics in accordance with the outline presented
here.

5 Implementation of the Dialogue Game

We have also implemented the PARMA Action Persuasion Protocol in the form of a Java
program. The program implements the protocol so that dialogues between two human
participants can be undertaken under the protocol, with each participant taking turns to
propose and attack positions uttering the locutions specified above. The program checks
the legality of the participants’ chosen moves by verifying that all pre-conditions for
the move hold. Thus, the participants are able to state and attack each other’s positions
with the program verifying that the dialogue always complies with the protocol. If a
participant attempts to make an illegal move then they are informed about this and given
the opportunity to chose an alternative move. After a move has been legally uttered, the
commitment store of the participant who made the move is updated to contain any new
commitments created by the utterance. All moves, whether legal or illegal, are entered
into the history, which records which moves were made by which participant and the
legality of the move chosen. After a move has been legally made, the commitment store
of the player who made the move is printed to the screen to show all previous com-
mitments and any new ones that have consequently been added. By publicly displaying
the commitment stores in this way each participant is able to see their own and each
other’s commitments. Thus, participants can determine which of their commitments
overlap with those of the other participant, and thereby identify points of agreement.
Conversely, this also allows each participant to identify any commitments of the other
participant in conflict with their own, and thus which commitments are susceptible to
an attack.

Dialogues undertaken via the program can terminate in a number of ways. A par-
ticipant can decide to leave the game by exiting at any time, thereby terminating the
dialogue. A dialogue can also terminate if disagreement about a position is reached.
This occurs when a participant states an element of a position which is is consequently
attacked by the other participant, and the first participant disagrees with the attack. If
the first participant refuses to accept the reasons for the attack then disagreement has
been identified and the dialogue terminates. Dialogues may also reach a natural end with
agreement between the two participants on a course of action. If this occurs, both players
may choose to exit the dialogue.

When a dialogue terminates, whether in agreement or disagreement, the history and
commitment stores of both players are printed on screen and also to a file. The dialogue
may then be analyzed, for example to see which attacks occurred, or how often or how
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successful they were. Such analysis may be useful for a study of appropriate strategies
for dialogue conducted under the protocol. Further details of the implementation can be
found in [2].

6 Conclusions

This paper has presented the syntax and semantics for a novel agent dialogue game
protocol for argument over proposals for action. The protocol, called the PARMA Action
Persuasion Protocol, implements our previous theory of persuasion over actions, which
presents a general argument schema for the advocacy and justification of actions, and so
supports rational discourse over proposed courses of actions. The protocol enables such
persuasive dialogues to be undertaken by autonomous software agents.

There are several avenues we hope to explore in future work. Firstly, we plan to
articulate in detail the axiomatic and denotational semantics we have presented in outline
here. These should be straightforward, if somewhat tedious, exercises. Secondly, we note
that formalisms of actions and their effects have received a great deal of attention inAI, for
example, the situation calculus [15]. We hope to explore the connections between these
formalisms and our approach. Thirdly, we have initially excluded from this schema any
consideration of: time and temporal factors; uncertainty of consequences; or obligations
and moral arguments. We hope to consider these issues in future development of the
PARMA protocol.
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Abstract. We present a denotational semantics for agent deliberation dialogues,
i.e., dialogues over proposed actions, conducted under a broad class of interac-
tion protocols. The semantics uses category-theoretic entities to represent deals
proposed by agents and the preferences they articulate between these. The se-
mantics is constructed jointly and incrementally by the participating agents in the
course of the dialogue, and evolves with the dialogue. We consider properties of
the semantics relating to deals and dialogue termination.

1 Introduction

Over the last two decades, considerable attention has been given to the design of agent
communications languages and interaction protocols, and their semantics. Most of this
attention has focused on the semantics of utterances in agent dialogues, rather than on
the semantics of dialogues or the semantics of dialogue protocols. Speech act theory,
for example, has been used to provide a semantics for individual utterances in the FIPA
Agent Communications Language, FIPA ACL [10]. However, such fixed, pre-defined
utterance-level semantics does not allow for the meaning of utterances to change with the
context of utterance, or for the meaning of utterances to be created by the participants in
the course of dialogue together. Both of these are features of human dialogues [20]. While
it is possible that the semantics of dialogues and dialogue protocols are compositional,
it is not obvious that this is a property of every type of dialogue or protocol.

The contribution of this paper is to present the first formal, denotational semantics for
a particular class of dialogues, namely deliberations. We call this semantics a trace se-
mantics. In the influential typology of human dialogues proposed by Walton and Krabbe
[29], deliberation dialogues involve two or more participants seeking to agree upon an
action or a course of action, actions which may or may not be undertaken by the par-
ticipants. Negotiation dialogues, in the Walton and Krabbe typology, are a special case
of deliberations, when the action(s) under discussion involve(s) the division of some
scarce resource. Both deliberations and negotiations are distinguished from dialogues
over beliefs, such as Information-Seeking dialogues and Mutual Inquiries.
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A deliberation dialogue arises with a need for action in some circumstance. In general
human discourse, this need may be initially expressed in governing questions which are
quite open-ended, as in, What shall we do for dinner this evening? or How should we
respond to the prospect of global warming? Proposals for actions to address the expressed
need may only arise late in a dialogue, after discussion of the governing question, and
discussion of what considerations are relevant to its resolution. When possible courses
of action are proposed, they may be evaluated on a large number of attributes, including:
their direct or indirect costs and benefits; their opportunity cost; their consequences;
their practical feasibility; their ethical, moral or legal implications; their resourcing
implications; their likelihood of realization or success; their conformance with other
goals or strategies; their timing or duration; etc.

Given such complexity and multi-dimensionality, it would be possible to develop
quite complex models for deliberation dialogues, such as those in [11, 15]. Our ap-
proach will be simpler than these. We will assume that the parties to the dialogue are
willing participants, and that resolution of the dialogue requires all parties to agree to
a proposed course of action. We further assume that the participants co-operate suffi-
ciently to commence a dialogue together to achieve this joint agreement, although they
may have mutually-incompatible objectives for the content of the agreement. Each agent
may also withdraw at any time. We will then define (in Section 2) two broad classes of
protocols for deliberation dialogues; our results will apply to any dialogue conducted
under any protocol in the respective class. As will be seen, these results cover many
deliberation and negotiation interactions.

Following the definition of the classes of deliberation protocols, we give in Section
3 some examples of them. Section 4 then presents a denotational semantics for these
protocols. In the theory of programming semantics (e.g., [12]), a denotational semantics
for a programming language assigns an object in a mathematical space to each well-
formed statement in the language syntax. For example, the well-known possible-worlds
(or Kripke) semantics defines a class of relational structures for logical languages con-
taining modal operators. Because mathematics provides us with tools to reason about
mathematical objects, such an assignment can enable us to reason about programming
languages, to study the properties of languages, and to compare one language with an-
other. In this paper, we define a denotational semantics for deliberation dialogues using
the mathematics of category theory. Our formalism attempts to make precise some in-
tuitions about agent interactions presented graphically and informally in recent work
on agent negotiations, for example, [4, 16]. Section 5 will follow the semantics with an
exploration of deal properties, and the paper concludes with a discussion in Section 6.

Why use category theory? Our long-term objective is a formal theory of interaction
protocols which incorporates the protocols and languages studied in the agent commu-
nications community, e.g., [3], and the interaction mechanisms studied in mathematical
economics, e.g., [14]. Existing semantic frameworks do not provide this single theory of
all types of deliberations. For example, as mentioned above, speech act semantics pro-
vides a semantic understanding of individual utterances, but not necessarily of dialogues
or protocols. The real-valued mathematical spaces studied in mathematical economics,
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on the other hand, do not apply to negotiation or deliberation interactions over more
general domains, or where the consequences of outcomes can not be readily quantified.
Because category theory is an abstraction of mathematics itself [21], it is a plausible
candidate to provide the basis for a single, unified framework for these various forms
of deliberation interaction. Such a unified framework would aid understanding of the
differences between protocols and potentially permit the generalization of results about
specific protocols in both agent communications and mathematical economics.

2 Deliberation Protocols

We begin by defining a general class of protocols for deliberation dialogues. We assume
that time is continuous, and isomorphic to the positive real numbers, but that utterances
occur only at integer values, with precisely one utterance made at each integer time-point.
We further assume that these protocols are specified as dialogue games, in accordance
with current research in agent communications protocols, e.g., [23, 25]. In this approach,
the syntax of legal utterances comprises two layers, with the lower, content layer being
wrapped in a higher, speech-act locution.1 We denote participating agents by Pi, for i ∈ I
a positive integer for some finite set I, and locution contents by lower-case letters of the
Greek alphabet. We let L = {α, β, . . .} denote this collection of locution contents, and
each of these represents an action or plan of action to be undertaken following agreement
by the dialogue participants.2 Although not strictly necessary, for ease of presentation,
we assume the first field in the content of utterances is the integer time t of the utterance,
and the second field in the content is an identifier Pi of the agent uttering the locution.

Definition 1: Class D: General Deliberation Dialogue Protocols
An agent interaction protocol is a member of the class of General Deliberation Dialogue
Protocols (denoted D) if it satisfies these five conditions:

Condition 1: General Locutions
The protocol contains locutions for participants to initiate, enter and withdraw from the
protocol, such as those defined in other recent dialogue game protocols, e.g., [22]. We
assume the syntax of the withdrawal illocution is WITHDRAW(t, Pi).

Condition 2: Specific Locutions
The protocol contains three locutions of the following form:

2.1 PROPOSE(t, Pi, α), which enables the speaker, agent Pi, to propose the deal α.
We further assume that utterance of PROPOSE(t, Pi, α) by a speaker expresses a
willingness of the speaker Pi to accept the proposal α at the time t of utterance.

2.2 ACCEPT(t, Pi, α), which indicates to the hearer that the speaker, agent Pi, wishes to
accept the deal α, which has been the subject of a prior PROPOSE(s, Pj , α) locution
by some agent Pj (possibly Pi), and with s < t.

1 The FIPA ACL uses the same two-layer syntax [10].
2 For example, the contents in L may represent commitments, as in [27].
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2.3 PREFER(t, Pi, α, β), which indicates to any hearers that the speaker, agent Pi,
prefers proposal β to proposal α.3

Condition 3: Combination Rules
The three locutions listed in Condition 2 are subject to the following combination rules:

3.1: The instantiated locution ACCEPT(t, Pi, α) can only be legally uttered if there has
been a prior utterance of PROPOSE(s, Pj , α) by some agent Pj at some time s < t.

3.2: The instantiated locution PREFER(t, Pi, α, β) may only be legally uttered if there
have been prior utterances of PROPOSE(s1, Pj , α) and PROPOSE(s2, Pk, α) by
some agents Pj and Pk at some times s1, s2 < t.

3.3 The protocol has a voting rule indicating when an agreement is reached on an action,
and this results in the termination of the dialogue and execution of the action, called
the deal. For example, for unanimous agreement, the rule could be as follows: If there
is a proposal α such that all participants Pi have uttered either PROPOSE(t, Pi, α)
or ACCEPT(t, Pi, α), then the dialogue ends immediately, with the participants
agreeing to execute the action or action plan represented by the deal α.

Condition 4: Transitivity of Preferences
Expressed participant preferences are transitive, i.e. utterance of the following two lo-
cutions at any times t and t + k in a dialogue

PREFER(t, Pi, α, β)
PREFER(t + k, Pi, β, γ)

entitles a hearer to infer the following relationship:
PREFER(t + k, Pi, α, γ).

Condition 5: Reflexivity of Preferences
Participant preferences are reflexive, i.e. for every deal α, every speaker Pi is able to
utter:

PREFER(t, Pi, α, α). �

In the remainder of this paper, we will assume that unanimous agreement (Condition
3.3) is required for a deal. Conditions 4 and 5 are required for the resulting mathematical
structure to be a category. Note that we do not assume that every participant is able
to express a preference between any two proposals. At any given time, a participant
may prefer one proposal to a second, or may prefer the second to the first, or may be
indifferent between them, or may not yet have determined its preference between them.

Definition 2: Class DM : Monotonic Deliberation Dialogue Protocols
We also define a sub-class of class D, called Class DM , Monotonic Deliberation Dia-
logue Protocols, which satisfy all five conditions above, in addition to:

3 Note that preference is not the same as private welfare: an agent may prefer one outcome to
another even though the first outcome makes the agent personally worse off. In other words, an
agent’s preferences may incorporate social aspects of its utility.
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Condition 6: Monotonicity of Proposals
Assume α �= β are two non-identical proposals. If participant Pi utters the locution
PROPOSE(s, Pi, α) in a dialogue, and, later in the same dialogue, utters the locution
PROPOSE(t, Pi, β), hearers are entitled to infer that participant Pi prefers proposal α
to proposal β. In other words, for integers s < t, the sequence

PROPOSE(s, Pi, α)
...
PROPOSE(t, Pi, β)

is equivalent to the sequence:
PROPOSE(s, Pi, α)
...
PROPOSE(t, Pi, β)
PREFER(t + 1, Pi, β, α). �

Dialogues undertaken using protocols from Class DM require that agents utter new
proposals that are less preferred by themselves than any of their own previous proposals.

3 Examples

In this section we present some examples of common deliberation interactions expressed
in the syntax of Section 2.

Example 1: Open-Cry Dutch Auction. A Dutch auction has a single potential seller of
an item interacting with multiple potential buyers. The seller (or an auctioneer, acting on
the seller’s behalf) shouts successively decreasing selling prices until a buyer indicates a
willingness to purchase the item at the most-recently quoted price. Using the illocutions
given in Definition 1, a dialogue for a Dutch auction would have the following general
form, where each successive proposed price, price-p, is lower than the one before it,
price-(p-1):

PROPOSE(1, seller, sell-item-at-price-1)
PROPOSE(2, seller, sell-item-at-price-2)
...
PROPOSE(s, seller, sell-item-at-price-s)
ACCEPT(s+1, buyer-k, sell-item-at-price-s).

The dialogue then terminates, with buyer-k executing a transaction with seller at
price-s. �

Because proposed prices are descending, this is an example of a monotonic protocol.
Provided the other conditions are satisfied (i.e., Conditions 1, 3–5), then the Dutch
Auction protocol would be a member of Class DM . Note that the syntax presented here
is similar to the specification given by FIPA for these auctions [9].
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Example 2: Open-Cry English Auction. In an English auction a single potential seller
of an item interacts with multiple potential buyers. The seller (or an auctioneer) shouts
successively increasing prices, and buyers indicate their willingness to accept these.
As prices rise, fewer buyers indicate acceptance. The item is sold to the last-remaining
buyer for the most recent price. Using the illocutions given in Definition 1, a dialogue
for an English auction would have the following general form, where each successive
proposed price, price-p, is higher than the one before it, price-(p-1):

PROPOSE(1, seller, sell-item-at-price-1)
ACCEPT(2, buyer-h, sell-item-at-price-1)
ACCEPT(3, buyer-i, sell-item-at-price-1)
...
ACCEPT(n1, buyer-j, sell-item-at-price-1)

PROPOSE(n1+1, seller, sell-item-at-price-2)
...
PROPOSE(s, seller, sell-item-at-price-s)

ACCEPT(s+1, buyer-k, sell-item-at-price-s).
The dialogue then terminates, with buyer-k executing a transaction with seller at
price-s. �

The English auction protocol is not monotonic in the sense of Definition 2, but is in class
D if Conditions 1, 3–5 hold.

Example 3: Monotonic Concession Protocol (MCP) Zeuthen [26, 32] described a ne-
gotiation process in which two parties each make successive proposals to one another.
At each proposal, the other party can either accept the proposal, or make a counter-
proposal, or withdraw. For each participant, every subsequent proposal after its first
must concede something to the opponent. Thus, relative to the most recent proposal
made by a participant, the next proposal made by that same participant could be no
more attractive to that participant and no less attractive to the other participant. �

If we assume we can map “attractiveness” onto preferences in the obvious way, then the
MCP is an example of a protocol in class DM , provided Conditions 1, 3–5 hold.

4 Trace Semantics

We now define a denotational semantics, which we call a trace semantics, for dialogues
conducted using protocols in Class D, using concepts from Category Theory [21]. As-
sume G ∈ D is a deliberation protocol in D. Let P = {P1, . . . , Pn} be a finite set of n
distinct agents, engaged in a deliberation dialogue conducted in accordance with proto-
col G, with L = {α, β, . . .} the topics of the dialogues (i.e., the contents of locutions).
We let g1, g2, . . . denote dialogues — sequences of instantiated locutions — conducted
by P under protocol G. We denote the agent index set {1, . . . , n} by I. For each agent
Pi, i ∈ I, we assume there exists two sequences of mathematical categories:4

4 We use the letter C for the public stores, since these are inspired by the Commitment Stores of
dialogue games [29]; we use M for the private stores, since these embody mentalistic notions.
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– Each Ct
i , with t a non-negative integer, is called the public proposal store of agent

Pi at time t, and contains objects corresponding to the proposals presented by agent
Pi up to and including time t in the dialogue.

– Each Mt
i, with t a non-negative real number, is called the private proposal store

of agent Pi at time t. Agent Pi is assumed to commence the deliberation dialogue
with private proposal storeM0

i , which may be empty. This store contains proposals
which agent Pi is considering at time t, but may not yet have revealed to the dialogue.

These categories are constructed by the following trace-semantics rules, linking dialogue
statements to objects and arrows in the appropriate categories. In all categories, we
label those objects corresponding to proposed deals with lower-case Greek letters, while
certain other objects have mnemonic labels; arrows are labelled with lower-case Roman
letters. An object labelled θk may be understood as the action (or course of action) θ to
be agreed and executed at time k. Arrows are used to indicate preferences, with the arrow
pointing to the more-preferred object. Time-stamping in this way allows us to model an
agent’s preferences between the same action agreed at different times. We first list the
rules for the public stores:

TS1: Each agent Pi begins the dialogue with a public proposal store C0
i which is empty.

TS2: An utterance of the locution PROPOSE(t, Pi, α) by an agent Pi at integer time t
results in an object labelled αt, corresponding to the execution of α at time t, being
inserted into the public proposal store Ct

i of Pi.
TS3: An utterance of the locution ACCEPT(t, Pj , α) by an agent Pj at integer time t

results in an object labelled αt, corresponding to the execution of α at time t, being
inserted in the public proposal store Ct

j of Pj .
TS4: For each agent Pi and for all times t ≥ 0, every object θk in the public proposal

store Ct
i of Pi has associated to it an identity arrow idθk : θk → θk. This rule

encodes Condition 5.
TS5: An utterance of the locution PREFER(t, Pi, α, β) by an agent Pi at integer time t

results in an arrow from the object corresponding to αt to the object corresponding
to βt being inserted into the public proposal store Ct

i of Pi.
TS6: An utterance of the locution PREFER(s, Pi, α, β) by an agent Pi at integer time s

following at a later integer time t by an utterance of the locution PREFER(t, Pi, β, γ)
results in an arrow from the object corresponding to αs to the object corresponding to
γt being inserted into the public proposal store Ct

i of Pi. This rule encodes Condition
4.

TS7: For protocols in class DM , the utterance by an agent Pi of the two locutions
PROPOSE(s, Pi, α) and PROPOSE(t, Pi, β), with integer times s < t, creates an
arrow in the public proposal store Ct

i of Pi from every object corresponding to βt

to the object corresponding to αs. This rule encodes Condition 6.
TS8: An object inserted at time s in a public proposal store remains in the store for all

times t ≥ s. An arrow a from object α to object β inserted at time s in a public
proposal store remains in the store for all times t ≥ s unless and until an arrow b is
inserted from object β to object α. The presence of an arrow a : α → β between two
distinct objects α and β in a public proposal store means there is no arrow b : β → α
in that store.
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We now list the rules for the private stores:

TS9: Each agent Pi begins the dialogue with a private proposal store M0
i (which may

be empty).
TS10: An utterance of the locution PROPOSE(t, Pi, α) by an agent Pi at integer time

t means that there exists ε > 0 such that an object corresponding to αt is in the
private proposal store Mt−ε

i of Pi at time t− ε.
TS11: An utterance of the locution PROPOSE(t, Pi, α) by an agent Pi at integer time t

results in an object corresponding to αt being inserted in the private proposal store
Mt

j of agent Pj , for every j �= i.
TS12: For each agent Pi and each time t ≥ 0, every object θk in the private proposal

stores Mt
i of Pi has associated to it an identity arrow idθk : θk → θk.

TS13: For every agent Pi and every time t > 0, the private proposal store Mt
i has a

distinguished object, called NDt
i , intended to represent “No Deal”.

TS14: For every agent Pi and every time t > 0, the private proposal store Mt
i has

a distinguished object, called FP t
i , an abbreviation for “Future Prospects at t”,

intended to represent the valuation at time t by agent Pi of all possible future deals,
allowing for the estimation by the agent of any uncertainty in their achievement.5

TS15: An utterance of the locution PREFER(t, Pi, α, β) by an agent Pi at integer time
t means that there exists ε > 0 such that there is an arrow from the object corre-
sponding to αt to the object corresponding to βt in the private proposal storeMt−ε

i

of Pi at time t− ε.
TS16: An utterance of the locution PREFER(s, Pi, α, β) by an agent Pi at integer time s

following at a later integer time t by an utterance of the locution PREFER(t, Pi, β, γ)
means that there exists ε > 0 such that there is an arrow from the object correspond-
ing to αt to the object corresponding to γt in the private proposal store Mt−ε

i of Pi

at time t− ε.
TS17: For every agent Pi and every time t ≥ 0, whenever there are arrows a : α → β

and b : β → γ in the private proposal storesMt
i then there is also an arrow c : α → γ

in Mt
i.

TS18: For protocols in class DM , the utterance by an agent Pi of the two locutions
PROPOSE(s, Pi, α) and PROPOSE(t, Pi, β), with integer times s < t means that
there exists ε > 0 such that there is an arrow from the object corresponding to βt

to the object corresponding to αs in the private proposal store Mt−ε
i of Pi at time

t− ε.
TS19: The presence of an arrow a : α → β between two distinct objects α and β in a

private proposal store means there is no arrow b : β → α in that store.

The rules for the private stores (TS9–TS19) create a mathematical model of the private
states of the participating agents. It is important to note that agents may not necessarily
conform to this model in their actual decision processes when engaged in delibera-
tion dialogues. In any case, such conformance would be in general unverifiable [30].
Rule TS17 corresponds to an assumption that the private preferences of each agent are

5 Thus, for an agent engaged in utility-maximizing behavior, FP t
i would represent its estimated

maximum expected utility, evaluated at t, of all future deals believed possible by the agent Pi.
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transitive. Note that we make no assumption that an agent’s preferences are fixed or
pre-determined. Thus, objects may enter and leave the private proposal stores of the par-
ticipants throughout a dialogue, and arrows likewise may change. In other words, there
is no assumed relationship between Ms

i and Mt
i, for s �= t. We believe this captures

nicely the notion that agents may have resource-constraints on their processing powers,
and so they may not consider all options at all times throughout an interaction.

Using these rules, we now define a denotational semantics for dialogues conducted
under protocols in class D:

Definition 3: Given a finite set of agents P , a collection of locution contents L, and
a deliberation dialogue protocol G ∈ D, we define the Deliberation Trace Semantics,
or Trace Semantics, of a dialogue g undertaken by P about topics in L according to
protocol G by the pair:

〈C,M〉
where C = {Ct

i | i ∈ I, t ∈ Z+ ∪ {0}} is a collection of public proposal stores for
each agent in the dialogue, created according to rules TS1–TS8, and M = {Mt

i | i ∈
I, t ∈ R+∪{0}} is a collection of private proposal stores for each agent in the dialogue,
created according to Rules TS9–TS19. We also call 〈M, C〉 a deliberation trace of P,L
and G, denoted:

〈C,M〉 |= (P,L, G). �

Proposition 1: Each element of C and M is a category.

Proof. A category contains zero or more objects and zero or more arrows between ob-
jects, subject to two conditions: (a) from each object to the same object there is an identity
arrow; and (b) if there exists an arrow between objects α and β and between objects β
and γ, then there exists an arrow between objects α and γ [21]. These conditions are
guaranteed by Rules TS4 and TS6 respectively, in the case of elements of C, and Rules
TS12 and TS16 respectively, in the case of elements of M. �

It is easy matter to demonstrate consistency of the trace semantics with respect to delib-
eration dialogues in D.

Proposition 2: (Consistency) For any finite set of agents P , any collection of locutions
L and any dialogue protocol G ∈ D, there is a trace semantics 〈C,M〉 such that
〈C,M〉 |= (P,L, G).

Proof. This is straightforward from the rules of construction above. �

We can also demonstrate completeness of the trace semantics with respect to deliberation
dialogues inD. For this, we must confine attention to collections of categories satisfying
the properties implied by rules TS1–TS19.

Proposition 3: (Completeness) Suppose the two collections of categories 〈C,M〉, with
C = {Ct

i | i ∈ I, t ∈ Z+ ∪ {0}} and M = {Mt
i | i ∈ I, t ∈ R+ ∪ {0}}, have the

following properties:
(a) I is finite.
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(b) C0
i = ∅, ∀i ∈ I.

(c) Each Ct
i is isomorphic to a subcategory of Mt

i, ∀i ∈ I and ∀t ∈ Z+ ∪ {0}.
(d) Each category Mt

i has at most a countable number of objects, ∀i ∈ I and ∀t ∈
R+ ∪ {0}.
(e) Every object and arrow of Cs

i is also an object and arrow of Ct
i , ∀s ≤ t integers and

∀i ∈ I.
(f) There is at most one arrow between any two distinct objects in each category in the
two collections 〈C,M〉.
(g) The total combined number of objects and arrows in the union of categories

⋃
I Ct

i

is at most t, ∀t ∈ Z+ ∪ {0}.
Then there is a dialogue g undertaken by a finite set of agents P , about a collection
of topics L according to a dialogue protocol G ∈ D, for which 〈C,M〉 is the trace
semantics of (P,L, G).

Proof. [Outline] Assign a distinct agent identifier Pi to each i ∈ I. Starting with t = 1,
and then for each successive integer value of t, label the objects and arrows of

⋃
I Ct

i as
follows: α(1)t

i, α(2)t
i, . . . and a(1)t

i, a(2)t
i, . . . etc. Do this only for objects and arrows

on their first appearance in each sequence, i.e., for the smallest value of t in which
the object or arrow appears. Thus the objects and arrows are indexed both by a count
(in parentheses) and by the category Ct

i in which they first appear. It is then possible to
construct a dialogue between the agents using the illocutions of Definition 1, instantiated
with these labels. One can readily show that this dialogue is conducted according to the
rules of a protocol which is a member of class D. �

5 Deals

In this section we consider some of the circumstances of deal agreement. Throughout,
we are assuming a finite set of agents P , a collection of locution contents L, and a
deliberation dialogue protocol G ∈ D, for the class D defined earlier. For simplicity,
when agents are willing to accept a proposal, we ignore the time taken for each of them to
express this acceptance. Since some properties depend on the nature of the participants,
we first need to define a class of agents.

Definition 4: A serious agent Pi has the following three properties:

S1: Pi utters WITHDRAW(s, Pi) iff
∀t > s, ∀βt ∈Ms

i , and ∀αs ∈Ms
i , there exist arrows αs → NDs and βt → NDs

in Ms
i .

S2: Pi utters PROPOSE(s, Pi, α) iff
∃αs ∈Ms

i , such that
(i) Ms

i has an arrow NDs → αs, OR
(ii) ∃t > s and βt ∈Ms

i with arrows αs → βt and NDs → βt.
S3: Pi utters ACCEPT(s, Pi, α) iff

∃αs ∈Ms
i , such that ∀t > s and ∀βt ∈Ms

i there are arrows NDs → αs, βt → αs

and βt → NDs in Ms
i . �
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We intend these conditions to permit agents to be insincere, i.e., to propose deals they do
not wish to accept, but not to be capricious or whimsical. Condition S2(ii), for example,
permits an agent to propose a deal αs at time s with the strategic intention of agreeing a
more preferred deal βt at some future time t in the dialogue. This property enables the
two following results, whose proofs are straightforward from Definitions 1, 3 and 4.

Proposition 4: Let αu be a deal agreed at time u, according to the voting rule of
Condition 3.3. Suppose all participating agents are serious. Then ∀i ∈ I,∃ti < u such
that αu ∈Mti

i and ∃s with maxI{ti} ≤ s ≤ u such that ∀i ∈ Iαu ∈ Cs
i . �

Proposition 5: Let αu be a deal agreed at time u, according to the voting rule of Condi-
tion 3.3. Suppose all participating agents are serious. Then, ∀i ∈ I,∃si ≤ u such that
∀t ∈ (si, u], there is no arrow αu → NDu

i in Mt
i and, ∀v > u and ∀βv ∈Mt

i, for βv

possibly the same as αv , there is no arrow αu → βv . �

Proposition 4 says that, for serious agents, deals must have been considered prior to
proposal or acceptance, and must appear in the public stores of all agents before a deal
is reached. Proposition 5 says that, again for serious agents, a proposal cannot become
a deal at some time point if an agent prefers no deal to that proposal, or prefers some
future proposal to that deal. We now define a notion of Pareto-Optimality in our semantic
framework.

Definition 5: A proposal αt is said to be Pareto-Optimal at time t iff ∀βt ∈
⋃

I Ct
i , with

βt �= αt, ∃j ∈ I such that it is not the case that there is an arrow αt → βt in Ct
j . �

In other words, a proposal is Pareto-Optimal at time t precisely when, for every alternative
proposal presented by this time, there is at least one participant who has not yet described
the alternative proposal as preferred. Thus, the definition only concerns publicly-known
proposals, and only those which have been uttered up to the time of consideration.
Definition 5 is therefore a constructive definition of Pareto-Optimality. We are able to
demonstrate the following result regarding deliberations between two parties using a
monotonic deliberation protocol:

Proposition 6: Let I = {1, 2} index two serious agents engaged in a deliberation
dialogue using a monotonic protocol G ∈ DM . Suppose that the rules of G require
that an agent Pi may only utter ACCEPT(t, Pi, α) for the most recent proposal of agent
Pj , j �= i. Let α be a deal agreed at time t. Then the following are equivalent:

– α is Pareto-Optimal at time t.
– If β ∈ Ct

1
⋃
Ct
1 is any other proposal, distinct from α, then if ∃s1 ≤ t with the arrow

α → β contained in Ms1
i , then ∃s2 ≤ t with the arrow β → α contained in Ms2

j ,
for i �= j, and i, j ∈ I.

Proof. (=⇒) The result follows, with some care, from Definitions 2, 4 and 5. (⇐=)
Straightforward from Definition 5. �
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We may use Proposition 6 to generate a corollary regarding Zeuthen’s Monotonic Con-
cession Protocol (Example 3 in Section 3), provided that we can map “attractiveness”
onto preferences in the obvious manner.

Proposition 7: Suppose α is a deal agreed at time t by two serious agents using the
MCP. Then, α is Pareto-Optimal at t.

Proof. Straightforward from Proposition 6 and Definition 4. �

This proposition generalizes a result of Harsanyi [13] regarding the MCP. Our definitions
of agent strategies (i.e., that agents are serious, Definition 4), of the protocol (Definition
2) and its semantics (Definition 3), and of Pareto-Optimality (Definition 5) are all more
general than has usually been the case in economics. We conjecture that a version of
Proposition 6 also holds with more than two participants; however, we have not yet
identified the conditions under which this conjecture is true.

6 Discussion

The research reported here is original. The only previous work relating category theory
with argumentation was Ambler’s categorical semantics for static, monolectical (one-
party) argument over beliefs [2]; in contrast, our work concerns dynamic, dialectical
(multi-party) argument over possible actions. Within economics, the study of negoti-
ation mechanisms has a long history; however, mathematical economics, even when
undertaken by mathematicians, has not sought to find the most general mathematical
representation for these mechanisms, but confined attention to real spaces, e.g. [5, 14].
Even in the one publication known to us where category theory was applied in mathemat-
ical economics [28], categorical methods were used to prove a result about real spaces.
Our semantics is not confined to real-valued proposals, nor to those denominated in
prices. In any case, the problem of defining semantics for interaction mechanisms — a
very important problem for computer science — has not been considered in economics.

Within theoretical computer science, category theory has been applied to the devel-
opment of game semantics for interaction, e.g., [1]. That work views interactions more
abstractly than the specific deliberation dialogues of interest to us, and has not treated
semantic structures as objects created and manipulated by participants in an interaction.
Moreover, it has only considered very simple sets of illocutions, such as questions and
answers. Finally, within category theory itself, little attention appears to have been given
to sequences of categories indexed by time. The only such structures known to us are the
Memory Evolutive Systems of [7], designed to model emergent phenomena in complex
adaptive systems, such as ecologies; these structures are monotonic over time, which is
not true in our case.

An obvious question in response to this paper is: Why not Kripke semantics? Our
reason for proposing a categorical rather than Kripkean semantic framework is that our
focus in deliberation is on preferences between alternative outcomes, rather than on the
outcomes themselves. For example, a rational agent choosing between: (a) accepting a
proposal; (b) suggesting an alternative proposal; or (c) withdrawing from the dialogue;
would make its decision on the basis of its preferences between these options. Category
theory, because it emphasizes arrows not objects, is better suited to a formalization of such
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preference relationships.6 In addition, categories provide greater scope for generalization
than do Kripke frames, and have available a richer and more sophisticated mathematical
theory. In particular, the category-theoretic treatment of the differential calculus [19]
potentially means that a single categorical theory of agent interactions could model both
argumentation interactions and economic transactions.

This paper has revealed a garden we believe to be profuse with interesting flora.
Much work remains to study and exploit these delights, however. In future work we plan
to explore, firstly, categorical definitions of other dialogue properties, such as other types
of outcomes [8]. Secondly, we aim to consider the similarity of protocols. Our long-term
objective is a formal, semantic classification of protocols to complement the preliminary
classifications in [18, 24]. This should help to better understand protocol properties, such
as the computational complexity of dialogues under specific protocols [6, 31]. Finally,
we plan to re-visit Condition 4, the assumption of transitivity of preferences. It may be
possible to do without this assumption if we map non-transitive preferences to one or
more arrows representing “illegal” compositions, as in [17].
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Abstract. Argumentation-based techniques are being increasingly used to con-
struct frameworks for flexible negotiation among computational agents. Despite
the advancements made to date, the relationship between argument-based nego-
tiation and bargaining frameworks has been rather informal. This paper presents
a preliminary investigation into understanding this relationship. To this end, we
present a set of negotiation concepts through which we analyse both bargaining and
argumentation-based methods. We demonstrate that if agents have false beliefs,
then they may make decisions during negotiation that lead them to suboptimal
deals. We then describe different ways in which argument-based communication
can cause changes in an agent’s beliefs and, consequently, its preferences over
contracts. This enables us to demonstrate how the argumentation-based approach
can improve both the likelihood and quality of deals.

1 Introduction

Negotiation is a form of interaction in which a group of agents, with conflicting interests
and a desire to cooperate, try to come to a mutually acceptable division/exchange of
scarce resources [22]. Resources can be commodities, services, time, etc.; in short,
anything that is needed to achieve something. Resources are “scarce” in the sense that
not all competing claims over them can be simultaneously satisfied.

Frameworks for automated negotiation have been studied analytically using game-
theoretic techniques [19] as well as experimentally [4, 6, 10]. Most such negotiation
frameworks are focused on bargaining, in which the main form of interaction is the
exchange of potential deals, i.e., potential allocations of the resources in question.

Recently, it has been proposed that mechanisms for argumentation can be used
to facilitate negotiation among computational agents. These mechanisms attempt to
overcome some of the limitations of bargaining-based frameworks by allowing agents
to exchange additional information, or to “argue” about their beliefs and other internal
characteristics, during the negotiation process. This process of argumentation allows
an agent to justify its negotiation stance; and/or influence another agent’s negotiation
stance [9].
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Existing literature on argumentation-based negotiation can be roughly classified into
two major strands: (i) attempts to adapt dialectical logics for defeasible argumentation
by embedding negotiation concepts within these [1, 15, 20]; and (ii) attempts to extend
bargaining-based frameworks by allowing agents to exchange rhetorical arguments, such
as promises and threats [11, 18].1

Despite the advances made to date, the relationship between argument-based nego-
tiation and bargaining frameworks has been rather informal [9]. This paper presents a
preliminary investigation into understanding this relationship. To this end, we present
a set of negotiation concepts through which we analyse both bargaining and argument-
based methods. We demonstrate that if agents have false beliefs, then they may make
decisions during negotiation that lead them to suboptimal deals. We then describe dif-
ferent ways in which argument-based communication can cause changes in an agent’s
beliefs and, consequently, its preferences over contracts. This enables us to demonstrate
how the argumentation-based approach can improve both the likelihood and quality of
deals.

The paper advances the state of the art in two ways. First, it provides a step to-
wards a more systematic comparison of argument-based and bargaining-based negoti-
ation frameworks. Second, by making the link between belief change and preference
change more explicit, we pave the way for the study of negotiation strategies within
argument-based frameworks.

The paper is organised as follows. In the next section, we provide a conceptual
framework which enables us to capture key negotiation concepts. We use these concepts
in section 3 to show how bargaining works and demonstrate how it can lead to suboptimal
outcomes. In section 4, we present an abstraction of a class of argument-based negotiation
frameworks. We show different ways in which preferences can change due to changes
in beliefs, and draw some comparisons with bargaining. We then conclude in section 5.

2 A Conceptual Framework for Negotiation

In this section, we set up the scene for the rest of the paper by formalising the main
concepts involved in negotiation.

2.1 Agents and Plans

We have two autonomous agents A and B sharing the same world, which is in some
initial state s ∈ S, where S is the set of all possible world states. Each agents might,
however, believe it is in a different state from s, which can influence its decisions.

To get from one state s1 to another s2, agents execute actions. An action α ∈ A,
where A is the set of all possible actions, moves the world from one state to another;
hence it is a function α : S → S. We assume that actions are deterministic, and that the
world changes only as a result of agents executing actions.2

1 For a comprehensive review, the reader may refer to the forthcoming review article [17].
2 We concede that this treatment of actions is rather simplistic. We made this choice deliberately

in order to simplify the analysis.
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Definition 1. (Plan) A one-agent plan or simply plan P to move the world from state s1
to s2 is a finite list [α1, . . . , αn] of actions such that s2 = αn(αn−1(. . . α1(s1) . . . ))

We denote by P the set of all possible plans. And we denote by s1 |= [P ]s2 that if the
world is in state s1, then executing plan P moves the world to state s2.

What we have just defined is the objective action operators specification, i.e., how
the world actually changes as a result of executing actions. Agents, however, might
have possibly incomplete or incorrect beliefs about how the world changes as a result of
executing actions. We therefore assume each agent i has its own mapping αi : S∪{?} →
S∪{?} for each action, such that always αi(?) =?. If αi

x(s1) =?, then we say that agent
i does not know what state action αx results in if executed in state s1. The expression
s1 |=i [P ]s2 means that agent i believes executing plan P in state s1 results in state
s2. Moreover, the expression s1 |=i [P ]? means that agent i does not know what state
results from executing plan P in state s1.

Agents can evaluate actions and plans based on their costs.

Definition 2. (Cost of Action) The cost of action α for agent i ∈ {A, B} is defined
using an action cost function Cost : {A, B} × A → R+, which assigns a number to
each action.

Definition 3. (Cost of Plan) The cost of plan P ∈ P to agent i is defined using a plan
cost function

Cost : {A, B} × P → R+ such that Cost(i, P ) =
∑
α∈P

Cost(i, α)

Unlike the case with action operators, where agents can have incorrect beliefs about the
results of actions, we assume each agent has accurate knowledge about how much each
action costs him/her. However, an agent may not know how much an action would cost
another agent (i.e., we only assume each agent i knows accurately what Cost(i, α) is for
each α).

Each agent i ∈ {A, B} has a set of desires Di ⊆ D, where D is the set of all
possible desires. These desires are formulae in propositional logic or closed formulae
in first-order logic (i.e., with no free variables). We say that a world state s satisfies a
desire d if s |= d, where |= is an appropriate semantic entailment relation.

Definition 4. (Worth of Desire) The worth of desire d for agent i is defined using a
desire worth function Worth : {A, B} × D → R+, which assigns a number to each
desire.

Definition 5. (Worth of State) The worth of state s ∈ S to agent i is defined using a
state worth function

Worth : {A, B} × S → R+ such that Worth(i, s) =
∑
s|=d

Worth(i, d)

As with costs, each agent knows precisely what each desire is worth to him/her. Also, an
agent may not know how much a desire is worth to another agent (i.e., we only assume
each agent i knows accurately what Worth(i, s) is).
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We can now define the utility of a plan for an agent given it is in a particular state.
We distinguish between the objective and perceived utility. The objective utility denotes
the ‘actual’ gain achieved by the agent based on the actual resulting state (i.e., according
to the objective action operators definition). The perceived utility, on the other hand, is
the utility the agent ‘thinks’ it would achieve from that plan, based on what it believes
the resulting state is.

Definition 6. (Utility of Plan) The utility of plan P for agent i from state s1 is defined
as:

Utility(i, P, s1) = Worth(i, s2)− Cost(i, P ) where s1 |= [P ]s2

Definition 7. (Perceived Utility of Plan) The perceived utility of plan P for agent i
from state s1 is defined as:

Utility i(i, P, s1) = Worth(i, s2)− Cost(i, P ) where s1 |=i [P ]s2

Definition 8. (Best Plan) The best plan for agent i from state s1 is a plan P =
BestP(i, s1) such that Utility(i, P, s1) ≥ Utility(i, P ′, s1) for all P ′ �= P

Definition 9. (Perceived Best Plan) The perceived best plan for agent i from state s1
is a plan P = BestP i(i, s1) such that Utility i(i, P, s1) ≥ Utility i(i, P ′, s1) for all
P ′ �= P .

2.2 Contracts and Deals

So far, we have outlined how an agent can individually achieve its desires through the
execution of plans. An agent might also be able to achieve its desires by contracting
certain actions to other agents. Since agents are self-interested, they would only perform
actions for one another if they receive something in return (i.e., if they get actions done
for them, resulting in achieving their own desires). A specification of the terms of such
exchange of services is a contract.

Definition 10. (Contract) A contract Ω between agents A and B is a pair (PA, PB) of
plans, and a schedule, such that Pi, i ∈ {A, B} is the part of the contract to be executed
by agent i according to the schedule.

A schedule is a total order over the union of actions in the two one-agent plans. As with
one-agent plans, we denote by s1 |= [Ω]s2 that if the world is in state s1, then executing
the contract Ω moves the world to state s2. Similarly, the perceived result of the contract
by agent i is denoted by s1 |=i [Ω]s2. We denote by C the set of all possible contracts.
We now define the cost of a contract to an agent.

Definition 11. (Cost of Contract) The cost of contract Ω = (PA, PB) for agent i ∈
{A, B} is the cost of i’s part in that contract; i.e., Cost(i, Ω) = Cost(i, Pi).

We define the contract’s objective and perceived utilities, denoted Utility(i, Ω, s1) and
Utility i(i, Ω, s1), and the best contract and best perceived contract, denotedBestC (i, s1)
and BestC i(i, s1), analogously to plans above.

We can now define the set of contracts acceptable to an agent.
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Definition 12. (Individual Rational Contract) A contract Ω = (PA, PB) is individual
rational, or simply acceptable, for agent i in state s if and only if Utility(i, Ω, s) ≥
Utility(i,BestP(i, s), s).

A perceived individual rational contracts is defined similarly using perceived utilities.
A rational agent3 should only accept contracts that are individual rational. We de-

note by IRC (i) the set of individual rational contracts for agent i, and by IRC i(i)
the set of perceived individual rational contracts. On this basis, each agent can classify
each possible contract into two sets: acceptable, unacceptable, and suspended contracts.
Suspended contracts are contracts for which the agent does not know the result (i.e., for
which s1 |=i [Ω]?), and is hence unable to assess the utilities. If IRC (i) = ∅, then it
makes no sense for agent i to negotiate; i.e., an agent better do things individually.

If agents do not change their beliefs, then the set IRC i(i) ∩ IRC j(j) is the set of
possible deals: contracts that are individual rational from the points of view of both
agents. Possible deals are those contracts that make both agents (as far as they know)
better off than they would be working individually. If IRC i(i) ∩ IRC j(j) = ∅, then
agents will never reach a deal unless they change their preferences. Figure 1 exemplifies
two cases. Each oval shows the set of individual rational contracts for an agent. If these
sets intersect, then a deal is possible.

(a) No deal possible

IRCA(A) IRCB(B)

X

X
X

X

XX

X
X

(b) Deal X* is possible

IRCA(A) IRCB(B)

X

X
X

X

XX

X
XX*

Fig. 1. Possible and impossible deals

3 Searching for Deals Through Bargaining

In the previous section, we outlined the main concepts involved in the stage prior to
negotiation. The questions that raises itself now is the following: given two agents, each
with a set of individual rational contracts, how can agents decide on a particular deal,
if such deal is possible? One way is to search for a deal by suggesting contracts to one
another.

3.1 Elements of Bargaining

Negotiation can be seen as a process of joint search through the space of all contracts
(i.e., through the set C), in an attempt to find a mutually acceptable contract (i.e., one

3 I.e., rational in the economic sense, attempting to maximise expected utility.
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that belongs to IRC i(i) ∩ IRC j(j)). Furthermore, agents may wish to find a contract
that also satisfies some kind of ‘optimality’ criteria. For example, agents may attempt to
find a contract that is Pareto optimal, or one that maximises the sum or product of their
individual utilities.4

One of the most widely studied mechanisms for searching for a deal is bargaining
[12]. In bargaining, agents exchange offers – or proposals: contracts that represent po-
tential deals. Of course, it would only make sense for each agent to propose contracts
that are acceptable to it.

Definition 13. (Offer) An offer is a tuple 〈i, Ω〉, where i ∈ {A, B} and Ω ∈ C, and
represents an announcement by agent i that Ω ∈ IRC i(i).

During negotiation, each agent may make multiple offers until agreement is reached. At
any particular point in time, the offers made constitute the negotiation position of the
agent: those contracts the agent has announced it is willing to accept as deals. We denote
by O the set of all possible offers (by all agents).5

Definition 14. (Position) The position of agent i, denoted Position(i), is a set of con-
tracts i has offered so far, such that at any time, we have Position(i) ⊆ IRC i(i).

Note that while the set IRC i(i) is static during bargaining, the set Position(i) is dy-
namic, since it expands, within the confines of IRC (i), as the agent makes new offers.

A question that raises itself now is: how does an agent expand its position? In other
words, given a set of offers made so far, what should an agent offer next? The answer to
this question is what constitutes the agent’s bargaining strategy.

Definition 15. (Bargaining Strategy) A bargaining strategy for agent i, denoted Δi is
a function that takes the history of all proposals made so far, and returns a proposal to
make next. Formally: Δi : 2O → O, where 2O is the power set of the set of all possible
offers O.

One of the key factors in influencing an agent’s negotiation strategy is its preferences over
contracts. It would make sense for an agent to begin by offering contracts most preferable
to itself, then progressively ‘concede’ to less preferred contracts if needed.6 Preference,
however, is not the only factor that guides strategy. For example, an agent might have
time constraints, making it wish to reach agreement quickly even if such agreement is not
optimal. To reach a deal faster, the agent might make bigger concessions than it would
otherwise. This issue becomes particularly relevant if the number of possible contracts
is very large.

A variety of bargaining strategies have been studied in the literature. Such strategies
might be specified in terms of a preprogrammed, fixed sequence of offers [3] or be
dependent on factors observed during negotiation itself, such as the offers made by
the counterpart [2, 5, 23], or changes in the availability of resources [4]. A thorough

4 For more on outcome evaluation, refer to the book by Rosenschein and Zlotkin [19].
5 Note that O is different from C. While the latter denotes the set of all possible contracts, the

former denotes the set of all possible agent/contract pairs.
6 This is commonly known as the monotonic concession bargaining strategy.
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examination of these strategies is outside the scope of this study. We note, however, that
strategies are highly dependent on the interaction protocol and on the information agents
have. For example, following a risk-dependent strategy under the monotonic concession
protocol when agents have complete information can be guaranteed to lead to a Pareto-
optimal agreement [8]. Such result could not be guaranteed if agents do not know each
other’s preferences.

3.2 Limitations of Bargaining

One of the main limitations of bargaining frameworks is that they usually assume agents
have complete and accurate information about the current world state and the results of
actions, and are consequently capable of providing a complete and accurate ranking of
all possible contracts. If these assumptions are not satisfied, serious problems start to
arise. In particular, bargaining could not be guaranteed to lead to agreements that truly
maximise the participants’ utilities.

To clarify the above point, consider the following example. Suppose a customer
intending to purchase a car assigns a higher preference to Volvos than Toyotas because
of his7 perceived safety of Volvos. Suppose also that this holds despite the customer’s
belief that Toyotas have cheaper spare parts, because safety is more important to him. If
this information is false –for example if Toyota’s actually perform as good as Volvos on
safety tests–, then the actual utility received by purchasing a Volvo is not maximal. This
example is formalised below.

Example 1. Suppose buyer agent B trying to purchase a car from seller A, such that:

- B believes they are in s1
- DB = {safety , cheapParts}
- Worth(B, safety) = 18, Worth(B, cheapParts) = 12
- s1 |=B [doA(giveVolvo), doB(pay$10K )]s2 where s2 |= safety
- s1 |=B [doA(giveToyota), doB(pay$10K )]s′

2 where s′
2 |= cheapParts

- Cost(B, pay$10K ) = 10

Then B will assign the following utilities:

- UtilityB(B, [doA(giveVolvo), doB(pay$10K )], s1) = 18− 10 = 8
- UtilityB(B, [doA(giveToyota), doB(pay$10K )], s1) = 12− 10 = 2

Consequently, B will attempt to purchase a Volvo. However, suppose that the truth is
that:

- s1 |= [doA(giveToyota), doB(pay$10K )]s′′
2 where s′′

2 |= cheapParts ∧ safety

In this case, the actual utility of the Toyota contract would be:

- Utility(B, [doA(giveToyota), doB(pay$10K )], s1) = 12 + 18− 10 = 20

Hence, this lack in B’s knowledge can lead to negotiation towards a suboptimal deal.

7 To avoid ambiguity, we shall refer to the seller using she/her and to the buyer using he/his.
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Another case based on the example above is when B does not know about the safety
features of cars of make Honda. In this case, B would assign value ‘?’to Honda contracts,
and would be unable to relate it preferentially to Toyotas and Volvos. If Honda’s where
indeed cheaper, and offer both safety and good spare part prices, agent B would be
missing out, again.

What we have just demonstrated is that if agent preferences remain fixed during ne-
gotiation and their beliefs are inaccurate, then they may fail to reach deals that maximise
their utility. We can generalise this to the following result.

Proposition 1. In bargaining between agents i and j, the actual best reachable deal is
the best deal acceptable to both agents according to their perceived preferences.

Proof. Let us denote the actual best deal by BEST(i, j). This deal lies in the set IRC (i)∩
IRC (j). But since agents make their decisions based on their perceived contract utilities,
each contract Ω /∈ IRC i(i)∩IRC j(j) is unacceptable for at least one agent, and hence
will never be selected as a deal. This means that the actual best reachable deal through
bargaining is in the set:

IRC i(i) ∩ IRC j(j) ∩ IRC (i) ∩ IRC (j)

Now, if
BEST(i, j) ∈ ((IRC (i) ∩ IRC (j))\(IRC i(i) ∩ IRC j(j)))

then the agents will never reach BEST(i, j). The same thing may apply for the actual
second best deal, and so on, until we reach a deal that is within IRC i(i) ∩ IRC j(j).

This straightforward result demonstrates clearly that as long as agent preferences are
inaccurate, they might miss out on better deals. Note, however, that this does not give
us an indication of how good or bad the best perceived deal is.

4 Argument-Based Negotiation

In the previous section, we explored how bargaining can be used to search for a deal on the
basis of fixed agents preferences over contracts. We showed that there are circumstances
in which bargaining fails to achieve a deal, or leads to a suboptimal deal. In this section,
we explore argument-based approaches to negotiation and relate it to bargaining.

As mentioned earlier, if IRC i(i)∩ IRC j(j) = ∅, then agents will never reach a deal
unless at least one of them changes its perceived individually rational contracts. Figure
2 shows two cases where initially no deal was possible because the agents’ individual
rational contract sets did not intersect, but a deal is enabled by changes in the set of
individual rational contracts. In figure 2(a), a deal is enabled when agent B’s perceived
IRC set changes such that contract X∗ becomes acceptable. In figure 2(b), both agents
IRCs change, making deal X∗∗ (which initially was not acceptable to either agents)
mutually acceptable. Changing IRC i(i) requires changing agent i’s preferences, which
in fact requires change in i’s beliefs. Argumentation is a way to enable agents to rationally
influence such beliefs through rational dialogues.

The benefit of argumentation is apparent in human negotiations. Humans form their
preferences based on information available to them. As a result, they acquire and modify
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(a) Deal enabled by expanding
      one participant's IRC

IRCA(A) IRCB(B)

X

X
X

X

X*X

X
X

(b) Deal enabled by expanding
      both participant's IRC

IRCA(A) IRCB(B)

X

X
X

X

XX

X
XX**

Fig. 2. Changes in perceived individual rational contracts

their preferences as a result of interaction with the environment and other consumers
[13]. Advertising capitalises on this idea, and can be seen a process of argumentation
in which marketers attempt to persuade consumers to change their preferences over
products [21]. In negotiation, participants are encouraged to argue with one another and
discuss each other’s interests. This enables them to jointly discover new possibilities and
correct misconceptions, which increases both the likelihood and quality of agreement [7].
Computational agents may realise a similar benefit if they are able to conduct dialogues
over interests during negotiation.

4.1 Elements of ABN

Argument-based negotiation (ABN) extends bargaining-based protocols. Therefore, con-
cepts such as offers and positions are also part of ABN. In addition, agents can exchange
information in order to influence each others’ beliefs. As a result, they influence each
others’negotiation positions and set of acceptable contracts. The first step towards under-
standing how preferences over contracts change is, therefore, to understand the different
ways influence on beliefs may take place, and how such influence affects the utility an
agent assigns to a contract.

Recall that the utility of contracts and plans are calculated by agent i based on the
following definition, which merges the definitions of plan and contract utility.

Definition 16. (Utility of Plan or Contract) The utility of contract or plan X for agent
i from state s1 is defined as: Utility i(i, X, s1) = Worth(i, s2) − Cost(i, X) where
s1 |=i [X]s2.

From the definition, it is clear that the utility of a contract or plan (a) increases as the the
perceived worth of the resulting state increases, and (b) decreases as the perceived cost
of carrying out that contract or plan increases. Since we assume that perceived costs are
subjective, and are hence accurate, we concentrate on how changes in perceived worth
of state s2 affect the utility. According to definition 5, the worth of state s2 depends on
the set of desires from Di that are satisfied in s2.

Based on this understanding, we can now enumerate how changes in beliefs can
influence the perceived utility of a contract or plan. We dub these changes C1, C2, etc.
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C1 Learn that in s1, X results in a state other than s2:
Description: Agent i learns that s1 |=i [P ]s′

2 where s′
2 �= s2.

Effect: This may trigger a change in the worth of X’s result, which then influences
the utility of X , as follows:
1. If Worth(i, s′

2) = Worthi(s2), then the utility of X remains the same;
2. If Worth(i, s′

2) ≥ Worth(i, s2), then the utility of X increases;
3. If Worth(i, s′

2) ≤ Worth(i, s2), then the utility of X decreases;
Example: A traveller who knew it was possible to travel to Sydney by train learns

that by doing so, he also gets free accommodation with the booking. As a result,
his preference for train travel increases. Hence, this is an example of the second
effect described above.

C2 Learn that it is in a different state:
Description: The agent learns that it is not in state s1 as initially thought, but rather

in state s′
1, where s′

1 �= s1.
Effect: Two things might happen:

1. If the agent believes that in this new state, X has the same result, i.e. that
s′
1 |=i [X]s′

2, then the perceived utility of X remains the same.
2. If the agent believes X now results in a different state, i.e. that s′

1 |=i [X]s2
where s′

2 �= s2, then the utility of X changes as in the three cases described
in C1 above.

Example: A traveller who was planning a conference trip learns that the conference
has been cancelled. Now, flying to Sydney will no longer achieve his desire to
present a research paper.

C3 Learn a new plan:
Description: Agent i, which did not know what plan X results in, i.e., s1 |=i [X]?,

now learns that s1 |=i [X]s2.
Effect: X moves from being suspended to having a precise utility. If X is a contract,

it gets classified as either acceptable or unacceptable.
Example: A car buyer did not know whether a car of make Honda has airbags.

After learning that they do, he can now calculate the utility of this car.
C4 Unlearn an existing plan:

Description: Agent i discovers that some X actually does not achieve the expected
resulting state, i.e., that s1 |=i [X]?.

Effect: The utility of X becomes undefined, and X becomes suspended.
Example: A traveller might find out that merely booking a ticket does not achieve

the state of being in Sydney.

As a result of a perceived utility change, the relative preferences among various plans
and contracts may change. Preference change may not take place if the agent’s perceived
utilities of contracts does not change at all, or if utilities do not change enough to cause
a reordering of preferences.

Note that what we described above is the effect of a belief change on the utility of
a single contract. In fact, each belief change may trigger changes in the utilities of a
large number of contracts, resulting in quite complex changes in the agent’s preference
relation. This adds a significant complexity to strategic reasoning in ABN.
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4.2 Embedded Dialogues as Means for Utility Change

One might ask: on what basis could the above changes in belief and perceived utilities
take place during negotiation? A rational agent should only change its preferences in
light of new information. One way to receive such information is through perception of
the environment. Another way is through communication with others. Our focus here
is on the latter and in particular on situations where belief change happens during the
negotiation dialogue itself. In this context, the idea of embedding one dialogue in another
is relevant. Walton and Krabbe [22, pp. 66] provide a classification of main dialogue
types, namely: persuasion, negotiation, inquiry, deliberation, information seeking, and
eristic dialogues. Embedding is one type of dialectical shift –moving from one dialogue
to another [22, pp. 100–102]. During negotiation between two participants, the following
shifts to embedded dialogues may take place:

- Information seeking in negotiation: one participant seeks information from its coun-
terpart in order to find out more (e.g., a customer asks a car seller about the safety
record of a particular vehicle make);

- Persuasion in negotiation: one participant enters a persuasion dialogue in an attempt
to change the counterpart’s beliefs (e.g., a car salesperson tries to persuade a customer
of the value of airbags for safety);

- Inquiry in negotiation: both participants initiate an inquiry dialogue in order to
find out whether a particular statement is true, or in order to establish the utility
of a particular contract; a precondition to enquiry is that neither agent knows the
answer a priori (e.g., a customer and car seller jointly attempt to establish whether
a particular car meets the customer’s safety criteria);

- Deliberation in negotiation: both participants enter a deliberation dialogue in order
to establish the best course of individual or joint action (i.e., the best plan or joint
plan), potentially changing their initial preferences (e.g., a customer and car seller
jointly attempt to find out the best way to achieve the customer’s safety and budget
requirements);

Note that in order to enable the above types of dialogue shifts during negotiation, a
protocol that allows dialogue embedding is needed. One such framework was presented
by McBurney and Parsons [14].

4.3 Some ABN Examples

We now list a number of examples, building on example 1, which demonstrate some
ways in which preference can change as a result of belief change.

Example 2. Car selling agent A initiates the following persuasion dialogue in order to
get the buyer B to choose the Toyota:

A: Don’t you know that Toyotas actually perform as good as Volvos on major road
safety tests?

B: Oh really? And it costs the same right?
A: True.
B: Well, I would rather purchase the Toyota then!
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As a result of argumentation, B now believes that

s1 |=B [doA(giveToyota), doB(pay$10K )]s′′
2 where s′′

2 |= cheapParts ∧ safety

As we discussed in example 1, this leads to a more accurate preference. Note that this
example involves a belief change of type C1, where B changes his expectation about
the result of the Toyota contract.

Example 3. Suppose B did not initially know about the safety features of cars of make
Honda. In this case, B would have the following belief:

s1 |=B [doA(giveHonda), doB(pay$10K )]?

As a result, B would be unable to relate it preferentially to Toyotas and Volvos. Suppose
B then initiates the information seeking dialogue:

B: How about that Honda over there?
A: Actually Hondas satisfy both your criteria. They are safe, and also have cheap parts.

In fact, this one is available for $8K.
B: Seems better than both. I’ll go for the Honda then!

If we have Cost(B, pay$8K ) = 8, then as a result of the above dialogue, B can now
give a utility valuation for contract [doA(giveHonda), doB(pay$8K )]. This will be
12 + 18 − 8 = 22, which will rank the Honda higher than both Toyotas and Volvos.
Note that this example involves a belief change of type C3 for the Honda contract.

Example 4. Suppose that the seller would still rather sell the Toyota than the Honda,
because she wants to get rid of the old Toyota stock. Consider the following dialogue:

B: From what you said, I like this Honda. It offers the same features as the Toyota, but
is cheaper.

A: But did you consider its registration cost?
B: It’s the same for all cars, so I think it’s irrelevant.
A: Actually, the government recently introduced a new tax cut of $3K for purchasing

locally manufactured cars. This is aimed at encouraging national industry.
B: Wow! This would indirectly reduce the cost of Toyotas because they are manufactured

in Australia. This does not apply to the imported Hondas.
A: That’s correct.
B: Aha! Toyota is definitely the way to go then.

Before the dialogue, B knew that if there was a tax cut for local cars, i.e., if it is in
s′
1 |=i localTaxCut, then purchasing a Toyota results in an additional worth of 3, i.e.,

that:

s′
1 |=i [doA(giveToyota), doB(pay$10K )]cheapParts ∧ safety ∧ get$3K

But because B initially thought that there is no such tax cut, i.e., that it is in s1 |=i

¬localTaxCut, the resulting state was not thought to contain get$3K . During the dialogue
B finds out that it is in s′

1 rather than s1. As a result, the utility of the Toyota contract
becomes12+18+3−10 = 23, whereas the utility of the Honda remains 12+18−8 = 22.
Note that this dialogue involves a belief change of type C2.
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4.4 Position and Negotiation Set Dynamics

The examples presented in the previous subsection demonstrate how preferences can
change during negotiation as a result of belief and utility changes. Now, the question is:
how can such preference change influence the likelihood and quality of agreement?

Proposition 2. Argumentation can influence a negotiator i’s set of individually rational
contracts.

This is because changes in utilities may cause existing contracts to leave the set IRCi(i),
or new contracts to enter this set.

Recall from Proposition 1 that the quality of reachable deals depends on the contents
of the sets IRCi(i) (or more specifically, on their intersection) and how they differ from
their actual counterparts IRC(i). Hence, changes to IRCi(i) caused by argumentation
could influence the quality of reachable deals. Moreover, argumentation can enable a
deal in an otherwise failed negotiation. This happens when the sets of individual rational
contracts did not initially intersect.

Proposition 3. Argumentation can improve the actual quality of the deal reached.

Proof. Let A and B be two agents negotiating over two mutually acceptable contracts,
Ω and Ω′. And suppose that for each agent i ∈ {A, B}, the perceived utilities are
such that Utility i(i, Ω, si

1) ≥ Utility i(i, Ω′, si
1) whereas actual utilities are such that

Utility(i, Ω, si
1) ≤ Utility(i, Ω′, si

1). This means that contract Ω Pareto dominates8

Ω′ from the point of view of both agents, whereas based on the actual objective utilities,
Ω′ Pareto dominates Ω. If the agents were bargaining, they would choose Ω. Through
argumentation, the beliefs of participants may change such that the perceived utility of
Ω′ becomes higher than that of Ω for both agents. In this case, Ω′ would be chosen,
resulting in an objectively better outcome.

A popular example that demonstrates the above proposition has been presented by Par-
sons et al [15]. The example concerns two home-improvement agents – one trying to
hang a mirror, the other trying to hang a painting. They each have some but not all of
the resources needed. Even though a deal was possible, the agents could not reach a deal
because one agent knew only one way to achieve his goals. By engaging in argument,
that agent was able to learn that he could achieve his goals in a different way, by using
a different set of resources. Thus, the information exchanged in the course of the inter-
action resulted in that agent learning a new way to achieve his goal (i.e., learning some
new beliefs), and so changed his preferences across the set of possible contracts.

As much as the above result seems promising, there is a flip side to things.

Proposition 4. Agents can be worse off as a result of argumentation.

Proof. Similar to Proposition 3 above, except that the agents begin correctly preferring
Ω′, and end up preferring Ω.

Argumentation can lead to worse outcomes if the resulting preference ordering is more
different from the objective ordering than it initially was. Whether and how this happens
would depend on the efficiency of the agents’argumentative abilities, their reasoning ca-
pabilities and any time constraints, and whether or not they attempt to deceive each other.

8 I.e., makes one agent better off without making the other worse off.
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5 Conclusions

In this paper, we initiated an investigation into understanding the relationship between
bargaining and argumentation-based negotiation frameworks. We described both types
of frameworks using a uniform “vocabulary”, and made some intuitions more precise. In
particular, we provided a precise account of how argumentation can influence preferences
over contracts. We then showed how the ability to exchange such arguments can help
overcome some problems with bargaining. In particular, we have demonstrated that:

- Rational agents may change their preferences in the light of new information;
- Rational agents should only change their preferences in the light of new information;
- Negotiation involving the exchange of arguments provides the capability for agents

to change their preferences;
- Such negotiations could increase the likelihood and quality of a deal, compared to

bargaining, particularly in situations where agents have incomplete and/or inaccurate
beliefs;

- Such negotiations could also lead to worse outcomes compared to bargaining;

We are now extending our framework in order to capture richer types of argument-based
influences. For example, we are investigating allowing agents to influence each others’
desire set itself. In this case, we must distinguish between perceived and actual state
worths. The same could be done to plan costs.

Our study also paves the way for a more systematic study of strategies in argument-
based negotiation [16]. Understanding the possible effects of different types of embedded
dialogues can help an agent make decisions about how to argue during negotiation. This
also enables studying more complex strategies that result in multiple related changes in
utility. For example, a car seller may first attempt to persuade a customer of adopting
a new desire towards safety, then attempt to convince him that his current preferred
contract does not achieve this desire.
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Abstract. The notion of agent’s goals is crucial in negotiation dialogues. In fact,
during a negotiation, each agent tries to make and to accept the offers which satisfy
its own goals. Works on negotiation suppose that an agent has a set of fixed goals
to pursue. However, it is not shown how these goals are computed and chosen by
the agent. Moreover, these works handle one kind of goals: the ones that an agent
wants to achieve.

Recent studies on psychology claim that goals are bipolar and there are at least
two kinds of goals: the positive goals representing what the agent wants to achieve
and the negative goals representing what the agent rejects. In this paper, we present
an argumentation-based framework which generates the goals of an agent. The
framework returns three categories of goals: the positive goals, the negative ones
and finally the goals in abeyance.

Keywords: Negotiation, Argumentation.

1 Introduction

In most agent applications, the autonomous components need to interact with one another
because of the inherent interdependencies which exist between them, and negotiation is
the predominant mechanism for achieving this by means of an exchange of offers. The
purpose of negotiation is to make a deal and each agent aims to maximize its profit. In
fact, an agent makes and accepts only offers that satisfy its goals.

Works in multi-agents negotiation can be roughly divided into two categories. The
first one has mainly focused on the numerical computation of trade-offs in terms of
utilities, and the search for concessions which still preserve the possibility of reaching
preferred states of affairs e.g.[10, 15]. These works suppose that each agent has a set of
fixed goals that it should pursue.

Recently, a second line of research [2, 9, 13] has focused on the necessity of sup-
porting offers by arguments during a negotiation. Indeed, an offer supported by a good
argument has a better chance to be accepted by an agent and may lead an agent to revise
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its goals. However, in these works, it is not clear how the goals are handled and updated
if necessary.

In sum, in all these approaches, it is not shown how the goals are computed and
chosen by the agent and how they can be revised. Moreover, in all the above approaches,
only one kind of goals is considered: the ones that an agent wants to achieve. However,
in [3] the authors argued that when an agent expresses its goals, it usually does that
in a bipolar way. On one hand, it expresses what it really wants, what it considers as
really satisfactory. These are positive goals. They will represent the goals which will
be pursued by the agent and each offer satisfying these goals is rewarded. On the other
hand, it expresses what it definitely rejects, what it considers as unacceptable. These
are negative goals. They represent the goals which will not be pursued by the agent.
This category of goals is very important in a negotiation since each offer satisfying a
negative goal will automatically be rejected by the agent. Indeed, reasoning on both
what an agent likes and what it rejects, enriches the negotiation process since an offer
can be evaluated w.r.t. both kinds of goals. For example an agent may consider an offer
better than another if both falsify all its positive goal but the first one does not satisfy any
negative goal (i.e., it is not rejected) while the second one satisfies at least one negative
goal (i.e., it is rejected).

Beware that positive goals do not just mirror what is not rejected since a goal which is
not rejected is not necessarily pursued. This category of goals which are neither negative
nor positive are said to be in abeyance. Note however that positive and negative goals
are related by a coherence condition which says that what is pursued should be among
what is not rejected.

This distinction between positive and negative goals is supported by recent studies in
cognitive psychology which have shown that these two types of goals are independent
and processed separately in the mind [5, 6, 12, 4].

This paper focuses on the computation of goals. It particularly answers the following
questions: what is a goal? what is its origin? what is its nature? what are the different
kinds of arguments supporting it? and how it is computed or obtained?

We present an argumentation-based framework which returns the three categories of
goals, namely positive goals, negative goals and goals in abeyance.

The paper is organized as follows: section 2 studies the nature of a goal. Section 3
introduces two different types of arguments supporting a goal: explanatory arguments
and instrumental arguments. Section 4 presents an argumentation framework which
evaluates the explanatory arguments and section 5 presents another framework which
evaluates the instrumental arguments. Section 6 computes the positive and the negative
goals of an agent. Section 7 shows through an example how the positive and negative
goals of an agent may change in a negotiation dialogue.

2 The Nature of a Goal

In this section, we will discuss the nature of a goal according to three different criteria:
subjectivity which has been already discussed in [11], bipolarity and finally the origin.
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2.1 The Subjective Nature

As it has already been mentioned in [11] goals are considered as motivational attitudes
of an agent and they are therefore by nature intrinsic to an agent. Indeed, one cannot say,
as for beliefs, that a given goal of an agent is correct or incorrect. But, we can attempt
to establish that a goal seems unachievable, not useful or unsupported. Let’s take the
following dialogues between two agents:

Example 1.
P: I would like to fly to Algiers with Algerian Airlines because it is not expensive.
C: But flying with Algeria Airlines means changing your flight arrangements is not

flexible.
P: I know that.

In this case even if the argument given by C seems acceptable and in some sense defeats
the argument supporting the goal to fly with Algerian Airlines, P maintains its goal.

Example 2.
P: I would like to fly to Algiers with Algerian Airlines because it is not expensive.
C: Actually flying with Algeria Airlines can be quite expensive because it is the holiday

season.
P: I didn’t know that.

In this case, if the agent P does not find another company which is cheaper than Algerian
Airlines, then we can also imagine that the agent keeps its goal.

2.2 A Bipolar Nature

As we said in the introduction, an original representation of goals called bipolar goals
[3] has been proposed. Indeed, we distinguish two independent types of goals: positive
goals describing the goals pursued by the agent and negative goals describing the goals
rejected, not pursued by the agent. The goals which are neither negative nor positive are
called goals in abeyance. In example 1, we can imagine that the flexibility arrangements
of a flight is not very important for the agent.

Goals are matter of degrees. Thus an agent expresses its goals by means of two
different bases. A base representing what is more or less rejected by the agent and
another base representing what is more or less satisfactory for him.

To illustrate the idea of bipolar goals, let us consider the following example (intro-
duced in [8]) of an agent who goes to an agency in order to buy a house or an apartment.
It gives the following positive and negative goals to the seller.

Example 3. The agent does not want a house or an apartment with a small surface and
which is expensive. This negative goal is encoded as (small ∧ expensive). Another
negative goal is that it does not accept a house without a garden (house ∧ ¬garden).
However, the agent has some positive goals which are: an apartment with a large surface
(¬house∧large)1 and a house with a medium surface and a garden (house∧medium∧
garden).

1 where ¬house encodes an apartment.
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Note that none of positive goals is rejected. Also the goal to have a medium and
cheap apartment without garden is neither a negative goal nor a positive one. This is a
goal in abeyance.

2.3 The Origins of the Goals

Agent’s goals come generally from two different sources:

– from beliefs that justify their existence. So, the agent believes that the world is in a
state that warrants the existence of its goals. These goals are called the initial ones
or also conditional goals. They are conditional because they depend on the beliefs.

– an agent can adopt a goal because it allows him to achieve an initial goal. These are
called sub-goals or adopted goals.

Example 4 (Trip to Central Africa).
Let’s consider an agent who wants to go to Central Africa because there is a conference
there. The goal jca is derived from the belief Conference.
The agent believes that to go to CentralAfrica, it should get tickets (t) and to be vaccinated
(vac). To get tickets, the agent can either pass to an agency (ag) or ask a friend of him
to get them (fr). Similarly, to be vaccinated, the agent has the choice between going to
a doctor (dr) or going to the hospital (hop). Thus, t, vac, ag, fr, dr and hop become
sub-goals of that agent.

3 Arguing About Goals

As mentioned above, there are two kinds of goals: the initial/conditional goals and
the adopted ones called also sub-goals. These goals are justified or supported by two
different kinds of arguments: explanatory arguments and instrumental arguments.

Before presenting formally these two types of arguments, we will start by presenting
the logical language which will be used throughout this paper. In what follows, L will
denote a propositional language. � denotes classical inference and ≡ denotes logical
equivalence.

Definition 1 (Conditional Rules).
A conditional rule is an expression of the form

R : φ1 ∧ . . . ∧ φn ⇒ φ

where R is the name of the rule and each φi and φ are literals of L. The conjunction at
the left of the arrow is the antecedent and the literal at the right is its consequent.

A conditional rule expresses the fact that if φ1 . . . φn are true then the agent will have
the goal φ. Similarly, we will define the planning rules.

Definition 2 (Planning Rules).
A planning rule is an expression of the form

P : ϕ1 ∧ . . . ∧ ϕn �→ ϕ

where P is the name of the rule and each ϕi and ϕ are literals of L. The conjunction at
the left of the arrow is the antecedent and the literal at the right is its consequent.
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Such a formulae means that the agent believes that if he realizes ϕ1, . . ., ϕn then he will
be able to achieve ϕ.

Remark 1. Note that the implications used to define both conditional rules and planning
rules are not the material implication.

In what follows, we suppose that the agent’s beliefs are more or less certain and that its
conditional goals or planning rules may not have equal priority.

Definition 3. An agent is equipped with three bases <B, Bc, Bp> such that:

– B = {(αi, ai) : i = 1, . . . , n} with αi is a propositional formulae of the language
L and ai its certainty degree. This base contains the basic beliefs of the agent.

– Bc = {(Rj , bj) : j = 1, . . . , m} where Rj is a conditional rule and bj represents
the priority degree of the consequent of Rj .

– Bp = {(Pk, ck) : k = 1, . . . , l} where Pk is a planning rule and ck represents the
priority degree of this rule.

In what follows, we suppose that ai, bi and ci belong to the interval (0, 1]. Moreover, we
shall denote by B∗, B∗

c and B∗
p the corresponding sets when the weights are ignored i.e.

– B∗ = {αi : (αi, ai) ∈ B, i = 1, . . . , n}
– B∗

c = {Rj : (Rj , bj) ∈ Bc, j = 1, . . . , m}
– B∗

p = {Pk : (Pk, ck) ∈ Bp, k = 1, . . . , l}

Once the language is introduced, we are now able to define formally the potential initial
goals and the sub-goals.

Definition 4 (Initial goal — Sub-goal).
Let an agent be equipped with <B, Bc, Bp>.

– IG = {φ s.t ∃ φ1 ∧ . . . ∧ φn ⇒ φ ∈ B∗
c} is the set of potential initial goals of the

agent.
– SubG is the set of potential sub-goals of the agent: A literal ϕ′ ∈ SubG iff there

exists a rule ϕ1 ∧ ϕ′ . . . ∧ ϕn �→ ϕ ∈ B∗
p with ϕ ∈ IG or ϕ ∈ SubG. In that case,

ϕ′ is a sub-goal of ϕ.

Remark 2. Note that in the above definition, we speak about potential initial goals of the
agent. The reason is that we are not sure that the antecedents of the corresponding rules
are true. Consequently, if a potential goal is not adopted by the agent (the antecedents
are not true), then it is not useful for the agent to realize its plan.

Example 5 (Trip to Central Africa).
Let us consider an agent who has the two following goals:

1. To go on a journey to central Africa if there is a Conference there. (jca)
2. To finish a publication before going on a journey. (fp)
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Thus, Bc = {(conf ⇒ jca, 0.6), (⇒ fp, 0.8)}.
In addition to the goals, the agent is supposed to have beliefs on the way of achieving a
given goal (we suppose that all the rules have equal priority):

B∗
p =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

t ∧ vac �→ jca
w �→ fp
ag �→ t
fr �→ t
hop �→ vac
dr �→ vac

and B = {(w→¬ag, 0.8), (w→¬dr, 0.8), (conf , 0.8), (can, 0.4), (can → ¬conf, 1)}.
with: conf = "a conference", can = "to be canceled", t = “to get the tickets”, vac = “to be
vaccinated”, w = “to work”, ag = “to go to the agency”, fr = “to have a friend who may
bring the tickets”, hop = “to go to the hospital”, dr = “to go to a doctor”.
In this example, IG = {jca, fp} and SubG = {t, vac, ag, fr, dr, hop, w}.

4 Explanatory Arguments

Explanatory arguments are used to explain / to give a reason of adopting a given goal.
They are also used to give reasons for and against beliefs. In this section, we will propose
an argumentation system which constructs explanatory arguments from the different
bases of an agent and which evaluates them.

4.1 Basic Definitions

Definition 5 (Explanatory argument).
An explanatory argument is a pair <H, h> such that:

– H ⊆ B∗ ∪ B∗
c .

– H � h.
– H is consistent and minimal (for set inclusion).

Ag denotes the set of all arguments such that h ∈ IG. In other terms, it gathers all the
arguments supporting initial goals. Ab gathers all the arguments supporting beliefs (i.e
h /∈ IG). Finally, A = Ag ∪ Ab.

Definition 6 (Sub-argument).
Let <H, h>, < H ′, h′ >∈ A. < H, h > is a sub-argument of < H ′, h′ > iff H ⊆ H ′.

Example 6 (Trip to Central Africa).
The arguments <{conf , conf ⇒ jca}, jca> and <{⇒ fp}, fp> ∈ Ag . However, the
argument <{can, can →¬conf}, ¬conf> ∈ Ab.

Remark 3. Note that the implication used in conditional rules is not material and it has
no contrapositive. So, for example the set {x, x → ¬y, g ⇒ y} does not infer ¬g.
Consequently, <{x, x →¬y, g ⇒ y}, ¬g> is not an explanatory argument.
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4.2 The Strength of Explanatory Arguments

As mentioned before, each of the three bases <B, Bc, Bp> is pervaded with certainty
or priority. From the certainty degrees, we define the certainty level of an argument.

Definition 7 (Certainty level of an explanatory argument).
Let A = <H , h> ∈ A. The certainty level of <H , h>, denoted by level(A) = min{ai

| ϕi ∈ H ∩ B∗ and (ϕi, ai) ∈ B}. If H ∩ B∗ = ∅ then level(A) = 1.

Remark 4. Note that the priority degree of a given conditional goal is not taken into
account in the definition of the strength of its supporting argument. In fact, the intuition
behind a conditional goal is that: “the agent will adopt the goal, with its associated
priority degree, if the condition is satisfied”. So even if the goal is very desired by the
agent, if the conditions are not satisfied, then that goal will not be pursued.

The certainty level of the arguments makes it possible to compare different arguments
as follows:

Definition 8 (Preference relation).
Let A1 and A2 be two arguments in A. A1 is preferred to A2, denoted by A1 � A2, iff
level(A1) > level(A2).

Example 7 (Trip to Central Africa).
In the above example, the certainty level of the argument <{conf , conf ⇒ jca}, jca>
is 0.8. Whereas, the certainty level of the argument <{can, can → ¬conf}, ¬conf>
is 0.4. The certainty level of the argument <{⇒ fp}, fp> is 1. Thus, <{⇒ fp}, fp>
� <{conf , conf ⇒ jca}, jca> � <{can, can →¬conf}, ¬conf>.

4.3 Conflicts Between Explanatory Arguments

An explanatory argument can be defeated either on one of its beliefs or one of its
conditional goals. For example, the argument supporting the goal of going to Central
Africa because there is a conference can be defeated by another argument stating that
the conference has actually been canceled. This kind of defeat is modeled by the relation
of "undercut" defined as follows:

Definition 9 (Undercut relation).
Let <H, h>, <H ′, h′> ∈ A. <H, h> undercuts <H ′, h′> iff ∃ h′′ ∈H ′ ∩B such that
h ≡ ¬h′′.

A conditional goal can also be defeated. For instance, the argument of going to Central
Africa can be defeated by an argument stating that there is no money and if there is no
money then the agent cannot go to Central Africa < {NoMoney, NoMoney→¬jca},
¬jca >. This kind of defeat is modeled by the following relation of "rebut".

Definition 10 (Rebut relation).
Let <H, h>, <H ′, h′> ∈ A. <H, h> rebuts <H ′, h′> iff h′ ∈ IG and h ≡ ¬h′.

The two relations of conflicts are brought together in a unique relation called attack:
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Definition 11 (Attack relation).
Let <H, h> and <H ′, h′> ∈ A. <H, h> attacks <H ′, h′> iff:

– <H, h> undercuts <H ′, h′> and not(<H ′, h′> � <H, h>) or
– <H, h> rebuts <H ′, h′> and not(<H ′, h′> � <H, h>) or
– <H, h> rebuts a sub-argument of <H ′, h′> and not(<H ′, h′> � <H, h>).

4.4 The Acceptability of Explanatory Arguments

We can now define the argumentation system we will use to evaluate our arguments:

Definition 12 (Argumentation system).
An argumentation system (AS) is a pair 〈A,Attack〉 such that A is the set of all ex-
planatory arguments built from B ∪ Bc.

This system will return three categories of explanatory arguments:

– The class S of acceptable explanatory arguments. Goals supported by such argu-
ments are really justified and they may be the “positive goals” that an agent will
pursue, if they are achievable.

– The class R of rejected arguments. An argument is rejected if it is attacked by an
acceptable one. Goals supported only by such arguments will be rejected by the
agent even if they can be achieved. They will represent the negative goals of the
agent.

– The class C of arguments in abeyance. Such arguments are neither acceptable nor
rejected. C = A \ (S ∪R).

In what follows, we will define the class of acceptable arguments. For that purpose, we
will start by presenting the notion of defence introduced in [7].

Definition 13 (Defence).
Let A, B be two arguments of A and S ⊆ A. S defends A iff for every argument B
where B attacks A, there is some argument in S which attacks B.

Henceforth, the set CAttack will gather all non-attacked arguments. We can show that
the set S of acceptable arguments of the argumentation system 〈A,Attack〉 is the least
fixpoint of a function F :

S ⊆ A,

F(S) = {(H, h) ∈ A(Σ)|(H, h) is defended by S}.

Proposition 1. Let 〈A,Attack〉 be an an argumentation system. The set of its acceptable
arguments is:

S =
⋃

Fi≥0(∅) = CAttack ∪ [
⋃

Fi≥1(CAttack )].
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Example 8 (Trip to Central Africa).
In this example, the argument <{⇒ fp}, fp> is not attacked then it is acceptable. The
argument <{conf , conf ⇒ jca}, jca> is preferred to its unique undercutting argument
<{can, can → ¬conf}, ¬conf>. Then it is not attacked and consequently it is also
acceptable.

Let T be a set of arguments. The function Supp(T ) = ∪ Hi such that <Hi, hi> ∈ T .
In other terms, the function Supp returns the union of all the supports of arguments of
T . We can show the following result:

Proposition 2. Let 〈A,Attack〉 be an argumentation framework and S its set of ac-
ceptable arguments. Then Supp(S) is consistent.

Property 1. Let A ∈ A. If A is acceptable then each sub-argument B of A is also
acceptable.

5 Instrumental Arguments

An agent may have another kind of goals. These last are not derived from the current
beliefs of the agent, but from the plans to achieve the initial goals. In fact, they are
justified by the fact that they will contribute to the achievement of initial goals. They are
thus considered as sub-goals of the initial goals.

In [1], an argumentation framework which handles conflicting goals has been de-
veloped. This framework takes as input a set of initial goals, a belief base and a base
of planning rules and returns the goals which can be achieved together, as well as the
appropriate plans (i.e. the sub-goals). In this section, we will present an extended version
of that framework which takes into account the priorities of the goals.

5.1 Basic Definitions

An agent may have one or several ways to achieve a given goal. We bring the two notions
together in a new notion of partial plan.

Definition 14 (Partial plan).
A partial plan is a pair a = <H, h> such that:

– h is an initial goal or a sub-goal.
– H = {ϕ1, . . . , ϕn} if there exists a rule ϕ1 ∧ . . .∧ϕn �→ h ∈ B∗

p , H = ∅ otherwise.

The function Goal(a) = h returns the initial goal or sub-goal of a given partial plan
“a” and the function Plan(a) = H returns the support of the partial plan. ℵ will gather
all the partial plans that can be built from <IG, B, Bp>.

Note that a goal may have several partial plans.

Remark 5. Let a = <H, h> be a partial plan. Each element of the support H is a sub-goal
of h.
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Definition 15. A partial plan a = <H, h> is elementary iff H = ∅.

Remark 6. If there exists an elementary partial plan for a goal h, it means that the agent
knows how to achieve directly h.

A partial plan shows the actions that should be performed in order to achieve the corre-
sponding goal (or sub-goal). However, the elements of the support of a given partial plan
are considered as sub-goals that must be achieved at their turn by another partial plan.
The whole way to achieve a given goal is called in [1] a complete plan. A complete plan
for a given goal g is an AND tree. Its nodes are partial plans and its arcs represent the
sub-goal relationship. The root of the tree is a partial plan for the goal g. It is an AND
tree because all the sub-goals of g must be considered. When for the same goal, there
are several partial plans to carry it out, only one is considered in a tree.

Definition 16 (Instrumental argument).
An instrumental argument is a pair <G, g> such that g ∈ IG and G is a finite tree such
that:

– The root of the tree is a partial plan <H, g> .
– A node <{ϕ1, . . ., ϕn}, h′> has exactly n children <H ′

1, ϕ1>, . . ., <H ′
n, ϕn>

where <H ′
i , ϕi> is a partial plan for ϕi.

– The leaves of the tree are elementary partial plans.

The function Nodes(G) returns the set of all the partial plans of the tree G. A′ will
denote the set of all the instrumental arguments that can be built from the bases <IG,
B, Bp>.

Example 9. The goal jca has four instrumental arguments: <g1, jca>, <g2, jca>,
<g3, jca> and <g4, jca>. The goal fp has only one instrumental argument <g5, fp>
(see figure 1 for the trees gi).

5.2 The Strength of Instrumental Arguments

As mentioned before, the base Bc is pervaded with priority. From the priority degrees,
we define the weight of an instrumental argument.

Definition 17 (Weight of an instrumental argument).
Let A = <G, g> ∈ A′. The weight of <G, g> is Weight(A) = min{bi} such that
(Ri, bi) ∈ Bc and Ri = ϕ1 ∧ . . . ∧ ϕn ⇒ g.

In other words, the weight of an instrumental argument is exactly the degree of pri-
ority/importance of the corresponding goal. The weights make it possible to compare
different arguments as follows:

Definition 18 (Preference relation).
Let A1 and A2 be two arguments in A′. A1 is preferred to A2, denoted by A1 � A2, iff
Weight(A1) > Weight(A2).
Example 10. The weight of the four instrumental arguments A1 = <g1, jca>, A2 =
<g2, jca>, A3 = <g3, jca> and A4 = <g4, jca> is 0.6 whereas the weight of the
argument A5 = <g5, fp> is 0.8. Hence, <g5, fp>�<g1, jca>, <g2, jca>, <g3, jca>
and <g4, jca>.
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<{t, vac}, jca> <{t, vac}, jca>

<{ag}, t> <{dr}, vac>

<{}, dr><{}, ag>

<{ag}, t> <{hop}, vac>

g3

<{}, hop>

<{hop}, vac>

<{}, hop>

<{fr}, t>

<{}, fr>

<{fr}, t>

<{}, fr>

<{dr}, vac>

<{}, dr>

g2

g4

<{t, vac}, jca><{t, vac}, jca>

<{}, ag>

g1

<{w}, fp>

<{}, w>

g5

Fig. 1. Complete plans

5.3 Conflicts Between Instrumental Arguments

In [1], it has been shown that partial plans may be conflicting for several reasons.These
different kinds of conflicts are brought together in a unique relation of conflict defined
as follows:

Definition 19 (Conflict).
Let a1 and a2 be two partial plans of ℵ. a1 conflicts with a2 iff:

{Goal(a1), Goal(a2)} ∪ Plan(a1) ∪ Plan(a2) ∪ B∗ ∪ B∗
p � ⊥.

Example 11. In example 5, a11a = <{ag}, t> conflicts with a2 = <{w}, fp>. Indeed,
Plan(a11a) ∪ B∗ � {¬w} and Plan(a2) = {w}.

More generally, a set of partial plans may be conflicting.

Definition 20. Let S ⊆ ℵ. S is conflicting iff⋃
a∈S ({Goal(a)} ∪ Plan(a)) ∪ B∗ ∪ B∗

c � ⊥.

Since partial plans may be conflicting, two instrumental arguments may be conflicting
too.

Definition 21 (Defeat).
Let <G1, g1>, <G2, g2>∈A′. <G1, g1> defeats <G2, g2> iff ∃a1 ∈Nodes(G1) and
∃a2 ∈ Nodes(G2) such that a1 conflicts with a2 and not(<G2, g2> � <G1, g1>).

More generally we are interested in conflict-free sets of instrumental arguments.

Definition 22 (Conflict-free).
Let S = {<Gi, gi>: i = 1, . . . , n} ⊆ A′. S is conflict-free iff

[
⋃

<G,g>∈S [
⋃

a∈ Nodes(G) (Plan(a) ∪ {Goal(a)})] ∪ B∗ ∪ B∗
p � � ⊥].

If S = {< G, g >} then we say that the argument < G, g > is conflict-free.
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Proposition 3. Let S ⊆ A′. If S is conflict-free then � A1 and � A2 in S such that A1
defeats A2.

The following example shows that we can find an instrumental argument which is not
conflict-free even if it does not defeat itself.

Example 12. X is an agent equipped with the following bases:

IG = {d}, B∗ = {b′ ∧ c′ → ¬a} and B∗
p =

⎧⎪⎪⎨
⎪⎪⎩

a′ �→ a
b′ �→ b
c′ �→ c

a ∧ b ∧ c �→ d
There is a unique instrumental argument for d whose set of nodes is conflicting.

Obviously a goal which has no conflict-free instrumental argument will be called un-
achievable. This means it is impossible to carry out such a goal.

5.4 Acceptability of Instrumental Arguments

From the preceding definitions, we can now present the formal system for handling
instrumental arguments.

Definition 23. Let’s consider a triple <B, Bc, Bp>. The pair <A′, Defeat> will be
called a system for handling instrumental arguments.

As for explanatory arguments, this system will return three categories of instrumental
arguments:

– The acceptable instrumental arguments. These arguments represent the good plans
to achieve their corresponding goals.

– The class R’ of rejected instrumental arguments. This class gathers the arguments
which are not conflict-free and those defeated by acceptable arguments. Goals sup-
ported only by such arguments are unachievable.

– The class C’ of arguments in abeyance. Such arguments are neither acceptable nor
rejected.

Unlike the previous system, we may have here several acceptable sets. Each of them
will correspond to a set of goals which can be achieved together.

Definition 24. Let <A′, Defeat> be a system and S ⊆ A′. S is an acceptable set of
arguments iff:

– S is conflict-free.
– S is maximal (for set inclusion).

Let S1, . . ., Sn be the different sets of acceptable arguments.

Example 13. In example 5, there are four instrumental arguments (A1, A2, A3, A4) for
the goal "going on a journey to Central Africa" and exactly one argument A5 for the
goal "finishing the paper". Moreover, A5 defeats A1, A2 and A3. We have exactly two
acceptable sets of arguments:
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– S1 = {A1, A2, A3, A4},
– S2 = {A4, A5}

The purpose of an agent is to achieve a maximal subset of IG. Consequently, among
the sets of acceptable arguments, we will choose the ones which achieve maximal sets
of desires (for set inclusion). In the above example, we will choose the set S2.

6 Computing Bipolar Goals

Once we have defined the two frameworks which evaluate the different arguments sup-
porting goals, we are now able to define among the potential initial goals and sub-goals
the positive goals of the agent, the negative ones and finally the goals in abeyance.

Definition 25 (Positive goals).
Let g ∈ IG. g is a positive goal iff:

– ∃ (H, g) ∈ Ag such that (H, g) ∈ S, and
– ∃ (G, g) ∈ A′ and ∃ Si such that (G, g) ∈ Si.

This means that a goal is positive if it is justified and it is achievable.
Note that the sub-goals of a positive initial goal are also considered as positive.

Definition 26 (Negative goals).
Let g ∈ IG. g is a negative goal iff:

– ∀ (H, g) ∈ Ag , (H, g) ∈ R, or
– ∀ (G, g) ∈ A′, (G, g) ∈ R′

Indeed, a goal is negative if it is not justified or if it is unachievable.

Definition 27 (Goals in abeyance).
Let g ∈ IG. g is in abeyance iff it is neither positive nor negative.

Example 14 (Trip to Central Africa).
In this example, the two initial potential goals of the agent (jca, fp) become positive
goals of the agent. Moreover, the sub-goals (t, vac, fr, hop, w) are also positive goals.
However, the following sub-goals are in abeyance: (dr, ag).

7 Handling Bipolar Goals

Let’s consider an agent P who has the following belief base: B = {(¬age > 40, 1),
(PhD, 0.5)}. Suppose that this agent has two potential goals: to be a president and/or
to be a professor. Bc = {(age > 40 ⇒ president, 1), (PhD ⇒ professor, 1)}.

To be a president, the agent knows that he should have more than 40 years old however
he has less than 40 years. According to its beliefs, there is no argument in favor of this
goal. Consequently, the agent will keep this goal in abeyance.

Concerning the goal of becoming a professor, it has the following explanatory ar-
gument: A1 =< {PhD, PhD ⇒ professor}, professor >. This argument is not
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attacked at all, thus it is acceptable. In this example, there are no instrumental argu-
ments. So, the goal professor is a positive one. Note that at this stage, the agent has
one positive goal, one goal in abeyance an no negative goals.

Suppose that one year later, the agent has more than 40 years old then B is updated
as follows: B = {(age > 40, 1), (PhD, 0.5)}.

Using this new base, we can find an argument in favor of the goal president, namely:
A2 =< {age > 40, age > 40 ⇒ president}, president > which is acceptable since it
is not attacked. Thus, the goal president which was in abeyance will become a positive
one. In sum, the agent has now two positive goals that it will pursue.

This agent applies for the job of president and starts a negotiation with the appropriate
services. Let’s imagine the following dialogue:

X: I want to become a president.
S: This entails that you will leave your actual job.
X: But I want to be a professor too. I can do both jobs.
S: It’s impossible. You should not have another job.
X: Okey.

When the agent receives the new information which says that he cannot have two jobs
so he pursues either the goal president or the goal professor but not both, he updates its
belief base: B = {(president → ¬professor, 1), (age > 40, 1), (PhD, 0.5)}.
Due to this change of beliefs we have the following arguments: A1, A2 computed above
and A3 =< {age > 40, age > 40 ⇒ president, president → ¬professor},¬
professor >, A4 =< PhD, PhD ⇒ professor, president → ¬professor},¬
president > and A5 =< {age > 40, age > 40 ⇒ president, PhD, PhD ⇒
professor},¬(president → ¬professor) >.

The certainty level of A1, A4 and A5 is 0.5 and the certainty level of A2 and A3 is 1.
Thus, A2, A3 � A1, A4 and A5. We can check easily that A4 rebuts A2 but since A2 is
preferred to A4 then A2 is not attacked and consequently it is acceptable. The argument
A3 rebuts and defeats A1. Moreover, A3 is preferred to its unique undercutting argu-
ment A5. Then A3 is also acceptable. Consequently, A1 is rejected. The goal of being
president is supported by an acceptable argument A2 then this goal is positive. However,
the goal of being a professor is supported only by the rejected argument A1 then it is a
negative goal.

8 Conclusion

In most negotiation literature, each negotiating agent is supposed to have a set of fixed
and predefined goals. It is not clear where do these goals come from and how an agent
selects them. Argumentation-based negotiation makes an advance by supposing that the
goals are not fixed during a negotiation and may change. However, even in these works
the goals are predefined and it is not clear how they are changed. In fact, since there is
no work on how goals are computed, it seems difficult to model the way in which they
are updated.

The aim of this paper is twofold. First, it presents the goals in a bipolar way. In fact,
an agent has positive goals that it will pursue and also negative goals that it does not
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want to achieve. This second category of goals is very important in negotiation since the
offers that satisfy such goals will be rejected by the agent. The second aim of this paper
is to present a formal framework which computes the goals of an agent. We have shown
through an example how an agent may change its goals during a negotiation.

The principle of goals generation proposed in this paper is close to the one proposed in
[14] in the context of planning, where an argument-based generation of goals is implicitly
used. However in this latter, the author only generates the positive goals (called wants),
those that the agent will pursue, from a set of initial conditional goals called wishes.
Moreover, the set of beliefs on which initial conditional goals are based is flat (i.e., all
the beliefs are equally certain) then there is no evaluation of arguments when they are
conflicting.

In this paper, we have shown that a goal may be supported by two different kinds
of arguments: the exaplanatory arguments and the instrumental ones. We have then
presented two different systems for handling each category of arguments. An extension
of our work will be to handle the two kinds of arguments in a unique framework. We are
actually working in this direction. We are also planning to investigate more deeply the
handling of bipolar goals in a negotiation dialogue.
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Abstract. Negotiation is one of the most fundamental and effective
mechanism for resolving conflicts between self-interested agents and pro-
ducing mutually acceptable compromises. Most existing research in ne-
gotiation presumes a fixed negotiation context which cannot be changed
during the process of negotiation and that the agents have complete and
correct knowledge about all aspects of the issues being negotiated. In
practice, the issues being negotiated may change and the agents may have
incorrect beliefs of relevant issues updated during the negotiation pro-
cess. Argumentation-based negotiation approaches have therefore been
proposed to capture such realistic negotiation contexts. Here we present a
novel Bayesian network based argumentation and decision making frame-
work that allows agents to utilize models of the other agents. The agents
will generate effective arguments to influence the other agent’s belief and
produce more profit.

1 Introduction

Agents deployed for real-world applications like electronic commerce, recom-
mender systems, and personal assistants have limited, specialized capabilities
and have to depend on other agents to achieve their goals. They often interact
in an open environment with other agents or humans. Agents with conflicting
interests need to negotiate to improve profits. Negotiation allows agents to reach
a mutually acceptable agreement.

Automated negotiation has drawn significant attention in Multiagent sys-
tems research [3, 8, 13]. Negotiation is viewed as a distributed search through a
space of potential agreements [3]. Existing frameworks allow agents to propose
counter offer in addition to accepting or rejecting the previous offer. Offers in-
clude attributes which belong to some pre-fixed issues. Agents are assumed to
have correct and complete knowledge of preferences and the negotiation context
as well as agents’ preferences are held constant during the course of negotiation.
In real-life negotiation scenarios, however, the participating individuals do not
have fixed preferences. Also, at times they might have incorrect belief about the
world or may not be cognizant about all pertinent attributes. In such situations,
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agents can influence each other by argumentation with convincing, relevant in-
formation. The existing game theoretic or heuristic based approaches do not
provide a framework for argumentation-aided negotiation.

In last few years argumentation based framework for negotiation is discussed
in Multiagent systems research [4, 10]. Most existing argumentation based ne-
gotiation frameworks are logic or rule-based [8, 9, 11]. While these approaches
provide a formal framework with provable properties, we believe there is a need
for alternative frameworks that can better capture the uncertainty and com-
plexity of real-life negotiations. In particular, the factors influencing an agent’s
decisions may be incompletely known and be gradually revealed to a negotiator.
Accordingly, negotiation frameworks should incorporate approximate opponent
models represented in a form that can capture complex relationships between
domain attributes and can be efficiently updated based on information revealed
during negotiation. The specific research questions we are interested in include
the following:

• When processing an offer or a counter-offer, what decision mechanisms should
an agent use to decide whether to accept a proposal, argue about its last proposal,
or generate a new proposal?
• How are arguments for negotiation generated/selected?
• Should an agent try to persuade the other agent by reward, threat, etc.
• How and when does an agent update its belief about the other agent or about
the negotiation issues based on received arguments and offers?
• How does the agent’s model of the opponent influence its argumentation and
proposals?

In this paper, we present a decision architecture of the arguing agent. We
propose to use a Bayesian network model [5] to represent the influences of differ-
ent factors on agent decisions. An agent’s knowledge of such causal factors and
their relative importance is captured in the topology of the network as well as
the prior and conditional probability assignments. Initial, approximate knowl-
edge of an agent can be further refined based on actual negotiation experiences.
If values of all the factors are known, then the actual decision taken by another
agent given these factors can be used to update the conditional probabilities at
the outcome nodes. If some of the factors values are not known, the decision
taken and the values of the known factors can be used to update either the
conditional probabilities at the outcome nodes or the prior probabilities of the
unknown factors. In this paper we focus on the decision mechanism that allows
a modeling agent to use its knowledge to determine negotiation offers and select
arguments to influence the opponent to accept offers that it has turned down.
The goal is to use the Bayes net model of the opponent to select and manipu-
late the negotiation context to increase the chance of an favorable offer being
accepted by the other party.

Though the general framework of Bayesian network based argumentation can
be used in peer-level or symmetric negotiation, we have focused our discussion in
this paper on asymmetric scenarios where a knowledgeable domain-expert agent
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is negotiating with a user agent. Hence we assume that our agent has access to
significant domain knowledge that can be used to argue against possibly incorrect
assumptions made by the user. This asymmetry also means that the expert agent
can use argumentation based on its model of the user agent to influence that
agent to accept offers that are preferable to the expert agent. The Bayes net
model is the key component that allows the expert agent to select initial offers,
respond to counter offers with convincing arguments or with further offers that
are acceptable to both parties to the negotiation.

The paper is organized as follows. Section 2 presents a few motivating ex-
amples for the types of argumentative negotiation we are interested in. Next, in
Section 3, we have discussed relevant research works that have influenced the re-
search in this field and the relationship of our work with these existing reasearch.
In Section 5, we present an architecture that allows an agent to choose from and
construct from a set of different classes of negotiation arguments based on a
Bayesian network based opponent model. Following this, we present decision
mechanisms that select arguments and offers based on the probabilistic model.
We conclude with observations about the strength and applicability of such a
coherent and powerful approach to argumentation-augmented negotiation.

2 Argumentation Scenarios

In this section, we use the running example of a negotiation scenario between
a travel agent and a customer. Here, we have described the generation of ar-
guments or counter proposals from the travel agent’s perspective. At first, we
present a conversation that shows the necessity of the argumentation in nego-
tiation process. Then we have produced three more conversations to clarify the
importance of modelling opponent’s belief.

Consider the following conversation between our domain expert, a travel
agent (TA), and another buyer agent (A) who has contacted TA for a ticket
from Tulsa to Calcutta on the first week of February.

Conversation 1:
TA: Ticket Offer: < $1400, # stop 1, waiting hrs = 5, Date 2/4 >.
A: Reject because price is high.
TA: I can offer deals as cheap as $1200 but if you purchase the previous offer
you will get a free round trip within continental USA.
A: That’s cool. I accept the previous deal.

In this conversation, TA has influenced the preference of A by rewarding him
with a free RT offer which was not in the original negotiation context. This is an
example of negotiation based on arguments. To produce convincing arguments,
it becomes extremely crucial to know the opponent’s belief model because the
same argument may not work for different opponents. Consider the following
three conversations:

Conversation 2:
In response to the request for a cheaper deal by another agent B for the same
itinerary in Conversation 1, the travel agent responds
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TA: Unfortunately no ticket below $1400 is available for February 4 and if you
delay the price will go up to $1600.
B: OK then give me this deal.

Conversation 3:
The travel agent tries the same “threat” as in Conversation 2 for the same
itinerary with another agent C who responds
C: Then I am not interested.

Conversation 4:
In response to the request for a cheaper deal by another agent D for the same
itinerary in Conversation 1, the travel agent responds
TA: I fear I can not give you any ticket below $1400 on February 4 but if you
take this deal I can give you 15,000 frequent flier bonus miles.
D: OK then I will purchase the ticket.

In conversations 2 and 3 we find that the same argument can result in opposite
results. The agent has missed the deal in the second conversation. For the agent
B the fear that the price of the ticket may increase dominates its decision whereas
agent C believes that it can get better deals. For agent C the reward offer clinches
the sale. Notice that here the travel agent TA need to concede some utility in
Conversation 4 to seal the deal. Which of the arguments the TA should use, will
depend on available offers, local utility function for the deals and the opponent
models that can be used as a predictor for offer/argument acceptance. In reality,
even though it is unlikely that the TA will have an exact knowledge of the user
agent’s belief model, such models can be approximated from domain knowledge,
interactions with other agents and previous interactions with this agent. We
propose a Bayesian network based approach for opponent agent modeling.

The above-mentioned negotiations are based on a set of issues, e.g., price, #
stops, waiting time, departure date, destination city, departure city, etc.. Some
of these issues are negotiable and some of them are constraints and can be
determined from domain knowledge. In the conversation 4, though bonus miles
was not part of the original set of issues being negotiated, the TA may have
the model that it can be used as a leverage on agent D. In other scenarios an
agent may have incorrect belief about some attributes. For example, a customer
agent G has a belief that airlines E has poor luggage handling record. When an
offer is rejected based on this premise, the TA will need to argue to correct this
misconception. This may, in turn convince G to accept the proposed deal.

3 Related Work

When we talk about negotiation process or argumentation in the negotiation
process in a multiagent society, it becomes extremely important to decide upon
communication language, domain language and negotiation protocols [1]. Com-
mon agent languages like FIPA ACL does not provide all the locutions which
are required to capture necessary expressions in the negotiation process. So,
researchers introduce explicit locutions for expressions [14]. In this paper, we
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concentrate on the argumentation generation in the negotiation process and
handle the communication introducing some explicit terminologies.

In a recent survey [10], Rahwan et. al. has presented a clear current state
of research in argumentation based negotiation. They have compared different
existing frameworks in the light of main characteristics. Kraus et. al. address the
problem of argumentation negotiation as a multiagent system problem and pro-
posed a framework for persuasion [8]. In their framework, agents used threats,
rewards, etc. as argumentation. They assume a prefixed set of arguments. Some
research has focused on providing framework for argumentation based negotia-
tion [4, 7]. They have mainly focused on the protocol for negotiation. Parsons
et. al. design it as a finite state model [9]. Our work is quite different from
these work, as unlike others we have concentrated on decision mechanism of the
agents. Ramchurn et. al. proposed a fuzzy logic based approach for selecting
rhetorics for persuasion [12]. They have addressed the problem of negotiation
process. They evaluate different locutions based on utility and trust. Rahwan et.
al. proposed a goal based approach for argumentation [11]. He argues that since
preferences are adopted to fulfill some goals, the arguing agent can influence the
other agent by influencing the associated or subgoals. Our work is also much
different from them. In our work, we have dealt with preferences which are sub-
ject to change and use a continually updated model of the opponent. Then, we
propose a novel Bayesian network based decision mechanism for arguing during
negotiation. Since we use expected utility based evaluation of the proposals and
arguments, the preference ordering also change during the negotiation process
and always produce the proposal which is most suitable at that point of time
and with the uncertainty of the domain and acquired knowledge. We believe that
using our model it will be possible to address argumentation during a negoti-
ation process in a more rich and dynamic environment. Zukerman et. al. have
used Bayesian networks to generate arguments in natural language as part of a
human-computer interaction scenario [16]. Given a goal proposition by the user,
the system, NAG generates arguments to justify it. We are using argumenta-
tion to enable a neogtiating agent to strike better deals with a peer agent. As
such, the problem solving and communication protocol, as well as the nature of
arguments are fundamentally different.

4 Definitions

In this section we present the formal definitions of different arguments or offers.
A is the whole set of attributes in the environment. We call namei and statei,j

as the name and jth state, respectively of the ith attribute in the environment,
j = 1(1)ni. We assume that each agent will be aware of all possible values of
namei and statei,j , j = 1..ni. The domain of statei,j may be numbers or discrete
values like high, low, good, etc.. We now define the attributes used in negotiation

• I ⊂ A to be the set of current context attributes.
• E ⊂ (A−I) to be the set of additional attributes which are not in the current
negotiation context but they can be included in I during the process of negotia-
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tion. That means an element a ∈ E can be removed from the set E and included
in the set I.
• P ⊂ (A − (I ∪ E)) to be the set of persuasive attributes which are used for
argumentation but are non-negotiable, e.g., reward-bonus-miles, threat-increase-
future-price, etc.
• V to be the collection of attributes with their name and a particular state value
in the outgoing proposal. An agent constructs this set with the name state pairs
of the attributes it choose for argument or offer.

We broadly categorize the locutions used in the conversation into following
types viz, request for proposal (or req), offer, argument, accept, reject and ter-
minate. Within each categorization, there are different types of locutions. Here
we discuss only the important locutions.

request(V): This is asked at the beginning of the conversation where the asking
agent states its basic need.
offer(V): This may be a completely new offer satisfying all constraints or it may
be the one stating the opponent that if it waives one or more constraints this
offer matches the other specifications and may be useful to it.
Argument: We define four different types of arguments:
conflict-argument(V): This is argument to the opponent about the conflict in
belief this agent has about the attributes in the V. It states 〈namei, statei〉 as
its belief about the ith attribute in V.
emphasizing-argument(V): This is argument to emphasize some additional at-
tributes in the offer to influence the opponent to accept the previous offer. Here
V ⊂ E .
persuasive-argument(V): This argument is used to persuade the opponent. Here
V ⊂ P.
justification(V): This argument is used to justify a previous argument. Here
V ⊂ (A− (I ∪ E ∪ P)).
accept(V): This is used to accept any proposal from the opponent.
reject(V): This is used to reject any proposal from the opponent. V contains
the name state pair of the attributes which are the reason for this rejection.
terminate(): used for termination of the conversation.

5 Architecture of Argumentation Based Agent

In this section, we present the architecture of our agent Ag (now onward we
maintain the convention of calling the agent by Ag and the opponent agent by
OpAg) for negotiation using arguments. Figure 5 shows the different components
in the agent architecture. We will discuss the different components here.

Proposal Analysis: The opponent agent can send either a counter offer
or it can simply reject previous offer made by the agent. Here we like to em-
phasize one thing, when an agent rejects one proposal, we assume that it gives
some argument for his decision. It can also send null argument. This component
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Fig. 1. Decision Architecture of the arguing agent

recognizes opponent’s proposal type and update opponent’s model. If opponent
sent an counter offer it inform the Counter offer processing component and if
opponent rejects previous offer with some argument it informs the Rejection pro-
cessing component. If the other agent terminate the negotiation after updating
the opponent model it terminates the process.

Rejection Processing: It interacts with the argument generator to generate
argument or another offer to change opponent’s rejection.

Counter Offer Processing: It interacts with the argument generator to
generate argument or counter offer for the opponent agent.

Argument Generator: It has five subcomponents which are responsible
to generate arguments or counter offer or rejection for the opponent. They are
Conflict Argument Generator, Justification Generator, Emphasizing Argument
Generator, Persuasive Argument Generator and Offer Generator. It starts work-
ing with Conflict Argument Generator.

Conflict Argument Generator: This subcomponent decides if the oppo-
nent agent rejects the earlier offer because of any ”wrong” or conflicting belief
about some attribute. Based on the negotiation history it determines whether
to argue with this conflict. If it decides to argue with this conflict it informs the
Offer/Argument Selector, which is described later in this section, to generate
conflict-argument with the attribute(s) it finds conflict, otherwise, it relinquish
the control to Justification Generator. For example, opponent agent may have
a belief that E airlines has a poor luggage handling reputation. So, when the
travel agent offer a ticket with E airlines in a reasonable price, G rejects that
with an argument of 〈luggage handling: poor〉. Then travel agent needs to argue
with confidence that in recent years E does not have any complain of poor lug-
gage handling. Then opponent agent may accept this deal. And if it rejects again
then this component updates the opponent model with this as a constraint.
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Justification Generator: If the opponent rejects the previous offer and
send name-state pair of a set of attributes, say W , as the reason. If there is no
conflict in belief but the agent finds that there is one more attributes v1 in the
environment (/∈ (I ∪ E)) which influence some attributes in W and v1 is not
under the control of any agent, then the agent asks Offer/Argument Selector to
justify the previous proposal with v1. For example, if an agent reiterates that
the price is high then this agent can justify it as the 〈 peak-season?: yes〉. If
this sumcomponent does not find any justification to make it calls the following
subcomponents to take control.

Emphasizing Argument Generator: Based on the Opponent model, dis-
cussed later in this section, this subcomponent decides if there is any emphasizing-
argument which can influence the opponent’s decision. If it finds any such ar-
gument it send that to Offer/Argument Selector to form emphasizing-argument.
Later we will discuss in detail which attributes are chosen and how. This ar-
gument may seem unnecessary as the agent could have sent all the attributes
along with the attributes in I. But in practice, an agent slowly expands the
context, if possible. This gives the other agent a feeling that it is offered as a
benefit. Moreover, in some real life negotiation, the number of issues that may
influence it is large and uncertain. So, initially, I is chosen as the combination
of the attributes that the other agent precisely mentioned and other dominant
attributes known by this agent from the domain knowledge. Then I is changed
during negotiation based on the interaction of the agents. For example, suppose
Ag’s proposal of 〈 $1300, # stop = 1, waiting hr. = 15 〉 is rejected by OpAg
with an argument of that 〈 waiting hr. =15, problematic: yes 〉. Now, from the
belief model of OpAg, agent Ag knows that the notification that 〈 hotel facilities:
5 star, accommodation: free 〉 with the previous offer will decreasing the proba-
bility of 〈 problematic: yes 〉 and in turn increase the probability of acceptance
of the last offer.

Persuasive Argument Generator: This subcomponent decides with the
help of Opponent model if there is any persuasive argument which can influence
the opponent to accept the previous offer. For example, suppose a reward of
bonus miles has a very positive influence on the opponent. Then if you reward
a reward of 10,000 bonus miles, it may accept your previous offer. Sometimes
threat about rising price may cause an acceptance of the offer which the opponent
previously rejected. It sends the persuasive arguments persuasive-argument to
the Offer/Argument Selector.

Offer Generator: This subcomponent generates the offer which it finds
best. If there is no offer that matches the conditions given by the opponent then
it also finds the offers which is possible if some weak constraints are removed.
It compares the best offer with the offer of the opponent, if any. It informs the
Offer/Argument Selector which one is better and if the opponent needs to drop
any attribute.

Offer Database: This is a filtered repository of all the offers relevant to
the opponent. This also includes the offers with weak constraints. After each
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interaction if the agent finds some new strict constraints in the opponent’s model
it updates the offer database.

My Model: This is a collection of the agent’s own belief about the domain
attributes. Say for example, it has a knowledge of the services in the airlines,
luggage handling, flight security, crew service quality, insurance facilities, etc.
Belief about an attribute may be strong or weak. A weak belief may change
hearing some strong counter arguments from someone whom it trusts. For a
domain expert (e.g. here the travel agent) we assume that all the belief are
strong.

Opponent Model: Opponent model consists of Constraint information and
Opponent’s belief model. We believe that, in any negotiation it is important to
recognize which attributes are strict constraints and which are negotiable. If
OpAg asks quote for tickets from JFK airport, NY to London and the travel
agent offer him cheap deals from NY to Shanghai, it will be enough reason
for the agent OpAg to terminate the conversation. But if it is difficult to find
deals from JFK, NY to London it will be a reasonable suggestion to try from
another airport of NY. Using the domain knowledge we initially classify the
constraints. Then it is updated based on the response from the opponent. We
present Opponent’s belief model as a Bayesian network and it will be discussed
in the next section.

Negotiation History: This consists of the history of offers and arguments
from both the agents.

Offer/Argument evaluator: This is an implicit component of the archi-
tecture. Each of the above three argument uses this component. Based on the
Opponent’s belief model and the agent’s own evaluations of the corresponding
offer or persuasion, this component finds out the expected utility of the offers or
arguments.

Offer/Argument Selector: This component chooses the offer or argument
producing maximum expected utility. It compares among the offers or arguments
which are sent by different argument and offer generator subcomponents. If the
opponent’s counter offer is the most profitable producing maximum utility then
it asks the Proposal Constructor to accept the negotiation. If the offer/argument
generated exceeds the opponent’s proposal then send that to Proposal Construc-
tor and if it does not receive any profitable offer from the other components it
asks the Proposal Constructor to terminate the negotiation.

Proposal Constructor: This forms the outgoing proposal and send it to
the opponent agent.

6 Bayes Net Model of Opponent’s Belief

In section 5, we have briefly discussed the architecture of a negotiating agent.
We have described how the decision mechanism largely depends on the agent’s
approximation of the opponent’s model. We have discussed that, one proposal
may be very quite profitable for one opponent but may be unacceptable for
another opponent. This makes it necessary and desirable for the negotiating
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agent to model its opponent. In practice, one agent may have only approximate
a priori estimates of the dependencies and influences of the different factors on
the other agent’s behavior. We propose the use of Bayesian networks to capture
the causal dependencies of the different factors on the decision mechanism of
the opponent. Bayesian networks can capture the inherent uncertainty in the
domain. We use an augmentation of the Bayesian network to evaluate the utility
of different actions of the modeling agent. The extended network is known as
influence diagram. This mechanism will allow the modeling agent to choose the
action that will produce maximum expected utility. We have shown an example
of modeling the opponent’s belief in Figure 2. We will discuss the details of the
decision mechanism in the next section.

6.1 Bayesian Networks and Influence Diagram

A Bayesian network is a graphical method of representing causal relationships [5],
i.e. dependencies and independencies among different variables that together de-
fine a real-world situation. Technically it is a Directed Acyclic Graph (DAG) with
nodes as the variables and a directed edge represent a causal relationship be-
tween the corresponding nodes. In addition to its structure, a Bayesian network
is also specified by a set of parameters θ, that qualify the network. The causal
relationship is characterized by the corresponding conditional probability tables
(CPTs).

Consider a vector X of variables and an instantiation-vector x. If the imme-
diate parents of a variable Xi is the vector PaXi

, with its instantiation paxi
,

then
Pr[X = x|θ] =

∏
i

Pr[Xi = xi|PaXi
= paxi

, θ].

This defines the joint distribution of the variables in X, where each variable Xi

is conditionally independent of its non-descendants, given its parents. For more
detailed discussion on Bayesian networks we refer [2, 5].

We use Bayesian networks for representing belief structures, for the following
reasons:

• Bayesian network can readily handle incomplete data sets.
• It allows one to learn about causal relationships. This is useful to gain under-
standing about a problem domain. It successfully represent the non-linear causal
relationships of the variables.
• It handles uncertainty in the domain efficiently.
• Bayesian networks in conjunction with Bayesian statistical techniques facili-
tate the combination of domain knowledge and data.
• It offers a method of updating the belief or the CPTs.

An influence diagram is a Bayesian network augmented with action variables
and utility functions. There are three types of nodes in the influence diagram:
chance nodes, value nodes and action nodes [6]. The action variables represent
different actions of the decision maker. There exists utility function attached to
the value nodes in the network. Influence diagram can be used to calculate the
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utilities of different values of the decision variables. In the context of negotiation,
we want to use such networks to find out the conditional probability of accepting
a proposal given the proposal contents listed as an attribute-value vector.

6.2 An Illustration of the Agent Belief Model

In our negotiation framework, we assume that the arguing agent has an approx-
imation of the belief model of the opponent agent. In this paper, we model the
opponent’s belief as a Bayesian belief network. We have assumed that the argu-
ing agent knows the exact structure of the network and it has an approximate
idea of the conditional probability tables (CPT) from the domain and earlier in-
teractions with the opponent agent. For the sake of simplicity we have assumed
all variables to be discrete. In figure 2, we show an example of modeling opponent
agent’s belief. It shows the model of a customer agent OpAg approximated by
the travel agent Ag in our example. The agent OpAg has asked for a round-trip
airline ticket from Tulsa to Calcutta in the first week of February. He send the
request for proposal req(V) where V is collection of the attributes 〈 from: Tulsa,
To: Calcutta, Roundtrip: yes, # of stops: ≤ 2, date: 02/04/04〉. In the network
shown, the decision node represents the decision whether OpAg accepts the offer
or argument. The outcome is boolean, yes or no. The chance nodes, value nodes
and action nodes are represented as circles, rhombus and rectangles, respectively.
Double circles imply that the offer deterministically determines their values. The
double circles that are joined by a solid line with their parents implies that they
are initially among the set I of the negotiation and the double circles joined
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Fig. 2. Approximate belief model of the opponent
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with dotted lines belong to E in the negotiation. An arc above some double cir-
cles qualify them as negotiable. The action nodes represent the actions taken by
agent Ag and its influence on OpAg’s decision is represented by the CPT’s.

Here the action offer by the agent Ag determines the value of different nodes
like airlines name, # of stops, date of journey, destination city, departure city,
requirement for transit visa, etc. Whereas, Ag has a belief about the value of
some chance nodes for OpAg like risk attitude, payment capacity, etc. which
influence the decision of OpAg. We consider different offers as different possible
actions for the node offer.

For each offer available to Ag it can find out a conditional probability of
acceptance by OpAg given evidences in the offer. Based on the reply of OpAg
to an offer or argument the CPTs are updated by the sequential update rule of
Bayesian network [15].

7 Offer or Argument Selection Procedure

In section 5, we discuss the different components that influence the decision of
the agent Ag. In this section, we will present an algorithm to clearly state the
decision taking procedure. Also we will discuss briefly how the agent evaluates
different and choose the offer or argument.

The decision procedure is presented in Algorithm 1. Now lets describe some
methods of the algorithm.

• Find-best-offer: Each offer sets different values to the attributes. From
agent’s own model it will get a utility for the offer with corresponding values
of the attributes. It will also get the corresponding probability that this will be
accepted by the other agent from the opponent agent’s belief model presented by
the Bayesian network. So, for a each offer with specified values of the attributes,
the agent can find the expected utility. The offer generator will choose the one
producing maximum expected utility. If it is not possible to find an offer for the
constraints, it will check if removing some weak constraint can yield some good
deal. If so, it chooses that deal as the best offer.

• Conflict-belief: If the opponent agent rejects some proposal and produces
some attribute which has conflict with the belief of this agent. The subcomponent
Conflict Argument Generator generates conflict-argument with the belief it has
about the conflicting attribute.

• Justify-belief: This argument is used if the opponent rejects the offer
and send name-state pair of a set of attributes, say W , as the reason. If there
is no conflict in belief but the agent finds that there is an attribute v1 in the
environment (/∈ (I ∪ E)) which influence some attributes in W and v1 is not
under the control of any agent, then the agent send justify with v1 ∈ V. This is
done by Justification Generator.

•Find-significant-emphasizing-argument: If the opponent agent rejects
or produces counter offer the agent will emphasize on those attribute values
which have significant influence on the opponent but not mentioned in the
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Algorithm 1 Decision(proposal(V)): Decision Algorithm of the Agent
Update-opponent-model(V);
if proposal(V) is reject or argument then

Process-Rejection-Processing(V);
else {proposal(V) is counter offer}

Counter-Offer-Processing(V)
Process-Rejection-Processing(V):
finalarg = null;
finalarg = conflict-belief(V,myModel,NegoHistory);{This is done by Conflict Argu-
ment Generator}
if (finalarg==null) {there is no conflict in belief} then

finalarg = Justify-belief(V,myModel,NegoHistory);{Justification generator con-
trols this method}

if (finalarg==null) {no additional justification for offer} then
finalarg = OfferOrPersuasiveOrEmp(m,null);{this method which option generates
maximum expected utility}
{where, m =〈V,myModel,OpModel,NegoHistory〉}
{null second argument corresponds to no counter-offer from opponent}

Offer-argument-select(finalarg);{final proposal formed}
Counter-Offer-Processing(V):
finalarg = null;
finalarg = Justify-belief(V,myModel,NegoHistory);
if (finalarg==null) {no additional justification for offer} then

finalarg = OfferOrPersuasiveOrEmp(m,proposal(V);
OfferOrPersuasiveOrEmp(m,proposal(V)):
〈u2, arg1〉 = Find-significant-emphasizing-argument(m);{this method finds the sig-
nificant emphasizing argument∈ E}
〈u3, arg2〉 = Find-best-persuasive-argument(m);{this method finds out best persua-
sive argument and corresponding expected utility}
〈u4, offer〉 = Find-best-offer(m);{finds out the best offer}
u1 = getutility(proposal(V));{Opponent’s offer utility}
find out which utility, ui is maximum.
if max ui is positive then

Offer-argument-select(finalarg) {finalarg is the generated argument or offer or op-
ponent proposal for which the corresponding ui is maximum}

else
Terminate()

Offer-argument-select(finalarg):
form outgoing proposal based on finalarg.

negotiation. This arguments reinforce the negotiation context to make the offer
more acceptable to the opponent.

So, the task is to find out significant attributes for argumentation. Now,
given the evidences in the offer, we need to find out those attributes (∈ E) in
the offer which has significant influence but not yet included in I. Suppose, xi’s
are the values already in I. We need to calculate P (acceptance|I, yj,k), from the
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Bayesian network of the opponent’s belief,where yj,k is the kth value of yj ∈ E ,
for different j’s.

Having obtained this probabilities we can test of significant of the influence
of the yj in the acceptance of the other agent. Conduct a t-test for the test of
significance of individual probabilities. We consider the null hypothesis as H0i :
ith varianle in E has significant influence against H1 : , ith variable in E has
no significant influence. We choose those values, for which null hypothesis is
accepted. If more than one value of a single variable has chosen to be significant
take that value for which the corresponding p-value is maximum. We choose
those attributes and the corresponding value and form the set V and the ar-
gument emphasizing-argument(V). If we found that no attribute has significant
influence on the opponent’s decision then no argument is chosen.

• Find-best-persuasive-argument: Each time the opponent agent rejects
an offer, the agent try to find based on the opponent’s belief model, if some
persuasive arguments can increase the probability of accepting the offer by the
opponent agent. This has a corresponding utility. persuasive argument is sent
if its expected utility exceeds the expected utility of the other arguments or
offers. There may be more than once persuasion the agent want to make in one
persuasive-argument.

8 Conclusion and Future Work

In this paper, we have presented a novel architecture that allows an agent to ne-
gotiate better deals by using argumentation. We also propose the use of Bayesian
network for representing the opponent’s belief model and provide a framework
by which such a model can be used to generate arguments that are likely to
convince the opponent to accept proposed offers. The use of Bayes nets allow
us to formally capture the complex interrelationships between domain issues
and their influence on the opponent’s decisions. Such models allow agents to
efficiently arrive at profitable negotiated settlements. Such models can also be
updated based on negotiation history and can serve as useful repositories for
dealing with steady customers.

We have presented an asymmetric negotiation model, with a knowledgeable
domain expert interacting with a user agent. We plan to extend this model
for peer-to-peer level interaction scenarios. In particular we are interested in
applying such techniques in P2P environments, where both the agents may have
similar knowledge, for resource procurement and exchange.
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Abstract. Negotiation can be conceived as the exchange of messages
among self-interested agents in order to settle on an agreement over a
given issue. They decide which messages to send according to their pref-
erences and their evolving beliefs. Agents able to handle this dynamics
of messages and beliefs can be represented by means of Defeasible Logic
Programming augmented with utility functions. This approach to ar-
gumentation has the advantage of providing a useful platform for the
representation of beliefs and the generation of messages. The interactive
nature of negotiations requires an updating mechanism to be applied
over the knowledge bases of the agents. The features of this mechanism
are described by a protocol of a negotiation. Although there are many
possible protocols, we concentrate on one that ensures the existence of
an agreement in negotiations. The formalism of DeLP provides a very
natural approach to the characterization of such a protocol.

1 Introduction and Motivation

The design of agents able to engage in negotiations is one of the main goals in the
research on Multi-Agent Systems [LS01]. Justifications for the behavior of agents
in negotiations have been known for a long time in disciplines related to the study
of Decision-Making processes [Mye89]. Despite the efforts of many authors both
in the Decision Sciences as in Multi-Agents Systems, the characterization of
precise mechanisms of interaction in negotiations has shown to be a hard problem
because, unlike markets and voting situations, the context of interaction varies
from a negotiation to another. An abstract characterization of the conditions
for mechanisms (protocols) that may ensure the convergence to agreements in
negotiations has been presented in [Toh02]. We take up some of the ideas there,
but adapted to the additional requirement of giving a precise foundation for the
internal argumentation processes carried out by each individual agent.

To represent those deliberation processes we choose an alternative form of
declarative programming, Defeasible Logic Programming (DeLP) [SCG94, Gar00,
GS04]. This formalism combines Logic Programming with Defeasible Argumen-
tation [Pol87, SL92, Pol95, Dun95, CML00, PV00], allowing the representation of
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tentative knowledge and leaving for the inference mechanism the task of finding
the conclusions that the knowledge base warrants [CDSS03]. Furthermore, we
introduce Decision-Theoretic tools into DeLP, in order to represent the fact that
agents are self-interested. This is achieved by adding preferences to the formal-
ism of DeLP, i.e. utility considerations [Lou90, TS04]. We call agents that reason
using this Decision-theoretic enhanced Defeasible Logic Programming, DDeLP
agents.

We consider only two-agent negotiations, since the extension to any number
of agents follows basically the same pattern but is more involved in its syntax,
without providing extra intuitions. In this simple kind of negotiations, one agent
(by convention she is always called a1), chooses one preferred conclusion derived
from her beliefs. This conclusion represents a possible settlement for the nego-
tiation. The other agent (a2) treats this message as a query Q. Agent a2 agrees
with a1 if he can find a warranted argument A for Q. Otherwise, he explores his
own knowledge base in order to select a new proposal to make.

If we want to ensure the convergence of the negotiation, we may impose over
the agents a protocol to guide the process of exchange of messages towards an
agreement [Lou98]. As shown in [Toh02] a sufficient condition for such a protocol
is its monotonicity. One consequence of this property is the absence of cycles,
understood as the repetition of messages. Since a message cannot be repeated
by either of the agents, any attempt to “convince” the other party in the negoti-
ation is implicitly ruled out. In fact, a monotonic protocol rather forces an agent
to accept the message of the other as a constraint.1 Therefore, returning to our
Decision-theoretic DeLP framework, if no warranted argument for the message
of the other party is found, the agent must look for at least one rule responsible
for this. From among several, she should choose the one that yields less utility
and eliminate it from the knowledge base. Although there are other possible re-
sponses, this procedure represents a very cautious change of beliefs of the agent.
With the corrected knowledge base, which represents the current beliefs of the
agent, a message is chosen and the process repeats itself until either a query be-
comes warranted or there are no longer rules to be deleted from the knowledge
base. In the first case the negotiation is said to end in an agreement. In the latter
case, instead, it results in the breakup of the negotiation (which can be seen as
a form of degenerate agreement on not pursuing further the negotiation).

The plan of the rest of this paper is as follows. In section 2 we will present
the rudiments of DeLP with utilities. In section 3 we introduce the protocol and
describe how it proceeds. Section 4 discusses possible extensions for this work.

2 Decision-Theoretic Defeasible Logic Programming

We consider a language with three disjoint components:

– Facts, which are ground literals representing atomic information (or the
negation of atomic information).

1 This is a requirement shared by all known models of bargaining.
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– Strict Rules of the form L0← L1, . . . , Ln, where L0 is the head and {Li}i>0
is the body. Each Li in the body or the head is a literal.

– Defeasible Rules of the form L0 –≺ L1, . . . , Ln, where L0 is the head and
{Li}i>0 is the body. Each Li in the body or the head is a literal.

Then, a Defeasible Logic Program is a set of facts, strict rules, and defeasible
rules. P = (Π, Δ), where Π denotes the set of facts and strict rules, while Δ
denotes the set of defeasible rules. For each query Q there are four possible
answers: yes, no, undecided or unknown.

To determine which answer is correct, we need the notion of argument. Given
a program P = (Π, Δ) and a literal L, 〈A, L〉 is an argument structure for L. A
is a set of defeasible rules in Δ such that:

1. there exists a defeasible derivation of L from Π ∪ A. That is, there exists a
finite sequence L1, . . . , Ln = h of ground literals, such that each Li is either
a fact in Π or there exists a rule in Π ∪ A with Li as its head, and every
literal in the body Bj is such that Bj ∈ {Lk}k<i,

2. there is no literal P such that both P and ¬P have defeasible derivations
from Π ∪ A,

3. A is minimal, i.e., there does not exist A1 ⊆ A such that A1 satisfies (1)
and (2).

This framework can be enhanced by means of preferences, Φ : Π ∪ Δ → B,
where B is an arbitrary Boolean algebra with top " and bottom ⊥. The new
elements Φ(·) and B represent explicit preferences, in the sense that given two
pieces of information μ1, μ2 ∈ Π∪Δ if μ1 is strictly more preferred than μ2 then
Φ(μ1) �B Φ(μ2), where #B is the order of B. The elements of μ ∈ Π ∪Δ which
are most preferred receive a label Φ(μ) = ".

We do not assume here that Φ assigns " to all strict rules in Π, and not even
that Φ(μ1) �B Φ(μ2) for μ1 ∈ Π and μ2 ∈ Δ. This is because Φ(·) has, unlike
the distinction between strict and defeasible rules, no epistemic content. Instead,
the preferences represent other kinds of rationales. In particular the cost-benefit
rates of the pieces of information (since their use may preclude the use of other
pieces in the reasoning process).

Whatever the reasons are for preferring elements of Π ∪ Δ, we postulate a
Boolean algebra B over which Φ(·) ranges. It can be argued that a more general
ordering could be appropriate but, as we will see, the inference engine has to
perform some operations over the labels of the pieces of information used in the
process of argumentation. In consequence, the range of Φ(·) has to be not only
an ordered set but also be closed under the logic operators

∧
and

∨
. This can be

easily represented by means of a Boolean algebra. In the simplest case, in which
B is just a compact subset of real numbers with the natural order, we may say
that Φ(μ) is the utility of the piece of information μ.

From the preferences over Π ∪ Δ, we can find preferential values over de-
feasible derivations. A fact L, which can be seen as the head of a (strict) rule
with an empty body, has a value denoted V (L, ∅) = Φ(L). By induction, given
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rule μ (strict or defeasible) with head L and body B1, . . . , Bm, if L is de-
rived using μ its preferential value is V (L, μ) = Φ(μ) ∧

∧m
k=1 V (Bk). The in-

tuition here is that a conclusion is as strongly preferred as the weakest of either
its premises or the rule used in the derivation. Given a defeasible derivation
from Π ∪ Δ, LΠ∪Δ(L) : L1, . . . , Ln = h, it yields for its conclusion L a value
V (h,LΠ∪Δ(L)) = V (L, μ) where μ is the rule that yields h = Ln up from some
literals in {Lj}j<n.

By extension, an argument structure 〈A, L〉 yields a value for L, V (L,A) =∧
LΠ∪A(L) V (L,LΠ∪A(L)). That is, it yields the lowest value among all the

derivations of L by using defeasible rules in A. Notice that, by definition of
A there is no other set A

′
⊂ A that allows the derivation of L, but more than

one selection of strict rules may exist in Π that allows, jointly with A, to do
that.

Let F the set of all literals that can have a defeasible derivation from Π ∪Δ.
Any subset H ⊆ F has a value V (H) =

∨
L∈H

∧
LΠ∪Δ(L) V (L,LΠ∪Δ(L)). This

means that H is as valuable as the most valuable of its elements, which in turn
is as valuable as the weakest of its derivations.

With this characterization we speak of an Decision-theoretic enhanced Defea-
sible Logic Program or P

′
= (Π, Δ, Φ,B) which is intended to provide answers

to queries through a process of argumentation that proceeds making compar-
isons among arguments. The main criterion of comparison used is preferential
specificity [Poo85, SL92, SGCS03, TS04]. Consider a program P

′
= (Π, Δ, Φ,B)

with ΠG the set of strict rules from Π. Let F the set of all literals that can have
a defeasible derivation from Π ∪Δ. Let 〈A1, L1〉 and 〈A2, L2〉 be two argument
structures with L1, L2 ∈ F . Then 〈A1, L1〉 is strictly more preferentially specific
than 〈A2, L2〉 if:

1. For all H ⊆ F , if there exists a defeasible derivation of L1 from ΠG∪H ∪A1
while ΠG ∪ H �� L1, then L2 can be defeasibly derived from ΠG ∪ H ∪ A2,
and

2. there exists H
′ ⊆ F such that there exists a defeasible derivation of h2 from

ΠG ∪H
′ ∪A2 and ΠG ∪H

′ �� L2 but there is no defeasible derivation of L1
from ΠG ∪H

′ ∪ A1.
3. For every H verifying (1) and H

′
verifying (2), V (H) #B V (H

′
).

Argument 〈A1, L1〉 counterargues another 〈A2, L2〉 at a literal L if there
exists a sub-argument of 〈A2, L2〉, 〈A, L〉, i.e., A ⊆ A2, such that there exists a
literal P verifying both Π ∪ {L, L1} � P and Π ∪ {L, L1} � ¬P .

If 〈A1, L1〉 and 〈A2, L2〉 are two argument structures, 〈A1, L1〉 is a proper
preferential defeater for 〈A2, L2〉 at literal L iff there exists a sub-argument of
〈A2, L2〉, 〈A, L〉 such that 〈A1, L1〉 counterargues 〈A2, L2〉 at L and 〈A1, L1〉 is
strictly more preferentially specific than 〈A, L〉. Alternatively, 〈A1, L1〉 is a block-
ing preferential defeater for 〈A2, L2〉 at literal L iff there exists a sub-argument
of 〈A2, L2〉, 〈A, L〉 such that 〈A1, L1〉 counterargues 〈A2, L2〉 at L and neither
〈A1, L1〉 is strictly more preferentially specific than 〈A, L〉 nor is 〈A, L〉 strictly
more preferentially specific than 〈A, L〉. If 〈A1, L1〉 is either a proper or a block-
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ing preferential defeater of 〈A2, L2〉, it is said to be a preferential defeater of the
latter.

An argumentation line for an argument structure 〈A0, L0〉 is a sequence
Γ = [〈A0, L0〉, 〈A1, L1〉, 〈A2, L2〉, · · · ] where for each i > 0 〈Ai+1, Li+1〉 is a
defeater of 〈Ai, Li〉. ΓS = [〈A0, L0〉, 〈A2, L2〉, 〈A4, L4〉, · · · ] is the sequence of
supporting argument structures of Γ , while the sequence of interfering ones is
ΓI = [〈A1, L1〉, 〈A3, L3〉, 〈A5, L5〉, · · · ].

An acceptable argumentation line in a defeasible program P
′
= (Π, Δ, Φ,B)

is a finite sequence Γ = [〈A0, L0〉, · · · , 〈An, Ln〉] such that:

1. Both ΓS and ΓI are concordant, i.e., there is no P such that both P and
¬P have defeasible derivations from Π ∪

⋃� n
2 �

i=0 A2i and no P
′
with defeasible

derivations for both P
′
and ¬P

′
from Π ∪

⋃� n−1
2 �

i=0 A2i+1.
2. No argument 〈Ak, Lk〉 ∈ Γ is a subargument of an argument 〈Aj , Lj〉, i.e.,

Ak �⊂ Aj , for j < k.
3. For each i < n, if 〈Ai, Li〉 is a blocking preferential defeater of 〈Ai−1, Li−1〉

then 〈Ai+1, Li+1〉 is a proper preferential defeater of 〈Ai, Li〉.

To answer a query Q, the preferential warrant procedure builds up a candidate
argument structure 〈A, Q〉. Then, it associates to this argument a preferential
dialectical tree T〈A,Q〉 as follows:

1. The root of the tree is labeled, 〈A0, Q0〉, i.e., A0 = A and Q0 = Q.
2. Let n be a non-root node, with label 〈An, Qn〉 and Γ = [〈A0, Q0〉, · · · , 〈An,

Qn〉] the labels in the path from the root to n. Let B = {〈B1, H1〉, · · · , 〈Bk,
Hk〉} be the set of all the preferential defeaters for 〈An, Qn〉. For 1 ≤ i ≤ k, if
Γ

′
= [〈A0, Q0〉, · · · , 〈An, Qn〉, 〈Bi, Hi〉] is an acceptable argumentation line,

n has a child ni labeled 〈Bi, Hi〉. If B = ∅ or no 〈Bi, Hi〉 ∈ B is such that Γ
′

is acceptable, then n is a leaf of the tree.

The nodes of T〈A,Q〉 can be marked, yielding a tagged tree T ∗
〈A,Q〉 as follows:

– All leaves of T〈A,Q〉 are marked U in T ∗
〈A,Q〉.

– If 〈B, H〉 is the label of a node which is not a leaf, the node will be marked U
in T ∗

〈A,Q〉 if every child is marked D. Otherwise, if at least one of its children
is marked U , it is marked as D.

Then, given an argument 〈A, Q〉 and its associated tagged tree T ∗
〈A,Q〉, if the

root is marked U , the literal Q is said to be preferentially warranted. A is said
to be the preferential warrant for Q. Therefore, given a query Q the possible
answers will be:

yes, if Q is preferentially warranted;
no, if ¬Q is preferentially warranted;
undecided, if neither Q nor ¬Q are preferentially warranted;
unknown, if Q is not in the language of the program.
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3 Negotiation

A negotiation can be seen as the exchange of messages among agents in order
to reach an agreement over a given issue. The main elements in a negotiation
are the following:

– The possible settlements.
– The preferences over them.
– The individual beliefs about the possible results.
– The messages that can be exchanged.

The messages are chosen according to the preferences over the class of settle-
ments that are believed to be acceptable. Once a message is received, an agent
has to decide whether to accept the implied settlement or to break up the nego-
tiation or to explore for new possibilities. If the latter is the case, the agent has
to update her beliefs and choose her message according to that.

In terms of DDeLP consider a program P
′
= (Π, Δ, Φ,B) where Φ = Φ1 ×

. . . Φn with range Bn, from which we may define the elements of a n-person
negotiation as follows:

– The possible settlements are the literals L that can be defeasibly derived
from Π ∪Δ.

– The preferences over the literals are derived from Φ.
– The individual beliefs are subsets of Π ∪Δ.
– The messages are the literals L plus two extra symbols, “yes” and “break”,

to indicate either agreement or the breakup of negotiations.

That is, we assume that agents consider only a certain subset of rules, from
which they select some literals as both possible settlements and as messages. We
consider only two agents, 1 and 2. Each agent i performs, at each stage t of the
negotiation, a DDeLP program 〈Πt

i , Δ
t
i, Φ

t
i,B〉, where Πt

i ∪Δt
i ⊆ Π ∪Δ and Φt

i

is the restriction of Φi over Πt
i ∪Δt

i.
At t = 1 agent a1 sends a message (a literal L1 derived from Π1

1 ∪ Δ1
1) to

agent a2. He may query his program Π2
2 ∪ Δ2

2 and if the answer is yes end
the negotiation by accepting L and sending the message “yes”. Otherwise, if
the answer is unknown he may break the negotiation (because the issue has
become meaningless) and send “break”. In case that the answer is either no or
undecided, a new literal is chosen to be send as a message.

In general, a response to a message Lt received by agent ai at round t + 1
of the negotiation, is a message Lt+1 defeasibly derived from Πt+1

i ∪Δt+1
i . The

exchange of messages proceeds in orderly fashion: agent a1 sends her messages
at odd values of t (i.e. at 1, 3, . . .) while a2 sends hers at even values (2, 4, . . .).

A possibility is that Lt is either no or undecided. Then, Πt+1
i ∪Δt+1

i must
be revised and updated according to Lt. The result of this operation of updating
is Π̄t+1

i ∪ Δ̄t+1
i

2. There are alternative characterizations of this updating opera-

2 The next time agent i receives a message, t + 3, his knowledge base will be Πt+3
i ∪

Δt+3
i ≡ Π̄t+1

i ∪ Δ̄t+1
i .
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tion [FKIS02], but a mandatory requirement is that it must be consistent with
the protocol of negotiation.

Since we assume that the goal of both agents is either to reach an agreement
or break up the negotiation, any sufficient condition that ensures such result
may be applied to define a protocol. In [Toh02] it is shown that such condition
is monotonicity, in the sense of reducing disagreements. In other words, agents
are allowed to exchange messages (without repetition) until either an agreement
is found or the negotiation breaks up.

In this sense, if until stage t the messages that have been sent back and
forth are L1, L2, . . . , Lt−1, the possible messages to be send from then on are
constrained by the protocol.

The following is obviously a monotonic protocol:

Protocol 31. If an agreement nor a break up is reached, the response to a mes-
sage Lt must be a Lt+1 in L \ {Lj}t

j=1, where L is the set of literals that can be
defeasibly derived from Π ∪Δ.

If such non-deterministic protocol is applied, a process of updating Πt+1
i ∪

Δt+1
i must be consistent with it. In this sense, if Lt is not preferentially war-

ranted, no Lj for j = 1, . . . , t should be used as a message up from the resulting
knowledge base Π̄t+1

i ∪ Δ̄t+1
i .

This means that, in particular, the current beliefs must be changed. The
beliefs should no longer allow the messages sent in the previous rounds to be
considered warranted.3 One way to achieve this is by using the following proce-
dure:

Procedure 31. Consider, for a given i, the tagged trees T k
i , for k = 1, . . . , t.

Among those with roots marked U, choose the leaves 〈Hk, Hk〉 that minimize
Vi(Hk,Hk), derived from Φt+1

i .
For each of those leaves, choose a rule that minimizes Φt+1

i (μk) over all the
rules that participate in the derivation of Hk from Πt+1 ∪ Hk. Then define
Π̄t+1

i ∪ Δ̄t+1
i := (Πt+1

i ∪Δt+1
i ) \ {μ}k.

This procedure, used in the following algorithm allows to find the updated
beliefs and choose next message:

Algorithm 31. [Update Beliefs and Select Message]

1. Define T〈A,Lk〉 for k = 1, . . . , t.
2. Run Procedure 3.1.
3. Find {T k

i }t
k=1 over Π̄t+1

i ∪ Δ̄t+1
i

4. If a root is marked U go to 2. Else
(a) If Π̄t+1

i ∪ Δ̄t+1
i = ∅, send the message “break”.

3 As said, preferences could also change, but this equivalent to replace Φi for Φ
′
i.

Although this can be easily introduced in our framework, we leave the details for an
extension of this work.
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(b) Else choose Lt+1 such that minimizes Φt+1
i (L) over those literals L that

can be preferentially warranted in Π̄t+1
i ∪ Δ̄t+1

i .

It is immediate that:

Proposition 31. Algorithm 3.1 implements Protocol 3.1.

Proof: Trivial. If Lt is warranted, then an agreement is reached and the selected
message is “yes”, else if Lt is unknown the negotiation breaks up. Otherwise,
Algorithm 3.1 is such that if Π̄t+1

i ∪ Δ̄t+1
i = ∅ the negotiation breaks up, other-

wise, it ensures that L1, . . . , Lt are not preferentially warranted in Π̄t+1
i ∪ Δ̄t+1

i ,
therefore it chooses Lt+1 ∈ L \ {Lj}t

j=1.

Notice that Algorithm 3.1 is not the only possible implementation of Pro-
tocol 3.1, since the latter just asks for monotonicity in the messages, while the
Algorithm intends to find the best messages for agent ai.

Another result that follows is:

Proposition 32. If both agents use Algorithm 3.1 to choose messages, the ne-
gotiation either ends in an agreement or in a break up.

Proof: Algorithm 3.1 implements Protocol 3.1. We denote Lt = L \ {Lk}t
k=1.

There are two possibilities, either there exists a T such that when one of the
agents sends a message LT the other agent responds with “yes”. Alternatively,
if there is no L that may result in an agreement, as a consequence of the Com-
pactness Theorem for First-Order Logic there exists a T

′
< ∞ such that LT

′
= ∅

and leads to a response “break”.

A final consequence of using Algorithm 3.1 is that if agreements (including
break ups as degenerate agreements) are path dependent. That is, the choices
made by the agents condition further choices. Therefore, over the same knowl-
edge base, the agents may end up agreeing on different conclusions. The following
example shows this:

Example 31. Consider the classical example in defeasible argumentation where
preferences are defined for B = {0, 1}, with 0 < 1. The preferences, which for
simplicity are assumed common to both agents, are indicated in parentheses next
to the corresponding pieces of information:

Π = {bird(X) –≺ penguin(X) (1), penguin(tweety) (1), bird(tweety) (1)}
Δ = {¬flies(X) –≺ penguin(X) (1), f lies(X) –≺ bird(X) (0.5)}

Agents have different beliefs:

Π1
1 = {penguin(tweety) (1), bird(tweety) (1)}

Δ1
1 = {¬flies(X) –≺ penguin(X) (1)}
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while

Π1
2 = {bird(X) –≺ penguin(X) (1), penguin(tweety) (1), }

Δ1
2 = {flies(X) –≺ bird(X) (0.5)}

For agent a1, there are two warranted conclusions, penguin(tweety) and
¬flies(tweety). Suppose that her message is L1 = penguin(tweety). Since it
is also a warranted conclusion for a2, he will respond with “yes”. Otherwise,
suppose that L1 = ¬flies(tweety). Since for a1 flies(tweety) is warranted he
must apply Algorithm 3.1. It follows that he has to drop the rule with lowest
preference, namely flies(X) –≺ bird(X). Then,

Π2
2 = {bird(X) –≺ penguin(X) (1), penguin(tweety) (1), }

Δ2
2 = ∅

The only (trivially) warranted conclusions are penguin(tweety) and
bird(tweety). In the case that L2 = penguin(tweety), the response is
“yes” and the same is true if L2 = bird(tweety).
On the other hand, assume that Φ(flies(X) –≺ bird(X)) = 1 while
Φ(bird(X) –≺ penguin(X)) = 0.5. Accordingly, if L1 = ¬flies(tweety)
then

Π2
2 = { penguin(tweety) (1), }

Δ2
2 = {flies(X) –≺ bird(X) (1)}

Therefore, L2 = penguin(tweety), and the response is “yes”.

Finally, if

Π1
2 = {bird(tweety) (1)}

Δ1
2 = {flies(X) –≺ bird(X) (0.5)}

and L1 = penguin(tweety), the response is “break”.

4 Conclusions

We presented in this paper a framework of negotiation with DeLP extended with
preferences. An algorithm of belief updating based on the elimination of rules
ensures that agents will reach an agreement, although this agreement depends
on the particular sequence of messages chosen.

A matter of further work will be to see if a negotiation still converges to an
agreement if another mechanism of belief updating is used.
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Abstract. Argumentation-based negotiation (ABN) is an effective means of re-
solving conflicts in a multi-agent society. However, it consumes both time and
computational resources for agents to generate, select and evaluate arguments.
Furthermore, in many cases, argumentation is not the only means of resolving
conflicts. Thus, some could be avoided either by finding an alternative means
(evading the conflict) or by modifying the intended course of action (re-planning).
Therefore, it would be advantageous for agents to identify those situations and
weigh the costs and the benefits of arguing before using it to resolve conflicts.
To this end, we present a preliminary empirical analysis to evaluate the perfor-
mance of a simple ABN system, with respect to other non-arguing approaches,
in a particular task allocation scenario. In our experiments, we simulate a multi-
agent community and allow the agents to use a combination of ABN, evasion and
re-planning techniques to overcome conflicts that arise within the community.
Analysing the observed results, we show that, in our domain, ABN presents an ef-
fective means of resolving conflicts when the resources are constrained. However,
we also show it is a more costly and less effective means, compared to evasion
and re-planning methods, when resources are more abundant.

Keywords: Argumentation-based Negotiation, Conflict Resolution.

1 Introduction

Conflicts are inevitable in multi-agent systems in which autonomous entities pursue
their own goals (whether they do so in a self-interested or in a collaborative manner) [1].
They cover physical conflicts arising due to resource limitations (e.g., multiple agents
attempting to use a non-shareable resource at the same time) and knowledge conflicts
resulting due to discrepancies in viewpoints or opinions (e.g., a contradiction between
agents’ beliefs about a particular proposition) [1, 2, 3]. In either case, however, they
present hurdles for the agents to overcome if they are to achieve their goals and actions
in a coordinated manner. Against this background, Argumentation-Based Negotiation
(ABN) is advocated as a promising means of interaction that can allow the agents to
resolve these conflicts [4]. In its simplest form,ABN allows agents to exchange proposals
that are accompanied by meta-information, which provides support and justification for
the proposals. It also allows the exchange of explicit arguments, such as critics, appeals
and other forms of persuasive locutions, to influence and persuade the opponent to accept
the proposals and come to a mutual agreement [4, 5, 6].

I. Rahwan et al. (Eds.): ArgMAS 2004, LNAI 3366, pp. 234–250, 2005.
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AlthoughABN can be effective at resolving conflicts, there are a number of overheads
associated with its use. It takes time to persuade and convince an opponent to change its
stance and yield to a less favourable agreement. It takes computational effort for both
parties of the conflict to carry out the reasoning required to generate and select a set of
convincing arguments, and to evaluate the incoming arguments and reason whether to
accept or reject them. However, not all conflicts need to be resolved. Thus, for example,
when faced with a conflict, an agent could find an alternative means to work around the
situation; thereby evading the conflict rather than attempting to resolve it. By way of an
example, consider the case where an agent (A) requires the service of another (B) which
is also demanded by a third agent (C). Now if B is unwilling to provide its service, instead
of attempting to persuade it to change its conflicting stance, A could simply attempt to
find another more willing partner (D) who has a similar capability. The result would
still be A overcoming the conflict situation, but not through argumentation. In addition
to either evading the conflict or arguing and resolving it, an agent could also attempt
to re-plan and alter the means by which it intends to achieve the objective so that the
conflict situation is removed (e.g., A could delay its task until B becomes available).

Given the overheads of argumentation, and the alternative methods available for
overcoming conflicts (evade and re-plan), we believe it is important for agents to be able
to weigh up the relative advantages and disadvantages of arguing, before attempting to
resolve conflicts through argumentation. This is the main long-term motivation of our
research. Specifically, we aim to empirically evaluate the effectiveness and efficiency of
argumentation as a conflict resolution mechanism with respect to these other non-arguing
alternatives available to the agents. To date, this issue has largely been overlooked in
existing literature. Current ABN assumes that the agent has already made the decision to
argue (typically without any consideration) and the focus is on the internal mechanisms
of argumentation (i.e., how agents can generate, select and evaluate arguments). Our
work presents an initial step in this direction.

Against this background, this work advances the state of the art in the following ways.
First, our main contribution is to evaluate the relative effectiveness and efficiency of using
simple forms of ABN, as opposed to evasion and re-planning, to overcome conflicts in a
multi-agent system. Specifically, we consider an ABN system in which agents exchange
meta-information, alongside their decisions, either to explain the internal constraints that
prompt them to make their decisions, or to suggest alternative solutions that satisfy their
internal constraints (e.g., I reject this proposal, since I am fully committed at this time
or I reject this proposal for the suggested time, but for this price I am willing to perform
this service at the following alternative times).1 Through an empirical evaluation, in
an idealised task allocation scenario, we show that such ABN does indeed present a
better means of conflict resolution than evasion when the resources are constrained.
However, we also demonstrate the diminishing impact (both in effectiveness and in
efficiency) of the ABN method as the resource levels increase within the community.

1 Clearly, this is toward the simpler end of the possibilities in argumentation. However, our
purpose here is not to exhaustively cover all forms of argumentation. Rather we seek to evaluate
the trade-offs involved in engaging in argumentation and concentrating on the simpler models
provides an initial point of departure.
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Second, we demonstrate the superior performance of hybrid strategies (i.e., those that
use both ABN and evasion in a combined manner) as opposed to pure strategies that
always attempt to use either one or another in conflict resolution. Third, to empirically
illustrate our concepts, we present a simple, but well-defined multi-agent context, where
conflicts occur naturally through interaction of agents with different motivations. Even
though, our experimental context embodies a series of simplifying assumptions made
for implementation purposes (detailed in Section 3.1), we demonstrate its versatility by
replicating both Kraus et al.’s [5] and Jung et al.’s [7] main experimental observations.

The remainder of the paper is structured as follows. Section 2 discusses the related
work and establishes our contribution within the current literature. Section 3 details our
argumentation context, the conflicts arising within it and presents the different methods
and strategies used by the agents to resolve these conflicts. Subsequently, Section 4 details
the experimental setting, presents our results and an analysis of the key observations.
Section 5 concludes, and details our future directions.

2 Related Work

Argumentation-based negotiation is fast emerging as an important means of interaction
for agents within multi-agent communities [4]. To date, most of the work in this area
has focused on the internal mechanisms of argumentation; that is how arguments are
generated [6, 8, 9], selected [5, 10, 11] and evaluated [12, 13], and how the process of
argumentation can resolve conflicts and achieve agreements [7, 14]. However, no real
attention is given to the overall impact of the decision made by the agents to resolve
their conflicts by arguing. Rather, it is simply assumed that the agent has already made
that decision and the focus is on how the agent can use arguments to resolve the conflict.
Thus, unanswered questions remain such as when to use argumentation?, under what
conditions does it yield better results than non-arguing strategies?, and what are its
implications for the performance of the multi-agent community?

In tackling this problem we draw inspiration from a number of previous efforts in the
ABN literature. Specifically, Jung, Tambe and Kulkarni’s empirical work [7] acted as an
important impetus for our effort. Their work attempts to evaluate the overall impact of
using meta-information within a negotiation process to resolve conflicts. To do so, this
work models a set of collaborative agents attempting to solve a distributed constraint
satisfaction problem (DCSP) [15] and it maps the DCSP into an argumentation context.
More specifically, the conflicts are mapped as external constraints affecting the local
variables in the DCSP, the pure negotiation process involves the exchange of values for
these internal variables, and the meta-information (argument) exchange is mapped as
the propagation of internal constraints. Motivated by the desire to resolve the DCSP,
the agents can either interact to resolve these conflicts via pure negotiation (without
arguments) or ABN. However, the main motivations of our work are quite different from
theirs. In particular, their work assumes that all conflicts need to be resolved, and thus
they compare ABN to negotiation without argumentation in order to assess the impact
of meta-information exchange on the conflict resolution effort. In contrast, we do not
believe that all conflicts need to be resolved because they can sometimes be avoided
through evasion or re-planning. Therefore, our motivation is to evaluate the importance
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of ABN as a conflict resolution mechanism as opposed to using other non-arguing means
to overcome conflicts.

Kraus, Sycara and Evenchik [5], to a limited extent, consider whether argumentation
should be used when faced with a conflict situation. They use a fixed heuristic to enable
the agent to decide when to argue and when to stop the argument and re-plan. In their
experiments, two self-interested agents are assigned a particular task, which neither has
the capability to achieve alone. Thus, the agents must cooperate to achieve the task. The
mechanism of achieving cooperation is by using negotiation and persuasion dialogues.
According to their heuristic, the agent will always first try to argue and reason with the
other party and try to achieve an agreement. However, if the agent is unsuccessful in
achieving an agreement in a given fixed time schedule, it will stop the argument. In the
next time slot it will re-plan, generate a new set of goals and intentions, and will start the
process all over again. However, this heuristic is rather rigid and is but one possibility.
Moreover, it was tested in a two-agent context where the only option available to an agent
was to make the other agent agree (otherwise, it could not complete its task). Generally
speaking, when there are only two agents, the alternative options available for the arguer
are limited. Thus, the always argue approach becomes more viable. Avoiding conflicts
is not a possibility, because the agent that wants to achieve the task has to somehow
convince the only other agent within the system to provide its services. However, its
usage in a multi-agent context, where there are many other potential alternative agents
that might be willing to cooperate, is questionable.

3 The Argumentation Context

To evaluate the overall performance of argumentation as a means of conflict resolution,
we require a computational context in which a number of agents interact and conflicts
arise as a natural consequence of these interactions. To this end, Section 3.1 presents an
overall description of the experimental setting, clearly specifying the task environment,
which presents the agents with the motivation to interact. Subsequently, Section 3.2
explains how these interactions give rise to conflicts and then proceeds to explain the
three different methods the agents can use to overcome them; namely argue, evade and
re-plan. Finally, Section 3.3 details the strategies that agents use to combine these three
methods for conflict resolution.

3.1 The Scenario

The scenario simulates a collection of self-interested agents, each with a specific capa-
bility and a specific task to achieve. Each task requires a particular series of actions to be
achieved in a predefined order, and each action requires a specific capability. However,
none of the agents possess the capability to achieve all their actions, thus they need
to negotiate for the services of one another. When an agent manages to attain all the
capabilities required to execute its actions in the predefined order, the task is completed.
Upon completion of the task, the agent receives a specific reward. It is this reward that
motivates the self-interested agents to complete their tasks, which, in turn, results in
agents interacting within the system.
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Table 1. A Sample Problem: Presents a three agent society, each having their own capability and
their assigned task schedule

Time Slot A (α) B (β) C (γ)
£6,000 £4,000 £10,000

TS0 α β β

TS1 β α β

TS2 γ α α

TS3 α β γ

In more detail, Table 1 depicts a sample scenario of a multi-agent community with
three such agents; namely A, B and C. Agent A has the capability to perform the action
α, while B and C are capable of performing β and γ respectively. Each task is presented
as a series of actions. For example, agent A’s task involves four actions, which requires
capabilities α, β, γ and α respectively. The notion of time is an important parameter in
the scenario. Not only must agents achieve their actions in the specified order, but also
they need to achieve them in the specified time. Any delays on this time will incur a
penalty charge (this penalty calculation is discussed later). All agents operate to a unified
clock and an atomic unit of time is termed a time slot. For example, A’s task spans four
time slots TS0 to TS3. Thus, for A to attain the complete £6,000 reward, it will have to
find capable agents to perform α, β, γ and α at TS0, TS1, TS2 and TS3.

How the agents interact to find their task partners is a central issue in this work. In
the simplest case, when an agent needs to find a certain capability to achieve some action
for a specific time slot, it will first look to see if it possesses the necessary capability to
perform the action on its own. If it does so, it assigns that action to itself. However, if
it does not possess the required capability, it must attempt to convince another agent to
sell its services for that specific time slot.2 In the above example, agent A does not have
the required capability to perform the action at TS1 (since it does not possess capability
β). Therefore, it will attempt to convince another agent B (who has capability β) to sell
its services for the time slot TS1.

If an agent does not manage to convince any of its known acquaintances to sell it
their service, it has to delay that action. Delaying means, it will not accomplish any
action within that time slot. Since the agents need to achieve their actions in the strictly
prescribed sequence, adding these delays naturally lengthens the time required to ac-
complish the task.3 As mentioned above, any task completed after the initially assigned
time incurs a penalty, which, in turn, reduces the task’s reward available for the agent
upon completion. The amount of penalty is a fixed value per extended time slot and is
proportional to the task’s initial reward. However, if the agent loses all its initial reward
as penalty charges, any further delays will not incur any additional charge. This is an

2 It is worth noting that in certain situations, even though the agent does possess the capability to
accomplish its own action, it may find it more rewarding to find another to perform it. This may
occur, if the agent has already agreed to sell its services to another, and it is more rewarding
for it to maintain this agreement than to pay another agent to perform its action.

3 Here a delay slot is inserted in place of TS1, and the action β at TS1 will be scheduled at TS2.
This process would result in the shift of all subsequent actions by one time slot.
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implementation choice made to prevent agents incurring greater penalty charges than
their initial allocated reward:

Penalty =

{
Rinit

Tinit×dmax
if Tinit < Text < (Tinit × dmax),

0 if (Text ≤ Tinit) ∨ (Text ≥ (Tinit × dmax))
(1)

where:

• Text is the extended task duration taken to achieve the task,
• Tinit is the initial allocated task duration,
• Rinit is the assigned task reward, and
• dmax is the maximum delay factor, which is a constant for all agents in our case.4

If a certain agent (in the above example B) agrees to provide its services to a specific
agent (A) for a particular time slot (TS1), B will not be able to agree to provide any
other action for TS1, unless it cancels its current agreement with A. For example, if C
requests B to perform its action, which requires capability β (refer to Table 1) at TS1,
it cannot do so unless it reneges on its current contract with A. Our framework allows
agents to renege upon their agreements if they perceive a more profitable opportunity.5

This ability to renege current agreements is important because it promotes opportunities
for the agents that seek services later in the scheduling process to achieve agreements if
they are willing to pay sufficiently high premiums for these services.

In this scenario, the main objective of the agents is to maximise their individual
earnings. There are two methods of doing so. First, they can complete their assigned
tasks. Once an agent completes its task, it will receive the allocated reward (less the
penalty charges due to delays). This we term the agent’s task earnings (TE). Second,
they can sell their services to other agents (which we term the agent’s service earnings
(SE)). Both components contribute toward the overall individual earnings (IE) of the
agent.

TE = Rinit -
∑

(Penalty)−
∑

(External Service Payment) (2)

SE =
∑

(External Service Earning) (3)

IE = TE + SE . (4)

Given an overall description of the scenario, we, however, make a number of sim-
plifying assumptions. First, we assume that each agent within the system has complete
and accurate knowledge of its own task (i.e., its reward, the actions required, and the
sequence in which they need to occur to achieve the task). Thus, during the interaction,
the service providers would not be able to give any new information about the task that

4 For example, an agent with a task worth £10,000 spanning 50 time slots, and an dmax set to 4,
will incur a penalty of £50 (i.e. £10000

(50×4) ) per each additional time slot taken to complete the
task. If the agent takes more than 200 (i.e. 50×4) slots its reward would be zero, and, thereafter,
it will not incur penalties.

5 At this time, the agents do not incur an extra charge for reneging upon their agreements. As
explained in Section 5, we aim to investigate these effects in our future experiments.
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the buyer would not already know, or be able to convince the buyers on anything con-
trary about their task specification. For example, the sellers won’t be able to suggest that
the actual task is worth less than its initial estimate or be able to recommend different
sequences of actions (other than the one specified) to achieve the same task. Second, we
assume that the agents are truthful when they communicate information to others, and
do not attempt to deceive them into making incorrect decisions. Third, we assume the
interactions consist of single encounters, thus, issues such as trust and reputation do not
have a material effect within the context.

Even though, all the above are real issues present in multi-agent environments, our
motivation for excluding them from the initial experiments is to attain simplicity within
the argumentation context. Our desire is to design a context that is simple, yet expressive
enough to simulate conflicts and methods of overcoming them (i.e., argue, evade and re-
plan as explained in Section 3.2), but not to simulate the most sophisticated simulations of
these behaviours. Additionally, excluding these parameters limits the variability present
in the system. This allows us to predict more accurate hypotheses about the system, gain
a better understanding of the dynamics of the multi-agent interaction, and explain the
reasons for the observations with more ease. Given the broad overview of the multi-agent
scenario and the assumptions made, we now proceed to explain how interaction within
the context leads to conflicts and the three distinct methods used to overcome them.

3.2 Conflicts and Methods of Resolution

The self-interested motivations of our agents give rise to conflicts within the system.
Thus, when agents attempt to acquire the services of another, they are motivated to pay
the lowest amount they possibly can for that service. This is because the lower an agent’s
external service payments are, the higher its own TE will be (formula 2). However, on
the other hand, when agents sell their services, they are motivated to attain the highest
payment they possibly can to maximise their SE (formula 3). Thus, whenever an agent
attempts to convince another to provide its services, it naturally gives rise to conflicts of
interests between buyer and seller agents within the system.

The dynamics of interaction become more complicated due to the presence of penalty
charges and the ability of agents to renege on their present agreements. Since agents are
motivated to maximise their TE, they want to avoid penalties (formula 2). However, if
a buyer is only willing to offer a very low reward for the service, it is more likely to
be rejected, and, in turn, stands a higher chance of incurring a penalty. This motivates
the agent to make high rewarding proposals. Secondly, because sellers can renege on
their present agreements if they receive more rewarding proposals, agreements made
at low values are more likely to be revoked than higher rewarding ones. This may also
motivate buyers to make higher rewarding offers to ensure their agreements are more
secure. Together these opposing motivations dynamically generate conflicts within the
system6 providing a good context to test the performance of our various methods for
overcoming conflicts.

6 Here we consider only one form of conflict; namely conflicts resulting from discrepancies
of interests. Conflicts of knowledge due to discrepancies of viewpoints or opinions are not
considered in this work.
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Following presents the three distinct methods we use to overcome these conflicts:

1. Argue: Use ABN to resolve conflicts
When an agent requires a capability from an acquaintance, it generates a proposal
and forwards it to an agent who has that capability. Once received, the agent eval-
uates the proposal and decides whether to accept or reject it. The agent will then,
communicate its decision, either as an acceptance or as a rejection, to the original
agent. If it decides to accept, the interaction ends in an agreement. However, if the
decision is to reject, the onus is transferred back to the original buyer agent to gen-
erate and forward an alternative proposal. To help this interaction process, the seller
agent, will accompany its rejection with two additional forms of meta-information
(arguments) that it will convey back to the original buyer agent:

• Reasons for refusal: This details the reason that prompted the refusal. In our
system, seller agents reject due to two types of reasons. First, the agent may be
fully committed to a prior arrangement in the requested time slot, so it returns
an argument indicating that the reason for failure is unavailability (rather than
the offer price being too low). Second, the offer value may not be sufficiently
valuable to the agent, in which case it will return an argument accompanied
with its rejection indicating the minimal threshold that must be exceeded before
the proposal will be considered. The return of such arguments should assist
the buyer in its attempt to choose the next proposal to forward. For example,
if the reason is unavailability, the buyer would not make an increased value
proposal since doing so would be futile. On the other hand, if the threshold is
returned as reason for refusal, the buyer can use this to gauge whether to make
another proposal to that agent and if it does then value that should be used
in such circumstances. These form of arguments are analogues to the types of
meta-information exchanged in Jung et al. [7].

• Alternative suggestions: If the seller is willing to work for the suggested value
of the offer, but not in the proposed time slot, it will send a number of its
neighbouring time slots as alternative suggestions. This meta-information helps
the buyer agent in finding agents for those future time slots. For example, assume
that in the attempt to find a partner for TS1, agent B indicates to A that it is
willing to work for TS2 as an alternative. If agent A requires the same capability
for the same price (the price offered when it got the alternative) in TS2, before
requesting other random agents, A will first ask B who has already expressed
its willingness. Thus, alternatives provide agents with information about their
partners’ schedules, which they will, in turn, use to selectively choose the order
(instead of strictly adhering to a random one) in which they request their partners.

If any such proposal results in an agreement the argue method is said to have suc-
ceeded in its objective. However, if all possible proposals fail to make an agreement
the argue process ends in failure.

2. Evade: Find an alternative method to achieve the same plan
Unlike the previous method, here the agent does not attempt to use ABN to resolve
its conflicts. The agent will only make a single proposal. This is to establish the
willingness of the potential partner. If that offer is rejected the agent will not attempt
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to convince the non-willing partner, but will move on to the next known acquaintance,
which has the required capability. However, in this scenario the buyer chooses to
offer the maximum price it can in its single proposal. The rationale for this choice
is to maximise the chances of success of its single proposal, thus this represents the
maximally effective evade strategy. Since the sellers are always motivated to accept
higher offers (formula 3), making the highest offer possible maximises the chances
of success in its single proposal. If the seller refuses this proposal the evade method
fails. On the other hand, if it accepts, then evade method succeeds.

3. Re-plan: Change the original plan
When a conflict arises at a particular time slot, the buyer agent simply places a delay
slot in its schedule and tries to arrange for the desired capability to be scheduled
to the next time slot. This delays the whole sequence of remaining activities, thus,
will extend the task’s overall duration by one time slot. While the argue and evade
methods remain the main methods in our strategies, re-plan represents the fall back
option (refer to Section 3.3). Thus, re-planning through delays (since theoretically
an agent can delay forever) will always ensure success in overcoming any specific
conflict. However, delays may cause subsequent conflict situations to arise and will
render the task less rewarding via penalties.

3.3 Conflict Resolution Strategies

In this section, we presents six different strategies for conflict resolution which differ
in terms of the way they order the argue, evade and re-plan methods. These strategies
are defined to give a range of different behaviours in resolving conflicts in a multi-agent
context. However, they are neither meant to be the most optimal, nor an exhaustive list.
Rather their designed purpose is to allow us to perform a comparative analysis of the
relative performance of arguing versus evasion in conflict resolution.

• Evade 1: Randomly select one agent. Evade with that agent. If fail, re-plan.

• Argue 1: Randomly select one agent. Argue with that agent. If fail, re-plan.

• Always Evade: Randomly select one agent at a time and evade. Continue evade till
either an agent agrees or the last agent is reached. If fail with last agent, re-plan.

• Evade Finally Argue: Similar to Always Evade, thus, continue to evade till penul-
timate agent. However, with the last agent argue. If fail with the last agent, re-plan.

• Argue First then Evade: Similar to Always Evade, but argue with the first agent. If
fail with this agent continue evade till either an agent agrees or last agent is reached.
If fail with last agent, re-plan.

• Always Argue: Similar to Always Evade, but in all encounters argue till either an
agent agrees or the last agent is reached. If fail with last agent, re-plan.

From the above, Evade 1 and Argue 1 only allow the agents to interact with a single
partner. Strategies Always Evade and Always Argue allow agents to interact with all
potential partners (one at a time). However, they only allow the agents a single method
to resolve conflicts (either evade or argue), thus are termed pure strategies. In contrast,
Evade Finally Argue and Argue First then Evade are hybrid strategies that selectively
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use argumentation with evasion; the former gives priority to evasion, while the later
gives priority to argumentation. Having introduced our argumentation context, we now
turn to our empirical evaluation.

4 Experimental Evaluation

The aim of these experiments is to evaluate the overall effectiveness and efficiency of
using a simple ABN, as opposed to evasion and/or re-planning, to overcome conflicts
in our chosen scenario. In particular, we simulate a multi-agent context (as per Sec-
tion 3.1) and endow the agents with different resolution strategies (as per Section 3.3).
The observed overall performance of the society is measured and used to carry out a
comparative analysis between these strategies.

4.1 Experimental Setting

The experiments are set within a society of 75 agents, each having one out of three
capabilities (α, β or γ). These capabilities are equally distributed within the society with
25 agents per capability. All agents are assigned a single task spanning 50 time slots.
Each time slot contains a single action that requires a single capability. These actions are
randomly distributed within a task. The initial rewards for the tasks are set according to a
normal distribution with a mean £10,000 and a standard deviation of £2,500. The dmax

parameter (formula 1) for the penalty charge is set to 4 (based on initial experiments).
In each experiment, the society differs in terms of its resource settings (RS). In the

maximum resource setting (RS25), each agent knows about all the other agents, hence
it has maximum access to the resources within the system. On the other hand, in the
most constrained setting (RS1), each agent is only aware of the existence of a single
(randomly selected) agent per capability. In between we define a series of 12 intermediate
settings, where each agent is aware of the existence of 2, 4, . . ., 24 (referred to as RS2,
RS4 etc.) other agents per capability. Thus, for example, at RS4, each agent is aware
of the existence of 4 other agents with capability α, 4 with β and 4 with γ. We use the
following metrics to evaluate the overall performance of the different strategies [7, 10]:

– Effectiveness of the Strategy
We use the total accumulated penalty incurred by all agents within the society as
a measure of effectiveness. If this value is low, the strategy has been effective in
handling the conflicts that have arisen.

– Efficiency of the Strategy
This reflects the computational cost of interaction incurred by the society, while
using a particular strategy to resolve conflicts. As interaction takes longer, more
resources are consumed by the agents. On the other hand, these longer interactions
also increase the number of messages. Thus, the total number of messages provides
us a good method to measure computational resources used by the agents during
interaction. This covers the messages used to overcome conflicts and reach agree-
ments (including reasons and alternatives exchanged as meta-information), and the
messages associated with reneging from agreements. In this context, a strategy that
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Fig. 1. Variation of Total Penalty and Total Messages with different resource settings

involves fewer messages is said to have performed more efficiently than one that
uses a higher number.

4.2 Results and Observations

Given these experimental settings, we can now turn to the actual results. Here all reported
results are averaged over 50 simulation runs to diminish the impact of random noise,
and all observations emphasised are statistically significant at the 99% confidence level.

Observation 1: In highly resource constrained settings, argumentation significantly
enhances the overall effectiveness of the society.

In Figure 1(a), we observe that at highly resource constrained levels (i.e., RS1
and RS2), the strategies that use argumentation to resolve conflicts (namely Argue 1,
Evade Finally Argue, Argue First then Evade and Always Argue) incur a significantly
lower penalty charge than those that merely evade (i.e., Evade 1 and Always Evade).
The impact is most apparent in RS1, where the resources are most constrained. The dif-
ference is approximately of a magnitude of 1.84 (i.e., Evade 1 and Always Evade have
an average penalty of £394,250, whereas Argue 1, Evade Finally Argue, Argue First-
then Evade and Always Argue have an average of £213,487). Although slightly re-

duced, this effect is also observable in RS2 approximately a magnitude of 1.41 be-
tween Evade 1 and Argue 1, and 1.47 between Always Evade and Evade Finally Argue,
Argue First then Evade and Always Argue. In such scarce resource settings, the num-
ber of alternative solutions available to the agent to overcome conflicts is highly con-
strained. Due to the absence of such alternatives, the evasion techniques (Evade 1 and
Always Evade), tend to fail more as they evade conflicts in search of the non-existent
alternatives and thereby incur higher penalties. On the other hand, strategies that attempt
to resolve the conflicts throughABN tend to form more agreements and, thus, incur fewer
penalty charges.

Further support for this observation can be drawn by comparing the behaviour of
strategies Evade 1 and Argue 1 over all resource settings. Both of these strategies attempt
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to overcome conflicts by interacting with a single randomly chosen partner. Although
from the outset this does not appear to be a very prudent strategy (constraining oneself
to a single partner when there are more potential partners available) these agents were
specifically designed to experiment with the relative impact of using argumentation in
resource-constrained settings. To this end, Figure 1(a) shows how Argue 1 continuously
incurs low penalties than Evade 1. Since these strategies constrain the agents to interact
with just a single partner, irrespective of how much resources are available to them,
the agents still operate in limited resource settings. Thus, the alternatives available to
them are limited. These observations further justify our conclusion that using ABN to
resolve conflicts tends to be a more effective method than evasion in resource-constrained
settings. This finding is also consistent with the experimental results observed by Kraus
et al. [5], where they presented the benefits of the Always Argue strategy in a two agent
setting.

Observation 2: As resource levels increase, both the argue and evade methods become
more effective, but the relative difference between them decreases.

Figure 1(a) also shows that the penalty charges for the strategies Always Evade,
Evade Finally Argue, Argue First then Evade and Always Argue reduce as resource lev-
els increase. This effect is seen more clearly in Figure 2(a), which presents a magnified
view of the penalty variation for these four strategies. The primary reason for these
reductions is the increase in resource level. Thus, as resources increase, so does the po-
tential to find an alternative agreeable partner. Thus, a higher number of conflicts can be
overcome, which, in turn, reduces the delay. The net result being a reduction in penalty
charges for all strategies.

Arguably, a more interesting observation is the differences in the rate of penalty
reduction for the strategies that use argumentation and the ones that use evasion. Specif-
ically, the penalty charge of Always Evade decreases more rapidly than Always Argue.
Figure 2(a) shows Always Evade surpassing Always Argue between RS4 and RS6 and
thereafter maintaining its performance. The reason for this difference is as follows.As the
potential alternatives increase within the society, the need to convince a non-willing part-
ner decreases. Arguing strategies, which attempt to convince their non-willing partners
before attempting to search for these alternatives, do not use these options to the same
degree as evasion strategies do, which explains the observable differences in the rate
reduction between Always Evade and Always Argue. Furthermore, Figure 1(b) shows
evasion strategies using a lower number of messages than arguing ones. This is because
unlike evasion strategies, arguing strategies in their attempt to convince non-willing
partners tend to use more messages in their interaction. Thus, even when both arguing
and evasion strategies are equally effective, evasion strategies tend to be more efficient.
This observation allows us to conclude that as resources become more abundant, evasion
increasingly becomes the more preferable option.

Observation 3: Using argumentation indiscriminately has an negative impact on the
systems’ overall effectiveness.

Figure 2(a) also allows us to compare the performance of strategy Always Argue
versus Evade Finally Argue and Argue First then Evade. Unlike the selective argumen-
tation used by Evade Finally Argue and Argue First then Evade, Always Argue indis-
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Table 2. Summarised Penalty Charges and the Message Counts for the complete resource setting

Total Messages Total Penalty (£)Strategy
Mean Std Div Mean Std Div

Evade 1 14397.7 142.95 254634.0 9113.30
Argue 1 21473.4 274.07 216523.0 7913.68
Always Evade 33836.8 1347.78 21688.5 1452.01
Evade, finally Argue 28500.3 361.04 15800.8 439.64
First Argue, then Evade 38607.7 578.20 14873.9 445.52
Always Argue 51425.3 1188.25 24918.7 866.41

criminately argues in all interactions. However, in both Figures 2(a) and 2(b) it can be
seen that Always Argue incurs a higher penalty value than those strategies that selectively
argue.

To help us analyse the reasons for this effect, Figure 3 presents the number of con-
flicts for all six strategies in RS25. These conflicts are divided into two sections; namely,
the primary conflicts that arise when the agents first attempt to find partners and the
secondary conflicts that arise due to agents reneging upon their agreements. It can be ob-
served that the strategies Always Evade, Evade Finally Argue, Argue First then Evade
and Always Argue incur approximately the same number of primary conflicts. However,
the strategies Evade Finally Argue and Argue First then Evade, which give priority to
the argue method, incur a significantly higher number of secondary conflicts. The rea-
son being when agents argue to form agreements, they manage to convince the sellers
to make lower price agreements. However, another arguing agent can potentially come
forward and, using ABN, negotiate a higher valued contract, which breaks the previous
agreement. On the other hand, when agents evade, as they tend to offer the maximum
possible reward, they formulate agreements that are difficult to break.

Given the reasons for the discrepancy in the number of conflicts, we proceed to
explain the negative impact of indiscriminate argumentation. The differences in the
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number of conflicts allow us to explain the difference between Evade Finally Argue and
Always Argue. Specifically, Figure 3 shows a lower number of conflicts arise within the
society when using Evade Finally Argue, which, in turn, results in a lower number of
delays (i.e., on average 521 delays were caused by 3545 conflicts with Evade Finally-
Argue, as opposed to 720 delays caused due to 4731 conflicts with Always Argue).
Even though Argue First then Evade caused only a small number of conflicts fewer
than Always Argue (4442 conflicts as opposed to 4731), most of them got resolved (only
508 (11.5%) delays occurred with Argue First then Evade as compared to 720 (15.2%)
delays with Always Argue). This leads us to conclude that the ABN in combination with
evasion is a more effective strategy than indiscriminate argumentation.

Observation 4: Using argumentation as the last resort tends to produce a higher overall
performance.

Figures 2(a) and 2(b) show a small difference in penalty between strategies Evade-
Finally Argue and Argue First then Evade (£15,800.8 as opposed to £14,873.9 as per

Table 2). However, Figure 1(b) shows the difference between the number of messages
used to achieve this outcome as significantly higher between Evade Finally Argue and
Argue First then Evade (i.e., the difference is of a magnitude of 1.35 times; 28,500.3
message units for Evade Finally Argue versus 38,607.7 for Argue First then Evade).
The reason for this large difference is that when the agents use Argue First then Evade,
they always argue with the first agent. In some instances, this argumentation may not yield
any agreement. However, since it has already argued with that agent, its message count
has already increased. On the other hand, when using Evade Finally Argue, the agent
will attempt to argue only if it gets to the very last encounter. Thus, in many cases, it re-
solves the conflict before it gets to the last agent. Another observation worth noting is the
differences in the number of messages used by Always Evade and Evade Finally Argue.
The former uses more messages than the latter (Table 2 shows that Always Evade use
an average 33,836.8 messages, as opposed to Evade Finally- Argue which uses only
28,500.3). Therefore, this shows that selective argumentation not only improves the
effectiveness, but also efficiency of the system. Thus, when both efficiency and effec-
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tiveness are taken together we can conclude that evading first and arguing as the last
resort tends to be the most preferable option among these strategies.

Observation 5: Exchange of meta-information, such as reasons and alternatives, allow
agents to resolve their conflicts more efficiently than using a simple negotiation approach
without such an exchange.

Finally, we observe the impact of exchanging meta-information within the nego-
tiation process. To this end, Figure 4 presents the total number of messages used by
the society in the complete resource setting (RS25), both when negotiation involves
the exchange of meta-information and when it does not. When negotiating without ex-
changing meta-information, the seller agents do not incorporate reasons and alternatives
when they respond to proposals, whereas when they do incorporate them, they argue
in the way we have described throughout this paper (refer to Section 3.2). In Figure 4,
it is clearly observable that incorporating meta-information into the interaction process
allows the agents to reduce the number of messages used to resolve their conflicts. This
is most apparent in the Argue-1 and Always Argue strategies, which predominantly use
the argue method to resolve conflicts. The improvement is also present to a lesser degree
in Argue First then Evade, which gives priority to argue, but only marginally present in
Evade Finally Argue strategy that argues only in the last encounter. The reason for this
reduction is due to buyer agents using the additional information provided by the sellers
in their proposal selection and partner selection techniques. Specifically, as explained in
Section 3.2, when agents receive reasons, either as an unavailable message or as recom-
mended prices, they, in turn, use this information to decide on their next proposal. On the
other hand, alternative suggested by the sellers are used to select the order of contacting
potential partners in future interactions. Both of these uses help to reduce the number of
unnecessary proposals exchanged within the society so they increase the efficiency of the
argue method. This finding is consistent with the experimental results observed by Jung
et al. [7], which presents the positive contribution of incorporating meta-information on
the negotiation effort. The ability to consistently replicate their observations within our
domain, adds further support to our formulated argumentation context.
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5 Conclusions and Future Work

ABN has been proposed as a promising means for agents to resolve conflicts in multi-
agent systems. However, in many cases, not all conflicts need to be resolved; some can
be overcome through evasion or re-planning. In such a context, it is important for the
agents to identify the specific situations where arguing is beneficial and those in which it
is not. To this end, this paper presented a preliminary empirical evaluation and assessed
the efficiency and effectiveness of argumentation as a conflict resolution mechanism
with respect to evasion in our particular domain.

Our results can be summarised as three main points. First, the relative variation
of effectiveness of the methods is very much related to the resources available in the
system. The chosen ABN presents a far more effective method of conflict resolution
than evasion when the resources are more constrained. However, this effect tends to
diminish as resources become more abundant. Furthermore, it is shown that attempting
to always argue in high resource settings yields an inferior outcome (both in terms of
efficiency and effectiveness) than always using evasion. Second, we show that selective
use of argumentation is a far more effective and efficient strategy than indiscriminate
argumentation. Finally, we show the strategy of evading first and arguing as the last
resort tends to yield the most favourable overall performance among these strategies.
However, this final point needs further investigation to see whether this is an artefact of
our domain or is something that is more generally true. Obviously all these results are
couched in the context of our particular domain and further investigation is needed to
see whether they generalise.

In addition to the generalisation aspect, there are a number of different ways in which
the experiments themselves can be extended. To date, our agents only use a handful of
simple arguments (reasons and alternatives). It would be interesting to observe the overall
effect of incorporating more persuasive forms of locutions such as appeals, threats and
promises [5]. Second, in our experiments we maintained the level of commitment for all
agreements at zero. This allowed agents to renege without suffering a loss. As a next step
we plan to implement the concept of charging a decommitment penalty [16] and observe
its impact on the performance of the strategies. Third, in the current implementation,
the society has no structure and all agents operate within a peer-to-peer environment.
In future developments, we plan to incorporate a social structure governed by roles and
relationships [17] within agents and observe its impact on the relative effectiveness of
the strategies.
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Abstract. When is it okay to lie? And what constitutes a lie, anyway?
This paper examines the notion of lying in agent-based systems, focusing
on dialogues and situations where it is acceptable for agents to utter
locutions that contradict their beliefs. We examine situations in human
and animal behavior where lying — acting or making statements that
contradict one’s set of beliefs — is considered to be socially acceptable
or even necessary for survival.

1 Introduction

When is it okay to lie? And what constitutes a lie, anyway? This paper examines
the notion of lying in agent-based systems, focusing on dialogues and situations
where it is acceptable for agents to utter locutions that contradict their beliefs.
We examine situations in human and animal behavior where lying — acting or
making statements that contradict one’s set of beliefs — is considered to be
socially acceptable or even necessary for survival.

Consider the following examples:

– a teacher presents a contradictory example to her students in order to mo-
tivate them to think about and explain the contradiction

– a parent uses “reverse psychology” to convince his child to finish eating her
vegetables

– an opossum pretends that it is dead so that a predator will not attack it
– a wife tells a “white lie” in order to hide from her husband her plans for

giving him a surprise birthday party
– a buyer in an art auction hides his “private value” so that he can make bids

that are lower than he would truthfully be willing to pay
– a chameleon changes its color as a camouflage mechanism

In each of these situations, one actor is lying but with good reason. Webster
defines the verb “lie” as follows: “to make an untrue statement with intent to

I. Rahwan et al. (Eds.): ArgMAS 2004, LNAI 3366, pp. 251–261, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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deceive; to create a false or misleading impression” [1]. The level or purpose of
the deception is what makes these types of untruths socially acceptable.

We have been examining the use of dialogues as interaction mechanisms in
agent-based systems. In earlier work of Parsons and colleagues [9, 10], the se-
mantics of the dialogue framework restrict an agent from uttering locutions that
contradict its belief set. The reason for this restriction is as follows. Following
Singh [11], we wish to provide agents using our dialogue framework with a form
of social semantics in which other agents can contest any assertion, and refuse
to accept it until it has been proven truthful to their satisfaction. The simplest
way to achieve this is to restrict agents to only assert things that are, as far as
they know, true. In this paper we develop the notion that, as illustrated above,
there exist socially acceptable, rational situations in which it may be necessary
for agents to contradict their own beliefs in a dialogue. As we shall see, doing
this while maintaining the social semantics is considerably trickier than when
agents have to tell the truth.

We begin by reviewing previous work on dialogues, highlighting terminology
and describing the theoretical framework in which we are working. Next, we
present a structure for expanding this dialogue framework in order to be able
to model contradiction. Then we outline some examples of how we might apply
this contradictory behavior to two of the domains we are actively modelling:
classroom management in an education setting and negotiation in a car market.

2 Background

A dialogue game is structured in terms of moves made by two players. An in-
fluential model devised by Walton and Krabbe [15] defines six basic types of
argumentation that can be combined to create complex dialogues:

– Information-Seeking Dialogues — where one participant seeks the answer to
some question(s) from another participant, who is believed by the first to
know the answer(s);

– Inquiry Dialogues — where the participants collaborate to answer some ques-
tion or questions whose answers are not known to any participant;

– Persuasion Dialogues — where one party seeks to persuade another party
to adopt a belief or point-of-view he or she does not currently hold;

– Negotiation Dialogues — where the participants bargain over the division of
some scarce resource in a way acceptable to all, with each individual party
aiming to maximize his or her share;

– Deliberation Dialogues — where participants collaborate to decide what
course of action to take in some situation. Participants share a responsibility
to decide the course of action, and either share a common set of intentions
or a willingness to discuss rationally whether they have shared intentions;

– Eristic Dialogues — where participants quarrel verbally as a substitute for
physical fighting, with each aiming to win the exchange.

Walton and Krabbe do not claim that these are the only possible kinds of di-
alogue, and indeed others have introduced additional types. Girle [4] discusses
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a command dialogue in which one agent tells another what to do. McBurney
[5] presents chance discovery dialogue where two agents arrive at an idea that
neither one had prior to the exchange; instead, the idea arises from or is realized
by the agents’ discussion. Gabbay and Woods [3] have analysed non-cooperation
dialogues in which the participants, who may be hostile to one another, do not
share the goal of necessarily completing the dialogue. Sklar and Parsons [13]
have described education dialogues where two types of agents, tutor and learner,
interact with the goal of the learner to acquire knowledge about a particular
subject and the goal of the tutor to acquire “meta-knowledge” about what the
learner knows.

Within these types of dialogues, in particular information seeking, inquiry
and negotiation, Parsons and colleagues have defined six locutions [9, 10, 13]:

– assert(p) — This locution is used in any dialogue where the agent making
the assertion has knowledge of the proposal p from its belief set and wants
the other agent to accept it.

– accept(p) — This locution is uttered in response to an assertion and indicates
that the agent making proposition p is deciding to agree with the assertion.

– question(p) — An agent that does not know whether p is true or not uses
question to request this information from another agent.

– challenge(p) — This is when an agent is unsure of proposition p and so
questions the agent who uttered it; it is a way of forcing the utterer to reveal
their arguments in support of the proposition. An agent has to respond to
this by stating its reasons for having asserted p.

– quiz(p) — This type of locution belongs to the class of education dialogues;
a tutor asks a question (p) of the learner, but the tutor already knows the
answer to the question and is interested in determining whether or not the
learner knows the answer.

– answer(p) — This locution also belongs to education dialogues and is used
by a learner in response to a quiz.

Associated with each of these locutions is a set of rules or axiomatic semantics
[14] which describe the pre-conditions under which an agent may utter a locution
and the post-conditions or changes in the agent’s belief state that occur as a
result of the utterance.

We follow the notational conventions developed previously (see [10] or [8])
and highlight the elements pertinent to the work discussed herein:

– Σi represents the knowledge base, or beliefs, of each agent i. If the dialogue
takes place between two agents M (me) and U (you), then their correspond-
ing knowledge bases are referred to as ΣM and ΣU , respectively. This term
loosely refers to all the beliefs of an agent.

– An argument (S, p) is a pair, where p is a conclusive proposition and S is
its support. p is a logical consequence of S, and S is a minimal subset of Σi

from which it can be inferred.
– A(Σ) is the set of all arguments that can be made from Σ.
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Table 1. Axiomatic semantics for assert, uttered by M as the ith locution of a dialogue

assert

Locution:

• M → U : assert(p)

Pre-conditions:

1. (S, p) ∈ S(ΣM ∪ CSU )

Post-conditions:

1. CSM,i = CSM,i−1 ∪ {p} (update)
2. CSU,i = CSU,i−1 (no change)

– S(Σ) is the set of all acceptable arguments in Σ — that is, arguments that
an agent has no reason to doubt (i.e., there are either no arguments that
undercut them, or all the arguments that undercut them are themselves
undercut).

– We can partition an agent’s belief set Σ by identifying relevant portions of
it. The agent’s commitment store (CS) refers to statements that have been
made in the dialogue and which the agents are prepared to defend. We think
of Σ as the agent’s private knowledge base — all of the agent’s beliefs —
whereas CS is the agent’s public knowledge base — all the beliefs that the
agent has discussed in public (i.e., with other agents), and hence are known
to the other agents.

[10] shows how these simple elements can be used to construct information-
seeking, inquiry, and persuasion dialogues.

Table 1 shows the axiomatic semantics associated with the locution assert.
In order for agent M to be able to assert a proposal, p, agent M has to either:

1. have direct knowledge about that assertion in its set of beliefs;
2. contain an argument that will support the assertion in its set of beliefs; or
3. contain an argument that will support the assertion either in its set of be-

liefs or in the set of utterances made by the other agent(s) involved in the
dialogue.

We summarize these three conditions as

(S, p) ∈ S(ΣM ∪ CSU )

meaning that M can assert a proposition if there is an argument to support it
in its belief set or in the commitment store of agent U , the other agent engaged
in the dialogue.

There is an additional precondition, which refines the three conditions given
above, and is not stated in Tab 1 since it varies depending on the agent’s attitude
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[10]. The idea of attitude captures the fact that different agents may be more or
less strict about the things it asserts. In particular in [10], an agent may adopt
one of three assertion attitudes. If agent M is engaged in a dialogue with agent
U , then:

– if M is confident, then it can assert any proposition p for which (S, p) ∈
A(ΣM , CSU )

– if M is careful, then it can assert any proposition p for which there is an
argument (S, p) and no stronger argument (S,¬p) exists in A(ΣM , CSU )

– if M is thoughtful, then it can assert any proposition p for which there is an
acceptable argument (S, p) ∈ A(ΣM , CSU )

These constraints were designed under the assumption that uttering a false
proposal, or at least one that cannot be backed up in some way — is considered
to be socially unacceptable and ruled out by the social semantics. However, as
indicated by the examples in the opening paragraphs of this paper, there are
nontrivial circumstances in which an agent may need to utter locutions which
contradict its beliefs. How, then, can we allow our agents to lie when they need
to, without sacrificing the social semantics? The next section explains how this
may be done.

3 Contradiction in Dialogues

While the dialogue game can serve as the mechanism for a wide variety of in-
teractions among agents, the axiomatic semantics of assert within a dialogue
do not permit an agent M to make an assertion that contradicts its own beliefs,
which we define as a lie, or a false proposal. To assert a truth p, an agent M must
have an acceptable argument for (S, p). Given the semantics of argumentation,
as described in [10] for example, this implies two things1. The first is that M
has no argument (S′,¬p) that is as strong as the argument for p. The second is
that there is no r ∈ S such that M believes ¬r more strongly than r.

More formally, we mean that an assertion q (¬p above) is a direct lie if M
knows of a stronger argument supporting ¬q (p) in S(ΣM ∪ CSU ). A direct lie,
then, is the assertion of a fact that is believed to be false. This is a violation of
the first condition on assertion. We can also distinguish an indirect lie, where
M asserts some q for which it has an argument (S′′, q) even though there is
some r ∈ S′′ which M believes less strongly than ¬r. M is therefore asserting
something that it does not believe to be supported by what it believes to be true.
This is a violation of the second condition of assertion. (A particular assertion
can be both a direct and an indirect lie, as when ¬q ∈ ΣM but M asserts q
anyway.) For the remainder of this paper we will only consider direct lies, but a

1 The precise formal distinction is a little more subtle than this, but without introduc-
ing the dialogue system in its full detail — which we do not have room to do here
— we have to skate over this subtlety. Suffice it to say that it makes no difference
to the validity of the argument we are making here.
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similar analysis can be carried out for indirect lies (which will require a direct
lie if the indirect lie is challenged).

So then, how can M assert a direct lie q, since by definition the agent can
find no argument in ΣM or CSU supporting q that wins out over the counterar-
gument? Our solution to this problem is to construct a set of false beliefs, which
we call J , that an agent can use as the logical basis for justification of q, when
¬q is supported by ΣM and/or CSU . Using the same conventions for notation,
we define JM informally as the set of all beliefs ti, such that M asserts q where:

– (S′,¬q) ∈ S(ΣM ∪ CSU ), and
– (S′′, q) ∈ S(ΣM ∪ CSU ∪ (

⋃
i{ti})).

In other words JM is exactly that set of propositions necessary to justify the lies
that M has told. Note that this includes the case in which some ti = q, that is
M doesn’t try to construct a reason why q is the case, but just claims it is true
— a barefaced lie. The agent M does not believe the proposals in JM , but in
effect holds them for use in passing off the lie, as if they were genuine beliefs in
ΣM .

This, then, provides a way of maintaining the social semantics. If and when
another agent questions the lie, M can respond with the argument that draws
on JM . This is not guaranteed to be convincing. Depending on how obvious the
falsehoods are, the other agent may be able to spot them easily. However, if M
chooses its justifications well, then it may be able to remain undetected. This
is, of course, exactly the way that lying works in human society. A lie remains
undetected so long as the party that is being lied to has no way to uncover the
falsehood on which the lie is based.

Allowing contradiction thus requires a modification of the original semantics
of assert given in Tab 1. In order for an agent M to utter q as a lie, two
pre-conditions must hold:

– support for an acceptable argument for q exists in its justification set J , taken
together with the set of utterances made by the other agent(s) involved in
the dialogue (i.e., (S, q) ∈ S(ΣM ∪ CSU ∪ JM ), and

– support for an acceptable argument for ¬q exists either in its set of beliefs or
in the set of utterances made by the other agent(s) involved in the dialogue
(i.e., (S,¬q) ∈ S(ΣM ∪ CSU )).

The first condition states that q can be asserted as a contradiction, and the
second condition states that q cannot be asserted as a truth. Taken together,
these conditions imply that (S, q) /∈ S(ΣM ∪CSU ); in other words, the existence
of J as a non-empty set is instrumental to the assertion of q.

Now that we have defined a way of justifying a lie within our dialogue frame-
work, we need a way of being able to express that lie. We note that we cannot
simply create a new locution lie(p) because, by definition of our dialogue frame-
work, the type of locution being uttered is actually included in the utterance. So
for an agent to say lie(p), it would be revealing the fact that it is lying.

In order to get around this, we introduce the notion of a contradictory atti-
tude in which the pre-conditions of an assertion are modified in order to allow
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Table 2. Axiomatic semantics for assert, contradictory, uttered by M as the ith
locution of a dialogue

contradictory assert

Locution:

– M → U : assert(p)

Pre-conditions:

1. (S, ¬p) ∈ S(ΣM ∪ CSU ) AND
(S, p) ∈ S(ΣM ∪ CSU ∪ JM )

Post-conditions:

1. CSM,i = CSM,i−1 ∪ p (update)
2. CSU,i = CSU,i−1 (no change)

an agent to utter a proposition that opposes its belief set. A contradictory atti-
tude may also be, at the same time, confident, careful, or thoughtful, as defined
earlier (but considering the set of possible arguments whose support includes J .)
The full axiomatic semantics of contradictory assertion are contained in Tab 2.
Again the additional “attitude” condition applies.

4 Carrying Off a Lie

To knowingly assert even a single falsehood may entail some difficulty for an
agent, at least if the agent intends that the lie remain undiscovered. First, if
the lie is challenged, the agent may have to assert other contradictions (possibly
members of J), which may in turn require commitment to even more false asser-
tions, resulting in a potential cascade of false commitments — with no guarantee
that the original lie q will even be accepted. Second, even if the lie is accepted,
with or without challenge, it may turn out to contradict other (possibly true)
proposals the agent may wish to assert in the future. Third, agent M may wish
to maintain consistency with regard to lies uttered in dialogues with particular
agents, but may not want to carry the lies into dialogues with all agents. In any
of these cases, uttering lies is problematic, because each lie potentially impacts
the present and future consistency of the agent’s commitment store.

As a method for addressing these issues, we put forth the notion that each lie,
q, has a lifetime. Figuratively speaking, the lie is born when it is first uttered; and
the lie dies when the agent who uttered the lie retracts it. We can think of this
as adding and subtracting elements from J . When all lies have been retracted,
J is the empty set. As soon as an agent utters a single lie, it is inserted into J .

Further, we introduce the notion of “personalized” Js, whereby agent M
maintains a separate set JM,j which contains all the lies that M told to agent j
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(that have not been retracted). JM,j could be thought of as a partition of JM .
There could be multiple partitions within JM . For example, suppose that M
engages in separate dialogues with agents U , V and W . We will assume here
that each dialogue is private, i.e., V and W do not “hear” what is said between
M and U , and so forth. In talking to U , any true statement p that is uttered
by M is just part of ΣM or CSU ; just as in talking to V , any true statement r
that is uttered by M is part of ΣM or CSV . But if M tells a lie, q, in a dialogue
with U , and then tells another lie, s, in a dialogue with V , it is important that
M not assume knowledge of s when talking to U nor of r when talking to V .
The crucial aspect is that M remember which lies it told to which agents; so in
our example, q ∈ JM,U and s ∈ JM,V , and q /∈ JM,V and s /∈ JM,U . It is also
possible that M wants to maintain a lie amongst all agents it interacts with,
in which case that lie would be a member of each JM,∗. This latter case would
circumvent the problem that M has told q to U and ¬q to V , but because U
and V are in contact, these two agents discover the contradiction.

5 Why Lie?

We have not yet addressed the most important question concerning contradictory
dialogues: why do agents lie? As described in the foregoing analysis, the task of
agent M who has asserted proposal p (that it believes to be true) is to find
an acceptable argument (S, p) ∈ S(ΣM ∪ CSU ). The complexity of this task is
several steps above the complexity of checking the consistency of p in ΣM ∪CSU

in the hierarchy of computational complexity [10]. It is evident, then, that the
task of constructing a set J of justifications to support the lie q is not any more
difficult, generally speaking, than finding an acceptable argument for some p
that is not a lie.

Suppose agent M is engaged in a dialogue with a particular goal in mind.
With experience, M will be able to judge the relative merits and difficulties
entailed in employing truthful assertions in arguing towards the goal, as com-
pared to employing contradictory ones. Let p and q be contradictory and non-
contradictory proposals, respectively, each of which, if uttered, could move M
closer to its goal. Since M can at best only estimate the difficulty of justifying
either proposal, inventing an acceptable argument for the lie q may indeed be
considerably easier than finding an acceptable argument for p, at least in the
short term. As previous discussion suggests, the goal may ultimately be defeated
if q results in an unforeseen inconsistency that contradicts some other necessary
proposal, as discussed above, or if q is exposed as a lie.

In natural environments, agents may lie or deceive one another without regard
to complexity. However, the goal behind such contradictory behavior need not
be socially unacceptable, as indicated in the opening of the paper. For instance,
a teacher may assert a contradiction in an education dialogue with students (a
form of dialogue we have begun formalizing in [13]), either playing the devil’s
advocate or to present a counter-example or to provoke the students to challenge
the teacher and in so doing explore a set of arguments around some topic.



When Is It Okay to Lie? A Simple Model of Contradiction 259

As another example, both humans and animals are known to exhibit feigned
behaviors (such as aggression or flight) both in play, and when learning the pur-
pose and meaning of such behaviors through imitation. [2] has suggested that
artificial agents may only develop intelligence recognizable to people through
human-like social conditioning, which may require assertions of contradiction
either in dialogue or in behavior. Such contradictions may be not just socially
condoned, but actually constitute a part of the social and economic fabric of a
society. In the next section, we explore several well-known examples of contradic-
tory locution and behavior in human and animal societies that help illuminate
the role and necessity of contradiction in complex societies.

6 Application Domains

Two application areas in which we are actively working show more concretely
why we believe that it is important to be able to lie. The first is drawn from our
work on simulating aspects of the education system [12], while the second comes
from an ecommerce application.

6.1 SimEd

The SimEd project is constructing models of a number of aspects of the educa-
tional system in the US [12]. One of these describes interactions at the classroom
level — we are building models that simulate the effects on learning outcomes of
different teaching strategies. As a result we are interested in student-teacher dia-
logues, and recently proposed a formal model of such dialogues [13] which focuses
on kinds of dialogue that are common in the classroom but which have not been
studied formally before now. (These dialogues do not yet include contradiction.)

Now, while teachers usually tell the truth to their students, there are occa-
sions upon which lying may be an appropriate action. For example, one way to
encourage a child to think through a problem is to present them with a problem
and a false solution, and, when they object to the solution, asking them to jus-
tify their reaction. The reason for doing this, of course, is to get the student to
explain the route to obtaining the correct answer.

Such an interaction is precisely what our framework is capable of providing.
The teacher asserts the wrong answer, the student then asserts the contrary,
the teacher challenges the student’s assertion, and the student has to provide
their reasoning. When this is complete there is an explicit (“so what I said to
begin with was wrong”) or implicit (“yes, you’re right”) retraction of the initial
lie.

6.2 Car Market

Our second example comes from [7]. Consider a dialogue about the purchase
of a car between the agent for a buyer and a sales agent. This may involve
a combination of a number of the kinds of dialogue identified by Walton and
Krabbe [15] (combined, for example, as discussed in [6]).
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The dialogue might open with an information seeking dialogue in which the
sales agent attempts to find out how much money the buyer is prepared to
spend, and what features the buyer is looking for. It might then pass into an
inquiry stage, during which the two agents attempt to identify the best car, then
a negotiation to settle the price, and this latter may include some persuasion on
the part of the sales agent in order to get the buyer to agree.

There are several points here where the buyer might find it advantageous
to lie. It might be beneficial for the buyer to misrepresent the price that she is
prepared to pay, mentioning a smaller amount than is really the case (to avoid
the inflation of prices, for example, and also to rule out any attempt by the
sales agent to present unsuitably expensive vehicles). It might also be beneficial
to lie about the features sought — covering up a weakness for small red sporty
cars for example — if these might be exploited to the agent’s disutility, or to
be able to pretend that a figure mentioned during the negotiation is so high
that negotiations should be broken off then and there (in the hope of gaining a
concession).

Again, these forms of lying are exactly those provided for in our model.

7 Summary

This paper has presented a formal model of lying in agent-based systems. Argu-
ing that lying can be a useful, and under certain circumstances, desirable feature
of agent-based systems, we have adapted a dialogue framework from our previ-
ous work to allow the assertion of untruths. We have presented an axiomatic
semantics for the new part of this framework and have discussed some of the
consequences of the modification.

Our work on this topic is ongoing, and there are many areas that we need
to explore in order to have a comprehensive treatment of lying. What we have
provided here is the start of a semantics for lying in the context of argumentation.
That formalisation needs to be completed. However, the formal semantics alone
is not enough. We also need to develop our understanding of the pragmatics of
lying as well. When is it acceptable to lie? When is it better (and in what sense)
to lie than to tell the truth? If we are going to lie, what basis shall we use for
our lies? These and other questions need to be answered. In addition, we are
also looking to implement the dialogue framework to allow us to experimentally
evaluate the utility of allowing agents to lie.
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Chesñevar, Carlos I. 95

Davies, Mathew 251

Jennings, Nicholas R. 234

Kaci, Souhila 192
Kakas, Antonis 64
Karunatillake, Nishan C. 234

Maudet, Nicolas 64
McBurney, Peter 1, 149, 162, 176
Meyer, John-Jules Ch. 44

Moraitis, Pavlos 64
Moulin, Bernard 44, 130

Paglieri, Fabio 78
Parsons, Simon 1, 162, 251

Rahwan, Iyad 176
Reed, Chris 19, 31

Saha, Sabyasachi 208
Sen, Sandip 208
Simari, Guillermo R. 95, 223
Sklar, Elizabeth 251
Sonenberg, Liz 176
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