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Preface

Ad hoc and sensor networks are making their way from research to real-world
deployments. Body and personal-area networks, intelligent homes, environmen-
tal monitoring or intervehicle communications: there is almost nothing left that
is not going to be “smart” and “networked.” While a great amount of research
has been devoted to the pure networking aspects, ad hoc and sensor networks
will not be successfully deployed if security, dependability and privacy issues are
not addressed adequately. These issues are very important because ad hoc and
sensor networks are usually used for very critical applications. Furthermore, they
are very vulnerable because they are, most of the time, deployed in open and
unprotected environments.

At ESAS 2004, researchers with interests in both networking and security
came together to present and discuss the latest ideas and concepts in the design
of secure, dependable and privacy-preserving ad hoc and sensor networks. In
the keynote speeches, Jean-Pierre Hubaux (EPFL, Switzerland) discussed the
challenges of ad hoc network security, and Antonis Galetsas (European Com-
mission, DG Information Society) presented the current and future activities of
the European Commission on these topics.

Out of 55 high-quality submissions, the program committee selected 17 pa-
pers for publication. The program covered the full spectrum of security-related
issues, including key distribution and management, authentication, energy-aware
cryptographic primitives, anonymity/pseudonymity, secure diffusion, secure P2P
overlays and RFIDs.

We would like to thank all authors, referees, supporters and workshop partici-
pants for making this workshop a successful event. Special thanks to the program
committee and further reviewers for their great work and for reviewing the pa-
pers in less than 4 weeks. We hope that you will enjoy the ESAS proceedings
and your research work will be stimulated.

September 2004 Claude Castelluccia
Hannes Hartenstein

Christof Paar

Dirk Westhoff
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New Research Challenges for the Security
of Ad Hoc and Sensor Networks

Jean-Pierre Hubaux

EPFL

Abstract. In this talk, we provide an overview of the current and up-
coming research challenges for the security of ad hoc and sensor networks.
We begin with the crucial problem of key establishment; we explain how
mobility can be exploited to set up security associations between nodes,
and we address the challenges of key setup in sensor networks. We also
provide an overview of the security of routing protocols. We explain how
two nodes getting in power range of each other can prove this event to a
third party at a later stage.

We then address cooperation between wireless nodes, and show that
this problem naturally leads to the prevention of greedy behavior in
WiFi hot spots; we detail our solution to this problem, called DOMINO.
We then address a very novel problem, namely the secure location of a
node; we explain the potential of this feature, taking the examples of
the secure location of smart vehicles in road traffic and the prevention
of attacks against sensor networks positions. We show how this feature
can be implemented by an appropriate combination of distance bounding
and multilateration.

The slides of the talk are available at http://lcawww.epfl.ch/hubaux/

C. Castelluccia et al. (Eds.): ESAS 2004, LNCS 3313, p. 1, 2005.
(© Springer-Verlag Berlin Heidelberg 2005



Public Key Cryptography in Sensor
Networks—Revisited*

Gunnar Gaubatz, Jens-Peter Kaps, and Berk Sunar

Department of Electrical & Computer Engineering,
Worcester Polytechnic Institute,
100 Institute Road, Worcester, MA 01609, U.S.A.

{gaubatz, kaps, sunar}@upi.edu

Abstract. The common perception of public key cryptography is that
it is complex, slow and power hungry, and as such not at all suitable for
use in ultra-low power environments like wireless sensor networks. It is
therefore common practice to emulate the asymmetry of traditional pub-
lic key based cryptographic services through a set of protocols [1] using
symmetric key based message authentication codes (MACs). Although
the low computational complexity of MACs is advantageous, the proto-
col layer requires time synchronization between devices on the network
and a significant amount of overhead for communication and temporary
storage. The requirement for a general purpose CPU to implement these
protocols as well as their complexity makes them prone to vulnerabilities
and practically eliminates all the advantages of using symmetric key tech-
niques in the first place. In this paper we challenge the basic assumptions
about public key cryptography in sensor networks which are based on a
traditional software based approach. We propose a custom hardware as-
sisted approach for which we claim that it makes public key cryptography
feasible in such environments, provided we use the right selection of algo-
rithms and associated parameters, careful optimization, and low-power
design techniques. In order to validate our claim we present proof of con-
cept implementations of two different algorithms—Rabin’s Scheme and
NtruEncrypt—and analyze their architecture and performance accord-
ing to various established metrics like power consumption, area, delay,
throughput, level of security and energy per bit. Our implementation of
NtruEncrypt in ASIC standard cell logic uses no more than 3,000 gates
with an average power consumption of less than 20 yW. We envision that
our public key core would be embedded into a light-weight sensor node
architecture.

1 Introduction

Wireless distributed sensor networks (DSN) are expected to be used in a wide
range of applications, from monitoring wildlife and collecting microclimate data

* This material is based upon work supported by the National Science Foundation
under Grants No. ANI-0133297 (NSF CAREER Award) and No. ANI-0112889.

C. Castelluccia et al. (Eds.): ESAS 2004, LNCS 3313, pp. 2-18, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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(2, 3,4] to a number of military applications like target tracking [5] and detection
of biological or chemical weapons. The current generation of wireless sensor
nodes is still relying on batteries as its source of power. The limited lifetime
of batteries, however, significantly impedes the usefulness of such devices since
maintenance accesses would become necessary whenever the battery is depleted.
Furthermore, the intention of having large amounts of tiny nodes scattered over a
large area would render maintenance impractical. Next generation sensor nodes
will therefore combine ultra-low power circuitry with so-called power scavengers,
which allow for maintenance-free operation of the nodes. This opens up a whole
new range of applications where the nodes can be placed in inaccessible locations.

Power scavengers are devices able to harvest small amounts of energy from
ambient sources such as light, heat or vibration. This energy is stored in a
capacitor and can be used to power the sensor node either continuously, for
small amounts of power, or in intervals if the demand is higher. At least 8uW
of power can be generated using MEMS-based power scavengers, as reported in
[6]. Other larger systems are able to generate much more power [7], but these
are typically not integrated on-chip with the actual sensor node. It is expected
that future MEMS-based scavengers will be able to deliver power up to 20uW
continuously.

Due to the sensitive nature of many of the anticipated applications of DSN,
a certain minimum level of secure communication between sensor nodes and
base station is required. This includes data confidentiality and integrity. Both
can be provided through encryption of the data. One of the biggest problems
in using secret key algorithms—apart from their size and scalability issues—is
the protection of the sensitive key material. Sensor nodes might be deployed
in an untrusted environment, e.g. for military applications. The capture of a
single node by an adversary should not jeopardize the integrity of the entire
network. In a setting where the sensor nodes send encrypted data to a base
station a public key scheme is of great advantage as here each node contains only
public key material not private. Previously proposed security protocols such as
SNEP and pTESLA [1] provide secure authentication using only symmetric key
techniques. In order to provide authentication to insecure nodes yTESLA has
to emulate asymmetry through a delayed disclosure of symmetric keys. While
Carman et al. acknowledge in [8] that symmetric key techniques are attractive
due to their energy efficiency, they also conclude that all symmetric key based
key exchange protocols analyzed by them exhibit limitations in their flexibility.
The emulation of an asymmetric cryptographic primitive requires that each node
is time synchronized with the base station and has key management functions
and ample storage. As the symmetric keys are revealed sequentially over time,
nodes might have to store multiple messages before they can be authenticated.
This broadcast authentication scheme also implies that the keys shared among
all nodes need to be updated in regular intervals, requiring broadcasts from the
base station to all nodes. As in many settings the base station can not directly
communicate with all nodes, these keys need to be forwarded from node to node.
This protocol overhead leads to increased energy consumption of the nodes as
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keys and key management messages need to be transmitted frequently. Complex
key management and high storage requirements for multiple keys and messages
put a considerable burden on the power consumption of the nodes. The use of
public key cryptography would eliminate the need for complicated protocols and
at the same time would also increase the security of the entire system, since only
the public key of the base station would have to be embedded into the nodes.

The challenge is to overcome the considerable computational complexity of
standard public key encryption algorithms and make public key encryption pos-
sible in self powered sensor nodes. Traditional schemes like RSA or ElGamal
require considerable amounts of resources which in the past limited their use
to large-scale platforms like networked servers and personal computers. Mobile
equipment with less computational resources, such as cell phones, Personal Dig-
ital Assistants (PDAs) and pagers, therefore uses much more efficient elliptic
curve based algorithms such as EC-DH and EC-DSA which execute consid-
erably faster while preserving the same level of security [9]. The operands of
EC-cryptosystems are much shorter than those in traditional schemes. Unfortu-
nately the improved computational efficiency of ECC comes at the price of much
more complex arithmetic primitives and a large number of temporary operands,
whereas RSA or ElGamal require only one single arithmetic primitive and few
operands. The heterogenous structure and larger storage requirements of ECC
make it less scalable and in effect less attractive for energy efficient low-power
implementations.

In this paper we compare two architectures that implement two different
types of public key crypto-systems with promising characteristics. The first one,
Rabin’s Scheme [10], is a specialization of the well known RSA algorithm [11]
where the exponent is fixed to the value 2. As with RSA, the security of Ra-
bin’s scheme relies on the hard problem of factoring large integers. The second
algorithm, NtruEncrypt [12], was introduced in 1996 by Hoffstein, Pipher and
Silverman. NtruEncrypt is a public key cryptosystem where security is based on
the hardness of the Shortest Vector Problem (SVP) in a very high dimension lat-
tice. It still uses relatively large operands, but it reduces the overall asymptotic
complexity of the encryption operation to O(n?) compared to RSA’s O(n?). In
both cases we concentrate on the encryption operation only. The decryption of
the sensor data would be performed by the more powerful base station. We ana-
lyze the performance of these architectures by means of various established met-
rics in the field of computer organization, like power consumption, area, delay,
throughput and latency. We also include some that are not as commonly encoun-
tered, such as level of security and energy per bit encrypted. We demonstrate
that ultra-low power implementations of public key cryptography are feasible.
Our interest, however, is mainly focused on the computational aspects of the
underlying arithmetic primitives and as such we refrain from deeper discussion
of protocol issues and the cryptographic services that need to be provided by
these systems.

The remainder of the paper is structured as follows. After a brief description
of the cryptosystems in Section 2, and an introduction into low-power design
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techniques 3, we will focus on their application for implementing the algorithms
in Section 4. In Section 5 a brief definition of the metrics of interest is followed
by an extensive comparative analysis of our two architectures. The final section
concludes our findings and points out directions for future work.

2 Preliminaries

Rabin’s Scheme and NtruEncrypt are two very different public key algorithms.
In this section we first describe the selection of the algorithm specific parameters
to make them comparable. Then we give a brief overview of their function.

2.1 Parameter Selection

In order to better compare these two algorithms of disparate properties and pa-
rameter sets, we chose system parameters of both algorithms to offer a closely
matching level of security. For definition of this level we refer to the widely rec-
ognized definition of equivalent security by Lenstra and Verheul [13]. Amongst
others they cover RSA as the principal example for cryptosystems where security
is based on the Integer Factorization Problem, which is also the basis for Ra-
bin’s Scheme. Their analysis, however, does not include a definition of equivalent
security for a lattice based scheme like NtruEncrypt. For our purposes we there-
fore refer to the analysis of Hoffstein, Silverman and Whyte [14], who present
a similar evaluation of NtruEncrypt’s security level, also in terms of equivalent
security.

While in practice certain classes of applications might require a higher level
of security than others, we regard our designs simply as a proof of concept and
hence chose to implement them at a comparatively low level of security. It should,
however, be relatively straightforward to estimate the cost of higher security level
implementations based on the analysis that we give at the end of this paper.
For Rabin’s Scheme we selected an operand size of 512 bits, which according
to Lenstra and Verheul [13] provides a security level of around 60 bits. In the
case of NtruEncrypt we chose the system parameters as (N, p, q) = (167, 3,128),
based on findings in [14], offering a security level of 57 bits.

2.2 Rabin’s Scheme

Rabin’s Scheme was introduced in 1979 in [10]. It is based on the factorization
problem of large numbers and is therefore similar to the security of RSA with the
same sized modulus. Rabin’s Scheme has asymmetric computational cost. The
encryption operation is extremely fast, however decryption times are comparable
to RSA of the same modulus. This asymmetry makes Rabin’s Scheme especially
interesting for our application. Here is a brief description of the Rabin’s Scheme.
For a more detailed description and the mathematical proofs see [10][15].
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Key Generation.

. Choose two large random strong prime numbers.
. Compute n =p-q.

. Pick a random number b for which 0 < b < n.

. The public key is (n,b), the private key is (p, q).

N R N

Encryption.

1. Represent the message as an integer x for which 0 <z <n
2. Compute the ciphertext E,, ;(2) = 2(z + b) mod n, as defined in [10]

Only the public key n, b is required for encryption. If we fix b to 0 then E,, ;(z) be-
comes a simple squaring operation E, () = 22 mod n. Rabin’s Scheme requires
only one squaring, whereas RSA requires several squarings and multiplications
for encryption. Therefore encryption with Rabin’s Scheme is several hundreds of
times faster than RSA [11].

Decryption. involves finding the four square roots xy, x2, 3, and x4 of ¢ =
E,(z) = 22 mod n. Certain simplifications are possible if p = ¢ = 3 mod 4.
We would like to point the interested reader to [15] for a complete description
of these algorithms. A hardware implementation of the decryption function is
certainly feasible but beyond the scope of this paper.

2.3 The NtruEncrypt Public Key Cryptosystem

NtruEncrypt is a relatively new cryptosystem that claims to be highly efficient
and particularly suitable for embedded applications such as smart cards or RFID
tags, while providing a level of security comparable to that of other established
schemes, in particular RSA. While it has not yet received the same level of
scrutiny for establishing its resistance to cryptanalysis, there is evidence for
efficiency in the simplicity of its underlying arithmetic. In this section we briefly
describe the basic setup of NtruEncrypt and its operations. For more in-depth
descriptions of the mathematical properties of NtruEncrypt we refer to [12, 16].

NtruEncrypt is based on arithmetic in a polynomial ring R = Z(z)/((z" —
1), q) set up by the parameter set (N, p, q) with the following properties:

— All elements of the ring are polynomials of degree at most N — 1, where N
is prime.

— Polynomial coefficients are reduced either mod p or mod ¢, where p and ¢
are relatively prime integers or polynomials.

— p is considerably smaller than ¢, which lies between N/2 and N.

— All polynomials are univariate over the variable z.

Multiplication in the ring R is sometimes referred to as ”Star Multiplication”
based on use of an asterisk ® as the operator symbol. It can be best described
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as the discrete convolution product of two vectors, where the coefficients of the
polynomials form vectors in the following way:

a(r) =ap+ a1z +axx® + ... +ay_12N !

= (ao,al,a2, e ,CLN_l)

Then the coefficients ¢, of c(x) = a(z) ® b(z) mod ¢,p are each computed as
the summation of partial products a;b; with ¢ 4+ j = k mod N. The modulus for
reduction of each coefficient ¢; of the resulting polynomial is either ¢ for Key
Generation and Encryption, or p for Decryption, as briefly described below. A
thorough description of these procedures along with an initial security analysis
can be found in [12].

Key Generation. The following steps generate the private key f(x):

1. Choose a random polynomial F'(z) from the ring R. F(x) should have small
coefficients, i.e. either binary from the set {0,1} (if p = 2) or ternary from
{-1,0,1} (if p=3or p=2a+2[16,17]).

2. Let f(x) =1+ pF(z) L.

The public key h(zx) is derived from f(z) in the following way:

1. As before, choose a random polynomial g(z) from R.
2. Compute the inverse f~!(z) (mod q).
3. Compute the public key as h(z) = g(z) ® f~!(z) (mod q).

Encryption.

1. Encode the plaintext message into a polynomial m(z) with coefficients from
either {0,1} or {—1,0,1}.

2. Choose a random polynomial ¢(z) from R as above.

3. Compute the ciphertext polynomial ¢(z) = p¢(z) ® h(xz) + m(z) (mod q).

Decryption.

1. Use the private key f(z) to compute the message polynomial m'(z) = ¢(z) ®

f(z) (mod p).
2. Map the coefficients of the message polynomial to plaintext bits.

3 Low-Power Design

This section provides a brief introduction to Low-Power Design. The power dis-
sipation in CMOS devices can be summarized by the following equation [18]:

! Tt is not strictly necessary to construct f(z) in this way, but it is recommended in
order to decrease the decryption failure rate. It is important, however, that f(z) be
invertible (modp) and (modgq).
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1
P(Q'C'VfdJrQsc'Vdd)'f'N+fleak'Vdd (1)
———
Pieak
Payn

The term Pgyy represents the dynamic power dissipated during circuit ac-
tivity. Circuit capacitance C, short-circuit charge Qs. and supply voltage Vyq
are technology dependent parameters [18] outside of our influence. The switch-
ing activity N and operating frequency f, however, can be influenced, and thus
minimized, by architectural decisions. The second term P, represents the static
power dissipation due to the leakage current [je,x. The leakage current is directly
determined by the number of gates and the process technology. For more infor-
mation about low-power design see [19]. Since we are using a standard cell based
design flow, transistor level circuit optimizations are outside of the scope of this
paper. In order to minimize the power consumption, we optimized our gate level
design according to the following rules:

— The number of transitions (‘0’ to ‘1’ and ‘1’ to ‘0’) has to be minimal.
— The circuit size should be minimized.
— Glitches cause unnecessary transitions and therefore should be avoided.

Our work is focused on the architectural aspects of low-power design, not
on any specific VLSI techniques. Our architectures are implemented using a
common CMOS standard cell design flow: circuit specification in structural
VHDL, functional RT level simulation (ModelSim), synthesis (DesignCompiler
Ultra, TSMC 0.13um standard cell library), power optimization using anno-
tated switching activity and delay information (DesignCompiler, PowerCompiler
and ModelSim), and power analysis (PrimePower, back-annotated wire capaci-
tances).

The TSMC library we use is fully characterized for timing and power con-
sumption and includes several different wireload models for worst case estimation
of interconnect capacitances. We would like to stress at this point that, although
we use a low-voltage library, it is not in any way optimized for low-power designs.

4 Implementation

In order to provide a common ground for both implementations we had to make
certain assumptions about the application scenario, which we state in the follow-
ing paragraphs. Subsequently we describe the specifics of both implementations.

4.1  Assumptions

Sensor networks typically consist of a number of tiny nodes communicating with
a base station [1]. The base station collects the data from the sensors and com-
municates with the outside world. The sensor nodes have only limited power
and can therefore only communicate directly with nodes in close vicinity. They
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establish a routing tree with the base station at its root. The base station is
assumed to have sufficient power for all computations and communications with
the nodes and the outside world. Based on this setting we made the following
assumptions:

— As stated in the introduction, we only consider the encryption operation of
both systems. The purpose of this paper is to show that public key cryptog-
raphy is computationally feasible in this environment.

— Depending on the exact application scenario it might be possible to fix the
public key to a constant value. This is extremely beneficial for ultra-low
power implementation, since the key can be embedded statically and does
not require costly storage elements. In our implementations the public key
is either hardwired or realized as a look-up table in combinational logic.

— Power consumption and energy efficiency are two different things. Depending
on the actual application scenario one might want to trade off the two metrics
differently over one another.

4.2 Rabin’s Scheme

We have shown in Section 2.2 that the basic function for encryption in Rabin’s
Scheme is a simple squaring operation E,(x) = 22 mod n, if we set b = 0.
Squarers are a special form of multiplier. While any multiplier can be used
to compute the square of a number, special-purpose squarers usually require
significantly less hardware and are faster [20] by exploiting the symmetry of the
squaring operation.

Squarers can be implemented in many ways. As our main concern is to con-
serve power we chose a bit-serial approach. The main advantage of a bit-serial
design is that it minimizes the number of gates and reduces wire lengths—all
factors that are of concern with regards to the circuit’s power consumption. The
bit-serial approach is ideal for modular reduction. Using the most significant bit
(MSB) first method, modular reduction can be performed elegantly after each
partial product addition. The generation of the partial product sequence, how-
ever, requires an extra 512-bit register. This is very expensive in terms of area
and leakage power as each flip-flop is the equivalent of 6 gates. Therefore, we
implemented the squarer as a bit serial modular multiplier where multiplicand
and multiplier are hard-wired to the same input. All 512 bits of input are avail-
able in parallel at the same time. As a multiplier does not take advantage of the
symmetry in squaring we expect it to consume more switching power. However,
due to its smaller footprint the leakage power is also greatly reduced. At the
low clock frequencies commonly encountered in sensor nodes, the influence of
leakage power is the dominant part. An additional advantage of this approach is
that this unit can easily be converted to a full multiplier for an implementation
of RSA or a similar algorithm.

Figure 2 shows the architecture of our squarer. It is a standard bit serial mul-
tiplier design comprised of a Left Shift Register, a Bit Multiplier, a Left Shift unit,
and the main units Adder and Sum Register. In order to perform modular multi-
plication we added two multiplexers which toggle the input of the adder between
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the next partial product and the 2’s complement of the modulus n (reduction).
The control logic determines whether a reduction operation is necessary after an
addition. Since we are using the same adder for both functions, the number of
clock cycles needed for one squaring is data dependent and at most 1024.

The most complex part of the squarer is the Adder. There are two basic adder
designs that are suitable for a low power implementation, namely carry-save adder
and ripple-carry adder. A ripple-carry adder uses fewer gates and hence consumes
the least amount of leakage power, but as the worst case carry chain is the
longest, this adder also has the longest delay. The propagation of carries causes
glitches which in turn cause a very high dynamic power consumption. A carry-
save adder on the other hand propagates carries only by one position, hence there
are no glitches, resulting in insignificant amounts of delay and dynamic power
consumption. Its disadvantage is that the result is kept in redundant carry-save
representation which requires 512 additional flip-flops. This in turn causes a
higher consumption of leakage power. Since partial products and complements
of the modulus can be accumulated in redundant form, the final non-redundant
result needs to be computed only at the very end of the multiplication which
takes 512 additional clock cycles.

Neither of both approaches seems optimal for this implementation, so we
tried to strike a balance between power and speed. For our adder we are using a
ripple-carry adder and insert a carry-save bit on every 8th bit position. Hence the
carries ripple for a maximum of 8 bits causing some glitching but significantly
less than a full ripple-carry adder would. The dynamic power consumption is
therefore much lower than for a full ripple-carry adder. This adder also needs
only 64 additional flip-flops to store the carry bits, which is 448 flip-flops less
than necessary for a full carry-save adder. This approach, however, introduces
a new difficulty. After adding a partial product to the sum, the result has to
be shifted. This would misalign the saved carry bits 2. Hence, carry bits need
to be re-aligned before shifting the sum. This is done by adding the carry bits
to the sum in the appropriate position and saving the carry bits at the new
position. The cost for this is a 512 bit multiplexer, 512 additional clock cycles
and a slightly more complex control logic.

The Control logic is comprised of two state machines and one counter. The
counter is implemented as a Linear Feedback Shift Register (LFSR) and “counts”
up to 512. LFSRs have reduced switching activity and are faster than regular
counters, hence reducing the effects on the critical path delay. Furthermore it is
clock gated and can be reset. The counter is used to count all the multiplication
steps and also to count the worst case number of steps necessary to ripple all
64 carry-save flip-flops. The main state machine of this control logic keeps track
of the overall operation of the circuit. The second state machine takes care of
arithmetic operations of the circuit. Furthermore it is responsible for the clock
gating of the counter and the left shift register (see Figure 2).

2 This problem does not occur when a full carry-save adder is being used as there is
one carry bit associated with every bit position
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4.3 NtruEncrypt

The basis for our ultra-low power NtruEncrypt architecture is the multiplication
operation in the ring R, a cyclic convolution of two polynomials of the same
degree N. Considering a scenario, in which a sensor node encrypts a message and
sends it to the base station, allows us to make the following observations which
are helpful in creating an ultra-low power architecture. Similar observations can
also be made for the case of decryption, but these are omitted here due to space
restrictions.

— As mentioned at the beginning of this section, the public key of the node
h(zx) is constant and embedded in the device. Since p is also constant, we
can store a pre-scaled version of the public key h'(z) = ph(z) mod ¢. Thus
we only need to compute ¢(z) = ¢(z) ® h'(z) + m(z) mod q.

— Coefficients of the public key h(x) are computed modulo ¢ and therefore
occupy the larger of two wordsizes, while those of the random polynomial
¢(z) are reduced modulo p. For our choice of p = 3 each coefficients of ¢(x)
is encoded as two bits. Since the public key is constant and realized as a
look-up table, only 2N bits of storage are required as opposed to N[log, ¢].

— We assume that we have a good source of random bits available for generation
of the random polynomial ¢(x). In this paper we focus on the computational
aspects of NtruEncrypt only, and therefore random number generation falls
outside of the scope of this paper. For information on a compact implemen-
tation of an RNG based on digital artefacts requiring only a few hundred
gates we refer to [21].

The algorithm consists of two nested loops: The outer loop iterates over all N
coefficients of the result. The inner loop computes the coefficient by accumulat-
ing products of the form a;b;, with index 7 increasing and j decreasing modN.
The three major building blocks comprising the data path of the circuit—public
key LUT, arithmetic units and circular buffer—are illustrated in Figure 3. The
public key look-up table is realized in combinational logic that lends itself to
optimization through the synthesis tool. The circular buffer consists of 2NV bits
of storage elements containing the coefficients of the random polynomial ¢(z).
Data enters the buffer through a multiplexer which connects the two ends of
the buffer and forms a ring. Both, public key LUT and circular buffer, feed into
the arithmetic units (AUs) which multiply and accumulate the operands. The
smallest version of the circuit implements only a single AU. Yet, the architec-
ture allows the implementor to scale up the number & of parallel AUs relatively
easily, with minimal impact on the other elements of the design. Section 5.4 elab-
orates further on NtruEncrypt’s inherent scalability. An AU consists of a partial
product generator, a carry-save adder and a register. For any long operand a
and short operand b the partial product generator will compute ab mod ¢. By
choosing p = 3 and ¢ = 128 the modular reduction of the intermediate result
¢ =) a;b; mod g comes essentially for free through simple truncation of bits at
positions > logy, g = 7.

The control logic is designed to be as simple as possible in order to avoid being
the bottleneck in terms of power consumption. The two nested counters needed
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for keeping track of coefficients in the inner and outer loop of the algorithm are
implemented as Linear Feedback Shift Registers (LFSR) for reduced switching
activity. Furthermore, clock gating is used extensively whenever possible, to
avoid any unnecessary switching activity and reduce parasitic wire capacitance.

In the case of only a single AU each round of computation takes N + 8
clock cycles to complete, with one coefficient per round. The eight additional
clock cycles are necessary for addition of the message coefficient and propagation
of carries in the carry-save adder. The total number of clock cycles for a full
polynomial multiplication of N coefficients therefore takes 29,225 clock cycles
(N = 167). If k AUs are computing coefficients in parallel, the rounds overlap
partially and the number of clock cycles amounts to (N +8)([N/k])+k— 1. For
a high degree of parallelization k the number of clock cycles can thus be reduced
dramatically, i.e. to only 433 cycles for k = 84.

5 Analysis

In this section we analyze the proposed architectures according to various metrics
of interest to ultra low-power applications such as sensor nodes. Since both
architectures and algorithms are distinctly different from each other a direct
comparison is difficult. We alleviate this situation by fixing system parameters
to values that match security levels of both systems as closely as possible, as
mentioned in Section 2.1.

5.1 Definition of Metrics

Chip Area. The number of equivalent gates (2-input NAND gate) used by the
circuit. This metric is independent of the process technology, and correlates well
with the actual area of the physical layout.

Power Consumption. This is the total power consumption of the circuit, cate-
gorized into static and dynamic power. This metric is highly dependent on the
process technology. In this context, however, both architectures use the same
target library so that differences in power consumption are a direct consequence
of differences in the architecture.

Throughput. Specifies the number of plaintext bits that are encrypted per sec-
ond. This metric is independent of any message expansion properties of a given
system.

Energy per Bit Encrypted. Amount of energy necessary to encrypt a single bit
of the message. This metric can be used to compare the energy efficiency of
cryptosystems with a roughly equivalent level of security. It is independent of
the actual operand length.

Scalability. Refers to the possibility of scaling an algorithm between bit serial and
highly parallelized realizations in an efficient manner. A closely related concept
is modularity, which is an indicator of how easily simple processing elements
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can be replicated for a higher degree of parallelization of a task in performance
critical settings.

5.2 Rabin’s Scheme

The main concern driving our low-power implementation of Rabin’s Scheme is
its storage requirement. Many well known techniques for optimizing a modular
squarer require either more circuitry or more storage elements. At our targeted
clock frequency of 500 kHz the static power consumption is dominant and there-
fore has to be minimized. Hence, we built a squarer as a bit-serial multiplier,
operating on the entire width of the 512 bit multiplicand and on a single bit of
the multiplier at a time. In order to conserve area we use the same adder for
accumulating the partial products, modulo reducing the results, and re-aligning
the carry bits before each shift. This approach consumes a chip area of less than
17,000 gates with its accompanying static power consumption of 117.5uW. The
dynamic power consumption at 500 kHz is 30.68W resulting in a total average
power consumption of 148.18uW (Table 1). It increases linearly with the operat-
ing frequency as shown in Figure 1. A breakdown of the power consumption by
functional blocks reveals that the adder consumes 40% of the power and all stor-
age elements combined consume 38%. The power consumption of the complex
control logic for this circuit is negligible at 2%.

5.3 NtruEncrypt

The hardware friendly arithmetic underlying the NTRU system lends itself very
well to highly scalable and low-power implementations, since the computation
of each individual coefficient is independent from one another. At the same time
we can reorder the computation in a way that facilitates parallel computation of
multiple coefficients. This can be achieved by simply replicating arithmetic units
and slightly adjusting the control logic. The circular buffer allows parallel access
to multiple coefficients in sequential order as illustrated in Figure 3, Section 4,
thereby avoiding memory access bottlenecks.

A breakdown of the power consumption by functional blocks reveals that
the most significant contribution is made by the circular buffer (77%), while an
arithmetic unit contributes the least amount (6%). The cost for an implemen-
tation with only a single arithmetic unit is therefore relatively high compared
to a more parallelized variant. The small cost of adding arithmetic units, on the
other hand, allows for a high degree of parallelization. This level of scalability
is advantageous when it comes to achieving optimal energy efficiency. In the
following analysis we therefore also consider performance estimates for a highly
parallelized (k = 84) variant of our NtruEncrypt architecture, based on data
obtained from simulation of the digit serial implementation (k = 1).

Our smallest implementation of NtruEncrypt with a single arithmetic unit
takes up a chip area of less than 3000 equivalent gates, including the circular
buffer and the combinational look-up table of the public key. Gate level power
simulation indicates an average power consumption of less than 20uW at a clock
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Fig. 1. Power Consumption over a Range of Clock Frequencies

frequency of 500k H z, close to the amount of static leakage power (see Table 1).
As before with Rabin’s Scheme we see dynamic power consumption beginning
to dominate at faster clock speeds as it increases linearly with the frequency
(Fig. 1). This is in agreement with our expectation from (1).

5.4 Comparison

Table 1 shows a direct comparison between Rabin’s Scheme and both variants of
NtruEncrypt in the metrics defined above. The architectures of Rabin’s Scheme
and the simple variant of NtruEncrypt were both intended to achieve the least
possible power consumption given the available standard cell library, without
necessarily reaching optimal energy efficiency. The results are summarized in
the first two columns. After an initial analysis of the architectural differences
we decided to include estimates for a highly parallelized variant of NtruEncrypt
in the third column of the comparison. The degree of parallelization k = 84
was chosen in a way that the area footprint roughly matches that of Rabin’s
Scheme, and secondly that [ N/k] — N/ is as small as possible. This is to divide
the number of coefficients IV in a way that utilization of the AUs is high during
the last round of computation.

Rabin’s Scheme takes up almost six times the area of simple NtruEncrypt
with a single AU. On the other hand it also has the advantage of performing
almost forty times better. This is to be expected due to its large operands and
full-word arithmetic. If, however, the absolute area and power requirements are
the limiting factor, it might not be flexible enough. Also, our estimates for the
parallelized variant of NtruEncrypt indicate that it outperforms Rabin’s Scheme
by nearly factor two using the same area footprint. From the figures in Table 1
it is evident that static leakage power is the main culprit for the relatively high
energy consumption of both implementations. We would like to stress the fact
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Table 1. Summary of comparison between Rabin’s Scheme and NtruEncrypt

Rabin Ntru (k = 1) Ntru (k = 84)
Equivalent security 60 bits 57 bits 57 bits
Area [eqv. gates] 16,726 2,850 16,200
- combinational 8,875 523 7,000
- storage elements 7,851 2,327 9,200
Delay (avg. # cycles) 1,440 29,225 433
Avg. power @ 500kHz 148.18 pW 19.13 pW 118.7 W
- static (%) 117.5 gW (79.3%) | 15.10 uW (78.9%) [103.06 uW (86.8%)
- dynamic (%) 30.68 uW (20.7%)| 4.03 pW (21.1%) |15.64 uW (13.2%)
- peak power 169.8 uW 20.22 pW n/a
Energy 426.76 nJ 1,118.15 nJ 102.79 nJ
- per bit encrypted  [833.5 pJ (512 bits)|4,235.41 pJ (264 bits)|389.4 pJ (264 bits)
Throughput 177.8 kbits/s 4.52 kbits/s 304.85 kbits/s

that leakage power is highly technology dependent and that the ASIC stan-
dard cell library we use is not optimized for low power design. The dynamic
power consumption of an architecture, on the other hand, is proportional to its
switching activity. It therefore makes sense to differentiate between these two
influences if we want to compare the relative merits of one architecture over the
other, independently of the process technology. It turns out that dynamic power
consumption in Rabin’s Scheme is nearly twice as high as in NtruEncrypt’s case,
despite the same area and the fact that leakage power differs by only 12%.

The throughput that either architecture can achieve at a given clock fre-
quency depends on the number of clock cycles for an encryption and the number
of plaintext bits per block. In Rabin’s Scheme the plaintext is up to 512 bits
long. At a clock frequency of 500 kHz and an average of 1440 cycles per oper-
ation this translates into a maximum theoretical throughput of 177.8 kbits/s.
Since NtruEncrypt uses IV ternary coefficients we can determine its throughput
in terms of kbits/s by first converting the capacity of the message polynomial
m(x) into bits. N = 167 ternary coefficients can hold information equivalent to
| N log, 3] = 264 bits. The entire encryption operation takes 29225 clock cycles
for NtruEncrypt with a single AU, and 443 cycles with 84 AUs. Operating at
the same clock frequency, the simple variant compares unfavorably to Rabin’s
Scheme at only 4.52 kbits/s throughput, almost 40 times less. The estimates for
the highly parallelized variant, however, indicate a performance level of 304.85
kbits/s, nearly twice the throughput of Rabin’s Scheme.

For any cryptographic scheme there is a multitude of possible design choices
by which power consumption can be traded off against performance and vice
versa. Ultimately, however, we would like to know the amount of energy that
is necessary for an elementary encryption operation, i.e. the cost of encrypting
a bit of data at a certain level of security. The amount of energy for the entire
operation is the product of average power consumption and the time it takes to
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complete that operation. Considering the amount of plaintext data that can
be encrypted in one operation, we determine the amount of energy per bit
encrypted as

Fro — Pavg * Neycles
bit —
fclock : lop

where [}, is the operand length in bits, i.e. 512 for Rabin’s Scheme and 264 for
NtruEncrypt. As we have discussed earlier, Rabin’s Scheme uses more power
than NtruEncrypt with a single AU, but it also takes much fewer clock cycles to
complete. We can make a similar observation by looking at the energy per bit
metric. The amount of energy necessary to encrypt a single bit with NtruEn-
crypt is about five times higher than with Rabin’s Scheme. The picture changes
yet again when we consider NtruEncrypt’s parallelized variant. Our estimates
suggest that the amount of energy per bit drops by nearly factor 11 and is thus
less than half the amount of Rabin’s Scheme.

To put our results into perspective, we compare them to estimates reported in
[8] that were obtained from simulation of various public key algorithms on exist-
ing general purpose processor architectures. An implementation of the emerging
scheme XTR on the ARC3 processor suggests an energy consumption of around
130 pJ at a security level that is comparable to RSA-1024 or 72 bits of equivalent
security. Despite the difference in security levels, this is still between factor 100
and 1000 more energy than what our architectures require, proving the strength
of customized application specific architectures.

6 Conclusions

We have demonstrated in this paper that it is possible to design public key
encryption architectures with power consumption of less than 20 uW using the
right selection of algorithms and associated parameters, optimization and low-
power techniques. In spite of the common perception of public key cryptography,
it is possible to achieve a level of power consumption low enough to allow its
use even in self-powered sensor nodes. Our implementation is based on a regular
ASIC standard cell library that is not specifically optimized for low-power. It is
thus possible to achieve even better results than ours, although that is not the
point we are trying to make here. The use of public key schemes facilitates much
simpler security protocols than those currently in use with the sensor network
community, and has a potential impact on a much wider range of applications.
RFIDs and contactless smart cards are further examples of ubiquitous computing
applications requiring energy efficient cryptographic functions. So far public key
cryptography has not even been considered for these devices due to its perceived
complexity.

Our findings show further that schemes based on traditional modular arith-
metic, such as Rabin’s, does have a significant disadvantage compared to new
and emerging schemes represented here by NtruEncrypt. The use of arithmetic
in a polynomial ring allows for a very compact, yet scalable implementation in
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hardware. Additionally, NtruEncrypt’s decryption operation—although not fur-
ther considered in this paper—is based on the same arithmetic operation. This
opens up the possibility for realization of two way key exchange protocols, while
this is more difficult with Rabin’s Scheme, due to its asymmetric properties of
encryption and decryption.

Further research into energy efficient cryptographic primitives is necessary,
but our findings give us the confidence that public key cryptography in ubiqui-
tous computing applications is possible and that it can be done efficiently using
customized hardware architectures.
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Abstract. This paper explores the design space for message authenti-
cation in sensor networks. Several types of authentication are put into
relation: end-to-end, hop-to-hop, and physical and virtual multipath au-
thentication. While end-to-end authentication provides the highest and
most general security level, it may be too costly or impractical to imple-
ment. On the other end of the security scale, hop-to-hop authentication
can be implemented with little effort but provides security only to a
highly restricted attacker. Multipath authentication provides an inter-
mediate security level that may be appropriate for many applications of
sensor networks, trading energy for security guarantees. Virtual multi-
paths offer an improvement, reducing energy demands while retaining
crucial security properties of physical multipaths.

1 Introduction

Sensor networks are a novel paradigm for large-scale distributed systems. In-
dividual sensor nodes are resource-restricted, typically battery-powered devices
equipped with a radio interface for communication. A typical communication
pattern is the aggregation of sensoric data and transmitting results to the edge
of the network. Sensor networks are often operated in conjunction with fixed
or mobile base stations that collect data, serve as network bridges and provide
computational resources.

The potentially unlimited size of a sensor network with thousands of nodes
and the need to manage with limited resources and conserve energy as much as
possible, on each single node as well as throughout the network, makes secure
communication challenging. Various factors are important: Nodes depend on
each other for correct operation. Messages have to be transmitted over several
hops, since direct communication between arbitrary nodes is impossible due to
limited radio range. Nodes have little knowledge of other, distant nodes.

Wireless communication links and multi-hop message transmission are ex-
tremely vulnerable to eavesdropping and manipulation. A node that wants to
collect sensor data from distant peers must at least be able to check the integrity
of the received data. In a strict sense, this is only possible if data is authenti-
cated. This, however, requires that the sender’s identity is known and depends

C. Castelluccia et al. (Eds.): ESAS 2004, LNCS 3313, pp. 19-30, 2005.
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on the existence of a common security framework in which the sender and the
receiver are embedded. Such a framework is usually established by an institution
that is trusted by both communication endpoints, e.g. a base station (online) or
a certification authority (offline).

Many applications for sensor networks need only restricted communication
modes, such as between nodes and the base station. In that case, security can
be supported using the resources available at the base station. Sensor nodes are
required only to have a trust relationship with the base station, which imposes
moderate requirements on memory and cpu power of single nodes.

Several questions arise when base stations are assumed. Is there only one
base station? Must all traffic be routed through it? Can I add my own base
station, using the sensor network as a service? What happens if a base station is
compromised? How about combining sensor networks that depend on different
base stations? It seems that the dependence on a base station constrains the
applicability of a sensor network. Additionally, efficiency can often be increased
if communication does not involve a base station. Therefore, we would like to be
able to build sensor networks in which node-to-node communication is possible
in a secure way.

The purpose of this paper is to assess the options for protecting the integrity
of messages in sensor networks without the need to rely on base stations. The
goal is not to have a solution that protects against all kinds of attacks, but to
achieve a certain level of security at reasonable cost.

One of the distinctive characteristics of sensor networks is the fact that the
identity of individual nodes should not be important to the correct operation of
the system. First, limited storage capacity makes it impossible for a node to keep
specific information on even a moderate (compared to the overall network size)
number of other nodes. Second, other attributes such as the geographical posi-
tion or the quality of sensor measurements are more important to achieving the
objective of a sensor network installation than the existence of a single specific
node. If one node fails, another nearby node would take over its responsibilities.
Thus, the identity of the data collecting node changes, but this fact should be
transparent to clients or distant nodes that are interested mainly in data quality.

However, identity is important to be able to verify that a message has been
sent by a legitimate entity. A simple trust framework for message transmission
is hop-to-hop authentication of data, where there is one key per communication
link. Here, communication endpoints have no knowledge about each other, but
intermediate nodes are trusted not to manipulate the message. This trust is
justified if nodes are correctly implemented and not subject to manipulation. The
problem with this approach is the fact that even a small number of compromised
nodes can severly affect the security of the network. The situation is similar when
a globally shared key is used to authenticate messages. In the case of a globally
shared key, all communication is compromised with even a single compromised
node. With simple hop-to-hop authentication, a malicious node controls the
traffic on all communication paths it is part of. Therefore, such a framework
offers protection only against limited, external attacks.
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The other extreme is a pairwise end-to-end relationship between all com-
municating entities. Such relationships are, however, costly to establish and to
maintain. As we will discuss in the following section, communication relation-
ships are often ad hoc and short-lived, so the effort of establishing an end-to-end
relationship may often not be justified.

An extension to simple hop-to-hop authentication is the use of multiple paths
over which messages are transferred. Node-disjoint paths mitigate the impact
of small numbers of compromised nodes that try to disrupt communication or
manipulate messages. On the other hand, multipath message transmission has
severe drawbacks, such as increased energy consumption. An alternative is the
variation where a different path is chosen for each transmission, thus increas-
ing the probability that a compromised node is circumvented, and the energy
consumption is balanced among nodes.

These approaches are, however, limited by the connectivity of the network,
which determines the number of node-disjoint paths between any two nodes. If
an attacker chooses the attacked nodes carefully, the effectiveness of an attack
can be drastically increased.

To counter the problems of multipath routing, we propose the use of multiple
authentication paths over a single communication path [14], thus increasing the
reliability of message transmissions, especially the protection of message contents
against manipulation. This allows for secure communication between arbitrary
nodes in the network with high probability without the requirements imposed
by end-to-end techniques.

In Sect. 2, we discuss several communication patterns prevalent in sensor
networks and touch upon their security requirements. Sect. 3 describes the secu-
rity guarantees delivered by different authentication schemes. We argue in favor
of virtual multipath authentication in the context of sensor networks. Sect. 4
briefly shows how keys can be established between neighbouring nodes, which is
necessary for the proposed approach. The final two sections discuss related work
and conclude.

2 Communication Patterns

There are some general communication patterns in sensor networks that are
applicable to a wide range of applications. In this section, we argue that it is
generally beneficial that sensor nodes exchange data with each other before a
base station is involved. Thus arises the need for protection of this communica-
tion, which is discussed in the next section.

2.1 Content Based Routing

An important mode of operation in a sensor network is the routing of a message
according to its contents, which is often inherently multicast [3,5], instead of
a designated receiver. Entities interested in certain types of events announce
their interest, or events are distributed based on geographical information, for
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example. The advantage is that event sources don’t have to store a mapping
from event types to identities of interested entities but need only keep a small
amount of routing information, if any.

During such kind of communication, sender and receiver remain unknown to
each other. The source does not know in advance, and will never learn, which
are the receivers of its messages. This poses several security problems, such as
the enforcement of access control policies and message authentication. From the
receiver’s point of view, it might not be important from which node exactly a
message originates. The receiver’s interest lies mostly in the integrity of mes-
sages. If end-to-end mechanisms are available, identity can be used to check the
authenticity of the data, which also ensures integrity. In many cases it may be
sufficient that message integrity is preserved with high probability, for example
if there are many sources and messages are aggregated before taking crititcal
actions.

A client outside of the network perceives the sensor network as a single entity,
just like the user of a web service, who does not care about single machines. In
contrast to the internet, where resources are plenty and certificates can be used to
ensure service integrity, other means must be used for sensor networks. Also, web
servers are kept in closed compartments, whereas sensors are deployed in open
environments. Factors such as physical appearance are more likely to convince
a client of the service quality.

2.2  Aggregation

Aggregation (and correlation) of sensor data is a prerequisite for detecting
higher-order events that cannot be reliably inferred from data of single sensor
nodes, for example the trajectory of a moving object [12]. A distinction can be
made between local and distant aggregation. Many tasks involve the cooperation
of neighbouring nodes, while distant nodes have to be involved for phenomena
that affect large areas, such as earthquakes. While it might be possible to collect
all data at a base station and perform the aggregation there, it is likely more
efficient to aggregate data within the sensor network first.

2.3 Node-to-Node Versus Base-Oriented Communication

It is often assumed that security-relevant communication should involve a base
station. This is reasonable, since it is much easier to guarantee end-to-end se-
curity properties in conjunction with a well-equipped base station. However,
some tasks, such as aggregation, are more efficient when performed to an extent
as large as possible within the network. Requiring a base station restricts the
applicability of a sensor network. We hope that our examples show that node-
to-node communication is a valuable concept for sensor networks. If this type of
communication is about to take place in a sensor network, appropriate security
mechanisms have to be adopted. In the following, we argue that other means
beside end-to-end mechanisms are feasible and can give appropriate security
guarantees.
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3 Security Guarantees

What are appropriate security guarantees for a sensor network? In this section,
we try to shed some light on the space of possibilities. End-to-end properties are
usually considered as the highest level of security achievable, since all potential
intermediaries are eliminated (apart from denial of service attacks). But end-
to-end properties are nullified if an endpoint is compromised — and in sensor
networks, every node is an endpoint. (This is in contrast to a virtual private
network, where only a small subset of internet hosts are considered legitimate
endpoints.)

Possible failure of nodes should be designed into algorithms for sensor net-
works as it is highly likely that a certain percentage of them will fail during
normal operation. A sensor network should be able to tolerate a certain number
of malicious nodes as well. The security of a sensor network is then a function of
the ratio of compromised vs. correct nodes, and can be expressed as the probabil-
ity of being able to compute correct results from sensor data. This security model
is supported by other approaches we present in this section, besides end-to-end
mechanisms.

3.1 End-to-End

The usual approach for securing communications in a network is to establish an
end-to-end trust relationship between the sender and the receiver of a message.
An important distinction in this regard is that between entity authentication and
message authentication. In the first case, the mere identity of a communication
peer is verified, while in the latter case, the origin of a message and the integrity
of its content is assured. We are mainly interested in the latter.

End-to-end mechanisms are based on the existence of a trusted authority.
This authority issues credentials and verification tools to all nodes. Credentials
are used to assert the authenticity of data packets. Verification can be done
either “online” or “offline”, online meaning that the trusted authority is active
and can be contacted. Thus, it is necessary for each node to establish a trust
relationship with the authority server only. This approach is pursued with the
uTESLA protocol [9], for example. Offline verification means that each node is
self-sufficient and can verify other nodes’ credentials on its own. This can be
implemented with public key cryptography.

Most practical sensor networks rely on online base stations. These are not
necessarily created for security purposes, but are required for other tasks, such as
positioning [11] and data aggregation [13]. Since base stations can be equipped
with much more resources than sensor nodes, adding security features on top of
them is a viable approach.

We see several problems with the end-to-end approach to security, especially
in the context of sensor networks:

— Extensibility. As the size of a sensor network grows, paths between a base
station and individual nodes become longer. This induces a growing delay
and increased traffic at more nodes and increased load on the base station.
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— Interoperability. Sensor networks from different operators cannot be com-
bined easily, since all traffic must be routed through the base stations for
authentication.

— Base station as single point of attack. An attacker will always try to
choose the easiest way attacking a system. If a large part of the traffic is
routed through one base station, this base station becomes an attractive
target and must be protected appropriately. This might be challenging in
certain settings (e.g. when the base station needs to be located within a
hostile area), while in others, this might be advantageous (e.g. when the
base station is under constant surveillance). Protecting the base station only,
however, might result in a false sense of security. If an attack on the base
station is virtually impossible, an attacker will concentrate on the sensor
nodes themselves, which cannot go without protection (increasing overall
cost).

— Unbalanced energy consumption. The need to route a large portion of
data traffic through a base station implies that sensor nodes near this base
station spend their energy faster than nodes that are farther away. Thus,
sensors need to be more densely deployed around base stations, or designed
asymmetrically. Both solutions increase cost.

— Computing power requirements. While symmetric key operations are
feasible on small sensor nodes, asymmetric key cryptography, required by
offline verification, is not feasible for many types of sensor nodes.

Employing end-to-end security techniques is the most secure mode of oper-
ating a sensor network. For a successful attack, an attacker must gain control
either over all involved sensor nodes (or a majority thereof), or over the base sta-
tion. Therefore, both the base station and the sensor nodes have to be protected
against manipulation.

3.2 Hop-to-Hop Authentication

If individual sensor nodes are well protected against tampering, it is reasonable
to rely on them to reliably and correctly forward messages on behalf of other
nodes. Attacks on communication links can be thwarted by link encryption and
authentication, or the use of a (regularly updated) globally shared key [1]. Ad-
versaries that are not capable of planting their own nodes within the network or
take control of existing nodes, cannot manipulate messages.

But if an adversary manages to compromise even a single legitimate node,
the danger arises that all communication within the network becomes subject
to eavesdropping and manipulation, for example through a successful sinkhole
attack [8]. Thus, the integrity of every single node is important for the security
of the overall network. In this sense, every node depends on each other. This
is an extremely strict requirement, which is unlikely to be met in practical de-
ployments. Hop-to-hop authentication is therefore only suitable under a severly
restricted adversary model.
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3.3 Multiple Path Authentication

Multiple paths mitigate the problem of dependence. Instead of relying on a single
node to forward messages correctly, a node cooperates with a number of nodes
in its neighbourhood. A message can be sent on alternating paths, or on multiple
paths in parallel. Both reduces the impact of isolated failures. Multipath routing
has been used mostly for fault tolerance and load balancing, and recently for
failure recovery [7] in sensor networks. Disjointness is often not strictly required
for such applications.

Multipath routing in conjunction with hop-to-hop authentication results in
multipath authentication. A message is sent over multiple, strictly disjoint,
paths. If different versions of a message are received, the recipient chooses the
majority version. All other paths can be markes as untrustworthy, since they
delivered a presumably incorrect message. This is similar to the approach de-
scribed in [10], where PGP keys are authenticated over multiple disjoint paths
(these are not communication paths, but paths in a certification graph).

There are several problems with multipath authentication, when physically
disjoint paths are used:

— More nodes need to spend energy on routing.

— Multiple disjoint paths require a minimum degree of connectivity. Some
nodes may be only loosely connected to the network and cannot profit from
multipath routing.

— It is more demanding to find and maintain sets of disjoint paths between
two communication endpoints, compared to a single path. In the worst case,
multipath routing boils down to (partial) flooding of the network, for exam-
ple when a message is to be delivered to several nodes in different parts of
the network.

Apart from these problems, multipath authentication reflects an important
concept in sensor networks: cooperation of neighbouring nodes. By authenticat-
ing messages to each other, they eliminate the impact of maliciously behaving
nodes.

3.4  Virtual Multipath Authentication

Instead of transferring multiple physical copies of the same message, we can re-
strict ourselves to one physical communication path with superimposed (virtual)
authentication paths. These are established among nodes on the communication
path that share pairwise secret keys. The distribution of these shared keys can
be random,or can be based on a regular pattern. Here, we are focusing on a
regular distribution.

A regular distribution guarantees that there exists a number of node disjoint
authentication paths between any two communicating nodes. The following sim-
ple scheme defines such a regular key distribution. It provides two authentication
paths per communication path. We call it the Canvas scheme [14].

Initially, each node shares a secret key with each of its neighbours. Neighbours
include all nodes that are reachable either through a direct communication link,
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or through at most one intermediate node (which has to be a direct neighbour).
Sect. 4 describes how to establish such a key setup. This guarantees that on any
communication path between two nodes, there exist two disjoint authentication
paths. Note that also direct communication links are authenticated. Fig. 1 shows
an example.

Fig.1. A Canvas communication path

Message forwarding works as follows. A message travelling a path
So, 51,52, ...,S, is authenticated twice before it is forwarded. Sy creates MACs
intended for nodes S and S3. Sy can only reach S; directly and relies on S; to
transmit the MAC intended for S5. Before S; forwards the message, it creates
two new authentication codes itself for S5 and Ss. This is continued until the
message reaches its final destination.

Before a node forwards a message, it checks the authentication codes from
the two preceding nodes. If both codes indicate that the message has not been
manipulated, the node forwards the message. An exception arises when a message
is created, where only one MAC needs to be checked by the immediate neighbour
of the source node.

It is obvious that two adjacent nodes can cooperatively compromise the com-
munication path. They are able to manipulate and inject arbitrary messages
that are routed through them. This seems to be only a slight improvement over
simple hop-to-hop authentication at first. Instead of compromising one node, an
attacker now has to gain control over two of them. And since they are co-located,
an attack should be easy. Thus it seems nothing much is gained.

In order to show that the Canvas scheme provides a significant improvement,
we first have to make clear what types of attacks we can expect to counter with
the security schemes proposed in this paper, and which we cannot.

If there is an attack possible that exploits a fault present in all sensor nodes,
and the attack can be automated (like a typical attack on hosts in the internet),
the effort to compromise only one node is essentially as high as to compromise
a large number of nodes or even all of them. Such attacks cannot be countered
by any of the security schemes described in this paper. They must instead be be
tackled by careful system design, intrusion detection techniques, quick response
etc.

We propose a metric, called “live paths”, to assess the security of a sensor
network. A path is called live if and only if its both endpoints are not compro-
mised. The rationale is that if an endpoint is compromised, it does not contribute
meaningfully to the overall result of a computation. This is true even if end-to-
end security measures are avaialable. The set of of live paths is thus an indicator
of the quality of the network.
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Additionally, we call a path “functional” if it is both live and the endpoints
can communicate securely. With simple hop-to-hop authentication, a path be-
comes non-functional if at least one node on the path is compromised. With the
Canvas scheme, a path remains functional unless two adjacent nodes are com-
promised. Note that under end-to-end security, a live path is always functional.

A simulation on a sensor network with 280 randomly placed nodes on a plane
of 500 on 500 square meters and a communication range of 50 meters shows the
impact of an attack under the different security schemes (Fig. 2). The simulated
attacker acts “smart” with regard to the Canvas scheme. Instead of attacking
isolated nodes, pairs of nodes are being attacked. A path is always a shortest
path between a pair of nodes.
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Fig. 2. Degradation of functional paths in a network under attack with regard to
different security schemes

Obviously, the quality of the network degrades with the number of nodes be-
ing compromised, meaning that secure communication becomes less likely. The
number of functional paths drops sharply when the simple hop-to-hop scheme
(SHH) is employed. The Canvas scheme is more resilient and guarantees secure
communication for a significantly larger fraction of the nodes. The optimum
achievable — through end-to-end techniques — is represented by the curve denot-
ing the live paths.

It may be subject to debate to what degree live and functional paths are a
meaningful metric for the security of a sensor network. On an abstract level,
it seems to be sensible. Consider for example a user who wishes to query the
sensor network and connects to an arbitrary (non-compromised) node. The more
functional paths there are to other nodes, the higher the probability will be that
the resulting data has a certain quality.

To summarize, we bring forward two arguments that show that the Canvas
scheme can be a significant improvemet.
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1. The effort that must be invested for an attacker to compromise a communi-
cation path is doubled. This can be enough to detain a potential attacker,
if individual nodes are sufficiently protected. Similarly, we can say that if
the probability for a successful attack on a single node is small enough, it
is highly unlikely that an attacker succeeds in compromising two adjacent
nodes.

2. Even if the attacker manages to compromise a certain number of nodes,
the impact is rather small at first. With a growing number of compromised
nodes, the Canvas scheme performs significantly better than hop-to-hop au-
thentication.

The Canvas scheme makes it necessary that with each message, three MACs
are transmitted. It is therefore affordable only for messages of a certain size. Also,
several symmetric key operations (verification and MAC creation) are necessary
at each hop. This could be a several drawback if such computations are energy
intensive or slow on a certain node type. However, there is room for improvement,
for example by using specialized, more efficient cryptographic hardware support.

Finally, we would like to point out that the Canvas scheme can be generalized
such that more than two authentication paths are available per communication
path. This is achieved by increasing the “reach” of a node to its k-hop neighbours.
The distance between a pair of nodes sharing a key would increase. In the extreme
case, we would arrive at the end-to-end situation, where each node shares a key
with each other (if k equals the diameter of the network).

4 Key Setup

Several proposals have been made for setting up keys in sensor networks. One of
the most intriguing has been made by Eschenauer and Gligor [6]. Each node is
assigned an identity that uniquely determines a limited set of key values being
drawn from a common set. The identity can be made public without helping
a potential attacker. Based on their identities, two nodes can determine their
common subset of key values. This subset is unique to this pair of nodes with
high probability and can be used to exchange a secret key without the use of
computationally intensive public key cryptography.

The key setup for the Canvas scheme is straightforward. A node establishes
a unique secret key with each of its neighbours, including the ones that are
not directly reachable, based on their identities. A man-in-the-middle attack is
impossible since identities are unique. A node imitating several identities would
have to produce key values he does not know.

Note that with such an identity scheme, also end-to-end security properties
can be established, if each endpoint knows the identity of the other one. How-
ever, as we have shown above, a distinctive end-to-end relationship is rather the
exception. Also, after the initial phase, the memory storing the key values could
be reused for applications. Then, no more keys can be negotiated.
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5 Related Work

Virtual authentication paths have been studied by Beimel and Franklin [2], who
differentiate between the communication graph of a network, and the authentica-
tion graph defined by the keys shared among nodes. They give a characterization
of reliable message transmission, which depends on the connectivity of the com-
munication graph and the union of both graphs.

Multipath routing for sensor networks is examined in [7] with a focus on
failure recovery and minimization of energy consumption. Strictly disjoint paths
are not required, but it is desirable to have backup paths in case of failure.

Zhu et al. [16] discuss several important issues in sensor network security. It is
assumed, for example, that sensor nodes can withstand a physical attack at least
for a small amount of time, which gives the sensors time for neighbour detection
and key establishment. In this work, protocols are given for establishing keys on
several levels, including group, cluster and pairwise keys, which are based on the
identity of nodes.

The idea of establishing pairwise keys based on pre-distributed random values
is explored in several papers [4,6,15]. Chan et al. [4] uses multiple paths for
key reinforcement, which further helps increase the resilience against link key
compromise.

In a paper by Zhu et al. [17], interleaved message authentication, similar to
our Canvas approach, is used for filtering false messages on their way from a
sensor node to the base station. This principle is applied in addition to strong
source authentication using a key that is shared between the base station and
the sensor node.

6 Conclusion

Sensor networks constituted from a huge number of small, resource-restricted de-
vices, need an understanding of security that takes their applications, their archi-
tectures and the capabilities of single nodes into consideration. Sensor networks
operate under much tighter constraints than networks of personal devices (where
humans are present most of the time) or conventional distributed systems like
local area networks. In this paper, we have presented part of the design space for
communication security in sensor networks, focusing on message integrity. The
approach of virtual multipath authentication prefers localized communication
over long-distance protocols and is thus scalable to very large network sizes.
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Abstract. We consider single-hop radio networks, where collisions in the shared
channel cannot be detected (no-CD model). A radio channel can be accessed by
an adversary trying to degrade functionality of the network, so we are interested
in algorithms that work in the presence of an adversary, who knows the algorithm
executed and may try make it faulty by injecting own messages. We also focus
on algorithms that are time and energy efficient.

We propose a randomized initialization algorithm for a single-hop no-CD ra-
dio network. The algorithm has time complexity O(N) and energy cost O(+/logN).
This is not much worse than the best fragile algorithms constructed so far (O(N)
in time complexity and O(loglogN) energy cost). Our algorithm succeeds with

probability 1 — 2~ QVIoghN) iy presence of an adversary, who has energy cost
O(logN).

1 Introduction

Networks based on a radio communication channel have an Achilles’ heel — they can be
easily attacked by an adversary who causes transmission collisions. If communication
algorithms do not take such attacks into account, it may happen that anybody can make
algorithm execution faulty. These problems are particularly acute for algorithms that
are used for self-organization of the network. One of the most important fundamental
tasks is initialization — assigning consecutive labels to the stations in the network.

Our goal is to design an initialization algorithm that is both immune against an
adversary and remains efficient in terms of execution time and energy cost.

Radio Network Model. A radio network (RN for short) consists of processing units,
called stations. The stations communicate through a single shared communication chan-
nel. Since a shared communication channel may be implemented by a radio channel,
they are called radio networks. Since in general neither the number of stations nor their
ID’s are known, they fall into category of ad hoc networks.

There are many potential applications of such networks, sensor networks for col-
lecting environment data [4] is just one of the examples.

In this paper we consider single-hop RN’s: if a station is sending a message any other
station receives it, provided that its receiver is on. So single-hop RN’s are networks
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2002-2003, and by grant 3 T11C 033 26 in year 2004.
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working within a small proximity. The main problem with RN’s is that if two stations
are sending simultaneously, then a collision occurs. In such a case the messages get
scrambled. We assume that the result is indistinguishable from a random noise — the
model is called no-CD RN. This is a pessimistic assumption, since occurrence of a
collision may also be a source of valuable information, particularly during the network
self-organization phase. In accordance to physical reality and industrial standards, we
also assume that a station cannot transmit and listen at the same time.

Communication between stations occur within time slots that are the same for all
stations. This is possible, since the stations may be synchronized via a radio signal
from a common clock. A GPS system can be used for this purpose as well. During a
time slot a station either transmits or listens or works only internally. In the first two
cases we say that the station is awake, in the last one — it is asleep.

There are different scenarios considered in the literature regarding the stations and
their knowledge: either the number of stations is known, or the number of stations is
known up to some multiplicative constant, or the stations have no idea about the number
of other active stations. In this paper we design an initialization algorithm, so we assume
that stations have no IDs,or they have IDs in a big range 1..R where N = o(R).

Further information concerning ad hoc networks can be found in a handbook [8].

Complexity Measures. Given a single shared communication channel two factors may
become a bottleneck: execution time and energy cost of transmission. While the issue
of time complexity is obvious, energy cost needs some explanation. Many networks
consist of battery operated devices. Re-charging or exchanging these batteries might
cause many problems — sometimes it is impossible. Even if battery can be replaced or
recharged, an interruption due to battery exhaustion might cause problems. So there is
a high motivation to design energy efficient algorithms. It turns out that the most costly
(in terms of energy consumption) is listening and transmitting messages. On the other
hand, energy consumption of processor and sensors can be neglected in such systems.

We define the energy cost of a station as the number of time slots, during which a
station was awake. Energy cost of an algorithm is the maximum energy cost over all
stations involved in algorithm execution. For a randomized algorithm A4, we say that
with probability p the energy cost is f(n), if an execution of 4 has energy cost bounded
by f(n) with probability p.

Initialization Problem. Some algorithms running on RN’s in a multiprocessor envi-
ronment require that all stations are labeled with consecutive numbers. So we have to
solve the following Initialization Problem:

A RN network is given consisting of n active stations. Each active station has
no knowledge which stations are active (except itself) and does not know n. To
each active station assign a number in the range [1,...,n] so that each num-
ber i € [1,...,n] is used exactly once. After this procedure each active station
knows the number assigned to it.

In this paper we may assume that the stations know a number N such that cN <n <
N with high probability for some constant c. Let us remark that there is an efficient size
approximation algorithms which finds such an N (see [2]). It seems that they can be
tuned to an adversary immune version.
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Previous Results. There are many initialization protocols in the literature so far. As
we work in the no-CD RN model, we can limit to few ones.

The first algorithm on the no-CD model was designed by Nakano and Olariu [6].
However this method does not succeed when the sending station cannot check the chan-
nel status (according to IEEE 802.11 standard).They relied on the tree leader election
algorithm, which help them build a sparse table. Then they run a prefix sum algorithm
to count the number of alive stations. The algorithm was divided into phases. First, all
the stations try to get a temp-ID in the range of 1 to 8n. Later, all unsuccessful stations
try to do it in the range [8n+ 1..12n], geometrically decreasing the length of the interval
range. Then, after shuffling the first 8n temp-ID with the rest we get a dense distribu-
tion of ID’s (in the sense that every interval of length O(logn) has at least one station
with temp ID assigned). So the tree prefix sum algorithm is performed in each of @
groups. Then all the groups perform again this tree prefix sum algorithm and calculate
their own ID. As it is obvious that tree algorithms are very fragile to adversary attacks,
this algorithm cannot be considered as adversary immune.

A modification of the previous algorithm was presented by Jurdziniski, Kutylowski
and Zatopianski in [3] in the no-CD model. The purpose of [3] was partial initialization
in which stations are organized in pairs, so that listening while transmitting a message
can be emulated. In the first phase authors tried to pair the stations and hence run the
initialization algorithm from [6]. Of course that could not initiate all the network, how-
ever a vital part of it. Then these stations were used as the echo for the rest of the
algorithm and thus a CD model algorithm could be performed, starting from some ID,
next after the maximum ID already assigned in the first phase. This algorithm cannot
also be regarded as adversary immune.

Another paper [5] presented an adversary immune algorithm that initializes a small
number of stations O(log N). We extend this result to full initialization.

Security Issues. Practical applications of RN’s must take into account various dangers
resulting from the communication model. Although in a wired network an adversary at-
tacking the system might inject packets with manipulated data concerning their origin,
it is possible to trace their origin to some extent. In wireless networks it is much harder.
As long as no special physical equipment is deployed, the mobile intruder is safe. Al-
most all algorithms built so far for RN’s disregard this issue. This is a severe drawback,
since for many applications ad hoc networks must offer a certain security level.

New Result. Our main goal is to design an initialization algorithm that is energy effi-
cient and tolerates an adversary having limited energy resources. The secondary goal is
to preserve linear execution time. (Obviously, () steps are necessary for initialization
of n stations in our model.) We get the following result:

Theorem 1. Consider a single-hop no-CD radio network consisting of n = O(N), n <
N stations sharing a secret key. Assume that the stations are not initialized with any
ID’s. Then it is possible to initialize all stations with energy cost O(v/log N) within time
O(N), so that the outcome is faulty with probability O(2~V¢N)) in a presence of an
adversary which has energy resources of O(logN).
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So we want to extend the leader election result from [5] using the same energy
resources. Initialization is a much harder task, since the consecutive numbers have to
be assigned to all stations and not only to a single one.

2 Basic Techniques

In this section we introduce some “building blocks” of our algorithm. We put them
separately in order to improve readability of the main part of algorithm description.
These techniques are simple, some of them are well-known, standard tools in this area.

Cryptographic Assumptions. We assume that the stations participating in the initial-
ization procedure share a secret s unknown to the adversary, deployed during initializa-
tion of these stations. The secret s can be used to derive further keys used for protecting
communication. Let us say that at time # the stations sharing s may use key s, = F(s,1),
where F is an appropriate cryptographic pseudorandom one-way string generator. (This
protects also from replay attack - repeating by an adversary intercepted transmissions.)

We assume that all messages sent during the initialization procedure are encrypted
with such keys so that the messages transmitted cannot be distinguished from a random
noise by an adversary. Even on weak devices encrypting with stream ciphers seems to
be plausible, since information volume is low and pseudorandom bit streams can be
prepared in advance.

Since encryption hides not only communication contents but also communication
occurrence from the adversary, we may assume that the knowledge of the adversary is
confined to the knowledge of the algorithm executed, its starting point and the approx-
imate number of participating stations. The adversary cannot fake or modify messages
of the protocol; the adversary may only try to cause collisions and in this way to break
down the protocol. This assumption models also a broad family of transmission faults.

Initial Selection. As one of the building blocks we use the following simple procedure
well known from many communication protocols [6, 7]. By a participant we mean any
station which performs the protocol. Let us assume that there are n = ©(N) participants
and N is known to all stations (including the adversary); b is a protocol parameter. First
each participant P tosses a coin and with probability 0.5 it becomes a sender, otherwise
it becomes a receiver. Then P participates in b rounds. During a round a sender P first
decides to be active with probability 1/N, if it is not active it skips the rest of the round.
During a round an active sender P executes the following steps:

step 1: P transmits a random message,
step 2: P listens,
step 3:  if P has received its own message in step 2, then it transmits it again.

During a round an active receiver P executes the following steps:

step 1: P listens,
step 2: P transmits the message received in the previous step,
step 3: P listens.
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If the sender gets its own message, it knows that there was no collision and exactly
one receiver has responded. At step 3 the receiver checks whether there was no collision.
In this case we say that a pair of participants, the sender and the receiver, succeeds,
and we assign them the round number as an ID number. Such an event occurs with
probability approximately eiz

In order to keep energy cost O(1) we also assume that a participant remains inactive
after the first round in which it was active (no matter whether this round ended with a
success or not). Despite that the process is no more a sequence of independent Bernoulli
trials, one can prove that the number of successes does not change substantially [2].

Note that initial selection is resistant against an adversary: we assume that its energy
capacity is O(logN), so for d > log N, the adversary can attack only a small fraction of
rounds.

Relay Procedure. Assume that some stations have unique labels in the range [1..d],
say S1,...,8q, where s; < s; for i < j. Relay procedure informs the station with label
s = §; about number i in the following way: at step 2s — 1 a station P with label s listens
—if it receives a message i — 1, then it means that s = s;. At step 2s the station responds
by sending i — 1 again. During the following steps 2s + 1, 25 + 3, ... station P keeps
sending 7 until at some step 2s + 2t it receives response i. This means that s;11 = s+1¢
and that the station with label s+ ¢ takes over.

Relay procedure may be used to initialize the stations that have succeeded during
initial selection. The procedure has two major drawbacks: First, if s;11 —s; is large,
then the station with label s; consumes a lot of energy. Second, the adversary can make
a collision in order to prevent delivery of an acknowledgment. After that the whole
computation would be faulty.

Time Windows. [5] Suppose that stations A and B share a common secret s and that
A has to sent a message to station B at some step i of the algorithm executed. Assume
that a time window consisting of r consecutive steps is reserved for this purpose. The
problem is that an adversary may try to make a collision and destroy the transmission
in this way. In order to avoid such a collision the moment of transmission for step i is
determined as r = f (s, i) for some secure pseudo-random function f. For stations A and
B the choice is deterministic, while the adversary cannot determine ¢.

If the adversary detects a transmission, then it is too late for disturbing it. So the
adversary may only attack by transmitting at random moments. So, with energy cost
m, probability of collision equals 7. So by having a large time window r we may keep
collision probability low.

The main drawback of this method is a trade-off between security and time com-
plexity: executing each step of a protocol with a time window of size r increases time
complexity by a factor of 7. So it is not directly suited to achieve time optimal solutions.

Interleaving Technique. Now we introduce a simple but very useful trick that con-
tributes a lot to efficiency of our solution. Assume we have to perform the same algo-
rithm 4 in k independent groups. We can run them concurrently as in time division mul-
tiple access (TDMA mode): the ith step of group j will be executed in step (i — 1) -k+ j.
If 4 tolerates a small number of collisions caused by an adversary, then we can modify
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TDMA in order to achieve robustness against the adversary without applying time win-
dows technique. Namely, we use a secure pseudorandom permutation generator 7: for
step number i and secret s it outputs a permutation 7(i,s) € Sy. Then step i of algorithm
A in group j is executed at step (i — 1) - k+m(i,s)(j). So, from a point of view of a
single run of 4, its every step is executed with time window of size k.

Interleaving technique has one major advantage over time windows: the same ef-
fect of confusing an adversary attacking a single groups is achieved, while we do not
waste time for leaving most time slots unused for communication. Of course, now the
adversary knows that it always hits somebody, but the chances that the same group is
attacked repeatedly are bounded.

Adversary Immune Leader Election. Now we describe some features of the leader
election algorithm presented in [5]. It has time complexity O(log3 N), but essentially the
number of steps executed is 0(log3/ 2N), where each step is executed in a window of
size 0(10g3/ N ). An introductory phase of this algorithm is initial selection executed
with parameter ® = ©(log' N). Later phases are executed by the stations that have
succeeded during initial selection.

The main part of the algorithm consists of group election executed sequentially in
O(y/logN) groups, each working on a group of d = ©(log N) consecutive ID’s. Once a
group elects a leader it prevents all later groups from electing a leader — in this way at
most one group elects a leader that becomes the final leader elected by the algorithm.
Disabling later groups is achieved by appropriate collisions. (This seems to contradict
the assumption that the algorithm is collisions immune; however, the group that has
elected a leader knows a secret value used by the following groups to make secret
pseudorandom choices of transmission times.)

Group election procedure consists of two phases: the first one is called building
chains, the second one — merging chains. The first phase is a modified relay procedure.
The change is that once a station seeks long for the next active station (©(v/lTogN)
times), it stops the search. On the other hand, if a station i does not hear any predecessor
at step 2i — 1, it assumes that either there is no predecessor or it has stopped due to high
energy usage. In this way, the modified relay procedure might fail to link all active
stations, and a number of chains of linked stations may emerge. Each chain consists
of all active stations with ID’s from some interval and the station with the highest ID
in a chain knows all ID’s of active stations in this interval. The second modification in
the relay procedure is that one can make it immune against collisions — instead of faulty
results (due to a collision caused by an adversary), the worst that can happen is stopping
a chain at the moment of attack. This goal is achieved by a simple modification in the
relay procedure. The stations work in pairs (as given by the initial selection). Instead
of sending a message once, it is sent twice by both stations of a pair. By a simple case
inspection one can show that no inconsistency would appear provided that the stations
apply a decision procedure described in [5].

During the merging phase the goal is to join the chains. We assume that before the
chains are built, the ID’s are permuted according to some pseudorandom permutation
computed with the secret shared by the stations. So even if the adversary caused a cer-
tain number of collisions during the initial selection, the ID’s excluded by him would
be dispersed over all possible ID’s. So the allocation of unused ID’s (due to adversary
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and to lack of success) can be treated as random from an external point of view. Proba-
bility that a chain gets broken due to a gap of size Q(y/TogN) is2~2(VIeN) So the main
reason for which a chain can be broken are collisions caused by an adversary during ex-
ecution of the relay procedure — this occurs with probability O(1/1/TogN). In this case
one chain stops exactly where the next one starts. So in order to connect these chains
it suffices that the last station in one chain contacts the last station in the next chain.
The time moment for this message can be determined based on the ID of the beginning
of the next chain — this value is known to both stations. Well, the adversary knows this
moment, too, so the next trick is that during merging phase the stations electing the
group leader shift the ID’s by a pseudorandom value based again on the shared secret.

The outcome of the group selection is either no leader or a set of stations (a chain) in
which every station knows all ID’s of active stations in the chain. With high probability
the number of active stations in a such a chain is Q(d). For our purposes we may modify
the procedure so that if some boundary number c - d of active stations is not reached (for
some constant c¢), the group switches off. So:

if the group is not disabled by another group, then with probability 1 —o(1) we
get a set of Q(d) active stations (a chain) such that each station knows all ID’s
of the active stations in the group. So we can easily initialize the active stations
in the group with consecutive numbers.

We see that the leader election procedure from [5] does slightly more than electing
leader. In fact, a set of ©(logN) stations are initialized. However simple extensions of
this algorithm to an initialization procedure yields a poor solution. The reason is time
complexity (9(10g3 N) of the leader election. So for instance applying the leader election
algorithm repeatedly on the set of yet uninitialized stations would provide an algorithm
with time complexity Q(Nlog?N), while our target is a linear time.

Joining Procedure. Assume that we are faced with the following situation: there are
K groups of stations; within each group the stations are initialized and there are at
least ¥+ 1 of them; the groups are labeled with numbers 1 through K and each group
member is aware of its group label. We show how we can join the groups so that the set
of stations of all groups except a few stations becomes initialized.

The joining procedure works as follows: group i would like to learn how many
stations are in groups 1 through i — 1. For this purpose the groups communicate like in
relay procedure: at phase i a group B of r stations work in behalf of groups 1 through
i — 1. First, each station from B sends a message with the number of stations initialized
in groups 1 through i — 1; the messages are sent in different time slots in time windows
of size s1. The first station of group i chooses at random [ = O(1/Tog N) moments out of
all transmission moments and listens. If it succeeds at least once, then it retransmits the
message received in a single moment known to members of all groups in a time window
of size s,. All stations from group i and of ‘B listen. If the message comes through, then
the stations of group i with labels 2 through r+ 1 become the set B. Otherwise, B
remains unchanged and we discard from the initialization all stations from group i with
labels higher than r+ 1.

Let w(i) denote the number of stations in groups 1 through i (we take into account
the fact of discarding some stations from initialization). Finally, the station of group
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i with label j gets label w(i — 1) + j. The number of stations that get discarded from
initialization in this procedure and the energy cost depend on the parameters r, s1, 2.

We also consider a modified joining procedure: we may assume that a group contains
either at least r 4 1 stations or no station. The algorithm works almost as before.

3  Adversary Resistant Initialization

Overview. The initialization algorithm consists of the following phases:

Phase 1: initialization performed concurrently in k = ©(N/log® N) groups of polylog-
arithmic size;

Phase 2: joining the groups from Phase 1 into a set of D = ©(n/log? N) initialized
stations;

Phase 3: it consists of 4 subphases, each of them increase the number of initialized
stations by a factor of ©(/log N) with high probability;
each subphase consists of two parts: during Subphase 3a we form collection groups
served by already initialized stations (so called servants), assign some of the re-
maining stations to the collection groups and initialize these stations within collec-
tion groups; during Subphase 3b we join collection groups;

Phase 4: joining the collection groups and initializing their stations with numbers 1
through U, where U = ©(D+/logN);

Phase 4: having already Q(N) stations initialized we use them to initialize the remain-
ing stations in a way analogous as in Phase 3 but with modified parameters.

Phase 1. First, every active station chooses independently at random a number in the
range [1,k], where k = ©(N/log® N). We say that a station that have chosen number
i belongs to election group i. Then each election group runs independently the leader
election algorithm from [5]. However, instead of using time windows of size 0(10g3 /2 n)
in each run of the leader election algorithm we interleave k elections. Then each of k
election groups initializes at least clogN stations, for some constant ¢, or no station,
if leader election fails. Each run requires O(log3/ 2 N) communication steps, so after
interleaving them we use together O(k - log>/* N) steps, which is o(N). Energy cost is
O(/TogN). Each run succeeds with probability 1 —27/, where f = Q(,/IogN), hence
with high probability at least a constant fraction of groups succeeds. Moreover, the
probability of failure of 2,/TogN consecutive groups is O(N~2).

The stations that become initialized within the election groups are called local lead-
ers. Each such local leader knows the index of its election group, the number of stations
initialized in this group, and its index within the group. For the sake of simplicity we
may assume that each successful group elects exactly clogN local leaders - simply we
disregard the stations with higher index.

Phase 2. We apply modified joining procedure from Section 2 for the election groups
from Phase 1. The parameters used are: r = clogN, s; = log’ N, 5o = log> N. Then
computation time is O(N), energy cost is O(y/logN). Let D denote the number of sta-
tions initialized during Phase 2. Then with probability p = 1 — 2-2(VIogN) (derived from
Stirling formula) D = ©(k - logN) = ©(N/log> N).
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Phase 3. The goal of this Phase is to get Q(N) initialized stations. For this purpose we
repeat four times Subphase 3a and 3b — the number of initialized stations increase by a
factor of \/logN in each subphase. We start a subphase by splitting already initialized
stations into collection groups of size 2h for h = 23V1°ZN Then they help to assign yet
un-initialized stations to collection groups. Each group should get ©(hy/logN) such
stations. Then in Subphase 3b we join collection groups.

Subphase 3a. Assume we have G = O( logL,N) initialized stations (t =2,1.5,1,0.5). We
split them into H = G/2h groups of size 2h. The stations assigned to group j will be
called servants of collection group j and are indexed 1 through 24.

First, each station that is not a servant chooses independently at random a number in
the range [1,NV]. Let us consider a station A that has chosen a number 7. If t > G - /logN,
then A remains idle during this subphase. Let us consider the opposite case. Let t =
m-H + j, where j < H. Station A listens at step 3t — 2 of Phase 3. At this moment,
one of the servants of group j is sending — the servant with index 2u — 1, where u =
m mod (logN). The message transmitted is the number of stations v already assigned
to collection group j. Station A responds with some control message at step 37 — 1. If
there is no collision, then servant 2u of group j confirms at step 37 that everything went
fine. If station A receives this acknowledgment, it regards itself as the station with index
v+ 1 among those stations that have joined collection group j and waits till the end
of the subphase. At steps 3r — 2 and 3¢, the servants from group j with indexes 2u + 1
and 2u + 2 listen, too. They learn v and recognize whether a new station has joined
collection group .

Consider what happens, if an adversary disturbs communication. If a collision oc-
curs at step 3¢ — 1, then no station joins the collection group at this moment. If the
adversary makes a collision at step 3t — 2 or 3¢, then the servant 2u — 1 cannot guar-
antee that the servant 2u + 1 is aware of v. In this case the servant 2u — 1 temporarily
takes over the next step(s) that would be executed by servant 2u + 1. In this way the
adversary cannot cause any inconsistency. The only problem is that it can force some
servant to work in behalf of other servants and terminate execution due to energy limit.
However, the adversary cannot influence more than O(logN) collection groups, so it
does not reduce the number of assigned stations significantly.

At the end of Phase 3 in each collection group the current number of stations that
have joined this group is broadcast. An appropriate message is sent by the servant that
was responsible for the last step in which a station could join this collection group.
The remaining servants of this collection group and the stations that have joined this
group listen. If an adversary collides this message, then joining this collection group is
canceled for all stations. This can be repeated O(y/logN) times to decrease adversary
chances. We can do it without violating energy cost O(y/logN) and linear time. In
this way all stations assigned to the same collection group get the same view of the
situation (except the broadcasting stations — these H stations are excluded from the
further computation and finally they are assigned some initial set of labels).

Subphase 3a requires time ©(G-+/Tog N) which is O(N). A limitation on energy cost
of each servant is O(y/log N), the other stations have energy cost O(1). With high prob-
ability the number of stations that have joined the collection groups is (G - /logN).
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Subphase 3b. We perform joining procedure of the collection groups. The parame-
ters used are: r = 2k, s; = 1, s, = 2h. Then computation time is O(N), energy cost is
O(y/TogN). Probability of preventing message passing from group i to group i + 1 is
O((logN /h)VI°eNY which is o(N~2). Colliding broadcast in group i + 1 succeeds with
probability O(log N /h). Probability that the adversary manages to do it for y/log N con-
secutive groups (that would interrupt the joining procedure) is O((log N /h)V1°eN which
is o(N2).

Phase 4. After Phase 3 we have a set £ of [ = Q(N) initialized stations and a set M
of m = O(N) yet not initialized stations. Our goal is to initialize stations from M using
stations from L. For this purpose we follow the algorithm of Subphase 3a with slight
changes.

The main problem now is not energy cost of servants, but energy cost of stations
from M. Our first goal is to assign each station from % a unique temporary label in the
range [1,aN] for some constant o.. We assign also the stations from L to these labels —
so that each station is responsible for O(1) labels.

The assignment of stations from M is performed in O(loglog N) rounds (the idea is
borrowed from [6]): in the first round labels 1 through BN are chosen independently at
random by stations from 9/. A station A that has chosen j sends at step 2j — 1, at step 2j
the member of L assigned to j responds with the message received at step j. If there is
no response, then there was a collision at step 2j — 1 or 2 j and A goes to the next round.
Since with high probability the number of stations that go to round 2 is at most ON, we
reduce the number of labels used in round 2 to YBN (with y > J) and repeat the same
procedure. Following the calculations from [6] one can show that after the last round
all but O(log N) stations from M have their temporary labels in the range [1,0N]. As in
Subphase 3a, we use collection groups of size 2/, but now at most 24 stations from M
may join a collection group i, namely the stations with temporary labels in the interval
[(i—1)-2h—1,i-2h]. After initializing collection groups, we run Subphase 3b (which
fails with probability o(N~2)).

Again, the adversary may disturb communication, but only O(logN) groups might
be influenced, making together O(hlog N) stations uninitialized. To get rid of this prob-
lem we simply repeat Phase 4 once more. Now probability that an adversary hits any

collection group that contains joining stations is O(hlog N /N) which is o(2~VIogN),

Conclusions and Future Work

We concentrated ourselves on asymptotic behaviour of the initialization procedure. The
choice of parameters was adapted to this goal. In the case of networks of realistic size,
the design can be fine tuned. The point is that the same tricks may be used there.

The algorithm proposed works also for the case when an adversary can detect a
transmission related to the protocol execution as well as collision that has occurred at
such a moment.
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Abstract. For RFID tags to gain general acceptance, they will have to offer
powerful and flexible privacy mechanisms. After reviewing existing and up-
coming privacy mechanisms for RFID privacy, we propose that a key aspect of
RFID communication with passive tags, namely its required energy transfer-
ence from an external antenna, may offer promise when developing privacy
mechanisms. We present two proposals for such mechanisms. In the first
mechanism, analysis of the received signal by the tags can be used to estimate
reader distance (and hence trust). We show that a simple metric analogous to
signal to noise ratio correlates well with rough distance. In the second, antenna
energy is used to power a tiered authentication scheme, in which tags reveal
more information about themselves to more trusted and/or “energetic” readers.

1 Introduction

Radio Frequency Identification (RFID) technology is a technology which allows very
cheap wireless tags to communicate identification to an interrogating reader located
some distance away. Conceptually, this is similar to a bar-code, but the wireless na-
ture of the communication allows for significant qualitative and quantitative ad-
vances: the reader need not have line-of-sight to the tag, the tag can store and com-
municate many more bits of information, multiple tags can be interrogated by the
same reader, the reader can be located to read passing tags automatically without
explicit user action, and so forth. While the basics of this technology have existed for
decades (with their traditional application domain being that of tagging and tracking
livestock), recent advances in the capabilities of the tags (operating range, amount of
memory, etc.,) coupled with drastic decreases in the cost of both readers and tags (at
this writing, tags are available in the €0.30 range (and dropping rapidly), compared to
€3.00 a few years ago) has changed the landscape of deployment. The ability to do
much more at much less cost has combined to transform RFID from a “fringe” tech-
nology into something which is poised to be deployed in the billions per year [1].
However, with this explosion of deployment comes an explosion of responsibility —
the responsibility to ensure that the data on the tag is only read by desired readers
in desired ways. When RFID was a fringe technology, this was not a major issue.
However, this issue must now be addressed, or the RFID explosion may not occur, or
may occur in a much more limited fashion.

C. Castelluccia et al. (Eds.): ESAS 2004, LNCS 3313, pp. 42-53, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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The basic RFID scenario is as follows. An RFID reader emits a waveform of some
energy at some frequency. That energy is then caught by an antenna on a distant,
passive tag. The energy is used to both energize the computation on the tag and ener-
gize the returning waveform reply from the tag containing e.g. the tags globally
unique ID. Slightly more sophisticated operations are possible, e.g. requests to
read/write flash memory on the tag. Note that the reader signal has no disambiguation
or identification associated with it.

The historic focus on livestock tracking as the main RFID app has had some posi-
tive influences, such as the existence of very physically robust tags (there are tags
which can survive autoclaving, which can be pounded into tree trunks, etc.) which can
be read without any special user action, it has had some unfortunate influences as
well. In particular, there has historically been no emphasis on, or consideration of,
privacy or security in the RFID communication: neither livestock nor its owners were
concerned with this issue. Accordingly, in most existing RFID protocols, a tag will
provide all information unquestioningly to any reader. The second main application
domain which has emerged, that of supply chain management (tracking goods from
the factory through the distribution center and on to the destination store), has also
had only minimal privacy focus: in this realm, RFID tags are viewed as better bar-
codes, and require no more privacy or security than those do. The original RFID pro-
tocols for supply chain management, accordingly, had the same open access protocol
as had been used by livestock, i.e. none. However, in introduction to protests from
privacy advocates (cf [2]), the proposed protocol has been modified:

2 The Kill Switch

While the standard is still evolving, the predominant proposed privacy mechanism is
the so-called “Kill Switch”. While the details, again, are still evolving, the basic con-
cept has remained the same (we base our discussion on the most recently published
publicly available specification [3]). Each tag has a password (how many bits, and
whether the password can be modified, is in flux). When a tag receives a “KILL”
command from a reader, accompanied by the appropriate password, the tag essentially
“Kills itself” — it sets an internal bit permanently, and so long as that bit has been set,
the tag no longer responds to any interrogations from any readers. Conceptually, the
tag has de-activated itself. The typical envisioned scenario is that a tag responds
unquestioningly to all queries until the good it is attached to is purchased, at which
point it shuts down. The idea is that the needs are met of both industry (which
is largely focused on tracking the good up to the point of purchase) and privacy
advocates (which is largely focused on post-purchase privacy), while requiring only
very minimal changes to tag hardware and communication protocols

The proposal is simple and effective in this domain, but has some weaknesses:

1. TItis an “all or nothing” privacy mechanism — the tag responds to everyone until
the kill switch is set, and then responds to no-one. There is no way to have
finer-grained disclosure, e.g. to disclose the expiration date on a pill bottle to a
reader in a person’s medicine cabinet, but not to anyone else.
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2. The user has no way to know whether the tag has actually received the KILL
command, let alone that the command was interpreted successfully.

3. It appears that the tag will reveal its password to anyone who asks. Therefore it
is very easy for malicious readers to KILL tags prematurely.

A very recent, as of yet unpublished, proposed extension adds a “CONCEAL”
command. As long as the CONCEAL bit is set (and unlike KILL, this is a reversible
state), the tag will still respond to all queries, but with a random ID. The idea is that
this allows a count metric (how many tagged items are in the truck?) without reveal-
ing detailed information as to the nature of the items. While this is a positive step
away from the “all or nothing” paradigm, it still has the same underlying weaknesses
of the KILL command.

3 The Blocker Tag

To address some of the weaknesses and simplicities of the “Kill Switch”, a second
recent proposal that has received much attention is the “Blocker Tag” proposal of
Juels et al. [4].

The Blocker tag exploits a characteristic of RFID communication: the tree-walking
protocol a reader uses to determine which tags it sees. When a reader sends a signal
out into space, looking for tags, it asks the question: “are there any tags out there
whose ID starts with <B>"? (<B> is some bit string). There are three possible answers
the reader can receive:

1. No answer.

2. Exactly one answer: the full ID of a sensed tag.

3. More than one answer. In this case, the reader gets a “jumble” of potentially
overlapping signal responses — it cannot parse all the responses at one time.
Instead, therefore, it recurses, asking for tags whose ID begins with <B>0, and
then for tags whose ID begins with <B>1. (Technically, for speed purposes, this
can be optimized, for example some current readers immediately issue 8
queries, recursing to depth 3 at one step, but the principle is the same).

The blocker tag responds by always responding to the reader query — essentially, it
ignores <B>. In this way, it can serve to passively jam the reader, forcing the reader to
fruitlessly chase down very long trees.

The blocker tag can act either reflexively or transitively. By a “reflexive” tag, we
mean a blocker tag which prevents itself from being read. In this case, the blocker tag is
conceptually equal to the “Kill switch”, although it is implemented in a very different
manner. By a “transitive” tag, we mean that the main purpose of the blocker tag can be
to prevent the reader from reading other tags nearby. For example, a privacy-conscious
consumer might scatter blocker tags about their house or person, to ensure that any other
RFID tags in the neighborhood are jammed via their proximity to the blocker tag.

A blocker tag can choose when to act in this hostile manner. For example, there
might be “danger zones”, so that a reader will only be jammed if it enters a certain
“forbidden” area of the tree. This is normally conceived of in a breadth-first way: you
can read everything from the tree rooted at <X>, but nothing from the tree rooted
at <Y>. For example, the envisioned check-out scenario is that the tag receives a
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command asking it to switch its ID from <X> to <Y> - this functionally achieves the
similar effect of the KILL switch. Note that this could also be implemented in a
depth-first manner. A blocker tag might for example allow its first 14 bits to be que-
ried, yielding information roughly equivalent to a bar code, but then begin jamming if
a reader pries beyond that point.

The Blocker tag can therefore be viewed as an extension of the KILL switch, with
much more flexibility as to whether it responds, and the ability to “kill by association”
nearby tags. It does have some problematic aspects, however:

1. While the blocker tag can control whether it responds, again its only response is
to respond with either everything or nothing.

2. The decision as to whether to respond is invariant with respect to the particular
reader: all readers who request the same information will retrieve the same result.

3. With time, the jamming can be overcome. Suppose the tree-walking mechanism
is in some area of the tree where only the blocker tag exists. Even if the re-
sponse has been more circumspect such that it only says “I exist”, and does not
return its ID, the tree-walker can determine that it is in the presence of a blocker
tag whenever only one tag responds to bitstring <B>, and yet it receives exactly
one response to both <B>0 and <B>1. Therefore, when walking a deep tree,
many parts of the tree will, in practice, be quickly pruned significantly.

Our first proposal is similar to the blocker tag, in that we again return to an exami-
nation of the idiosyncratic nature of the RFID communication protocol, to see if there
are privacy-enhancing techniques available within the RFID environment that are not
available in more standard security domains. We combine that concept with another
existing concept, that of location-sensitive verification (see e.g. [5]), where the tag
seeks to distinguish between different requests for the same information by using
knowledge about the spatial location/orientation of the requestor.

We wish to maintain the desirable properties of the KILL switch and blocker tag: a
solution which can work with little or no change to tag or reader hardware, little or no
change in the communications protocol, and no battery or energy source in the tag.
This drastically reduces the space of appropriate techniques. We propose, however,
that at least one such technique may be of use which fits those constraints, one which
ties the level of information revealed to the distance between the tag and the reader.

4 Distance Implies Distrust

Assume a scenario in which some hostile RFID reader wishes to interrogate (or even
change) the information on an RFID tag. Note that often (though not always) such
scenarios involve a reader which is physically distant from the receiving tag. This is
because the closer the reader is, the more subject it is to scrutiny by the wearers, own-
ers, and/or users of the tagged object. If the tag is located inside a house, for example,
it is far more likely that an attack will come from outside the house, than from an
intruder inside the house. If the tag is located on a person, it is much more likely that
an unwanted, unwarranted request will come from far enough away that the recipient
does not see the reader. We therefore propose that RFID privacy mechanisms can and
should use the physical distance between the information requestor and the informa-
tion owner as part of their algorithms.



46 K.P. Fishkin, S. Roy, and B. Jiang

However, how is a tag to infer the distance between itself and an RFID reader?
Existing algorithms such as the ECHO protocol mentioned earlier [5], which use RF
and ultrasound transmission to echo-locate, cannot be employed here, due to the
extremely difficult RF-only environment. The cost and power requirements of
ultrasound are prohibitive in this domain, and pure RF echo measurements (i.e. using
the radio both ways) would incur several challenging problems; namely the presence
of multipath that could be effectively exploited by attackers and thus necessitate
significant advances over the current ECHO protocol. The question is, then, whether
we can do rough distance inference given only the RF signal coming from the reader.
Several approaches are possible:

4.1 Triangulation via Time-of-Arrival Analysis

One common technique for distance inference is triangulation: we could imagine
solutions in which a set of tags compare their received signals, perform cross-
correlation, infer time-of-difference in time-of-arrival, and from that infer a fairly
accurate distance measurement. However, this solution violates our requirement for
minimal cost and infrastructure, and even then, the variations in the RF field might
well make the calculation very unreliable.

4.2 Triangulation via Signal Strength Analysis

Another common technique, which requires no inter-tag communication, is to look at
the amount of energy received by the tag. By comparing the amount of energy re-
ceived to that known to be originally sent, a distance estimate can be derived. While
this solution requires no infrastructure, and would be very cheap to implement, it will
not work in this RF environment, for two reasons. First, there is no way to know how
much energy the reader sent out: different readers of different sizes and ranges differ
in their energy output, and of course a hostile distant reader could simply increase its
energy sufficiently to “mimic” the energy level of a weaker, closer reader. Second,
the RFID energy field is notoriously irregular, full of local variations, “nulls”, whorls,
and so forth, and affected by many different environmental conditions: Fishkin et al.
[6], for example, describe 10 different variables that can all affect the signal received
by a tag from a reader, and that is not an inclusive list: one simply cannot reliably
infer distance from signal strength.

4.3 Noise Analysis

We have found that a minor variation on the signal strength analysis does correlate
tag distance, fairly well, to received energy. The variation is to look at the noise in the
received signal, in addition to the strength of the signal. Current RF tags and readers
do not allow easy access to their returned signals. We therefore use an approximation:
current RF readers do support a “POLL” command, whereby a reader polls for tags in
range. If one does a number of poll operations (e.g. 20), we find that the number of
responses serves as a reasonable proxy for the signal. The figure below shows a repre-
sentative example, where the tag is responding to slightly less than 50% of the POLL
commands. Note the noise in this signal, showing that even when the environment is
fixed, the RF response still fluctuates significantly.
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We then performed a series of measurements, using the most common commer-
cially available reader (the Alien technology 915 MhZ reader), with a common com-
mercially available tag, also from Alien technology. As above, the Y-axis represents
the response rate (the percentage of responses to a POLL), over 20 polls. The X axis
represents time, with 128 such response rate measurements being obtained. Each
such X vs. Y plot was then analyzed for mean, standard deviation, and the ratio of
standard deviation to mean FF (the Fano factor [7], used to approximate signal-
noise):

To make the data in this table clearer, Figure 2 graphs u only: the average signal
strength with distance. Note how it demonstrates the idiosyncracies of RFID commu-
nication: signal strength sometimes increases with distance (sometimes dramatically),
there are often “nulls” (dead spots) between viable distances, and sometimes increas-
ing the angle of the tag to the antenna, which should serve to strictly reduce the
amount of energy received and re-transmitted, instead serves to increase it (probably
due to reflections off chairs, metal wall beams, etc):

As we can see, there is no reliable correlation between signal strength and distance
in practice, especially as a tag cannot know its orientation relative to the reader.

However, if we instead graph FF as a function of distance, the graph changes
significantly, for the better: see Figure 3.

While the correlation is not perfect, particularly at long ranges, it is generally fairly
reliable. An important special case here is that FF = 0 at all orientations up to around
3.5 feet. Interestingly, this is also when the Fraunhofer “far field” effect kicks in [8].
This effect begins roughly at a distance of 2 L*L /A, where L is the diameter of the
reader antenna, and A is the wavelength of the signal, and is when the energy wave



48 K.P. Fishkin, S. Roy, and B. Jiang

Table 1. The mean (p) and standard deviation (o) of response rate, and the ratio FF of the two,
as tag distance and orientation with respect to a reader varies

Distance (ft) Angle (deg.) u G FF

3 0 1.0 0.0 0

3 30 1.0 0.0 0

3 60 1.0 0.0 0.0

3.5 0 1 0 0

3.5 30 1.0 0.0 0.0

3.5 60 0.99867 0.021929 0.021958
4 0 9,8843 0.010754 0.111834
4 30 0.9957 0.0154 0.015467
4 60 0.448047 0.118289 0.26401
4.5 0 0.72226 0.07705 0.106679
4.5 30 0.48085 0.0748 0.0.1555
4.5 60 0.05898 0.0534 0.905392
5 0 0.70117 0.078485 0.111934
5 30 0.88632 0.5602 0.632052
5 60 0.7957 09114 0.114541
5.5 0 0.5105 0.06826 0.133712
5.5 30 0.54296 0.09108 0.167747
5.5 60 0 -—-- -—--

6 0 0 -—-- -

6 30 0.9957 0.0154 0.015467
6 60 0.28906 0.08033 0.277901
6.5 0 0.99453 0.018 0.018099
6.5 30 0.99648 0.01283 0.012875
6.5 60 0.96446 0.0372 0.038571
7 0 0.4914 0.0905 0.184168
7 30 0.69726 0.05929 0.085033
7 60 0.4207 0.06714 0.159591
7.5 0 0 -—-- -

7.5 30 0.0371 0.0522 1.407008
7.5 60 0.04335 0.03457 0.797463
8 0 0.05 0.05058 1.0116

8 30 0 -—-- -

8 60 0 -—-- -

8.5 0 0.100039 0.060018 0.599946
8.5 30 0.08398 0.06241 0.743153
8.5 60 0 -—-- -—--

9 0 0 -—-- -

9 30 0.01757 0.03111 1.770632
9 60 0 -—-- -—--

9.5 0 0.64922 0.08716 0.134253
9.5 30 0.6875 0.081085 0.117942

9.5 60 0.63167 0.67495 1.099858
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Fig. 3. Noise ratio as a function of distance

from the antenna can be considered in the far field (conceptually, when the curvature
of the energy wave is nearly zero). In our case, L, the antenna aperture, is roughly 30
cm, and the wave frequency is 915 MhZ, giving us an approximate far-field effect at
roughly 1.09m, or 3.5 feet. This means that a tag can not only get a rough estimate of
difference (becoming less precise as distance increases) from FF, but that it can find a
“cliff” between the near and not-so-near distances. A tag on a medicine bottle could,
then, for example, return all its information to a reader in the near field (the reader on
the shelf in the medicine cabinet should be very near), while returning no or limited
information to any reader with a significant FF. It is also encouraging that FF holds
roughly similar across tag orientations, making it a more generally robust and reliable
indicator.

Of course, like many Ubicomp sensors, we can see that this is an imprecise sensor:
in practice one would have to balance confidence in the sensor value with expected
consequences when implementing a range of policies. Our point is that with this
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mechanism, which requires no change to the RFID communications protocol, no
change to the RFID reader, and only minimal change to the RFID tag, we can now
enable a set of such policies. A tag might, for example, decide to turn itself into a
blocker tag if it believes its reader to be uncomfortably distant, or only respond with a
few bits of its ID, or even respond with false data: the CONCEAL command dis-
cussed earlier, for example, is a special case of such a policy: tags could seamlessly
report only their existence to a reader located a distance from a truck, but then when
the factory worker climbs into the truck with a handheld reader, the tags start respond-
ing with more detailed and accurate information. We repeat that we do not claim that
this measurement, even if it was perfect, could address all (or even most) of the
dystopic privacy scenarios, only that it could address a good chunk of them, and do so
with virtually no changes in infrastructure, protocol, or hardware.

Finally, note that a distant antenna cannot imitate a closer antenna, as it could with
a metric which relied on signal strength alone, as the FF metric would still reveal the
difference. A close antenna could imitate a more distant antenna by deliberately intro-
ducing noise into its signal, but this serves only to signal greater distance (and hence
less trust) than is actually the case: spoofing to pretend less distance (and hence more
trust) is not possible; a desirable feature.

5 Tiered Revelation

As we mentioned earlier, whatever the policy to decide whether to reveal information,
nearly all mechanisms make no control over the level of information so revealed:
either everything is revealed, or nothing. The CONCEAL switch offers a 1-bit inter-
mediary, but that is only a first step. In this section we sketch a design that incorpo-
rates recent proposals in Ubicomp sensor revelation (cf [9,10]) in which data provid-
ers blur their information to a variable degree depending on the bona fides of the
requestor.

Our proposed revelation scheme accordingly moves from a “flat” data space
(where either all bits are transmitted or none), to a tiered data space. Every level of
disclosure is assigned to a certain tier. When an antenna requests information, it
requests a certain tier level. All information at that level and below is transmitted in
response. In this way, different readers can be provided with differing amounts of
detail, the detail required for their functionality. The more detail the reader requests,
the greater its authentication burden, as discussed in the next section.

For example, to show how this tiered revelation might work in practice, let’s con-
sider an RFID tagged object such as a shirt made by Benetton. Its tiered information
might be structured as follows:

e Level 0 — reports that it is an object. This is useful for baseline testing of a
functioning reader, and is equivalent to the CONCEAL level.

e Level 1 — additionally reports that it is a shirt, its fabric, and its color. This is
useful for a reader integrated with a washer or dryer — with this information it
can tailor its behavior depending on the set of clothes placed in it.



Some Methods for Privacy in RFID Communication 51

e Level 2 — additionally reports its purchase cost. Now we start to enter the realm
of more skeptically granted information. This level would be useful to, for ex-
ample, an insurance adjuster. By walking through a house with an RFID reader
equipped with level 2 authority, it could quickly ascertain the proper amount of
insurance needed to cover the objects in the home. By looking at the FF in the
request earlier, the tag might be able to distinguish between the insurance
adjuster and a distant burglar.

e Level 3 — additionally reports which factory it was made at, and at which date.
This level is useful to determine if the shirt requires a recall.

e Level 4- additionally reports which store it was bought at, and at which date.
This level is useful to determine if the shirt qualifies for a refund/return.

The details of course will vary in practice; this is simply intended as an illustrative
example that different levels of information disclosure are needed in different scenar-
ios for the same object.

5.1 Tiered Authentication

This tiered information structure is naturally married to a tiered authentication struc-
ture; a reader is provided the information at a given level if and only if it passes an
authentication protocol for that level — the higher the level, the more rigorous the
authentication protocol.

One method (though by no means the only method) is for the tag and reader to
communicate using public-key cryptography, where the number of bits employed is
variable, and a function of the desired level of information. In this way, higher and
higher amounts of revelation are naturally associated with higher and higher amounts
of computation and data transmission.

Therefore, under this protocol, a reader changes its initial request from a blanket
request, to a request which indicates:

1) The desired level of revelation

2) The reader public key

3) The number of bits of encryption desired, C
4) The amount of energy received by the tag.

If C (the number of bits of encryption desired) is less than the number of bits the
tag requires for that level of revelation, the tag makes no response. Similarly, if
the amount of energy received is insufficient, again the tag makes no response; as
mentioned below, this provides the advantage of automatically increasing the burden
on more physically distant readers. Assuming both of these tests have been passed,
the tag responds with a cryptographic challenge-response protocol, keyed to a C-bit
encryption.

5.2 Energy-Sensitive Authentication

Our proposed algorithm requires that the reader provide the tag with a minimum
amount of energy, and that that amount of energy can be a function of the level of
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information disclosure required. This requirement can exist even for tags which are
not passive, i.e. ones which don’t need that extra energy. By still requiring a certain
minimal amount of energy to reach them, we can again tie the notion of trust to the
notion of physical proximity. Further readers, being less trusted by nature, will have
to transmit a greater amount of energy than nearby readers, even if they pass crypto-
graphic muster on the other criteria. Therefore, a distant hostile interrogator, even one
which has cracked the authentication mechanism, may have to increase their energy
level to unattainable levels, or at least levels which can be easily detected by mecha-
nisms such as that discussed in the previous section. Again, the essential idea is that
the tag reveals the desired information only if the energy signal passes cryptographic
muster, and if the received energy is sufficient.

In this protocol, then, a reader conceptually offers up a 3-tuple: the desired level of
revelation R, the encryption level C, and the energy level E. We point out two special-
cases of this:

1. C=0. In this case, the tag is not being asked to perform any encryption whatso-
ever. However, we are still achieving at least some security, by using the
required energy level E. By requiring higher levels of energy, we may at least
partially satisfy the goal of requiring greater proximity for greater revelation,
without requiring any sort of encryption/decryption circuitry on the tag itself.

2. E=0. In this case, the tag is not requiring any particular energy level. In this
special case, tag authentication collapses to existing standard methods for tiered
information interchange.

6 Conclusions

In this paper, a novel privacy-enhancing technique for RFID is put forward. Based on
energy analysis, the mechanism can be divided into two steps. In the first step, an
easy-to-compute metric similar to the signal-to-noise ratio is used to estimate the
distance between an RFID reader and a tag. In the second step, this distance informa-
tion is used as a variable in a tiered authentication scheme, where tags reveal more
information about themselves to more trusted readers. Trust is a function of (a) per-
ceived distance, (b) level of cryptographic assurance, and (c) level of information
desired.

There is a great deal of future work in this area. Given the great requirements for
consumer and individual privacy, and the limited and idiosyncratic nature of RFID
communication, there are a host of technical, social, cultural, and political issues
which will have to be considered to develop satisfactory privacy-preserving RFID
deployments. We hope that this paper can help as a stepping-stone along that path.
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Abstract. In aring signature scheme for ad-hoc access structures, mem-
bers of a set can freely choose a family of sets including their own set.
Then they use their secret keys and the public keys of the other users
to compute a signature which enjoys two properties: the external verifier
is convinced that all members of some set in the access structure have
cooperated to compute the signature; but he has no information about
which is the set whose members have actually signed the message.

In this work we propose such a scheme, based on the ideas of a ring
signature scheme for discrete logarithm scenarios. The scheme allows
the choice of any general access structure, not only threshold ones, as
it happened with previous constructions. We prove that the resulting
scheme is anonymous and existentially unforgeable under chosen message
attacks, assuming that the Discrete Logarithm problem is hard to solve.

1 Introduction

Let us consider the following situation. All the users in some set A agree to sign
a certain message. They want the verifier to be convinced that some different
users (maybe a quite representative set) have cooperated in the generation of
the signature. However, they want that nobody can accuse them of being the
authors of the signature.

Members of A could proceed as follows: they could add other users, and form
arbitrary subsets of the total set of users. This family of ad-hoc sets is the access
structure of the scheme. The only restriction on it is that the set A must be one
of the sets in the access structure. The goal of the members of A is to use their
secret keys, along with the public keys of the rest of users, in order to compute
a signature of the desired message, satisfying:

(i) any verifier is convinced that at least all the members of some of the sets in
the access structure have agreed to sign the message; and

(ii) any external verifier has no information about which set of the access struc-
ture has actually computed the signature.
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under project TIC 2003-00866.
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An example of such a situation can be thought inside a company or a forum in
the Internet: workers of the company are divided in different branches according
to their functionality, and members of the forum can be divided according to their
category. Suppose all the workers in some branch of the company (analogously,
all the members of the forum with the same category) want to sign a message
where they complain about some point of the politics of the company. They want
the head of the company to know that many different workers disagree with him,
but not to know who is complaining. Members of the complaining branch can
form an access structure with all the branches of the company, and compute a
ring signature for this structure. The head of the company will be convinced
that the complaint comes from all the members of some of the branches, but he
will never know which branch dared to complain.

When all the sets in the access structure (including the real signing one)
are in fact individual users, then the traditional notion of ring signature scheme
is recovered. These schemes were formally introduced in [14], although some
proposals had been previously presented, as a basis for the design of group
signature schemes (see [5], for example). After the formal introduction of the
concept, some ring signature schemes have been proposed for different scenarios
[11,1,18,10].

With respect to ring signatures for general ad-hoc access structures, the con-
cept was introduced in [4] (they use the name ad-hoc groups to refer to these
structures). They give an explicit construction for RSA based public keys, which
is valid only for the case where the access structures are necessarily threshold:
the sets in the structure are those with a minimum number of members.

Recently, a more general construction has been given in [17]: public keys
of the users can be totally independent (different sizes and based on different
paradigms), but again the scheme works only for threshold access structures.

In this work we propose a ring signature scheme for general ad-hoc access
structures, not necessarily threshold. The construction is based on the ring sig-
nature scheme proposed in [10], and is valid if all users have discrete logarithm
based keys with common parameters. Similar constructions can be made by us-
ing as a basis other schemes presented in [1, 18]. The only restriction is that the
public keys of all the users of the system must share the same parameters.

The proposed scheme provides unconditional anonymity: any external verifier
of the signature has no information about which set of the access structure is the
actual author of the signature, even if he has unlimited computational resources.
On the other hand, the scheme is existentially unforgeable under chosen message
attacks, assuming that the Discrete Logarithm problem is hard to solve. This
means that a valid ring signature for a certain access structure can be computed
only if one knows the secret keys of all the members of some set in this structure.

The rest of the paper is organized as follows. In Section 2 we review the
concept of ring signatures and the properties that they must satisfy. We recall a
result for generic ring signature schemes that we will need to prove the security of
the new scheme. This new ring signature scheme for general (not only threshold)
ad-hoc access structures is detailed in Section 3. A formal treatment of the
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security of the scheme is given in Section 4: first we prove that the scheme
is unconditionally anonymous; then, we show that an adversary who corrupts
some users cannot obtain a valid signature for an access structure where all the
sets contain some non-corrupted user, even after a chosen message attack. We
conclude the work and propose some related open problems in Section 5.

2 Ring Signatures

The idea of a ring signature is the following: a user wants to compute a signature
on a message, on behalf of a set (or ring) of users which includes himself. He
wants the verifier of the signature to be convinced that the signer of the message
is in effect some of the members of this ring. But he wants to remain completely
anonymous. That is, nobody will know which member of the ring is the actual
author of the signature.

A ring signature scheme must satisfy three properties, that we informally
describe below.

1. Correctness: if a ring signature is generated by following the protocol cor-
rectly, then it satisfies the verification equation.

2. Anonymity: any verifier should not have probability greater than 1/n to
guess the identity of the real signer who has computed a ring signature on
behalf of a ring of n members. If the verifier is a member of the ring distinct
from the actual signer, then his probability to guess the identity of the real
signer should not be greater than 1/(n — 1).

3. Unforgeability: among all the proposed definitions of unforgeability (see
[9]), we consider the strongest one: any attacker must have negligible proba-
bility of success in forging a valid ring signature for some message on behalf
of a ring that does not contain himself, even if he knows valid ring signa-
tures for messages and rings, different from the pair message-ring of the
forged signature, that he can adaptively choose.

Ring signatures are a useful tool to provide anonymity in some scenarios. For
example, if a member of a group wants to leak to the media a secret information
about the group, he can sign this information using a ring scheme. Everybody
will be convinced that the information comes from the group itself, but anybody
could accuse him of leaking the secret.

A different application is the following: if the signer A of a message wants that
the authorship of the signature could be entirely verified only by some specific
user B, he can sign the message with respect of the ring {A, B}. The rest of
users could not know who between A and B is the author of the signature, but
B will be convinced that the author is A.

Recently, ring signature schemes have been also used as a primitive to con-
struct a different kind of signatures, concurrent signatures [7].
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2.1  Security Results for Generic Ring Signature Schemes

Following the notation introduced in [10], generic ring signature schemes can be
described as follows. Consider a security parameter k, a hash function which out-
puts k-bit long elements, and a ring U = {Uy,...,U,} of n members. Given the
input message m, a generic ring signature scheme produces a tuple (U, m, Ry, .. .,
R, hi,... hy,0).

The elements Ry, ..., R, (randomness) take their values randomly in some
large set in such a way that R; # R; for all i # j; h; is the hash value of
(U, m, R;), for 1 < i < n; and the value o is fully determined by the randomness
and the message m.

Another required condition is that no R; can appear with probability greater
than 2/2%, where k is the security parameter. The following theorem summarizes
in some way the security results given in [10], which can be applied to any generic
ring signature scheme.

The results are valid in the random oracle model [3], where some hash func-
tions are assumed to behave as totally random functions. This assumption is not
true, and some authors have designed schemes which are secure in the random
oracle model but cannot be secure with any particular instantiation of the hash
functions [6,12,2]. However, these schemes are quite artificial, whereas by the
moment there exist no such attacks against any practical or realistic scheme.
Therefore, a proof in the random oracle model provides a heuristic argument to
ensure the security of cryptographic schemes.

Theorem 1. Consider an attacker A against a generic ring signature scheme,
which can ask a polynomial number of queries to the random oracle. Furthermore,
A has access to a signing oracle: A adaptively chooses messages and rings, and
the oracle returns a valid ring signature for this pair message-ring, as long as all
the information that A would obtain in a real execution of the signing algorithm
for this input.

Assume A obtains, in polynomial time and with non-negligible probability, a
valid ring signature (U, m, R1,..., Rp,h1, ..., hy,0) for some ring U of n mem-
bers and some message m such that this pair message-ring has not been asked to
the signing oracle.

Then, a replay of this attacker obtains, also in polynomial time and
with non-negligible probability, another walid ring signature (U, m,Rq,...
cos Ry By, o Rl o' for the same pair message-ring, with the same random
values R;, for alli =1,...,n, and such that h; # h;-, for some j € {1,...,n},
whereas h; = b} for alli=1,...,n such that i # j.

The idea in the proof of this theorem is to execute many times the machine A,
with the same random tape but with different random oracles for the hash func-
tion. This technique, known as replaying attacks, was firstly used by Pointcheval
and Stern in [13]. After a certain number of executions and with a certain prob-
ability, we obtain a new valid ring signature of the same message, with the same
randomness but such that the new random oracle has the same outputs than
the first one for all the inputs {(U,m, R;)}1<i<n,iz; except one, (U, m, R;), for
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which they have different outputs. This result can be used to reduce the security
of some generic ring signatures to other well-known problems.

3 A Ring Signature Scheme for Ad-Hoc Access
Structures

Consider the following extension of the concept of ring signatures. Suppose that
a set of users Us; want to anonymously sign some message, in such a way that
the verifier of the signature will be convinced that at least the members of some
set have all agreed in signing this message, but he could not know which set has
actually computed the signature, among the sets of a certain family of sets (the
access structure).

Members of U can freely choose the rest of users and the family of sets that
will form the access structure. We denote U = {Uj, ...,Uy} the access structure,
where the set U, must be one of the sets in U.

The resulting signature will be a ring signature, taking as ring the set Y. In
this way, the verifier will be convinced that at least all the members of some
set in U have cooperated to compute the signature, but he will not have any
information about 