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Message from the QoS-IP Organizing
Committee Chairs

This volume contains the proceedings of the 3rd International Workshop on
QoS in Multiservice IP Networks (QoS-IP 2005), held in Catania, Italy, during
February 2–4, 2005. In this third edition, QoS-IP was particularly successful.
The 50 high-quality papers that you can enjoy in this book were selected from
an open call, out of about 100 submissions. The papers cover most of the hot
topics in the field of QoS provisioning in multiservice IP networks, from network
architectures to routing and scheduling algorithms, from analytical models for
performance evaluation to traffic characterization.

Much like previous editions, QoS-IP 2005 was organized at the end of a re-
search program funded by the Italian Ministry of Education, University and
Research; the program was named TANGO (Traffic Models and Algorithms for
Next Generation IP Networks Optimization) and contributed to the implemen-
tation of methodologies for QoS design, dimensioning, configuration and man-
agement of next-generation multiservice IP networks.

Behind a successful workshop there is the tireless effort of many people who
participate with enthusiasm in its organization. First of all, we are in debt to
all the researchers involved in the TANGO project, who contribute to making
our Italian networking community strong and lively, to the point where we could
organize a relevant international event such as QoS-IP 2005. We would like to
sincerely thank Maurizio Munafò, our Information System Chair, for taking care
of paper handling through the information system, for contributing to publicizing
the event, and for his help in the preparation of the technical program. A debt
of gratitude is owed to our Finance Chair, Alfio Lombardo, and to our Local
Arrangements Chair, Giovanni Schembra. They helped us with their invaluable
talent and time to make this workshop a reality. Sincere thanks are due to
Raffaele Bolla, our Publication Chair, and to Alfred Hofmann and all the LNCS
staff: the high quality of this edition is due to their invaluable effort. Finally,
many thanks are due to the members of the Technical Program Committee and
to the reviewers who thoroughly helped us select the best-quality papers among
many submitted manuscripts.

November 2004 Marco Ajmone Marsan
Giuseppe Bianchi

Marco Listanti
Michela Meo
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An Analytical Model of a New Packet Marking
Algorithm for TCP Flows�

Giovanni Neglia1, Vincenzo Falletta1, and Giuseppe Bianchi2

1 Dipartimento di Ingeneria Elettrica (DIE), Università degli Studi di Palermo, Italy
{giovanni.neglia,vincenzo.falletta}@tti.unipa.it

2 Dip. di Ingegneria Elettronica, Università degli Studi di Roma “Tor Vergata”, Italy
bianchi@elet.polimi.it

Abstract. In Differentiated Services networks, packets may receive a
different treatment according to their Differentiated Services Code Point
(DSCP) label. As a consequence, packet marking schemes can be de-
vised to differentiate packets belonging to a same TCP flow, with the
goal of improving the experienced performance. This paper presents an
analytical model for an adaptive packet marking scheme proposed in our
previous work. The model combines three specific sub-models aimed at
describing i) the TCP sources aggregate ii) the marker, and iii) the net-
work status. Preliminary simulative results show quite accurate predic-
tions for throughput and average queue occupancy. Besides, the research
suggests new interesting guidelines to model queues fed by TCP traffic.

1 Introduction

Differentiated Services (DiffServ) networks provide the ability to enforce a differ-
ent forwarding behavior to packets, based on their Differentiated Services Code
Point (DSCP) value. A possible way to exploit the DiffServ architecture is to
provide differentiated support for flows belonging to different traffic classes, dis-
tinguished on the basis of the DSCP employed. However, since it is not required
that all packets belonging to a flow are marked with the same DSCP label, an-
other possible way to exploit DiffServ is to identify marking strategies for packets
belonging to the same flow.

Several packet marking algorithms have been proposed for TCP flows. The
marking strategy is enforced at the ingress node of a DiffServ domain (edge
router). Within the DiffServ domain, marked packets are handled in an aggre-
gated manner, and receive a different treatment based on their marked DSCP.
Generally, a two-level marking scheme is adopted, where packets labelled as IN
receive better treatment (lower dropping rate) than packets marked as OUT.
Within the network, dropping priority mechanisms are implemented in active
queue management schemes such as RIO – Random Early Discard with IN/OUT
packets [1].

� This work was funded by the TANGO project of the FIRB programme of the Italian
Ministry for Education, University and Research.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 1–14, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The basic idea of the proposed algorithms is that a suitable marking profile
(e.g. a token bucket which marks IN/OUT profile packets) may provide some
form of protection in the case of congestion. A large number of papers [1–5] have
thoroughly studied marking mechanisms for service differentiation, and have
evaluated how the service marking parameters influence the achieved rate.

More recently, TCP marking has been proposed as a way to achieve bet-
ter than best effort performance [6–8]. The idea is that packet marking can be
adopted also in a scenario of homogeneous flows (i.e. all marked according to
the same profile), with the goal of increasing the performance of all flows. In
particular, [6, 7] consider long lived flows and adopt goodput and loss as perfor-
mance metrics. Conversely, [8] focuses on WWW traffic, mostly characterized by
short-lived TCP flows, and proposes a new scheme able to reduce the completion
time of an http session.

In all the above mentioned marking schemes, most of the packets in the
network are of type OUT. Hence, packets marked as IN will be protected against
network congestion (indeed [8] relies on this property to protect flows with small
window, when packet losses cannot be recovered via the fast retransmission
algorithm). As shown in section 2, our marking strategy is based on a somehow
opposite philosophy.

In this paper we slightly modify the mechanism proposed in [9], and we de-
scribe an analytical model to evaluate the network performance. This model can
be employed to study possible variants of the algorithm. By the way, the net-
work sub-model exhibits some novelty in comparison to previous approaches and
could be useful in different network scenarios where TCP traffic is considered.

The rest of this paper is organized as follows. Section 2 describes our adap-
tive packet marking algorithm, focusing on some changes to the previous version.
Section 3 presents the analytical model, the three submodels are detailed respec-
tively in subsections 3.1, 3.2, 3.3, while in subsection 3.4 existence and uniqueness
of a solution are proven. Section 4 deals with validation of the proposed model.
Finally, conclusive remarks and further research issues are given in section 5.

2 The Packet Marking Algorithm (PMA)

In [9, 10] we proposed a new marking algorithm, able to achieve better perfor-
mance in terms of average queueing delay and flow completion time versus link
utilization. According to this marking scheme “long” IN-packets bursts are in-
terleaved with a single OUT packet. The OUT packet is thence employed as a
probe to early reveal a possible seed of congestion in the network. The algorithm
dynamically updates the length of IN-packets bursts by a heuristic estimation
of the experienced packet loss ratio.

The idea of marking the majority of packets as IN seems to be in contrast with
some results found with other marking scheme [6–8], but the intrinsic adaptivity
of our algorithm is something all these models lack.

If we think about Active Queue Management (AQM) techniques such as
Random Early Detection (RED) we observe the same idea of dropping some
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SN > SNh ?

Aseq := (1 - )Aseq+ Lseq

Lseq := 0
CIN := CIN + 1

MARK
IN
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Lseq := Lseq + 1

CIN > Aseq ?
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Aseq:= Aseq+1

MARK
OUT

YES

NO

YES

CIN := CIN + 1

Arriving
Packet

NO

Fig. 1. PMA Flow diagram.

packets when signals of an incoming congestion are received. Our algorithm
moves further: it reallocates losses among the OUT packets, so it spaces them
as much as possible, avoiding consecutive losses for a flow and assuring a more
regular TCP adaptation behavior.

By simulative evaluation we found better performance when OUT-packets
dropping probability is near 100%, while IN packets are not dropped at all.

The algorithm flowchart is shown in Fig. 1. Now we will explain how this
procedure works. Each time a new SYN packet arrives at the edge router a new
state vector is set, containing the following variables:
SNh: This counter stores the highest Sequence Number (SN) encountered

in the flow. It is initially set to the ISN (Initial Sequence Number) value. It is
updated whenever a non-empty packet (i.e. non ACK) arrives with a higher SN.
Lseq: It is initially set to zero. It is increased by one unit for each new

arrived packet (i.e. in-sequence packet), while is reset to zero every time an
out-of-sequence packet arrives.
Aseq: It stores the average length of in-sequence packet burst between two

consecutive losses, using an auto-regressive filter on the previous values of Lseq.
CIN : It counts the number of IN-packets in the burst. It is reset to zero when

it exceeds Aseq and an OUT packet is sent.
The algorithm has been slightly changed in comparison to the version pre-

sented in [9, 10]. In the previous algorithm a single variable (LIN ) was taking
into account the number of in-sequence packets (as Lseq actually does) and the
number of IN packets of the actual IN-packets burst (as CIN actually does).
This coupling required an artificial increase of the variable AIN after marking
an OUT packet, we chose AIN := 2AIN + 1 but its correct amount was depen-
dant from network condition as it is discussed in [9, 10]. After the introduction
of the new variable CIN , a small increase of AIN has been left: it assures bet-
ter fairness among the flows, allowing flows with underestimated AIN values to
faster reach the correct estimate.
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SourcesMarker Network
T

outin ppRTT ,,

A

L

Fig. 2. The three-block model.

3 The Analytical Model

The algorithm has shown good performance, but it essentially relies on a heuris-
tic. In order to achieve a deeper understanding and to establish RIO setting
criteria, we have developed an analytical model.

The actual model assumes n long-lived homogeneous flows sharing a common
bottleneck, whose capacity is C. The model is based on three submodels, which
describe respectively the TCP sources, the marker and the network status. Fig. 2
shows the relation among these elements. The number of in-sequence packets
Lseq is employed by the marker to calculate Aseq . The TCP flows are marked
according to Aseq , hence Aseq affects TCP throughput. The TCP traffic congests
the network, and produces not-empty queues. Increase of the Round Trip Time
and packet losses act as feedback signals for the TCP sources. According to
the fixed point approach the influence of each block on the others is considered
constant, equal to the average value. The average values for the throughput,
Aseq , Lseq and the Round Trip Time are respectively indicated in Fig. 2 as T ,
A, L and RTT . At the same time the losses are taken into consideration only
through the average dropping probabilities for IN and OUT packets, pin and
pout.

We discuss the three submodels in the following subsections. Each of them
could be replaced by a more sophisticated one.

3.1 The Sources Model

According to the previous description, we aim to obtain an expression of the
average TCP throughput (T , the input to the Network block) and of the aver-
age length of the in-sequence packet burst (L, the input to the Marker block),
given the marking profile (A) and the network status (RTT , pin, pout). We have
conjectured a regenerative process for TCP congestion window (cwnd), thus
extending the arguments in [12] to include two different service classes, with
different priority levels.

We only consider loss indications due to triple duplicated acks, which turn
on TCP fast retransmit mechanism. We don’t consider in our analysis the fast
recovery mechanism neither the time-out loss events, for the sake of simplicity.
As regards time-out neglecting, this approximation appears to be not critical
because PMA spaces OUT packets and hence loss events. For this reason errors
are usually recovered by fast retransmission, not by time-out. Such intuition is
confirmed by our simulation results, where the number of time-outs appear to
be significantly reduced in comparison to a no-marker scenario.



An Analytical Model of a New Packet Marking Algorithm for TCP Flows 5

A period of our regenerative process starts when the sender congestion win-
dow is halved due to a loss indication. Figure 3 shows cwnd trend as rounds
succeed. Wi−1 is the cwnd value at the end of the (i − 1)-th period, hence in
the i-th period cwnd starts from Wi−1/2 and it is incremented by one every b
rounds (b is equal to 2 or 1, respectively if the receiver supports or not the de-
layed ack algorithm). Notice that, due to neglecting fast recovery and timeouts,
each period starts with an IN retransmitted packet, hence the number of packets
sent in the period (Yi) is equal to Lseq + 1, according to the marker description
in section 2.

In the i-th period we define also the following random variables: Ii is the
length of the period; βi is the number of packets transmitted in the last round;
αi is the number of the first lost packet since the beginning of the period, while
γi is the number of packets transmitted between the two losses occurred in the
(i−1)-th and in the i-th period. We get Yi = αi+Wi−1 and αi = γi−(Wi−1−1).

Due to the renewal-reward theorem we can obtain the expression for the
average throughput of n sources sharing the same path:

T (A,RTT, pin, pout) = n
E[Yi]
E[Ii]

We first compute E[Yi]. The relation between αi and γi allows us to obtain E[Yi]
as a function of the marking profile (A) and the network status (in particular
pin, pout). In general Yi �= γi, however if we consider their mean values, it holds:

E[Yi] = E[αi] +E[Wi] − 1 = E[γi] − (E[Wi−1] − 1) + E[Wi] − 1 = E[γi]

Let us denote by N the expected value E[γi]. We compute N as:

N =
∞∑

n=0

np(n) =
∞∑

n=0

(1 − P (n)) =
∞∑

n=0

Q(n)

where p(n) is the probability of losing the n-th packet after (n− 1)-th success-
ful transmission, P (n) =

∑n
l=0 p(l) is cumulative distribution function, and so

Q(n) = 1−P (n) represents the probability of not losing any packet among these
n. If we put n as n = k(A+ 1) + h, with 0 ≤ h < (A+ 1) we can write Q(n) as

Q(n) = skA+h
in skout

where sin = 1 − pin, sout = 1 − pout. Then N is equal to:

N =
∞∑

k=0

A∑
h=0

skA+h
in skout =

sA+1
in − 1
sin − 1

1
1 − sAinsout

(1)

Now we compute E[Ii]. Denoting with Xi the round in the i-th period when
a packet is lost, we obtain the period length as Ii =

∑Xi+1
j=1 rij , where ri,j is the

j-th round trip time length. Supposing rij independent of the round number j
(i.e. independent of cwnd size), taking expectation we find

E[Ii] = (E[X ] + 1)E[r]

where E[r] = RTT is average round trip time.
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In the i-th period cwnd size grows from Wi−1/2 to Wi with linear slope 1/b,
so1

Wi =
Wi−1

2
+
Xi

b
− 1

and taking expectation we get

E[W ] =
2
b

(E[X ] − b)

To simplify our computations we assume Wi−1/2 and Xi/b to be integers. Now
let us count up all the packets:

Yi =
Xi/b−1∑

k=0

(
Wi−1

2
+ k

)
b+ βi =

XiWi−1

2
+
Xi

2

(
Xi

b
− 1

)
+ βi

=
Xi

2

(
Wi−1 +

Xi

b
− 1

)
+ βi =

Xi

2

(
Wi +

Wi−1

2

)
+ βi

and taking again expectation it follows

N =
E[X ]

2

(
E[W ] +

E[W ]
2

)
+ E[β]

Assuming β identically distributed between 1 and Wi − 1 we can write E[β] =
E[W ]/2; therefore, solving for E[X ]:

E[X ] =
3b− 2

6
+

√
2bN

3
+
(

2 + 3b
6

)2

then it follows

E[Ii] = RTT

⎛⎝3b− 2
6

+

√
2bN

3
+
(

2 + 3b
6

)2

+ 1

⎞⎠
Now we can write down the throughput formula:

T (N,RTT ) = n
N

RTT (E[X ] + 1)
= n

N

RTT

1

3b−2
6 +

√
2bN
3 +

(
2+3b

6

)2
+ 1

(2)

Throughput dependance fromA, pin and pout is included inN through eq.(1).

1 There are actually different ways to represent cwnd linear growth above the i-th
period in the continuous; period bounds are chosen respectively at the beginning of
the first round and at the end of the last round, but while in [12] cwnd starts from
Wi−1/2 at the beginning of the period, in our analysis it reaches Wi−1/2 only after
b/2 rounds.
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Fig. 3. Timeline and transmitted packets.

Note that if Aseq = A = 0 (i.e. there is only one class of packets) and
pout = p→ 0 we get the well-known formula [12]:

T (p,RTT ) � n

RTT

√
3

2bp
.

Finally, as regards the average length of the in-sequence packet burst (L),
from previous remarks it simply follows:

L = E[Yi] − 1 = N − 1 (3)

3.2 The Marker Model

We have discussed before about PMA in this paper, and we have seen how the
procedure acts marking one packet OUT every Aseq IN, where Aseq is obtained
filtering Lseq with an autoregressive unitary-gain filter. Hence, given A and L
respectively the average values of Aseq and Lseq, they are tied by the relation
A = L.2 The relation between Aseq and Lseq has been chosen according to the
rationale discussed in section 2. Anyway the relation between A and L can be
considered a project choice:

A = a(L) (4)

A change of the a() law leads to a different marking algorithm, for example
pursuing a different target.

As regards the fixed-point approach approximation, we observe that the pre-
vious relation looks more suitable as long as the system reaches the state where
pin � 0 and pout � 1. In fact, in the case of pin = 0, pout = 1 we would have
Aseq = Lseq, not simply A = L. In [9] and [10] we have shown that the algorithm

2 A closer look to the algorithm reveals that this is an approximation due to the
update A := A + 1 after each OUT-packet transmission.
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exhibits optimal performance under hard differentiation setting, which leads to
pin � 0 and pout � 1. Hence fixed-point approximation appears justified for
PMA.

3.3 The Network Model

In [11] we have proposed a network submodel, extending the approach proposed
in [13] for a best-effort scenario to a DiffServ one. A limit of that approach was
that TCP sources are intrinsically assumed to achieve full bottleneck utilization,
hence the model is able to predict average queue occupation, not link utilization.
Besides the model in [11] predicts a range of solutions when maxout < minin.
These problems could be overcome introducing in the model queue variability.

Anyway in this paper the approach is radically different, we consider that
the queue can be modelled as a M/M/1/K queueing system. This allows us to
evaluate the stationary distribution of the queue for a given offered load T , and
then the average values we are interested in, i.e. RTT , pin and pout.

As regards the assumption of Markovian arrivals, it seems to be justified
when the TCP connection rate increases [14]. Anyway M/M/1/K models have
been widely employed in literature and have shown good performance [15–19]. In
particular our framework is similar to those of [17] and [19], which model respec-
tively Token Bucket and Single Rate Three Color Marker, but it differentiates
because it assumes state dependent arrivals, rather than uniform ones.

These models take into account the presence of different class of traffic and
the effect of AQM mechanism like RIO, but they assume that dropping prob-
ability depends only on the instantaneous queue size, disregarding the effect of
filtering.

According to [17], the stationary distribution of the queue can be evaluated
as:

π(i) = π(0)
(
T

C

)i i−1∏
j=0

(1 − p(j)), i = 1, 2, ...maxin

where C is the bottleneck capacity, π(0) is given by the normalization equation

π(0) =

⎛⎝1 +
maxin∑

i=1

(
T

C

)i i−1∏
j=0

(1 − p(j))
⎞⎠−1

and

p(i) =
Tinpin(i) + Toutpout(i)

Tin + Tout
=
Apin(i) + pout(i)

A+ 1
Note that we assumed maxout < maxin, and that it is useless considering

queue values greater than maxin because RIO drops all the incoming packets
when the instantaneous queue is equal to maxin.

Once π(i) has been obtained RTT , pin and pout can be evaluated as

RTT = R0 + q/C = R0 +
1
C

maxin∑
i=0

iπ(i) (5)
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pin =
maxin∑

i=0

pin(i)π(i) (6)

pout =
maxout∑

i=0

pout(i)π(i) (7)

where R0 is the propagation and trasmission delay.
We have followed such approach, but results are unsatisfactory. The phys-

ical explanation appears from figures 4(b) and 4(a), which show the empirical
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Fig. 4. (a) Queue distribution predicted by the model with uniform arrivals. (b) Queue
distribution obtained by simulations. (c) Queue distribution predicted by the model
with state dependant arrivals.
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distribution coming from simulations and the queue distribution predicted by
the model given the same average load, for three different configurations. The
RIO settings in the legend are given in the form (minout,maxout, Pmaxout) −
(minin,maxin, Pmaxin). According to the model the queue should exhibit a
spread distribution, with high probability for low queue values (in particular the
queue distribution decreases if T < C), while the empirical distribution looks
like a gaussian one: the dynamic adaptive throughput of the TCP sources, which
increase their throughput when RTT decreases and vice versa, appear to be able
to create a sort of “constant bias”.

In order to capture this behavior, we have modified the model in [17], by
introducing arrival dependence from the network status. The input to the sub-
model is

F (N) = T ∗RTT =
N

3b−2
6 +

√
2bN
3 +

(
2+3b

6

)2
+ 1

(8)

and the arrival rate when the there are i packets in the queue is:

T (i) =
F

R0 + q
C

Now the stationary distribution can be evaluated as:

π(i) = π(0)
i−1∏
j=0

T (j)
C

(1 − p(j)), i = 1, 2, ...maxin

Figure 4(c) shows the queue distribution evaluated by the new model. The
similarity with figure 4(c) is impressive, the only difference is for the first config-
uration ((2, 6, 0.2)− (8, 24, 0.05)), as regards low queue occupancy. The peak for
q = 0 is probably due to timeouts, which are more common with low RIO set-
tings, and make TCP throughput less uniform and hence the markovian arrival
assumption less accurate.

3.4 About the Solutions of the System

Summarizing, our model has 8 variables (N ,A,T ,L,RTT ,pin,pout,F ) and 8 equa-
tions (1), (2), (3), (4), (5) (6), (7) and (8). In this section we afford existence
and uniqueness of solutions for this system.

Firstly, let us note that F can be expressed as a function of A by equations (1)
and (8), hence, given A, the variables q(A), pin(A) and pout(A) are determined in
a univocal manner. Besides it can be proven that π(i+1)/π(i) increases with A,
and therefore q, pin and pout are continuous increasing function of A. Hence they
are invertible and one can express pin and pout as (increasing) functions of q.

Besides, the following results hold:

q(F = 0) = 0, lim
F→+∞

q(F ) = maxin
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maxin

F

q

F(q) q(F)

Fig. 5. Existence and uniqueness of the solution.

As regards A, from equations (1) and (4) (A = L), we obtain that A is the
solution of the following equation

A+ 1 =
sA+1

in − 1
sin − 1

1
1 − sAinsout

(9)

Being pin < pout A is a decreasing function of pin and pout, hence a decreasing
function of q. Besides, being:

lim
q→0

N(q) = +∞,

it holds
lim
q→0

A(q) = +∞

Let us focus on the expression of F (8). It appears that it is a decreasing
function of the queues values, because it is an increasing function of A.

The following results hold:

lim
q→0

F (q) = +∞, lim
q→+∞F (q) = 0

From the previous considerations and hypotheses it follows that the simplified
system in F and q admits only one solution, as it is qualitatively shown in
figure 5. Being all the function monotone, the original system admits only one
solution.

It is possible to set up an iterative procedure to find numerically this solution,
and this is just what we did using MATLAB.

4 Model Validation

To validate our model we considered the network topology showed in Fig.6,
consisting of a single bottleneck link with capacity equal to 6Mbps. Considering
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Fig. 6. Network topology.

Table 1. Model vs Simulation with 10 flows.

RIO T (pkt/s) G (pkt/s) q (pkt) Pdrop (%) Pdropin (%) Pdropout (%) A (pkt)

mod sim mod sim mod sim mod sim mod sim mod sim mod sim

(2,6)(8,24) 486.12 476.19 476.04 469.14 8.79 8.51 2.073 1.457 0.844 0.190 68.605 76.498 54.15 58.12

(4,12)(16,48) 488.25 500.60 480.12 494.84 16.72 15.94 1.666 1.178 0.580 0.085 74.590 85.898 67.17 76.60

(6,18)(24,72) 501.29 503.64 494.25 499.19 24.52 21.71 1.405 0.935 0.408 0.050 79.988 88.121 78.83 98.06

(8,24)(32,96) 501.10 504.38 495.03 499.89 32.04 29.29 1.211 0.937 0.300 0.039 83.490 89.652 90.33 98.23

(12,36)(48,144) 500.39 503.76 495.68 499.98 46.63 44.12 0.943 0.777 0.184 0.015 87.848 90.962 114.60 118.21

(16,48)(64,192) 499.93 503.32 495.47 499.99 60.89 58.77 0.892 0.687 0.120 0.012 90.450 88.296 115.94 128.66

(24,72)(96,288) 499.44 502.39 496.84 500.00 89.00 86.31 0.521 0.517 0.059 0.014 93.627 81.998 201.19 160.50

mean error (%) -0.49 -0.84 6.14 30.76 659.78 -3.77 -4.91

max error (%) -2.47 -2.97 12.92 50.29 1128.05 14.18 25.35

both the transmission and the propagation delay of packets and acks in the
network, the average Round Trip Time is R0

∼= 138ms. The IP packet size is
chosen to be 1500 Bytes, for a bottleneck link capacity of c = 500packets/s.

As regards RIO configurations we considered non overlapping the ones in
which maxout < minin, more precisely we choose maxout = 3minout, maxin =
3minin and minin = 4maxout. In previous performance evaluation this kind of
settings showed better results in comparison with a overlapping RIO configura-
tion in which,maxout ≥ minin. We tested seven different configurations, varying
minout from 2 up to 24, and for each configuration we gathered statistics from
10 trials of 1000 seconds each. We ran our simulations using ns v2.1b9a, with
the Reno version of TCP.

Table 1 compares model predictions with simulation results when the number
of flows is equal to n = 10, as regards throughput (T ), goodput3 (G), queue
occupancy (q), the dropping probability for the generic packet, for IN packets
and for OUT packets (respectively Pdrop,Pdropin, Pdropout), and the average
length of IN packets bursts. The average mean error over the different settings
and the maximum error are shown in the last two rows. The model appears to be
able to predict with significant accuracy throughput, goodput and queue occu-

3 The goodput is estimated as G = T (1 − Pdrop).
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Table 2. Model vs Simulation with 6 and 20 flows.

n = 6 T (pkt/s) G (pkt/s) q (pkt) Pdrop (%) Pdropin (%) Pdropout (%) A (pkt)

mean error (%) -0.87 -0.90 -2.28 3.71 760.33 -2.87 37.33

max error (%) -1.49 -1.53 -25.96 9.47 1227.52 28.15 61.31

n = 20 T (pkt/s) G (pkt/s) q (pkt) Pdrop (%) Pdropin (%) Pdropout (%) A (pkt)

mean error (%) 1.75 -0.24 2.76 110.99 607.65 -1.37 -45.67

max error (%) 5.93 2.15 19.37 157.58 798.09 -10.19 -54.12

pancy, which are the most relevant performance indexes when we consider TCP
long lived performance flows. On the contrary dropping probability estimates
are very inaccurate, in particular as regards Pdropin. We think the reason is
that the model neglects the effect of filtering on dropping probability calcula-
tion from RIO routers. In fact some preliminary results which take into account
filtering seem to suggest that filtering: i) can be neglected in order to evaluate
the dynamic of the instantaneous queue, ii) it is significant for the evaluation of
the dropping probabilities. In particular probabilities estimates look better. At
the moment we have introduced the effect of filtering by considering a two di-
mensional Markov chain where the status is the pair of instantaneous queue and
filtered queue (whose values have been quantized). This approach is particularly
heavy from the computational point of view, for this reason, at the moment, we
have not adopted it.

We evaluated also the model with the same network topology with a different
number of flows (n = 6,n = 20). The differences between model predictions and
simulation results are similar to those observed for n = 10 flows. The relative
errors for these two scenarios are shown in table 2.

5 Conclusions and Further Research Issues

In this paper we have presented an analytical model for our adaptive packet
marking scheme proposed in previous works. From preliminary simulative re-
sults, model predictions about throughput and average queue occupancy appear
to be quite accurate. We are going to extend simulative evaluation and to employ
such model to study possible variants of the marking algorithm and to establish
optimal RIO settings.

Besides our network sub-model exhibits some novelty and seems to be more
suited than traditional M/M/1/K proposals to capture the behavior of long
lived TCP flows. We are going to study it deeply and to evaluate it in a simpler
best effort scenario. We want to evaluate the effect of filtering, which is usually
neglected in M/M/1/K models, but it appears to have a deep impact on the
performance.
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Abstract. Modeling mice in an effective and scalable manner is one of the main
challenges in the performance evaluation of IP networks. Mice is the name that
has become customary to identify short-lived TCP connections, that form the vast
majority of packet flows over the Internet. On the contrary, long-lived TCP flows,
that are far less numerous, but comprise many more packets, are often called
elephants. Fluid models were recently proved to be a promising effective and
scalable approach to investigate the dynamics of IP networks loaded by elephants.
In this paper we extend fluid models in such a way that IP networks loaded by
traffic mixes comprising both mice and elephants can be studied. We then show
that the newly proposed class of fluid models is quite effective in the analysis of
networks loaded by mice only, since this traffic is much more critical than a mix
of mice and elephants.

1 Introduction

The traffic on the Internet can be described either at the packet level, modeling the
dynamics of the packet generation and transmission processes, or at the flow level,
modeling the start times and durations of sequences of packet transfers that correspond
to (portions of) a service requested by an end-user. Examples of flows can be either the
train of packets corresponding to an Internet telephone call, or the one corresponding
to the download of a web page. In the latter case, the flow can be mapped onto a TCP
connection. This is the most common case today in the Internet, accounting for the
vast majority of traffic. The number of packets in TCP connections is known to exhibit
a heavy-tailed distribution, with a large number of very small instances (called TCP
mice) and few very large ones (called elephants).

Models for the performance analysis of the Internet have been traditionally based on
a packet-level approach for the description of Internet traffic and of queuing dynamics
at router buffers. Packet-level models allow a very precise description of the Internet
operations, but suffer severe scalability problems, such that only small portions of real
networks can be studied.

Fluid models have been recently proposed as a scalable approach to describe the
behavior of the Internet. Scalability is achieved by describing the network and traffic
dynamics at a higher level of abstraction with respect to traditional discrete packet-
level models. This implies that the short-term random effects typical of the packet-level
network behavior are neglected, focusing instead on the longer-term deterministic flow-
level traffic dynamics.
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In fluid flow models, during their activity period, traffic sources emit a continu-
ous information stream, the fluid flow, which is transferred through a network of fluid
queues toward its destination (also called sink).

The dynamics of a fluid model, which are continuous in both space and time, are
naturally described by a set of ordinary differential equations, because of their intrinsic
deterministic nature.

Fluid models were first proposed in [1–4] to study the interaction between TCP ele-
phants and a RED buffer in a packet network consisting of just one bottleneck link, ei-
ther ignoring TCP mice [1–3], or modeling them as unresponsive flows [4] introducing
a stochastic disturbance. In this case, fluid models offer a viable alternative to packet-
based simulators, since their complexity (i.e., the number of differential equations to
be solved) is independent of both the number of TCP flows and the link capacity. In
Section 2 we briefly summarize the fluid models proposed in [1–3], which constitute
the starting point for our work.

Structural properties of the fluid model solution were analyzed in [5], while im-
portant asymptotic properties were proved in [6, 7]. In the latter works, it was shown
that fluid models correctly describe the limiting behavior of the network when both the
number of TCP elephants and the bottleneck link capacity jointly tend to infinity.

The single bottleneck model was then extended to consider general multi-bottleneck
topologies comprising RED routers in [3, 8].

In all cases, the set of ordinary differential equations of the fluid model are solved
numerically, using standard discretization techniques.

An alternative fluid model was proposed in [9, 10] to describe the dynamics of the
average window for TCP elephants traversing a network of drop-tail routers. The be-
havior of such a network is pulsing: congestion epochs, in which some buffers are
overloaded (and overflow), are interleaved to periods of time in which no buffer is
overloaded and no loss is experienced, due to the fact that previous losses forced TCP
sources to reduce their sending rate. In such a setup, a careful analysis of the average
TCP window dynamics at congestion epochs is necessary, whereas sources can be sim-
ply assumed to increase their rate at constant speed between congestion epochs. This
behavior allows the development of differential equations and an efficient methodology
to solve them. Ingenious queueing theory arguments are exploited to evaluate the loss
probability during congestion epochs, and to study the synchronization effect among
sources sharing the same bottleneck link. Also in this case, the complexity of the fluid
model analysis is independent of both the link capacities and the number of TCP flows.

Extensions that allow TCP mice to be considered are outlined in [9, 10] and in [8].
In this case, since the dynamics of TCP mice with different size and/or different start
times are different, each mouse must be described with two differential equations; one
representing the average window evolution, and one describing the workload evolu-
tion. As a consequence, one of the nicest properties of fluid models, the insensitivity of
complexity with respect to the number of TCP flows, is lost.

In [11] a different description of the dynamics of traffic sources is proposed, that ex-
ploits partial differential equations to analyze the asymptotic behavior of a large number
of TCP elephants through a single bottleneck link fed by a RED buffer.
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In [12] we built on the approach in [11], showing that the partial differential equa-
tion description of the source dynamics allows the natural representation of mice as
well as elephants, with no sacrifice in the scalability of the model.

The limiting case of an infinite number of TCP mice is considered in [13], where
it is proved that, even in the case of loads lower than 1, deterministic synchronization
effects may lead to congestion and to packet losses.

When the network workload is composed of a finite number of TCP mice, normally
the link loads (given by the product of the mice arrival rate times the average mice
length) are well below link capacities. In this case, the deterministic nature of fluid
models leads to predict that buffers are always empty, and this fact contradicts the ob-
servations made on real packet networks. This discrepancy is due to the fact that, in
underload conditions, the stochastic nature of the input traffic plays a fundamental role
in the network dynamics, which cannot be captured by the determinism of fluid models.

In [12] we first discussed the possibility of integrating stochastic aspects within fluid
models. We proposed a preliminary solution to the problem, exploiting a hybrid fluid-
Montecarlo approach. In [14] we further investigate the possibilities for the integration
of randomness in fluid models, proposing two additional approaches, which rely on
second-order Gaussian approximations of the stochastic processes driving the network
behavior.

In this paper, we consider the hybrid fluid-Montecarlo approach proposed in [12],
further investigating the impact that different modeling choices can have in different dy-
namic scenarios. We present numerical results to show that the hybrid fluid-Montecarlo
approach is capable of producing reliable performance predictions for networks that
operate far from saturation. In addition, we prove the accuracy and the flexibility of the
modeling approach by considering both static traffic patterns, from which equilibrium
behaviors can be studied, and dynamic traffic conditions, that allow the investigation of
transient dynamics.

2 Fluid Models of IP Networks

In this section we briefly summarize the fluid model presented in [1–3] and the exten-
sion presented in [12].

Consider a network comprising K router output interfaces, equipped with FIFO
buffers, feeding links at rateC (the extension to non-homogeneous data rates is straight-
forward). The network is fed by I classes of TCP elephants; all the elephants within
the same class follow the same route through the network, thus experiencing the same
round-trip time (RTT), and the same average loss probability. At time t = 0 all buffers
are assumed to be empty. Buffers drop packets according to their instant occupancy,
as in drop tail buffers, or their average occupancy, as in RED (Random Early Detec-
tion [15]) active queue management (AQM) schemes.

2.1 Elephant Evolution Equations

In [1–3], simple differential equations were developed to describe the behavior of TCP
elephants over networks of IP routers adopting a RED AQM scheme. We refer to this
original model with the name MGT.
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Consider the ith class of elephants; the temporal evolution of the average window
of TCP sources in the class,Wi(t), is described by the following differential equation:

dWi(t)
dt

=
1

Ri(t)
− Wi(t)

2
λi(t) (1)

where Ri(t) is the average RTT for class i, and λi(t) is the loss indicator rate experi-
enced by TCP flows of class i. The differential equation is obtained by considering the
fact that elephants can be assumed to be always in congestion avoidance (CA) mode,
so that the window dynamics are close to AIMD (Additive Increase, Multiplicative De-
crease). The window increase rate in CA mode is linear, and corresponds to one packet
per RTT. The window decrease rate is proportional to the rate with which congestion in-
dications are received by the source, and each congestion indication implies a reduction
of the window by a factor two.

In [12] we extended the fluid model presented in [1–3]. In our approach, that will
be named PDFM, rather than just describing the average TCP connection behavior, we
try to statistically model the dynamics of the entire population of TCP flows sharing the
same path. This approach leads to systems of partial derivatives differential equations,
and produces more flexible models, which scale independently from the number of TCP
flows.

To begin, consider a fixed number of TCP elephants. We use Pi(w, t) to indicate
the number of elephants of class i whose window is ≤ w at time t. For the sake of
simplicity, we consider just one class of flows, and omit the index i from all variables.
The source dynamics are described by the following equation, for w ≥ 1:

∂P (w, t)
∂t

=
∫ 2w

w

λ(α, t)
∂P (α, t)
∂α

dα− 1
R(t)

∂P (w, t)
∂w

(2)

where λ(w, t) is the loss indication rate. The intuitive explanation of the formula is the
following. The time evolution of the population described by P (w, t) is governed by
two terms: i) the integral accounts for the growth rate of P (w, t) due to the sources
with window between w and 2w that experience losses; ii) the second term describes
the decrease rate of P (w, t) due to sources increasing their window with rate 1/R(t).

2.2 Network Evolution Equations

In both models, Qk(t) denotes the (fluid) level of the packet queue in the kth buffer at
time t; the temporal evolution of the queue level is described by:

dQk(t)
dt

= Ak(t) [1 − pk(t)] −Dk(t) (3)

whereAk(t) represents the fluid arrival rate at the buffer,Dk(t) the departure rate from
the buffer (which equals Ck, provided that Qk(t) > 0), and the function pk(t) rep-
resents the instantaneous loss probability at the buffer, which depends on the packet
discard policy at the buffer. An explicit expression for pk(t) is given in [2] for RED
buffers, while for drop-tail buffers:

pk(t) =
max(0, Ak(t) − C)

Ak(t)
1I{Qk(t)=Bk} (4)
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If Tk(t) denotes the instantaneous delay of buffer k at time t, we can write:

Tk(t) = Qk(t)/Ck

If Fk indicates the set of elephants traversing buffer k, Ai
k(t) and Di

k(t) are re-
spectively the arrival and departure rates at buffer k referred to elephants in class i, so
that:

Ak(t) =
∑
i∈Fk

Ai
k(t)

∫ t+Tk(t)

0

Dk(a) da =
∫ t

0

Ak(a) [1 − pk(t)] da∫ t+Tk(t)

0

Di
k(a) da =

∫ t

0

Ai
k(a) [1 − pk(t)] da

which means that the total amount of fluid arrived up to time t at the buffer leaves the
buffer by time t+ Tk(t), since the buffer is FIFO. By differentiating the last equation:

Di
k(t+ Tk(t))

(
1 +

dTk(t)
dt

)
= Ai

k(t) [1 − pk(t)]

2.3 Source-Network Interactions

Consider the elephants of class i. Let k(h, i) be the h-th buffer traversed by them along
their path Pi of lengthHi. The RTT Ri(t) perceived by elephants of class i satisfies the
following expression:

Ri

⎛⎝t+ gi +
Hi∑
h=1

Tk(h,i)(tk(h,i))

⎞⎠ = gi +
Hi∑
h=1

Tk(h,i)(tk(h,i)) (5)

where gi is the total propagation delay1 experienced by elephants in class i, and tk(h,i)

is the time when the fluid injected at time t by the TCP source reaches the h-th buffer
along its path Pi. We have:

tk(h,i) = tk(h−1,i) + Tk(h−1,i)(tk(h−1,i)) (6)

Now the instantaneous loss probability experienced by elephants in class i, pF
i (t), is

given by:

pF
i (t) = 1 −

Hi∏
h=1

[
1 − pk(h,i)(tk(h,i))

]
1 Equation (5) comprises the propagation delay gi in a single term, as if it were concentrated only

at the last hop. This is just for the sake of easier reading, since the inclusion of the propagation
delay of each hop would introduce just a formal modification in the recursive equation of
tk(h,i).
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By omitting the class index from the notation, the loss rate indicator λ(w, t) in our
PDFM model can be computed as follows:

λ (w, t+R(t)) =
w pF (t)
R(t)

(7)

where w/R(t) is the instantaneous emission rate of TCP sources, and the source win-
dow at time t+ R(t) is used to approximate the window at time t. Intuitively, this loss
model distributes the lost fluid over the entire population, proportionally to the window
size.

Finally, in both models:

Ak(t) =
∑

i

∑
q

riqkD
i
q(t) +

∑
i

eik
Wi(t)
Ri(t)

Ni (8)

where eik = 1 if buffer k is the first buffer traversed by elephants of class i, and 0
otherwise; riqk is derived by the routing matrix, being riqk = 1 if buffer k immediately
follows buffer q along Pi.

2.4 Mice

The extension of fluid models to a finite population of mice was provided only in [12],
thus, here we refer only to the PDFM model.

The model of TCP mice discussed in this section extends the PDFM model reported
in [12], and takes into account the effects of the sources maximum window sizeWmax,
of the TCP fast recovery mechanism which prevents from halving the window more
than once in each round-trip time, of the initial slow-start phase up to the first loss, and
of time-outs.

We assume flow lengths to be exponentially distributed, with average L. Thanks to
the memoryless property of the exponential distribution, we can write:

∂Pnl(w, t)
∂t

= − 1
R(t)

∂Pnl(w, t)
∂w

− 1
R(t)L

∫ w

1

α
∂Pnl(α, t)
∂α

dα

−
∫ w

1

λ(α, t)
∂Pnl(α, t)
∂α

dα+
1
R(t)

Pl(w, t) (9)

∂Pl(w, t)
∂t

=
∫ min(2w,Wmax)

1

λ(α, t)pNTO(α)
∂Pnl(α, t)
∂α

dα

+
∫ min(2w,Wmax)

1

λ(α, t)pNTO(α)
∂Ps(α, t)
∂α

dα

+
∫ Wmax

1

λ(α, t)pTO(α)
∂Pnl(α, t)
∂α

dα

+
∫ Wmax

1

λ(α, t)pTO(α)
∂Ps(α, t)
∂α

dα− 1
R(t)

Pl(w, t) (10)
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∂Ps(w, t)
∂t

= − w

R(t)
∂Ps(w, t)
∂w

− 1
R(t)L

∫ w

1

α
∂Ps(α, t)
∂α

dα

−
∫ w

1

λ(α, t)
∂Ps(α, t)
∂α

dα+ γ(t) (11)

wherePnl(w, t) represents the window distribution of TCP sources in congestion avoid-
ance mode which have not experienced losses in the last round-trip time; Pl(w, t) rep-
resents the windows distribution of TCP sources in congestion avoidance mode which
have experienced losses in the last round-trip time; Ps(w, t) represents the window
distribution of TCP sources in slow-start mode; and Wmax represents the maximum
window size. Finally, pTO(w) = 1 − pNTO(w) = min(1, 3/w) represents the proba-
bility that packet losses induce a time-out of TCP transmitters having window size w,
as proposed in [16].

The left hand side of (9) represents the variation of the number of TCP sources in
congestion avoidance which at time t have window less than w and have not experi-
enced losses in the last round-trip time. The negative terms on the right hand side of the
same equation indicate that this number decreases because of the window growth (first
term), of connection completions (second term), and of losses (third term). The fourth
positive term indicates an increase due to the elapsing of a round trip time after the last
loss.

Similarly, the left hand side of (10) represents the variation of the number of TCP
sources in congestion avoidance which at time t have window less than w and have
experienced losses in the last round-trip time. The positive terms on the right hand
side indicate that this number increases because of losses that either do not induce
or do induce a timeout (respectively, first and second, and third and fourth terms) for
connections that either were in slow-start mode (second and fourth terms) or had not
experienced losses in the last round-trip time (first and third terms). The fifth negative
term indicates a decrease due to the elapsing of a round trip time after the last loss.

Finally, the left hand side of (11) represents the variation of the number of TCP
sources that, at time t, have window less thanw and are in slow-start mode. The negative
terms on the right hand side indicate that this number decreases because of the window
growth (first term), of connection completions (second term), and of losses (third term).
The fourth positive term indicates an increase due to the generation of new connections,
that always open in slow-start mode with window size equal to 1.

We wish to stress the fact that (9)-(11) provide quite a powerful tool for an efficient
representation of TCP mice, since a wide range of distributions (including those incor-
porating long range dependence) can be approximated with a good degree of accuracy
by a mixture of exponential distributions [17].

3 The Role of Randomness

The fluid models presented so far provide a deterministic description of the network
dynamics at the flow level, thus departing from the traditional approach of attempting
a probabilistic description of the network at the packet level by means of stochastic
models, such as continuous-time or discrete-time Markov chains and queueing models.
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Table 1. Correspondence of input parameters and dynamic variables in the original fluid model
and in the transformed model.

Unchanged Multiplied by η

Input g, L N , B, C
parameters p max γ(t, l), γ(t), min th, max th

Dynamic R(t), λ(w, t), p(t), W (t) Q(t), D(t), A(t), P (w, t), Pmax(t)
variables pF (t), T (t), p̄L, w̄(t) PO(w, t), PL(w, t), P (w, t, l), Ps(w, t, l), Ps(w, t)

Deterministic fluid models were proven to correctly represent the asymptotic behavior
of IP networks when the number of active TCP elephants tends to infinity [7]. Indeed,
when considering scenarios with only elephants, randomness, which is completely lost
in fluid models, plays only a minor role, because links tend to be heavily congested, and
the packet loss rate is determined by the load that TCP connections offer in excess of
the link capacity.

Deterministic fluid models also exhibit nice invariant properties, as proven in [5,
18]. In particular, the whole set of equations describing our PDFM model is invariant
under the linear transformation of parameters and variables summarized in Table 1.
The top rows of Table 1 report the transformations which map the original network
parameters into those of the transformed network, being η ∈ IR+ the multiplicative
factor applied to the model parameters. Basically, the transformed network is obtained
from the original network by multiplying by a factor η the number of elephants and
the arrival rate of mice γ, as well as all transmission capacities and buffer dimensions.
Table 1 in the bottom rows also reports the transformations which relate the modeled
behavior of the original network to that of the transformed network. These invariance
properties are extremely interesting, since they suggest that the behavior of very large
systems can be predicted by scaling down network parameters and studying small-scale
systems. This result was confirmed by simulation experiments reported in [5, 18], in
case of heavily congested links.

However, deterministic fluid models are not suitable for the study of network sce-
narios where link capacities are not saturated. In particular, fluid models fail to correctly
predict the behavior of networks loaded by a finite number of TCP mice only. This fact
can be explained by looking at a network with just a single bottleneck link of capacity
C, loaded by TCP mice that open according to a stationary process with rate γ, and
consist of a unidirectional transfer of data with arbitrary distribution and mean size L.
The average utilization ρ of the bottleneck link can be expressed as

ρ =
γ L

C
(12)

Clearly, ρ must be smaller than 1 in order to obtain a stable system behavior. Neglect-
ing pathological behaviors which may appear for particular initial conditions, as shown
in [13], for all values ρ < 1 a deterministic fluid model predicts that the buffer feed-
ing the link is always empty, so that queueing delays and packet loss probabilities are
equal to zero. This is due to the fact that deterministic models consider only the first
moment of the packet arrival process at the buffer, A(t), and of the opening process of
TCP mice, γ(t). By so doing, A(t) remains below the link capacity C, and the buffer
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remains empty. Since the loss probability is zero, no retransmissions are needed, and
the actual traffic intensity on the link converges to the nominal link utilization ρ com-
puted by (12). This prediction is very far from what is observed in either ns-2 simulation
experiments or measurement setups, that show how queuing delays and packet losses
are non-negligible for a wide range of values ρ < 1. This prediction error is essentially
due to the fact that, in underload conditions, randomness plays a fundamental role that
cannot be neglected in the description of the network dynamics. Indeed, randomness
impacts the system behavior at two different levels:

– Randomness at Flow Level is due to the stochastic nature of the arrival and com-
pletion processes of TCP mice. The number of active TCP mice in the network
varies over time, and the offered load changes accordingly.

– Randomness at Packet Level is due to the stochastic nature of the arrival and
departure processes of packets at buffers. In particular, the burstiness of TCP traffic
is responsible for high queueing delays and sporadic buffer overloads, even when
the average link utilization is much smaller than 1.

3.1 The Hybrid Fluid-Montecarlo Approach

The approach we propose to account for randomness consists in transforming the deter-
ministic differential equations of the fluid model into stochastic differential equations,
which are then solved using a Montecarlo approach.

More in detail, we consider two levels of randomness:
– Randomness at Flow Level. The deterministic mice arrival rate γ(t) in (10) is re-

placed by a Poisson counter with average γ(t). The deterministic mice completion
process can be replaced by an inhomogeneous Poisson process whose average at
time t is represented by the sum of the second terms on the right hand side of (9) and
(11). As opposed to the mice arrival process, which is assumed to be exogenous,
the mice completion process depends on the network congestion: when the packet
loss probability increases, the rate at which mice leave the system is reduced.

– Randomness at Packet Level. The workload emitted by TCP sources, rather than
being a continuous deterministic fluid process with rate Wi(t)Ni/Ri(t), can be
taken to be a stochastic point process with the same rate. Previous work in TCP
modeling [19, 20] showed that an effective description of TCP traffic in networks
with high bandwidth-delay product is obtained by means of a batched Poisson pro-
cess in which the batch size is distributed according to the window size of TCP
sources. The intuition behind this result is that, if the transmission time for all
packets in a window is much smaller than the round trip time, packets transmis-
sions are clustered at the beginning of each RTT. This introduces a high correlation
in the inter-arrival times of packets at routers, that cannot be neglected, since it
heavily impacts the buffer behavior. By grouping together all packets sent in a RTT
as a single batch, we are able to capture most of the bursty nature of TCP traffic.
This approach is very well suited to our model, which describes the window size
distribution of TCP sources.

An important observation is that the addition of randomness in the model destroys
the invariance properties described in Section 3. This can be explained very simply by
considering that the loss probability predicted by any analytical model of a finite queue
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with random arrivals (e.g., an M/M/1/B queue) depends on the buffer size, usually in a
non linear way. Instead, according to the transformations of Table 1, the loss probability
should remain the same after scaling the buffer size. In underload conditions, it is clearly
wrong to assume that the packet loss probability does not change with variations in the
buffer size.

4 Results for Mice

In this section we discuss results for network scenarios comprising TCP mice. First, we
investigate the impact of the source emission model in a scenario where only mice are
active. Second, we study the impact of the flow size distribution. Third, we investigate
the invariance properties of the network when mice are present. Finally we study a
dynamic (non-stationary) scenario in which a link is temporarily overloaded by a flash
crowd of new TCP connection requests.

4.1 Impact of the Source Emission Model

Consider a single bottleneck link fed by a drop-tail buffer, with capacity equal to 1000
packets. The link data rate C is 1.0 Gbps, while the propagation delay between TCP
sources and buffer is 30 ms. In order to reproduce a TCP traffic load close to what has
been observed on the Internet, flow sizes are distributed according to a Pareto distribu-
tion with shape parameter equal to 1.2 and scale parameter equal to 4.

Using the algorithm proposed in [17], we approximated the Pareto distribution with
a hyper-exponential distribution of the 9-th order, whose parameters are reported in
Table 2. The resulting average flow length is 20.32 packets. Correspondingly, 9 classes
of TCP mice are considered in our model. The maximum window size is set to 64
packets for all TCP sources. Experiments with loads equal to 0.6, 0.8 and 0.9 were run;
however, for the sake of brevity, we report here only the results for load equal to 0.9.

Fig. 1 compares the queue lengths distributions obtained with ns-2, and with the
stochastic fluid model. While in the model the flow arrival and completion processes
have been randomized according to a non-homogeneous Poisson process (see Section
3.1), different approaches have been tried to model the traffic emitted by sources:

– Poisson: the emitted traffic is a Poisson process with time-varying rate;
– Det-B: the emitted traffic is a batch Poisson process with time-varying rate and

constant batch size, equal to the instantaneous average TCP mice window size;
– Exp-B: the emitted traffic is a batch Poisson process with time-varying rate and

exponential batch size, whose mean is equal to the instantaneous average TCP mice
window size;

– Win-B: the emitted traffic is a batch Poisson process with time-varying rate, in
which the batch size distribution is equal to the instantaneous TCP mice window
size distribution.

The last three approaches were suggested by recent results about the close relation-
ship existing between the burstiness of the traffic generated by mice and their window
size [19].
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Table 2. Parameters of the hyper-exponential distribution approximating the Pareto distribution.

Prob. mean length

7.88 10−1 6.48
1.65 10−1 23.26
3.70 10−2 80.65
8.34 10−3 279.7
1.87 10−3 970.2
4.22 10−4 3376
9.46 10−5 11862
2.10 10−5 43086
4.52 10−6 176198

If we use a Poisson process to model the instants in which packets (or, more pre-
cisely, units of fluid) are emitted by TCP sources, the results generated by the fluid
model cannot match the results obtained with the ns-2 simulator, as can be observed in
Fig. 1. Instead, the performance predictions obtained with the fluid model become quite
accurate when the workload emitted by TCP sources is taken to be a Poisson process
with batch arrivals. The best fitting (confirmed also by several other experiments, not
reported here for lack of space) is obtained for batch size distribution equal to the instan-
taneous TCP mice window size distribution (case Win-B). Note that our proposed class
of fluid models naturally provides the information about the window size distribution,
whereas the MGT model provides only the average window size.

Table 3 reports the average loss probability, the average queue length, and the av-
erage completion time for each class of TCP mice, obtained with ns-2, with the Pois-
son and the Win-B models. The Poisson model significantly underestimates the average
queue length and loss probability, thus producing an optimistic prediction of comple-
tion times. The Win-B model moderately overestimates the average queue length and
loss probability, as pointed out in [19]. However, for very short flows, completion time
predictions obtained with the Win-B model are slightly optimistic; this is mainly due to
the fact that an idealized TCP behavior (in particular, without timeouts) is considered
in the model.

4.2 Impact of the Flow Size

We now discuss the ability of our model to capture the impact on the network behavior
of the flow size variance.

We consider three different scenarios, in which flow lengths are distributed accord-
ing to either an exponential distribution (“Distr.1”), or hyper-exponentials of the second
order (“Distr.2” and “Distr.3”). For all three scenarios, we keep the average flow size
equal to 20.32 (this is the average flow size used in the previous subsection), and we
vary the standard deviation σ. Detailed parameters of our experiments are reported in
Table 4.

Table 5 shows a comparison between the results obtained with the Win-B model and
with ns-2. As in previous experiments, the model moderately overestimates both the
average loss probability and the average queue length. The discrepancies in the average
completion times between model and ns-2 remain within 10%.
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Fig. 2, which reports the queue length distributions obtained by the model in the
three scenarios, emphasizes the significant dependency of the queue behavior on the
flow size variance. This dependency is mainly due to the complex interactions between
the packet level and the flow level dynamics which are due to the TCP protocol.

4.3 Impact of the Link Capacity

Finally, we discuss the effect on performance of the link capacity. The objective of this
last study of networks loaded with TCP mice only is to verify whether the performance
of networks which differ for a multiplicative factor in capacities show some type of
invariance, like in the case of elephants.

More precisely, we wish to determine whether the queue length distribution exhibits
any insensitivity with respect to the bottleneck link capacity, for the same value of the
traffic intensity. This curiosity is motivated by the fact that in many classical queuing
models (e.g. the M/M/1 queue, possibly with batch arrivals) the queue length distribu-
tion depends only on the average load, not on the server speed.

We consider the third scenario (“Distr.3”) of the previous experiment, we fix the
traffic load at 0.9, and we study four different networks, in which the bottleneck capacity
is equal to 10 Mbps, 100 Mbps, 1 Gbps, 10 Gbps, respectively.

The results of the fluid model, depicted in Fig. 3, show that, in general, the queue
length distribution exhibits a dependency on the link capacity. The packet level behav-
ior, indeed, strongly depends on flow level dynamics, which cause a slowly varying
modulation of the arrival rate at the packet level. The flow level dynamics, however, do
not scale up with the capacity of the system, since the random variable which represent
the number of active flows has a coefficient of variation which decreases as we increase
the system capacity (consider, for example, the Poisson distribution of the number of
active flows proposed in [17]).

Nevertheless, when the capacity of the system becomes very large (in the considered
example, greater than 1 Gbps) the dependence of the queue distribution on capacity
tends to vanish, and the queueing behavior becomes indeed independent from the link
capacity. This phenomenon was confirmed by ns-2 simulations.
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Fig. 1. Queue length distribution for single drop tail bottleneck, varying the random process mod-
eling the workload emitted by the TCP sources; comparison with ns-2 simulator.
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Table 3. Average loss probability (ALP), average queue length (AQL) and average completion
times (ACT) in seconds of the nine classes of mice for the setup of Section 4.1.

ALP AQL ACT[s]
0.0932, 0.129, 0.169

Poisson 1.23 10−6 17.61 0.274, 0.613, 1.68
5.48, 19.2, 73.7

0.0991, 0.138, 0.187
win Poisson 1.22 10−4 143.12 0.297, 0.658, 1.92

6.29, 22.4, 95.1
0.104, 0.160, 0.219

ns-2 5.34 10−5 101.63 0.327, 0.661, 1.83
6.10, 21.3, 87.0

Table 4. Parameters of the three flow length distributions.

σ mean length 1 mean length 2

Distr. 1 20.32 20.32 -
Distr. 2 28.89 6.48 80.65
Distr. 3 215.51 6.48 3376.24

This behavior is mainly due to the fact that when the capacity becomes very large,
the coefficient of variation of the number of active flows becomes small. As a conse-
quence, the effects of the flow level dynamics on the network performance tend to be-
come negligible, and the packet-level behavior resembles that of a single server queue
loaded by a stationary Poisson (or batched Poisson) process, for which the queue length
distribution is independent of the server capacity.

To confirm this intuition, we solved the fluid model by eliminating the randomness
at the flow level (i.e., in the flow arrival and departure processes), and we observed that
the dependency on the capacity disappears.

We would like to remark, however, that the flow length distribution plays a major
role in determining the system capacity above which the queue length distribution no
longer depends on the system capacity – the invariance phenomenon appears at higher
data rates when the variance of the flow length distribution increases.

4.4 Flash Crowd Scenario

We now study a non-stationary traffic scenario, in which a network section is temporar-
ily overloaded by a flash crowd of new TCP connection requests.

Consider a series of two links at 100 Mb/s, as shown in Figure 4. The first link is
fed by a drop-tail buffer, while the second link is fed by a RED buffer. Both buffers
can store up to 320 packets. As shown in Figure 4, three classes of TCP mice traverse
this network section. Mice of class 1 traverse only the first link, mice of class 2 traverse
only the second link, and mice of class 3 traverse both links. The length of mice in all
three classes is geometrically distributed with mean 50 packets. Mice of classes 1 and
3 offer a stationary load equal to 45 and 50 Mb/s, respectively. Mice of class 2 offer a
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time-varying load that follows the profile shown in Figure 5, and determine a temporary
overload of the second queue between t1 = 50 s and t2 = 95 s.

Figures 6 and 8 report, respectively, the queue lengths and the source window sizes
versus time, averaging values obtained during intervals of duration 1 s for a better rep-
resentation. For the sake of comparison, Figures 7 and 9 report the same performance
indices obtained with ns-2. First of all, it is necessary to emphasize the fact that the
reported curves refer to sample paths of the stochastic processes corresponding to the
network dynamics, not to averages or moments of higher order; thus, the curves are the
result of particular values taken by the random variables at play, and the comparison
between the ns-2 and the model results requires a great amount of care. In spite of this
fact, we can observe a fairly good agreement between the ns-2 and the model predic-
tions. For example, in both cases it is possible to see that congestion arises at the second
queue as soon as the offered load approaches 1, i.e., around t = 50 s. After a while,
congestion propagates back to the first queue, due to retransmissions of mice of class 3,
which cross both queues. At time t = 100 s, when the offered load at the second buffer
decreases below 1, congestion ends at the second queue, but persists until t = 160 s at
the first queue, due to the large number of active mice of class 3.
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Fig. 4. Network topology of the flash crowd
scenario.
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Fig. 5. Temporal evolution of the load pro-
duced by the flash crowd.
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Table 5. Average loss probability (ALP), average queue length (AQL) and average completion
times (ACT) in seconds of the different classes of mice for the setup of Section 4.2, having
introduced random elements.

ALP AQL ACT[s]

Distr. 1 (model) 0.0 63.9 0.131
Distr. 1 (ns) 0.0 40.9 0.128

Distr. 2 (model) 4.01 10−5 123 0.0985, 0.185
Distr. 2 (ns) 9.00 10−6 98.0 0.0878, 0.191

Distr. 3 (model) 3.29 10−4 167 0.0999, 2.01
Distr.3 (ns) 1.23 10−4 142 0.0915, 1.85

For the sake of comparison, in this case we also show in Figure 10 the predictions
generated by the fully deterministic fluid model. The fact that in this case the network
becomes overloaded allows the deterministic fluid model to correctly predict conges-
tion. However, the deterministic fluid model predicts a behavior at the first queue after
the end of the overload period which is different from ns-2 observations. Indeed, the
fluid model predicts a persistent congestion for the first queue, which gets trapped into
a “spurious” equilibrium point. This phenomenon is not completely surprising, and con-
firms the results presented in [13], where it was recently proved that asymptotic mean
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field models of networks loaded by a large number of short-lived TCP flows may ex-
hibit permanent congestion behaviors also when the load is less than 1. The existence
of two equilibrium points at loads close to 1, one stable and the other unstable, was also
described in [21]. This pseudo-chaotic dynamics of deterministic fluid models reflects
a behavior that can be observed in ns-2 simulations. See for example the ns-2 sample
path reported in Figure 11, for the same scenario. In this case congestion at the first
queue persists for a very long time, until random fluctuations bring down the system to
the stable operating point.

5 Conclusions

In this paper we have defined a class of fluid models that allows reliable performance
predictions to be computed for large IP networks loaded by TCP mice and elephants,
and we have proved the accuracy and the flexibility of such models under static and
dynamic traffic scenarios comprising just mice.

The choice of traffic patterns comprising just mice in the model validation is due
to the fact that the effectiveness of fluid models in the performance analysis of IP net-
works loaded by just elephants or by mixes of elephants and mice was already proved
in previous works. The key characteristic of traffic patterns comprising elephants that
makes them suitable to a fluid analysis lies in the fact that elephants (being modeled as
infinite-length flows) bring the utilization of (some) network elements close to satura-
tion, so that performance can be studied with a set of deterministic differential equations
defining the fluid model of the system.

On the contrary, traffic patterns comprising just mice, induce a fixed load on the
network elements, which normally remain well below their saturation point. This is
what actually happens in the Internet today (because elephants may be large, possibly
huge, but cannot be of infinite size), so that defining fluid models that can cope with
this situation is of great relevance.

The fact that network elements are far from saturation, makes the standard deter-
ministic fluid models useless for performance analysis, because they predict all buffers
to be deterministically empty, and all queuing delays to be deterministically zero. This
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is not what we experience and measure from the Internet. The reason for this discrep-
ancy lies in the stochastic nature of traffic, which is present on the Internet, but is not
reflected by the standard deterministic fluid models.

The fluid model paradigm that we defined in this paper is capable of accounting
for randomness in traffic, at both the flow and the packet levels, and can thus produce
reliable performance predictions for networks that operate far from saturation.

The accuracy and the flexibility of the modeling paradigm was proved by consid-
ering both static traffic patterns, from which equilibrium behaviors can be studied, and
dynamic traffic conditions, that allow the investigation of transient dynamics.
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Abstract. Network calculus has successfully been applied to derive ser-
vice guarantees for per-flow Integrated Services networks. Recent ex-
tensions also allow providing performance bounds for aggregate-based
Differentiated Services domains, but with a significant increase in com-
plexity. Further on, a number of issues still remain unsolved or are not
well understood yet.
Founded on convolution and de-convolution, network calculus obeys a
strong analogy to system theory. However, system theory has been ex-
tended beyond the time domain, applying the Fourier transform and al-
lowing for an efficient analysis in the frequency domain. A corresponding
dual domain for network calculus has not been elaborated, so far.
In this paper we show that in analogy to system theory such a dual
domain for network calculus is given by the Legendre transform. We
provide solutions for dual operations and show that min-plus convolution
and de-convolution become simple addition and subtraction in Legendre
space. Finally we address an aggregate scheduling example, where the
Legendre transform allows deriving a new, explicit, and clear solution.

1 Introduction

Network calculus [4, 13] is a theory of deterministic queuing systems that allows
analyzing various fields in computer networking. Being a powerful and elegant
theory, network calculus obeys a number of analogies to classical system theory,
however, under a min-plus algebra, where addition becomes computation of the
minimum and multiplication becomes addition [13].

System theory applies a characterization of systems by their response to the
Dirac impulse, which constitutes the neutral element. A system is considered to
be linear, if a constantly scaled input signal results in a corresponding scaling of
the output signal and, if the sum of two input signals results in the sum of the
two output signals that correspond to the individual input signals. The output of
a system can be efficiently computed by convolution of the input signal and the
system’s impulse response and the concatenation of independent systems can be
expressed by convolution of the individual systems’ impulse responses.
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Network calculus relates very much to the above properties of system theory,
while being based on the calculus for network delay presented in [6, 7] and on
Generalized Processor Sharing in [20, 21]. The neutral element of network cal-
culus is the burst function and systems are described by their burst response.
Min-plus linearity is fulfilled, if the addition of a constant to the input signal
results in an addition of the same constant to the output signal and, if the mini-
mum of two input signals results in the minimum of the two output signals that
correspond to the individual input signals. The output of a system is given as
the min-plus convolution respective de-convolution of the input signal and the
system’s burst response and the concatenation of independent systems can be
described by min-plus convolution of the individual burst responses. Extensions
and a comprehensive overview on current Network Calculus are given in [4, 13].

Yet, system theory provides another practical domain for analysis applying
the Fourier transform, which is particularly convenient due to its clearness and
because the convolution integral becomes a simple multiplication in the Fourier
domain. Besides fast algorithms for Fourier transformation exist.

A corresponding domain in network calculus has, however, not been elabo-
rated in depth so far. In [18] it is shown that the backlog bound at a constant
rate server is equal to the Legendre respective Fenchel transform [1, 2, 23] of the
input. A similar concept is used in [12], where the output of a network element
is computed in the Legendre domain. Related theories are, however, far more
developed in the field of morphological signal processing [9, 17], where the slope
transform has been successfully applied. Yet, it can be shown that the Legendre
transform provides the basis for a new and comprehensive theory, which con-
stitutes a dual approach to network calculus, where min-plus convolution and
de-convolution become simple addition and subtraction. The evolved framework
can be efficiently applied to a variety of problems including computationally
complex procdures, like for example service curve based routing [22]. As for the
Fourier transform, fast algorithms for the Legendre transform exist [16].

The remainder of this paper is organized as follows: First, section 2 briefly
summarizes some essential elements of network calculus, including arrival curves
for input and output as well as service curves. Then, section 3 introduces the
Legendre transform respective convex and concave conjugates and related prop-
erties, especially min-plus convolution and de-convolution. In section 4 the de-
rived theory is applied to the elements of network calculus described in section 2.
Section 5 provides an example application to First-In First-Out (FIFO) aggre-
gate scheduling networks, where the Legendre transform allows for a clear and
efficient analysis. Section 6 concludes the paper.

2 Elements of Network Calculus

The foundations of network calculus are min-plus convolution and de-convo-
lution. Furthermore, in context of network calculus arrival and service curves
play an important role. Arrival curves constitute upper bounds on the input
and output of network elements, while service curves represent lower bounds
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on the service offered by network elements. Networks are usually comprised of
more than one network element and a network service is generally composed of
a concatenation of the services of the individual network elements. This section
provides the formal definitions for min-plus convolution and de-convolution, for
arrival and service curves, and the computation rules for concatenated service
curves and single server output bounds, which will be used in the remainder of
this paper.

Definition 1 (Min-plus Convolution). The min-plus convolution is defined
in (1).

(f ⊗ g)(t) = inf
u

[f(t− u) + g(u)] (1)

Definition 2 (Min-plus De-convolution). The min-plus de-convolution is
defined in (2).

(f � g)(t) = sup
u

[f(t+ u) − g(u)] (2)

Note that convolution is commutative, however, de-convolution is not.

2.1 Arrival Curves

Flows or aggregates of flows can be described by arrival functions F (t) that
are given as the cumulated number of bits seen in an interval [0, t]. Arrival
curves α(t) are defined to give upper bounds on the arrival functions, where
α(t2 − t1) ≥ F (t2) − F (t1) for all t2 ≥ t1 ≥ 0.

A typical constraint for incoming flows is given by the leaky bucket algorithm,
which allows for bursts of size b and a defined sustainable rate r.

Definition 3 (Leaky Bucket Arrival Curve). The arrival curve that is en-
forced by a leaky bucket is defined in (3) for t ≥ 0.

α(t) =

{
0 t = 0
b+ r · t t > 0

(3)

2.2 Service Curves

The service that is offered by the scheduler on an outgoing link can be charac-
terized by a minimum service curve, denoted by β(t). A network element with
input arrival function F (t) and output arrival function F ′(t) is said to offer the
service curve β(t) if at least one time instance s exists for all t with t ≥ s ≥ 0
for which F ′(t) − F (s) ≥ β(t− s) holds.

A special type of service curve is the rate-latency type that is given by (4)
with a rate R and a latency T .

Definition 4 (Rate-Latency Service Curve). In (4) the rate-latency service
curve is defined for t ≥ 0, where [. . . ]+ is zero if the argument is negative.

β(t) = R · [t− T ]+ (4)
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2.3 Concatenation

Networks are usually comprised of more than one network element and a network
service is generally composed of a series of individual network element services.
The service curve of a concatenation of service elements can be efficiently de-
scribed by min-plus convolution of the individual service curves.

Theorem 1 (Concatenation). The service curve β(t) of the concatenation of
n service elements with service curves βi(t) is given in (5).

β(t) =
n⊗

i=1

βi(t) (5)

The corresponding proof can be found for example in [4, 13].

2.4 Output Bounds

Bounds on the output from a service element can be derived to be the min-plus
de-convolution of the bound on the input and the corresponding service curve.

Theorem 2 (Output Bound). Consider a service element β(t) with input
that is bounded by α(t). A bound on the output α′(t) is given in (6).

α′(t) = α(t) � β(t) (6)

The proof can be found for example in [4, 13].

3 The Legendre Transform

In this section we show the existence of eigenfunctions in classical and in particu-
lar in min-plus system theory. The corresponding eigenvalues immediately yield
the Fourier respective Legendre transform. Following the definition of convex
and concave conjugates, the two major operations of network calculus, min-plus
convolution and de-convolution, are derived in the Legendre domain and finally
a list of properties of the Legendre transform is provided.

3.1 Eigenfunctions and Eigenvalues

The output h(t) of a linear time-invariant system with impulse response g(t) and
input f(t) is given by the convolution integral in (7).

h(t) = f(t) ∗ g(t) =
∫ +∞

−∞
f(t− u)g(u)du (7)

Definition 5 (Eigenfunctions and Eigenvalues). Consider a linear operator
A on a function space. The function f(t) is an eigenfunction for A, if (8) holds,
where λ is the associated eigenvalue.

A[f(t)] = f(t) · λ (8)
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The functions f(t) = ej2πst are eigenfunctions for the convolution integral as
shown in (9).

ej2πst ∗ g(t) =
∫ +∞

−∞
ej2πs(t−u)g(u)du = ej2πst ·G(s) (9)

With G(s) according to (10) the Fourier transformation is given.

G(s) =
∫ +∞

−∞
e−j2πsug(u)du (10)

In analogy, network calculus applies min-plus convolution to derive lower bounds
on the output of network elements, respective min-plus de-convolution to derive
upper bounds. For explanatory reasons the following derivation is made applying
min-plus de-convolution given in Definition 2. Equation (2) provides an upper
bound on the output of a network element with burst response g(t) and upper
bounded input f(t). Regarding the eigenfunctions for operators in the min-plus
domain we need to take the change from multiplication to addition into account,
that is an eigenfunction in the min-plus domain is defined by A[f(t)] = f(t)+λ.
Consequently, eigenfunctions with regard to min-plus de-convolution are the
affine functions b + s · t according to (11).

(b + s · t) � g(t) = sup
u

[b+ s · (t+ u) − g(u)] = b+ s · t+G(s) (11)

With G(s) defined by (12) the Legendre transform is derived.

G(s) = sup
u

[s · u− g(u)] (12)

Note that (12) is the Legendre transform respective convex conjugate that ap-
plies for convex functions g(t).

3.2 Convex and Concave Conjugates

Before providing further details on the Legendre transform, convexity and con-
cavity are defined as follows:

Definition 6 (Convexity). A function f(t) is convex, if (13) holds for all u
with 0 ≤ u ≤ 1.

f(u · s+ (1 − u) · t) ≤ u · f(s) + (1 − u) · f(t) (13)

Definition 7 (Concavity). A function g(t) is concave, if (14) holds for all u
with 0 ≤ u ≤ 1.

g(u · s+ (1 − u) · t) ≥ u · g(s) + (1 − u) · g(t) (14)
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If f(t) = −g(t) is convex then g(t) is concave. The sum of two convex or two con-
cave functions is convex respective concave. If the domain of a convex or concave
function is smaller than R, the function can be extended to R while retaining its
property by setting it to +∞ respective −∞ where it is undefined [23].

The Legendre transform is defined independently for convex and concave
functions. Details can be found in [23]. Further on, set-valued extensions ex-
ist that allow transforming arbitrary functions [9, 17], which are, however, not
used here. Let L denote the Legendre transform in general, where we for clarity
distinguish between convex conjugates L and concave conjugates L.

Definition 8 (Convex Conjugate). The convex conjugate is defined in (15).

F (s) = L(f(t))(s) = sup
t

[s · t− f(t)] (15)

Definition 9 (Concave Conjugate). The concave conjugate is defined in (16).

G(s) = L(g(t))(s) = inf
t

[s · t− g(t)] (16)

If f(t) = −g(t) is convex then L(g(t))(s) = −L(f(t))(−s) holds.

3.3 Min-plus Convolution and De-convolution

The foundation of network calculus are min-plus convolution and de-convolution,
for which corresponding operations in the Legendre domain are derived here.

Theorem 3 (Min-plus Convolution in the Legendre Domain). The min-
plus convolution of two convex functions f(t) and g(t) in the time domain be-
comes an addition in the Legendre domain, as already reported in [1, 23].

Proof 1 (Proof of Theorem 3). The min-plus convolution of two convex
functions is convex [13](pp. 136-137). Thus (17) can be immediately set up.

L((f ⊗ g)(t))(s) = sup
t

[s · t− inf
u

[f(t− u) + g(u)]]

= sup
t

[s · t+ sup
u

[−f(t− u) − g(u)]]
= sup

u
[sup

t
[s · (t− u) − f(t− u)] + s · u− g(u)]

= sup
u

[L(f(t))(s) + s · u− g(u)]

= L(f(t))(s) + sup
u

[s · u− g(u)]

= L(f(t))(s) + L(g(t))(s)

(17)

Thus, Theorem 3 holds. �

Theorem 4 (Min-plus De-convolution in the Legendre Domain). The
min-plus de-convolution of a concave function f(t) and a convex function g(t)
in the time domain becomes a subtraction in the Legendre domain.
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Lemma 1 (Concavity of the Min-plus De-convolution). The min-plus
de-convolution of a concave function f(t) and a convex function g(t) is concave.

Proof 2 (Proof of Lemma 1). The proof is a variation of a proof provided
in [13], where it is shown that the min-plus convolution of two convex functions
is convex. For reasons of brevity we refer to [13](p. 137) for further details. Define
S−f(t) and Sg(−t) in (18) to be the epigraphy of −f(t) and g(−t).

S−f(t) = {(t, η) ∈ R2|−f(t) ≤ η}
Sg(−t) = {(t, ϑ) ∈ R2|g(−t) ≤ ϑ} (18)

Since −f(t) and g(−t) are both convex, the corresponding epigraphy in (18) as
well as the sum S = S−f(t) + Sg(−t) in (19) are also convex [13, 23].

S = {(r + s, η + ϑ)|(r, η) ∈ R2, (s, ϑ) ∈ R2,−f(r) ≤ η, g(−s) ≤ ϑ} (19)

Substitution of r + s by t, s by −u, and η + ϑ by ξ yields (20).

S = {(t, ξ) ∈ R2|(−u, ϑ) ∈ R2,−f(t+ u) ≤ ξ − ϑ, g(u) ≤ ϑ} (20)

Since S is convex, h(t) = inf{ξ ∈ R|(t, ξ) ∈ S} is also convex [23].

h(t) = inf{ξ ∈ R|(u, ϑ) ∈ R2,−f(t+ u) ≤ ξ − ϑ, g(u) ≤ ϑ}
= inf{ξ ∈ R|u ∈ R,−f(t+ u) + g(u) ≤ ξ}
= inf

u
{−f(t+ u) + g(u)}

(21)

From (21) it follows that (f � g)(t) = supu[f(t+ u) − g(u)] is concave. �

Proof 3 (Proof of Theorem 4). With Lemma 1 we can set up (22).

L((f � g)(t))(s) = inf
t

[s · t− sup
u

[f(t+ u) − g(u)]]
= inf

t
[s · t+ inf

u
[−f(t+ u) + g(u)]]

= inf
u

[inf
t

[s · (t+ u) − f(t+ u)] + g(u) − s · u]
= inf

u
[L(f(t))(s) + g(u) − s · u]

= L(f(t))(s) − sup
u

[s · u− g(u)]
= L(f(t))(s) − L(g(t))(s)

(22)

Thus, Theorem 4 holds. �

3.4 Properties of the Legendre Transform

The Legendre transform exhibits a number of useful properties of which Table 1
lists the most relevant ones. More details can be found in [23].

The Legendre transform is self-dual, that is it is its own inverse. More pre-
cisely L(L(f))(t) = (clf)(t), where (clf)(t) is the closure of f(t) that is defined to
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Table 1. Properties of the Legendre Transform.

Time Domain Legendre Domain

f(t) F (s) = L(f(t))(s)

f(t) = L(F (s))(t) F (s)

f(t), convex F (s) = L(f(t))(s) = supt[s · t − f(t)], convex

f(t), concave F (s) = L(f(t))(s) = inft[s · t − f(t)], concave

f(t) + c F (s) − c

f(t) · c F (s/c) · c
f(t) + t · c F (s − c)

f(t + c) F (s) − s · c
f(t · c) F (s/c)

f(t) = g(t)⊗ h(t), g convex, h convex F (s) = G(s) + H(s), G convex, H convex

f(t) = g(t)� h(t), g concave, h convex F (s) = G(s) − H(s), G concave, H convex

be (clf)(t) = lim infs→tf(s) for convex functions and (clf)(t) = lim sups→tf(s)
for concave functions. Thus, if f(t) is convex then (clf)(t) ≤ f(t) and if f(t) is
concave then (clf)(t) ≥ f(t). If (clf)(t) = f(t) then f(t) is said to be closed.

Further on, the Legendre transform of a convex function is a closed convex
function, respective the Legendre transform of a concave function is a closed
concave function.

4 Network Calculus in the Legendre Domain

After the introduction of concave and convex conjugates and of the dual min-
plus operations in the Legendre domain we can derive the dual operations to
the network calculus concatenation theorem and output theorem. However, the
prerequisite for application of the Legendre domain network calculus is a trans-
formation of arrival and service curves into this domain, which will be presented
first. Each of the following sub-sections presents the dual element in the Legen-
dre domain that corresponds to the element of network calculus presented in the
pertaining sub-section of section 2.

4.1 Arrival Curves

According to Definition 3 arrival curves of leaky-bucket type are concave and
defined for t ≥ 0. We apply the concave extension described in section 3.2 by
setting α(t) = −∞ for t < 0. Then we can derive the concave conjugate of a
leaky-bucket arrival curve according to Corollary 1.

Corollary 1 (Conjugate Leaky Bucket Arrival Curve). The concave con-
jugate of the leaky bucket constraint given in Definition 3 can be computed ac-
cording to (16) and is given in (23).

A(s) = inf
t

[s · t− α(t)] =

{
−∞ s < r

−b s ≥ r (23)
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In [15] the burstiness curve is defined to be the maximal backlog at a constant
rate server with rate s and input α(t), whereby it has been pointed out in [18]
that the burstiness curve is actually the Legendre transform −L(α(t))(s). Thus,
we obtain a very clear interpretation of A(s).

4.2 Service Curves

The rate-latency service curve according to Definition 4 is convex and defined
for t ≥ 0. The convex extension described in section 3.2 allows setting the curve
to +∞ for t < 0. However, in this context it is more meaningful to set the service
curve to zero for t < 0 which also results in a convex function.

Corollary 2 (Conjugate Rate-Latency Service Curve). The convex con-
jugate of the rate-latency service curve given in Definition 4 can be computed
based on (15) and follows immediately according to (24).

B(s) = sup
t

[s · t− β(t)] =

⎧⎪⎨⎪⎩
+∞ s < 0
s · T s ≥ 0, s ≤ R
+∞ s > R

(24)

The conjugate B(s) of the service curve β(t) can be interpreted as the backlog
bound that holds, if a constant bit rate stream with rate s is input to the
respective network element.

4.3 Concatenation

The concatenation of service elements, can be represented by min-plus convolu-
tion of the individual service curves according to Theorem 1. With Theorem 3
we can immediately formulate the following corollary.

Corollary 3 (Conjugate Concatenation). In (25) the conjugate service curve
B(s) of the concatenation of n service elements with convex service curves βi(t)
is given as the sum of the individual conjugate service curves Bi(s).

B(s) =
n∑

i=1

Bi(s) (25)

Since L(L(β))(t) = L(B(s))(t) = (clβ)(t) ≤ β(t) we find that L(B(s))(t) is
generally a valid service curve.

Here, we provide an example for the concatenation of rate-latency service ele-
ments. Consider n service elements in series with service curves βi(t) = Ri · [t−
Ti]+ for all t. The corresponding conjugates are Bi(s) = s ·Ti for 0 ≤ s ≤ Ri and
+∞ else. The sum is B(s) = s·∑i Ti for 0 ≤ s ≤ mini[Ri] and +∞ else. Deriving
the convex conjugate of B(s) we find L(B(s))(t) = mini[Ri] · [t −

∑
i Ti]+. The

same service curve can be found by min-plus convolution in the time domain.
The result is exact since (clβ)(t) = β(t).
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4.4 Output Bounds

For the output bound defined in Theorem 2 we can formulate the following
corollary by applying Theorem 4.

Corollary 4 (Conjugate Output Bound). The conjugate output bound A′(s)
for service elements with a convex service curve β(t) and a conjugate service
curve B(s) and constrained input with a concave arrival curve α(t) and a con-
jugate input bound A(s) is provided in (26).

A′(s) = A(s) −B(s) (26)

Since L(L(α′))(t) = L(A′(s))(t) = (clα′)(t) ≥ α(t) we find that L(A′(s))(t) is
generally a valid output arrival curve.

As an example consider the output bound that can be derived for a rate-latency
service element with service curve β(t) = R · [t− T ]+ for all t and leaky bucket
constrained input with arrival curve α(t) = b+ r · t for t ≥ 0, zero for t = 0 and
−∞ for t < 0. The respective conjugates are B(s) = s ·T for 0 ≤ s ≤ R and +∞
else and A(s) = −b for s ≥ r and −∞ else. The difference is A′(s) = −b− s · T
for r ≤ s ≤ R and −∞ else. The result is concave according to Lemma 1 and the
concave conjugate of A′(s) becomes L(A′(s))(t) = b+ r · (t+ T ) for t ≥ −T and
L(A′(s))(t) = b+R · (t+T ) for t < −T . The result is well known for t ≥ 0 from
min-plus de-convolution in the time domain. Further on, it is shown in [13](pp.
148-149) that the result of min-plus de-convolution is also valid for t < 0, where
this part is, however, usually truncated. Note that the truncation impacts the
concave conjugate. It is required for interpretation of the conjugate as a backlog
bound. Again our solution is exact since (clα′)(t) = α′(t).

5 Application to FIFO Aggregate Scheduling

So far we have shown that basic network calculus operations can be realized effi-
ciently in the Legendre domain. However, there are fields of application where the
dual approach allows deriving closed form solutions, for which a clear correspon-
dence in the time domain does not exist. One example are output constraints
that can be derived based on the FIFO aggregate scheduling theorem in [8, 13].

Aggregate scheduling is applied in the recent Differentiated Services architec-
ture [3] to achieve scalability. In this context traffic shaping has been proposed
to reduce the interference created by multiplexing [19].

5.1 Network Calculus for FIFO Aggregate Scheduling

Network calculus offers a parameterized per-flow service curve for FIFO aggre-
gate scheduling, however, the optimal parameter setting depends on the arrival
curves of all interfering flows as well as on the input arrival curve of the flow of
interest. It has so far been solved explicitly only for a small number of scenar-
ios [5, 10, 11, 13, 14], whereas a general output bound with an input independent
parameter setting can be derived by applying the Legendre transform.

Theorem 5 (FIFO Aggregate Scheduling). Consider a network element
with service curve β(t) that serves two flows or aggregates of flows 1 and 2 in
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FIFO order. Assume that the flow or aggregate 2 is constrained by the arrival
curve α2(t). Then, the service element offers a family of service curves βθ(t)
according to (27) with parameter θ ≥ 0 to flow 1 only. Let 1t>θ be one for t > θ
and zero otherwise. A proof is provided in [13](pp. 214-215).

βθ(t) = [β(t) − α2(t− θ)]+ · 1t>θ (27)

From Theorem 5 it cannot be concluded that supθ[βθ(t)] is a service curve.
However, since any output bound that can be derived for any θ ≥ 0 holds, the
following corollary can be deduced [13](pp. 215-216).

Corollary 5 (Output Bound). Consider a flow or aggregate of flows 1 that
is constrained by α1(t) and that is scheduled by a network element with service
curves βθ(t) according to Theorem 5. Then, the tightest output constraint α′1(t)
that can be derived from (27) is given in (28).

α′1(t) = inf
θ≥0

[α1(t) � βθ(t)] (28)

Equation (28) is an infimum of a supremum which depends on the input arrival
curve α1(t). This dependance makes the problem hard, however, it can be effi-
ciently eliminated in the Legendre domain. Since βθ(t) is not necessarily convex
we need the following definition and properties of the hull.

Definition 10 (Convex and Concave Hull). The convex hull (cl(convf))(t)
of an arbitrary function f(t) is the greatest closed convex function majorized by
f(t). It can be seen as the pointwise supremum on all affine functions majorized
by f(t) such that (cl(convf))(t) = supb,r{b + r · t : (∀s : b + r · s ≤ f(s))}, thus
(cl(convf))(t) ≤ f(t). For the convex conjugates L(f(t))(s) = L(cl(convf)(t))(s)
holds [23]. The concave hull follows as (cl(concf))(t) = infb,r{b+ r · t : (∀s : b+
r · s ≥ f(s))}, where (cl(concf))(t) ≥ f(t) and L(f(t))(s) = L(cl(concf)(t))(s).

Theorem 6 (Conjugate Output Bound). A conjugate output bound A′
1(s)

of a network element with service curves βθ(t) according to Theorem 5, conjugate
service curves Bθ(s), input arrival curve α1(t), and conjugate input bound A1(s)
is given in (29).

A′
1(s) = cl(conc(A1 − inf

θ≥0
[Bθ]))(s) (29)

Note that we do not require concavity of α1(t) respective convexity of βθ(t).

Proof 4 (Proof of Theorem 6). Based on (28) we can derive (30).

inf
θ≥0

[α1(t) � βθ(t)] ≤ inf
θ≥0

[L(L(cl(concα1)(t) � cl(convβθ)(t))(s))(t)]

= inf
θ≥0

[inf
s

[s · t− (A1(s) −Bθ(s))]]

= L(A1(s) − inf
θ≥0

[Bθ(s)])(t)

(30)

Legendre transform of (30) and L(L(f(t))) = cl(concf)(t) proves Theorem 6. �
The hull of an arbitrary arrival or service curve is generally a valid arrival re-
spective service curve, since (cl(concα))(t) ≥ α(t) and (cl(convβ))(t) ≤ β(t) for
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all t. Note that similar rules do not apply in the Legendre domain. Further on,
there exist no f(t) such that L(f(t))(s) is non-convex respective non-concave.
Thus, we cannot conclude that infθ≥0[Bθ(s)] respective L(infθ≥0[Bθ(s)])(t) is a
service curve. Nevertheless, a solution for the multiple node case follows easily.

Corollary 6 (Concatenation). A conjugate output bound A′
1(s) of n ser-

vice curves βi,θi(t) according to Theorem 5 in series, conjugate service curves
Bi,θi(s), input arrival curve α1(t), and conjugate input bound A1(s) is given
in (31).

A′
1(s) = cl

(
conc

(
A1 −

n∑
i=1

inf
θi≥0

[Bi,θi ]
))

(s) (31)

The proof follows in the same manner as Corollary 5 and Proof 4, where βθ(t)
is replaced by

⊗n
i=1 βi,θi(t) respective Bθ(t) by

∑n
i=1 Bi,θi(t) and the infimum

is taken over all θi ≥ 0 for i = 1 . . . n.
A typical Differentiated Services scenario is used here as an example applica-

tion of Theorem 6. Consider a FIFO rate-latency network element that schedules
a flow of interest with index 1 that is interfered by an aggregate of flows with
index 2, where we are interested in the service offered to flow 1 only. Assume
that the interfering flows are each constrained by a single leaky bucket. Further
on, assume that the peak rate of the interfering flows is bound either by traffic
shaping or by the maximum rate of incoming links. Due to the minimum granu-
larity of data packets a burst size that corresponds to the maximum packet size
remains for each input interface. The aggregate arrival curve α2(t) can be derived
to be a piecewise linear, concave, and increasing function that can be described
by multiple leaky buckets [11]. A slightly modified version of α2(t) that consists
of n + 1 linear pieces according to (32) is used here, where ρ02 ≥ −∑n

i=1 ρ
i
2,

ρi
2 < 0 for i = 1 . . . n, t02 = 0 and ti2 > t

i−1
2 for i = 1 . . . n. An example for n = 2

is given in Figure 1.

α2(t) = b2 +
n∑

i=0

ρi
2 · [t− ti2]+ (32)

The flow 1 service curve βθ(t) is given in (33) for β(t) = R · [t− T ]+.

βθ(t) = [R · [t− T ]+ − b2 −
n∑

i=0

ρi
2 · [t− θ − ti2]+]+ · 1t>θ (33)

The convex conjugate Bθ(s) is derived in (34) for 0 ≤ s ≤ R−∑n
i=0 r

i
2. It is +∞

otherwise. Note that we substitute t′ = t− θ and omit two [. . . ]+ conditions.

Bθ(s) = sup[sup
t≤θ

[s · t], sup
t>θ

[s · t− βθ(t)]]

= sup[s · θ, s · θ + b2 −R · (θ − T ) + sup
t′>0

[(s−R) · t′ +
n∑

i=0

ρi
2 · [t′ − ti2]+]]

= sup[s · θ, s · θ + b2−R · (θ− T ) +
n−1∑
i=0

(ti+1
2 − ti2) · [s+

i∑
j=0

ρj
2 −R]+] (34)
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Fig. 1. Arrival Curve of Interfering Flows α2(t).

The first term in the supremum in (34) increases or remains constant if θ in-
creases, whereas the second term decreases. Thus, the infθ≥0[Bθ(s)] is found for
equality of both terms. From this condition (35) follows immediately.

θ = T +
b2
R

+

∑n−1
i=0 (ti+1

2 − ti2) · [s+
∑i

j=0 ρ
j
2 −R]+

R
(35)

Substitution of θ according to (35) in (34) and definition of ri2 =
∑i

j=0 ρ
j
2 and

τ i
2 = ti+1

2 − ti2 yields (36) for 0 ≤ s < R− rn2 . Bθ(s) is +∞ otherwise.

inf
θ≥0

[Bθ(s)] = s ·
(
T +

b2
R

+
∑n−1

i=0 τ
i
2 · [s+ ri2 −R]+

R

)
(36)

Since Bθ(s) can be regarded as a backlog bound for a constant bit rate input
with rate s, we can provide an intuitive explanation of the three terms in (36):

– During the worst-case latency of the rate-latency service element T at most
s · T bits of the input flow 1 can be backlogged.

– The interfering aggregate’s burst size b2 if served with rate R results in an
additional latency of b2/R during which at most s · b2/R bits of the input
flow 1 can be backlogged.

– During time intervals τ i
2 where the input rate exceeds the output rate the

excess traffic is stored. Serving this excess traffic with rate R results in an
additional latency τ i

2 ·(s+ri2−R)/R during which at most s·τ i
2 ·(s+ri2−R)/R

bits of the input flow 1 can be backlogged. Note that we find a quadratic
dependance of the flow 1 backlog on the flow 1 input rate s if the sum of the
input rates s+ ri2 exceeds the output rate R.

5.2 Numerical Example

An example of Bθ(s) for different parameter settings is provided in the following.
Consider a flow of interest and four interfering flows that are multiplexed from
independent input interfaces to one output interface as shown in Figure 2. As-
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Fig. 2. FIFO aggregate scheduling example configuration.

sume that the output interface has a rate of 2400 Mb/s and the input interfaces
of the interfering flows each have a rate of 600 Mb/s. The interfering flows are
each constrained by a single leaky bucket with a leakage rate of 100 Mb/s and
a bucket depth of 1, 2, 3, respective 4 Mb. The maximum transmission unit is
assumed to be 12 kb and the scheduler latency is set to 0.1 ms.

Figure 3 shows the conjugate service curve B(s) according to (36) either
assuming instantaneous burst arrivals or burst arrivals at line speed. If burst
arrivals are assumed to take place instantaneously, (36) simply becomes B(s) =
s · (T + b2/R) since the sum of all rates in the [. . . ]+ condition becomes [s +
400 − 2400]+ Mb/s which is zero over the investigated interval. In this case the
sum of the individual burst sizes b2 = 10 Mb applies.

On the other hand, if the line speed is considered, the remaining burst size is
given by the granularity of maximum sized packets and b2 = 4·12 kb can be used.
However, in this case the [. . . ]+ condition becomes positive, since interfering data
are input at first at four times 600 Mb/s. The cumulated maximum interfering
input rate then decreases from 2400 Mb/s to 1900 Mb/s, 1400 Mb/s, 900 Mb/s,
and finally 400 Mb/s, due to the different leaky bucket depths of the interfering
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Fig. 3. Infimum of conjugate per-flow service curves.
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flows. The time constants ti2 are given as the time it takes to fill an empty leaky
bucket at line speed which, however, leaks at the same time with the defined
rate. Thus t12 · 600Mb/s = 1Mb + t12 · 100Mb/s applies for the smallest bucket.
The ti2 for i = 1 . . . 4 follow as 1/(600− 100) s, 2/(600− 100) s, 3/(600− 100) s,
respectively 4/(600 − 100) s.

The example compares a known formula for single leaky bucket constrained
flows with instantaneous burst arrival [13] with our form in (36) that allows for a
more exact modelling taking the maximum rates of the input interfaces into ac-
count. The numerical results are clearly in favor of considering the shaping effects
of incoming interfaces. However, astonishingly the derived values are exactly the
same if the outgoing interface is completely loaded, that is s = 2000 Mb/s. In
this case the sum of the sustained input rates matches the speed of the outgoing
interface exactly. Any additional data will increase the backlog, which in the
worst case will never be reduced again. Thus, it does not matter, if the surplus
data of the bursts is feed into the queue instantaneously or not.

6 Conclusions

In this paper we have shown that the Legendre transform provides a dual do-
main for analysis of data networks applying network calculus. Our work extends
the known analogy of system theory and network calculus where the Legendre
transform corresponds to the Fourier transform in system theory. In particular
we have proven that min-plus convolution and min-plus de-convolution corre-
spond to addition respective subtraction in the Legendre domain. In addition
the Legendre transform can be intuitively interpreted as the backlog bound that
holds for a constant bit rate input respective a constant bit rate server. Finally
we provided an application of the transformation-based approach to aggregate
scheduling, where a family of conjugate per-flow service curves has been derived
in the Legendre domain for which an input-independent and with respect to
backlog and output bounds optimized solution has been found.
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Utility Proportional Fair Bandwidth Allocation:
An Optimization Oriented Approach
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Abstract. In this paper, we present a novel approach to the congestion
control and resource allocation problem of elastic and real-time traffic
in telecommunication networks. With the concept of utility functions,
where each source uses a utility function to evaluate the benefit from
achieving a transmission rate, we interpret the resource allocation prob-
lem as a global optimization problem. The solution to this problem is
characterized by a new fairness criterion, utility proportional fairness. We
argue that it is an application level performance measure, i.e. the utility
that should be shared fairly among users. As a result of our analysis,
we obtain congestion control laws at links and sources that are globally
stable and provide a utility proportional fair resource allocation in equi-
librium. We show that a utility proportional fair resource allocation also
ensures utility max-min fairness for all users sharing a single path in the
network. As a special case of our framework, we incorporate utility max-
min fairness for the entire network. To implement our approach, neither
per-flow state at the routers nor explicit feedback beside ECN (Explicit
Congestion Notification) from the routers to the end-systems is required.

1 Introduction

In this paper, we present a network architecture that considers an application-
layer performance measure, called utility, in the context of bandwidth alloca-
tion schemes. In the last years, there have been several papers [1–7] that inter-
preted congestion control of communication networks as a distributed algorithm
at sources and links in order to solve a global optimization problem. Even though
considerable progress has been made in this direction, the existing work focuses
on elastic traffic, such as file transfer (FTP, HTTP) or electronic mail (SMTP).
In [8], elastic applications are characterized by their ability to adapt the sending
rates in presence of congestion and to tolerate packet delays and losses rather
gracefully. From a user perspective, common to all elastic applications is the re-
quest to transfer data in a short time. To model these characteristics, we resort
� This work has been supported by the German research funding agency ‘Deutsche

Forschungsgemeinschaft’ under the graduate program ‘Graduiertenkolleg 621
(MAGSI/Berlin)’.
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Fig. 1. Utilities for elastic traffic and adaptive real-time traffic.

to the concept of utility functions. Following [8] and [2], traffic that leads to an
increasing, strictly concave (decreasing marginal improvement) utility function
is called elastic traffic. We call such a utility function bandwidth utility since
the utility function evaluates the benefit from achieving a certain transmission
rate. The proposed source and link algorithms are designed to maximize the ag-
gregate bandwidth utility (sum over all bandwidth utilities) subject to capacity
constraints at the links. Kelly introduced in [2] the so called bandwidth propor-
tional fair allocation, where bandwidth utilities are logarithmic. The algorithms
at the links are based on Lagrange multiplier methods coming from optimization
theory, so the concavity assumption seems to be essential. As shown in [8], some
applications, especially real-time applications have non-concave bandwidth util-
ity functions. A voice-over-IP flow, for instance, receives no bandwidth utility, if
the rate is below the minimum encoding rate. Its bandwidth utility is at max-
imum, if the rate is above its maximum encoding rate. Hence, its bandwidth
utility can be approximated by a step function. According to Shenker [8], the
bandwidth utility of adaptive real-time applications can be modeled as an S-
shaped utility function (a convex part at low rates followed by a concave part
at higher rates) as shown in Figure 1. The paradigm of the work dealing with
bandwidth utility functions of elastic applications in the context of congestion
control is to maximize the bandwidth utilization of the network (bandwidth sys-
tem optimum) under specific bandwidth fairness aspects (bandwidth max-min,
bandwidth proportional fair).

The central part of this work is to turn the focus on fairness of user-received
utility of different applications including non-elastic applications with non-
concave bandwidth utility functions. A user running an application does not
care about any fair bandwidth shares, as long as his application performs satis-
factory. Hence, we argue that it is an application performance measure, i.e. the
utility that should be shared fairly among users. To motivate this new paradigm,
we refer to the concept of utility max-min fairness introduced by Cao and Zegura
in [9]. Let us consider a network consisting of a single link of capacity one shared
by two users. One user transfers data according to an elastic application with
strictly increasing and concave bandwidth utility U1(·). The other user trans-
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fers real-time video data with a non-concave bandwidth utility function U2(·).
Figure 2 shows, how different bandwidth allocations affect the received utility.
If the bandwidth is shared equally, what is referred to as max-min bandwidth
allocation in this example, user 1 receives a much larger utility than user 2.
Conversely, user 2 would not be satisfied since he does not receive the minimum
video encoding bandwidth. If we want to share utility equally, instead of band-
width, we would like to have a resource allocation, where the received utilities
are equal or utility max-min fair, i.e. U1(x1) = U2(x2) = u∗.

In [9], Cao and Zegura present a link algorithm that achieves a utility max-
min fair bandwidth allocation, where for each link the utility functions of all
flows sharing that link is maintained. In [10], Cho and Song present a utility
max-min architecture, where each link communicates a supported utility value
to sources using that link. Then sources adapt their sending rates according to
the minimum of these utility values.

In this paper, we extend the utility max-min architecture and propose a
new fairness criterion, utility proportional fairness, which includes the utility
max-min fair resource allocation as a special case. A utility proportional fair
bandwidth allocation is characterized by the solution of an associated optimiza-
tion problem. The benefit a user s gains when sending at rate xs is evaluated by
a new second order utility Fs(xs) and the objective is to maximize aggregate sec-
ond order utility subject to capacity constraints. The second order utilities are
assumed to be strictly concave, whereas the bandwidth utilities can be chosen
arbitrarily. We only assume that the bandwidth utilities are monotonic increas-
ing in a given interval. This is a natural assumption since any application will
profit from receiving more bandwidth in a certain bandwidth interval. We em-
phasize, that our distributed algorithm does not need any per-flow information
at the links. The feedback from links to sources does not include overhead, such
as explicit utility values as done in [10]. It merely relies on the communication
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of Lagrange multipliers, called shadow prices, from the links to the sources. This
can be achieved by an Active Queue Management (AQM) scheme, such as Ran-
dom Early Marking (REM) [6] using Explicit Congestion Notification (ECN)
[11].

The rest of the paper is organized as follows. In the next section, we describe
our model, the second order utility optimization problem and its dual based on
ideas of [1, 2, 5]. Given a specific bandwidth utility, we describe a constructive
method to find the second order utility function Fs(·) that leads to a utility
proportional fair resource allocation. In Section 3, we present a static primal
algorithm at the sources and a dynamic dual algorithm at the links solving the
global optimization problem and its dual. We further present a global stability
result for the dual algorithm based on Lyapunov functions along the lines of
[12]. In Section 4, we define a new fairness criterion, utility proportional fairness,
and show that our algorithms achieve utility max-min fairness in equilibrium for
users sharing a single path in the network. We further incorporate utility max-
min fairness for the entire network as a special case of our framework. Finally,
we conclude in Section 5 with remarks on open issues.

2 Analytical Model

Considerable progress has recently been made in bringing analytical models into
congestion control and resource allocation problems [1–5]. Key to these works has
been to explicitly model the congestion measure that is communicated implicitly
or explicitly back to the sources by the routers. It is assumed that each link
maintains a variable, called price, and the sources have information about the
aggregate price of links in their path.

In this section, we describe a fluid-flow model, similar to that in [1, 2, 5]. We
interpret an equilibrium point as the unique solution of an associated optimiza-
tion problem. The resulting resource allocation is aimed to provide a fair share
of an application layer performance measure, i.e. the utility to users. In contrast
to [1–7, 12] we do not pose any restrictions on the bandwidth utility functions,
except for monotonicity.

2.1 Model

We model a packet switched network by a set of nodes (router) connected by a
set L of unidirectional links (output ports) with finite capacities c = (cl, l ∈ L).
The set of links are shared by a set S of sources indexed by s. A source s
represents an end-to-end connection and its route involves a subset L(s) ⊂ L of
links. Equivalently, each link is used by a subset S(l) ⊂ S of sources. The sets
L(s) or S(l) define a routing matrix

Rls =

{
1 if l ∈ L(s),
0 else.
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A transmission rate xs in packets per second is associated with each source s. We
assume, that the rates xs, s ∈ S lie in the interval Xs = [0, xmax

s ], where xmax
s is

the maximum sending rate of source s. This upper bound may differ substantially
for different applications. A subset of sources Sr ⊂ S transferring real-time data,
for instance, may have a maximum encoding rate xmax

s , s ∈ Sr, which can be
much lower than the upper bound xmax

s , s ∈ S \Sr of elastic applications, which
are greedy for any available bandwidth in the network. Thus, sending rates of
elastic applications are constrained by bottleneck links in the network.

Definition 1. A rate vector x = (xs, s ∈ S) is said to be feasible if it satisfies
the conditions:

xs ∈ Xs ∀s ∈ S and Rx ≤ c.
With each link l, a scalar positive congestion-measure pl, called price, is associ-
ated. Let

yl =
∑
s∈S

Rlsxs

be the aggregate transmission rate of link l, i.e. the sum over all rates using that
link, and let

qs =
∑
l∈L

Rlspl

be the end-to-end congestion measure of source s. Note that taking the sum of
congestion measures of a used path is essential to maintain the interpretation of
pl as dual variables [1]. Source s can observe its own rate xs and the end-to-end
congestion measure qs of its path. Link l can observe its local congestion measure
pl and the aggregate transmission rate yl. When the transmission rate of user s
is xs, user s receives a benefit measured by the bandwidth utility Us(xs), which
is a scalar function and has the following form:

Us : Xs → Ys

xs �→ Us(xs),

where Ys = [Us(0), Us(xmax
s )] = [umin

s , umax
s ], Us(0) = umin

s , Us(xmax
s ) = umax

s .

Assumption 1. The bandwidth utility functions Us(·) are continuous, differen-
tiable, and strictly increasing, i.e. U ′

s(xs) > 0 for all xs ∈ Xs, s ∈ S.

This assumption ensures the existence of the inverse function U−1
s (·) over the

range [umin
s , umax

s ]. Before we present a constructive method to generate sec-
ond order utility functions, we briefly restate the overall paradigm. An optimal
operation point or equilibrium should result in almost equal utility values for
different applications. The exact definition of the proposed resource allocation,
i.e. utility proportional fair resource allocation, will be given below. If we want
to follow this paradigm, we must translate a given congestion level of a path,
represented by qs, into an appropriate utility value the network can offer to
source s. We model this utility value, the available utility, as the transformation
of the congestion measure qs by a transformation function fs(qs). This function
is assumed to be strictly decreasing.
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Assumption 2. The transformation function fs(·) describing the available util-
ity of a path used by sender s is assumed to be a continuous, differentiable, and
strictly decreasing function of the aggregate congestion measure qs, i.e. f ′s(qs) < 0
for all qs ≥ 0 and s ∈ S.

This assumption is reasonable, since the more congested a path is, the smaller
will be the available utility of an application. The main idea is, that each user
s should send at data rates xs in order to match its own bandwidth utility with
the available utility of its path. This leads to the following equation:

Us(xs) = [fs(qs)]
umax

s

umin
s
, s ∈ S, (1)

where [w]ba := min{max{w, a}, b} =

⎧⎪⎨⎪⎩
w, if a ≤ w ≤ b
a, if w < a
b, if w > b.

Note that the utility a source can receive is bounded by the minimum and
maximum utility values umin

s and umax
s . Hence, the source rates xs are adjusted

according to the available utility fs(qs) of their used path as follows:

xs = U−1
s ([fs(qs)]

umax
s

umin
s

), s ∈ S. (2)

A source s ∈ S reacts to the congestion measure qs in the following manner: if
the congestion measure qs is below a threshold qs < qmin

s := f−1
s (umax

s ), then
the source transmits data at maximum rate xmax

s := U−1
s (umax

s ); if qs is above
a threshold qs > qmax

s := f−1
s (umin

s ), the source sends at minimum rate xmin
s :=

U−1
s (umin

s ); if qs is in between these two thresholds qs ∈ Qs := [qmin
s , qmax

s ], the
sending rate is adapted according to xs = U−1

s (fs(qs)).

Lemma 1. The function Gs(qs) = U−1
s ([fs(qs)]

umax
s

umin
s

) is positive, differentiable,
and strictly monotone decreasing, i.e. G′

s(qs) < 0 on the range qs ∈ Qs, and its
inverse G−1

s (·) is well defined on Xs.

Proof. Since Us(·) is defined on Xs, U−1
s (·) is always nonnegative. Since fs(·)

is differentiable over Qs, and U−1
s (·) is differentiable over Ys, the composition

Gs(qs) = U−1
s (fs(qs)) is differentiable over Qs. We compute the derivative us-

ing the chain rule: G′
s(qs) = U−1′

s (fs(qs))f ′s(qs). The derivative of the inverse
U−1

s (fs(qs)) can be computed as

U−1′
s (fs(qs)) =

1
U ′

s(U
−1
s (fs(qs)))

> 0.

With the inequality f ′s(·) < 0, we get G′
s(qs) < 0, qs ∈ Qs. Hence, Gs(qs) is

strictly monotone decreasing in Qs, so its inverse G−1
s (xs) exists on Xs. ��

2.2 Equilibrium Structure and Second Order Utility Optimization

In this section we study the above model at equilibrium, i.e. we assume, that
rates and prices are at fixed equilibrium values x∗, y∗, p∗, q∗. From the above
model, we immediately have the relationships:

y∗ = Rx∗, q∗ = Rp∗.
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In equilibrium, the sending rates xs ∈ Xs, s ∈ S satisfy:

x∗s = U−1
s ([fs(q∗s)]u

max
s

umin
s

) = Gs(q∗s ). (3)

Since qs represents the congestion in the path L(s), the sending rates will be
decreasing at higher qs, and increasing at lower qs. Now we consider the inverse
G−1

s (xs) of the above function on the intervalXs, and construct the second order
utility Fs(xs) as the integral of G−1

s (xs). Hence, Fs(·) has the following form and
property:

Fs(xs) =
∫
G−1

s (xs)dxs with F ′
s(xs) = G−1

s (xs). (4)

Lemma 2. The second order utility Fs(·) is a positive, continuous, strictly in-
creasing, and strictly concave function of xs ∈ Xs.

Proof. This follows directly from Lemma 1 and the relation

F ′′
s (xs) = G−1′

s (xs) =
1

G′
s(qs)

< 0. ��

The construction of Fs(·) leads to the following property:

Lemma 3. The equilibrium rate (3) is the unique solution of the optimization
problem:

max
xs∈Xs

Fs(xs) − qsxs. (5)

Proof. The first order necessary optimality condition to problem (5) is:

F ′
s(xs) = qs

⇔ G−1
s (xs) = qs

⇔ xs = U−1
s ([fs(qs)]

umax
s

umin
s

)

Due to the strict concavity of F (·) on Xs, the second order sufficient condition
is also satisfied completing the proof. ��
The above optimization problem can be interpreted as follows. Fs(xs) is the
second order utility a source receives, when sending at rate xs, and qsxs is the
price per unit flow the network would charge. The solution to (5) is the maxi-
mization of individual utility profit at fixed cost qs and exactly corresponds to
the proposed source law (2). Now we turn to the overall system utility optimiza-
tion problem. The aggregate prices qs ensure that individual optimality does
not collide with social optimality. An appropriate choice of prices pl, l ∈ L must
guarantee that the solutions of (5) also solve the system utility optimization
problem:

max
x≥0

∑
s∈S

Fs(xs) (6)

s.t. Rx ≤ c. (7)
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This problem is a convex program, similar to the convex programs in [1, 5, 7], for
which a unique optimal rate vector exist. For solving this problem directly global
knowledge about actions of all sources is required, since the rates are coupled
through the shared links. This problem can be solved by considering its dual [7].

3 Dual Problem and Global Stability

In accordance with the approach in [1], we introduce the Lagrangian and consider
prices pl, l ∈ L as Lagrange multipliers for (6),(7). Let

L(x, p) =
∑
s∈S

Fs(xs) −
∑
l∈L

pl(yl − cl) =
∑
s∈S

Fs(xs) − qsxs +
∑
l∈L

plcl

be the Lagrangian of (6) and (7). The dual problem can be formulated as:

min
pl≥0

∑
s∈S

Vs(qs) +
∑
l∈L

plcl, (8)

where
Vs(xs) = max

xs≥0
Fs(xs) − qsxs, xs ∈ Xs. (9)

Due to the strict concavity of the objective and the linear constraints, at optimal
prices p∗, the corresponding optimal x∗ solving (9) is exactly the unique solution
of the primal problem (6),(7). Note that (5) has the same structure as (9), so
we only need to assure that the prices qs given in (5) correspond to Lagrange
multipliers qs given in (9).

As shown in [7], a straightforward method to guarantee that equilibrium
prices are Lagrange multipliers is the gradient projection method applied to the
dual problem (8):

d

dt
pl(t) =

{
γl(pl(t))(yl(t) − cl) if pl(t) > 0
γl(pl(t))[yl(t) − cl]+ if pl(t) = 0,

(10)

where [z] = max{0, z} and γl(pl) > 0 is a nondecreasing continuous function.
This algorithm can be implemented in a distributed environment. The informa-
tion needed at the links is the link bandwidth cl and the aggregate transmission
rate yl(t), both of which are available. In equilibrium, the prices satisfy the com-
plementary slackness condition, i.e. pl(t) are zero for non-saturated links and
non-zero for bottleneck links. We conclude this section with a global conver-
gence result of the dual algorithm (8) combined with the static source law (5)
using Lyapunov techniques along the lines of [12]. It is only assumed that the
routing matrix R is nonsingular. This guarantees that for any given qs ∈ S there
exists a unique vector (pl, l ∈ Ls) such that qs =

∑
l∈Ls

pl.

Theorem 1. Assume the routing matrix R is nonsingular. Then the dual algo-
rithm (10) starting from any initial state converges asymptotically to the unique
solution of (6) and (7).

The proof of this theorem can be found in [13]. For further analysis of the speed
of convergence, we refer to [1].
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4 Utility Proportional Fairness

Kelly et al. [2] introduced the concept of proportional fairness. They consider
elastic flows with corresponding strictly concave logarithmic bandwidth utility
functions. A proportional fair rate vector (xs, s ∈ S) is defined such that for
any other feasible rate vector (ys, s ∈ S) the aggregate of proportional change is
non-positive: ∑

s∈S

ys − xs

xs

≤ 0.

This definition is motivated by the assumption that all users have the same
logarithmic bandwidth utility function Us(xs) = log(xs). By this assumption, a
first order necessary and sufficient optimality condition for the system bandwidth
optimization problem

max
xs≥0

∑
xs≥0

Us(xs) s.t. Rx ≤ 0

is ∑
s∈S

∂Us

∂xs
(xs)(ys − xs) =

∑
s∈S

ys − xs

xs

≤ 0.

This condition is known as the variational inequality and it corresponds to the
definition of proportional fairness.

Before we come to our new fairness definition, we restate the concept of utility
max-min fairness. It is simply the translation of the well known bandwidth max-
min fairness applied to utility values.

Definition 2. A set of rates (xs, s ∈ S) is said to be utility max-min fair, if
it is feasible, and for any other feasible set of rates (ys, s ∈ S), the following
condition hold: if Us(ys) > Us(xs) for some s ∈ S, then there exists k ∈ S such
that Uk(yk) < Uk(xk) and Uk(xk) ≤ Us(xs).

Suppose we have a utility max-min fair rate allocation. Then, a user cannot
increase its utility, without decreasing the utility of another user, which receives
already a smaller utility. We further apply the above definition to a utility allo-
cation of a single path.

Definition 3. Consider a single path in the network denoted by a set of adjacent
links (l ∈ Lp). Assume a set of users SLp ⊂ S share this path, i.e. L(s) = Lp

for s ∈ SLp . Then, the set of rates xs, s ∈ S is said to be path utility max-min
fair if the rate allocation on such a path is utility max-min fair.

Now we come to our proposed new fairness criterion, based on the second order
utility optimization framework.

Definition 4. Assume, all second order utilities Fs(·) are of the form (4). A
rate vector (xs, s ∈ S) is called utility proportional fair if for any other feasible
rate vector (ys, s ∈ S) the following optimality condition is satisfied:
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∑
s∈S

∂Fs

∂xs
(xs)(ys − xs) =

∑
s∈S

G−1
s (xs)(ys − xs)

=
∑
s∈S

f−1
s (Us(xs))(ys − xs) ≤ 0

(11)

The above definition ensures, that any proportional utility fair rate vector will
solve the utility optimization problem (6), (7). If we further assume, all users
have the same transformation function f(·) = fs(·), s ∈ S, then we have the
following properties of a utility proportional fair rate allocation, which are proven
in Appendix A.

Theorem 2. Suppose all users have a common transformation function f(·)
and all second order utility functions are defined by (4). Let the rate vector
(xs ∈ Xs, s ∈ S) be proportional utility fair, i.e. the unique solution of (6).
Then the following properties hold:

(i) The rate vector (xs ∈ Xs, s ∈ S) is path utility max-min fair.
(ii) If qs1 ∈ Qs1 , qs2 ∈ Qs2 and qs1 ≤ qs2 for sources s1, s2, then

Us1(xs1
) ≥ Us2(xs2

).
(iii) If source s1 uses a subset of links that s2 uses, i.e. L(s1) ⊆ L(s2), and

Us1(xs1
) < umax

s1
, then Us1(xs1

) ≥ Us2(xs2
).

It is a well-known property of the concept of proportional fairness that flows
traversing several links on a route receive a lower share of available resources than
flows traversing a part of this route provided all utilities are equal. The rationale
behind this is that these flows use more resources, hence short connections should
be favored to increase system utility. Transferring this idea to utility proportional
fairness, we get a similar result. Flows traversing several links receive less utility
compared to shorter flows, provided a common transformation function is used.
If this feature is undesirable, since the path a flow takes is chosen by the routing
protocol and beyond the reach of the single user, the second order utilities can
be modified to compensate this effect. We show that an appropriate choice of the
transformation functions fs(·) will assure a utility max-min bandwidth allocation
in equilibrium.

Theorem 3. Suppose all users have the same parameter dependent transforma-
tion function fs(qs, κ) = q−

1
κ

s , s ∈ S, κ > 0. The second order utilities Fs(xs, κ),
s ∈ S are defined by (4). Let the sequence of rate vectors x(κ) = (xs(κ) ∈ Xs, s ∈
S) be utility proportional fair. Then x(κ) approaches the utility max-min fair rate
allocation as κ→ ∞.

The proof of this theorem can be found in Appendix B.

5 Conclusion

We have obtained decentralized congestion control laws at links and sources,
which are globally stable and provide a utility proportional fair resource alloca-
tion in equilibrium. This new fairness criterion ensures that bandwidth utility
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values of users (applications), rather than bit rates, are proportional fair in equi-
librium. We further showed that a utility proportional fair resource allocation
also ensures utility max-min fairness for all users sharing a single path in the
network. As a special case of our model, we incorporate utility max-min fair-
ness for all users sharing the network. To the best of our knowledge, this is the
first paper dealing with resource allocation problems in the context of global
optimization, that includes non-concave bandwidth utility functions.

We are currently working on ns-2 (Network Simulator) implementations of
the described algorithms. First simulation results are promising. An open issue
and challenge is to design the feedback control interval for real-time applications.
There is clearly a tradeoff between the two conflicting goals: stability (delay) and
minimal packet overhead (i.e. multicast) in the network. Nevertheless, we believe
that this framework has a great potential in providing real-time services for a
growing number of multimedia applications in future networks.
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Appendix A

Proof of Theorem 2:

To (i): if sources s ∈ SLp share the same path, they receive the same aggregate
congestion feedback in equilibrium qp = qs, s ∈ SLp . Two cases are of interest.

(a) Suppose for all sources the following inequality holds: f(qp) < umax
s , s ∈

SLp . Hence, all sources adapt their sending rates according to the available utility
f(qp) = Us(xs). This corresponds to the trivial case of path utility max-min
fairness, since all sources receive equal utility.

(b) Suppose a set s ∈ Q ⊂ SLp receives utility Us(xs) = umax
s < f(qp). We prove

the theorem by contradiction. Assume the utility proportional fair rate vector
(xs, s ∈ S) is not path utility max-min fair with respect to the path Lp. By
definition, there exists a feasible rate vector ys, s ∈ S with

Uj(yj) > Uj(xj) for j ∈ SLp \Q (12)

such that for all k ∈ SLp \ (Q ∪ {j}) with Uk(xk) ≤ Uj(xj) the inequality

Uk(yk) ≥ Uk(xk) (13)

holds. In other words, we can increase the utility of a single source rate Uj(xj)
to Uj(yj) by increasing the rate xj to yj without decreasing utilities Uk(yk), k ∈
SLp \ (Q ∪ {j}) which are already smaller. We represent the rate increase of
source j by yj = xj + ξj , where ξj > 0 will be chosen later on. Here again, we
have to consider two cases:

(b1) Suppose, there exists a sufficiently small ξj > 0 that we do not have to
decrease any source rate of the set {yk, k ∈ SLp\(Q∪{j})} to maintain feasibility.
Hence, we can increase the system utility while maintaining feasibility. This
clearly contradicts the proportional fairness property of x.

(b2) Suppose, we have to decrease a set of utilities (Uk(yk), k ∈ K), which
are higher then Uj(xj), i.e. Uk(yk) < Uk(xk) with Uk(yk) > Uj(xj), k ∈ K ⊂
SLp \ (Q ∪ {j}). This correspond to decreasing the set of rates yk = xk − ξk,
k ∈ K with

∑
k∈K ξk ≤ ξj . Due to the strict concavity of the objective functions

of (6), we get the following inequalities:

F ′
j(xj) = f−1(Uj(xj)) > f−1(Uk(yk)) = F ′

k(yk), k ∈ K ⊂ SLp \ (Q ∪ {j}).

Due to the continuity of F ′
s(·), s ∈ S, we can choose ξj with yj = xj + ξj such

that

F ′
j(xj + υjξj) > F ′

k(yk) for all k ∈ K ⊂ SLp \ (Q ∪ {j}) and υj ∈ (0, 1).



Utility Proportional Fair Bandwidth Allocation 73

Comparing the aggregate second order utilities of the rate vectors x and y using
the mean value theorem, we get:∑

s∈S

Fs(xs) −
∑
s∈S

Fs(ys) =
∑
k∈K

(Fk(xk) − Fk(yk)) + Fj(xj) − Fj(yj)

=
∑
k∈K

(Fk(yk + ξk) − Fk(yk)) + Fj(xj) − Fj(xj + ξj)

=
∑
k∈K

(Fk(yk) + F ′
k(yk + υkξk)ξk − Fk(yk))

+Fj(xj) − (Fj(xj) + F ′
j(xj + υjξj)ξj

=
∑
k∈K

F ′
k(yk + υkξk)ξk − F ′

j(xj + υjξj)ξj

≤
∑
k∈K

ξk max
k∈K

(F ′
k(yk + υkξk)) − F ′

j(xj + υjξj)ξj

≤ ξj(max
k∈K

(F ′
k(yk + υkξk)) − F ′

j(xj + υjξj))

< 0, υj ∈ (0, 1), υk ∈ (0, 1), k ∈ K.
The last inequality shows that x is not the optimal solution to (6). Thus, x
cannot be utility proportional fair. This contradicts the assumption and proves
that x is path utility max-min fair.

To (ii):Assume qs1 ∈ Qs1 , qs2 ∈ Qs2 and qs1 ≤ qs2 for sources s1, s2. Applying
(1) to given qs1 , qs2 , we have f(qs1) = Us1(xs1

) ≥ f(qs2) = Us2(xs2
) because of

the monotonicity of f(·).
To (iii): From L(s1) ⊆ L(s2) it follows, that qs1 ≤ qs2 . Since the available utility
f(·) is monotone decreasing in qs and the bandwidth utility Us1(xs1

) < umax
s1

of
user s1 is not bounded by its maximum value, it follows, that f(qs1) = Us1(xs1

) ≥
[f(qs2)]

umax
s2

umin
s2

= Us2(xs2
). ��

Appendix B

Proof of Theorem 3:

Since all elements of the sequence x(κ) solve (6) subject to (7), the sequence is
bounded. Hence, we find a subsequence x(κp), p ∈ N+, such that limκp→∞ = x.
We show, that this limit point x is utility max-min fair. The uniqueness of the
utility max-min fair rate vector x will ensure that every limit point of x(κ) is
equal x. This proves the convergence of x(κ) to x.

Since all users s ∈ S use the same transformation function fs(qs) = q
− 1

κ
s ,

s ∈ S, the second order utility and its derivative applied to the rate vector xs(κ)
have the following form:

Fs(xs(κ)) =
∫
Us(xs(κ))−κdxs(κ) with

∂Fs

∂xs(κ)
= Us(xs(κ))−κ, s ∈ S.
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We assume that the limit point x = (xs ∈ Xs, s ∈ S) is not utility max-min
fair. Then we can increase the bandwidth utility of a user j while decreasing
the utilities of other users k ∈ K ⊂ S \ {j} which are larger than Uj(xj). More
formal, it exists a rate vector y = (ys ∈ Xs, s ∈ S) and an index j ∈ S with
Uj(yj) > Uj(xj), j ∈ S and Uk(yk) < Uk(xk) with Uk(yk) > Uj(xj) for a
subset k ∈ K ⊂ S \ {j}. We choose κ0 so large that for all elements of the
subsequence x(κp) with κp > κ0 the inequalities Uj(yj) > Uj(xj(κp), j ∈ S, and
Uk(yk) < Uk(xk(κp)) with Uk(yk) > Uj(xj(κp)) for a subset k ∈ K ⊂ S \ {j}
hold. With the inequality Uj(xj(κp)) < Uk(xk(κp)), k ∈ K, we can choose
κ1 > κ0 large enough such that

Uj(xj(κp))−κp > C · Uk(xk(κp))−κp , (14)

for all k ∈ K, κp > κ1, and C > 0 an arbitrary constant. Hence, there exists a
κ1 large enough that the following inequality holds:

Uj(xj(κp))−κp >
∑
k∈K

(xk(κp) − yk)︸ ︷︷ ︸
>0

max
k∈K

Uk(xk(κp))−κp , κp > κ1. (15)

We evaluate the variational inequality (11) given in the definition of utility pro-
portion fairness for the candidate rate vector (ys ∈ Xs, s ∈ S) and κp > κ1.∑

s∈S

∂Fs

∂xs(κp)
(xs(κp))(ys − xs(κp)) =

∑
s∈S

Us(xs(κp))−κp(ys − xs(κp))

= Uj(xj(κp))−κp(yj − xj(κp)) +
∑
k∈K

Uk(xk(κp))−κp(yk − xk(κp))

> Uj(xj(κp))−κp(yj − xj(κp)) − max
k∈K

Uk(xk(κp))−κp

∑
k∈K

(xk(κp) − yk)

> 0, using (15).

Hence, the variational inequality is not valid contradicting the utility propor-
tional fairness property of x(κp). ��
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Abstract. For multimedia traffic like VBR video, knowledge of the average loss
probability is not sufficient to determine the impact of loss on the perceived visual
quality and on the possible ways of improving it, for example by forward error
correction (FEC) and error concealment. In this paper we investigate how the
packet size distribution affects the packet loss process, the distribution of the
number of packets lost in a block of packets and the related FEC performance.
We present an exact mathematical model for the loss process of an MMPP +
M/Er/1/K queue and compare the results of the model to simulations performed
with various other packet size distributions (PSDs), among others, the measured
PSD from an Internet backbone. We conclude that the packet size distribution
affects the packet loss process and thus the efficiency of FEC. This conclusion is
mainly valid in access networks where a single multimedia stream might affect
the multiplexing behavior. The results show that analytical models of the PSD
matching the first three moments (mean,variance and skewness) of the empirical
PSD can be used to evaluate the performance of FEC in real networks. We also
conclude that the exponential PSD, though it is not a worst case scenario, is a
good approximation for the PSD of today’s Internet to evaluate FEC performance.

1 Introduction

For flow-type multimedia communications, as opposed to elastic traffic, the average
packet loss is not the only measure of interest. The burstiness of the loss process, the
number of losses in a block of packets, has a great impact both on the user-perceived vi-
sual quality and on the possible ways of improving it, for example by error concealment
and forward error correction.

Forward error correction (FEC) is an attractive means to decrease the loss proba-
bility experienced by delay sensitive traffic, such as real-time multimedia, when ARQ
schemes can not be used to recover losses due to strict delay constraints. There are two
main directions of FEC design to recover from packet losses. One solution, proposed by
the IETF and implemented in Internet audio tools is to add a redundant copy of the orig-
inal packet to one of the subsequent packets [1]. The other set of solutions, considered
in this paper, use block coding schemes based on algebraic coding, e.g. Reed-Solomon
coding [2]. The error correcting capability of RS codes with k data packets and c re-
dundant packets is c if data is lost. Thus, the capability of FEC to recover from losses
depends on the distribution of the number of packets lost in a block, e.g. the burstiness
of the loss process.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 75–87, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The burstiness of the loss process in the network can be influenced by three factors,
the burstiness of the stream traversing the network, the burstiness of the background
traffic and the packet size distribution. The effects of the burstiness of the stream travers-
ing the network and the background traffic have been investigated before [2–5]. The
effects of the packet size distribution are not clear however. It is well known that in an
M/G/1 queue the average number of customers is direct proportional to the coefficient
of variation (CoV) of the service time distribution, as given by the Pollaczek-Khinchine
formula [6]. For the finite capacity M/G/1 queue there is no closed form formula to cal-
culate the packet loss probability [7, 8], though we know from experience that a lower
CoV of the service time distribution yields lower average loss probability. It is however
unclear how the distribution of the service time affects the loss process in a finite queue
and thus how the potential of using FEC changes. The packet size distribution (PSD) in
the network can vary on the short term due to changes in the ongoing traffic and on the
long term as new applications and protocols emerge. As individual applications can not
control the PSD in the network, it is important to know how the PSD will affect their
performance, e.g. how much gain can an application expect from FEC given a certain
measured end-to-end average loss probability.

In this paper we present a model to analyze the packet loss process of a bursty
source, for example VBR video, multiplexed with background traffic in a single mul-
tiplexer with a finite queue and Erlang-r distributed packet sizes. We model the bursty
source by an L-state Markov-modulated Poisson process (MMPP) while the back-
ground traffic is governed by a Poisson process. We compare the results of the model
to the results of a model with deterministic packet sizes and to various simulations per-
formed with general PSDs, among them the measured PSD of an Internet backbone
[9], and investigate the effects of the network PSD on the packet loss process and the
efficiency of FEC.

It is well known that compressed multimedia, like VBR video, exhibits a self-similar
nature [10]. Yoshihara et al. use the superposition of 2-state IPPs to model self-similar
traffic in [11] and compare the loss probability of the resulting MMPP/D/1/K queue
with simulations. They found that the approximation works well under heavy load con-
ditions and gives an upper bound on the packet loss probabilities. Ryu and Elwalid
[12] showed that short term correlations have dominant influence on the network per-
formance under realistic scenarios of buffer sizes for real-time traffic. Thus the MMPP
may be a practical model to derive approximate results for the queuing behavior of long
range dependent traffic such as real-time VBR video, especially in the case of small
buffer sizes [13]. Recently Cao et al. [14] showed that the traffic generated by a large
number of sources tends to Poisson as the load increases due to statistical multiplexing
and hence justifying the Poisson model for the background traffic. Recent measure-
ments indicate that Internet traffic can be approximated by a non-stationary Poisson
process [15]. According to the results the change free intervals are well above 150 ms,
the ITU’s G.114 recommendation for end-to-end delay for real-time applications.

The paper is organized as follows. Section 2 gives an overview of the previous work
on the modeling of the loss process of a single server queue. In Section 3 we describe
our model used for calculating the loss probabilities in a block of packets. In Section 4
we evaluate the effects of the PSD on the packet loss process in various scenarios. We
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consider constant average load in Subsection 4.1, constant average loss probability in
Subsection 4.2, and we isolate the effect of the PSD from other factors in Subsection 4.3.
We conclude our work in Section 5.

2 Related Work

In [16], Cidon et al. presented an exact analysis of the packet loss process in an M/M/1/K
queue, that is the probability of losing j packets in a block of n packets, and showed
that the distribution of losses may be bursty compared to the assumption of indepen-
dence. They also considered a discrete time system fed with a Bernoulli arrival process
describing the behavior of an ATM multiplexer. Gurewitz et al. presented explicit ex-
pressions for the above quantities of interest for the M/M/1/K queue in [17]. In [18],
Altman et al. obtained the multidimensional generating function of the probability of j
losses in a block of n packets and gave an easy-to-calculate asymptotic result under the
condition that n ≤ K + j + 1.

Schulzrinne et al. [19] derived the conditional loss probability (CLP) for the N ∗
IPP/D/1/K queue and showed that the CLP can be orders of magnitude higher than
the loss probability. In [2] Kawahara et al. used an interrupted Bernoulli process to
analyze the performance of FEC in a cell switched environment. The loss process of
the MMPP/D/1/K queue was analyzed in [20] and the results compared to a queue
with exponential packet size distribution.

Models with general service time distribution have been proposed for calculating
various measures of queuing performance [21, 22], but not to analyze the loss process.
Though models with exponential and deterministic PSDs are available, a thorough anal-
ysis of the effects of the PSD on the packet loss process has not yet been done.

3 Model Description

Flows traversing large networks like the Internet cross several routers before reaching
their destination. However, most of the losses in a flow occur in the router having the
smallest available bandwidth along the transmission path, so that one may model the
series of routers with a single router, the bottleneck [23, 24].

We model the network with a single queue with Erlang-r distributed packet sizes
having average transmission time 1/μ . The Erlang-r distribution is the distribution of
the sum of r independent identically distributed random variables each having an expo-
nential distribution. By increasing r to infinity the variance of the Erlang-r distribution
goes to zero, and thus the distribution becomes deterministic.

Packets arrive to the system from two sources, a Markov-modulated Poisson process
(MMPP) and a Poisson process, representing the tagged source and the background
traffic respectively. The packets are stored in a buffer that can host up to K packets, and
are served according to a FIFO policy. Every n consecutive packets from the tagged
source form a block, and we are interested in the probability distribution of the number
of lost packets in a block in the steady state of the system. Throughout this section we
use notations similar to those in [16].
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We assume that the sources feeding the system are independent. The MMPP is
described by the infinitesimal generator matrix Q with elements rlm and the arrival rate
matrix Λ = diag{λ1, . . . ,λL}, where λl is the average arrival rate while the underlying
Markov chain is in state l [25]. The Poisson process modeling the background traffic
has average arrival rate λ . The superposition of the two sources can be described by
a single MMPP with arrival rate matrix Λ̂ = Λ⊕λ = Λ + λ I = diag{λ̂1, . . . , λ̂L}, and
infinitesimal generator Q̂ = Q, where ⊕ is the Kronecker sum. Packets arriving from
both sources have the same size distribution. Each packet in the queue corresponds to r
exponential stages, and the state space of the queue is {0, . . . ,rK}×{1, . . . ,L}.

Our purpose is to calculate the probability of j losses in a block of n packets P( j,n),
n ≥ 1, 0 ≤ j ≤ n. We define the probability Pa

i,l( j,n),0 ≤ i ≤ rK, l = 1 . . .L,n ≥ 1,0 ≤
j ≤ n as the probability of j losses in a block of n packets, given that the remaining
number of exponential stages in the system is i just before the arrival of the first packet
in the block and the first packet of the block is generated in state l of the MMPP. As the
first packet in the block is arbitrary,

P( j,n) =
L

∑
l=1

rK

∑
i=0

Π(i, l)Pa
i,l( j,n). (1)

Π(i, l), the steady state distribution of the exponential stages in the queue as seen by an
arriving packet can be derived from the steady state distribution of the MMPP/Er/1/K
queue as

Π(i, l) =
π(i, l)λl

∑L
l=1 λl ∑rK

i=0 π(i, l)
, (2)

where π(i, l) is the steady state distribution of the MMPP/Er/1/K queue.
The probabilities Pa

i,l( j,n) can be derived according to the following recursion. The
recursion is initiated for n = 1 with the following relations

Pa
i,l( j,1) =

{
1 j = 0
0 j ≥ 1

i ≤ r(K −1),

Pa
i,l( j,1) =

{
0 j = 0, j ≥ 2
1 j = 1

r(K −1)< i. (3)

Using the notation pm = λm
λm+λ and pm = λ

λm+λ , for n ≥ 2 the following equations hold.

Pa
i,l( j,n) =

L

∑
m=1

i+r

∑
k=0

Qi+r,lm(k){pmPa
i+r−k,m( j,n−1)+ pmPs

i+r−k,m( j,n−1)} (4)

for 0 ≤ i ≤ r(K −1), and for r(K −1)< i

Pa
i,l( j,n) =

L

∑
m=1

i

∑
k=0

Qi,lm(k){pmPa
i−k,m( j−1,n−1)+ pmPs

i−k,m( j−1,n−1)}. (5)

Ps
i,l( j,n) is given by

Ps
i,l( j,n) =

L

∑
m=1

i+r

∑
k=0

Qi+r,lm(k){pmPa
i+r−k,m( j,n)+ pmPs

i+r−k,m( j,n)}, (6)

for 0 ≤ i ≤ r(K −1), and for for r(K −1)< i
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Ps
i,l( j,n) =

L

∑
m=1

i

∑
k=0

Qi,lm(k){pmPa
i−k,m( j,n)+ pmPs

i−k,m( j,n)}. (7)

The probability Ps
i,l( j,n),0 ≤ i ≤ rK, l = 1 . . .L,n ≥ 1,0 ≤ j ≤ n is the probability of j

losses in a block of n packets, given that the remaining number of exponential stages
in the system is i just before the arrival of a packet from the background traffic and the
MMPP is in state l. Qi,lm(k) denotes the joint probability of that the next arrival will be
in state m of the MMPP and that k exponential stages out of i will be completed before
the next arrival from the joint arrival process given that the last arrival was in state l of
the MMPP. A way to calculate Qi,lm(k) is shown in the Appendix.

The procedure of computing Pa
i,l( j,n) is as follows. First we calculate Pa

i,l( j,1), i =
0 . . . rK from the initial conditions (3). Then in iteration k we first calculate Ps

i,l( j,k),k =
1 . . .n− 1 using equations (6) and (7) and the probabilities Pa

i,l( j,k), which have been
calculated during iteration k − 1. Then we calculate Pa

i,l( j,k + 1) using equations (4)
and (5).

4 Performance Analysis

In this section we show results obtained with the MMPP+M/Er/1/K model described
in Section 3, the MMPP + M/D/1/K model described in [20] and simulations. The
average packet length of both the tagged and the background traffic is set to 454 bytes,
which is the mean packet size measured on an Internet backbone [9]. Note that increas-
ing the average packet length is equivalent to decreasing the link speed, and thus the
particular fixed value of the average packet length does not limit the generality of the
results presented here. The PDF, CoV (σ/m) and skewness (∑(X −m)3/σ3) param-
eters of the twelve considered PSDs are shown in Table 1. The G1 distribution is the
measured PSD on a 2.5 Gbps Internet backbone link as given by the Sprint IP Moni-
toring project [9]. The considered link speeds are 10 Mbps, 22.5 Mbps and 45 Mbps.
The queuing delay is set to around 1.5 ms in all cases, resulting in queue lengths from
5 to 20 packets depending on the link speed. Both in the analytical models and in the
simulations we consider a 3 state MMPP, with an average bitrate of 540 kbps, arrival
intensities λ1 = 116/s,λ2 = 274/s,λ3 = 931/s and transition rates r12 = 0.12594,r21 =
0.25,r23 = 1.97,r32 = 2. These values were derived from an MPEG-4 encoded video
trace by matching the average arrival intensities in the three states of the MMPP with
the average frame size of the I,P and B frames. The simulations were performed in ns-2,
the simulation time was between 40 thousand and 400 thousand seconds (5-50 million
packets from the tagged source).

We use two measures to compare the packet loss process, the probability of loosing j
packets in a block of n packets. The first one is a commonly used measure of closeness,
the Kullback-Leibler distance [26] defined for two distributions as

d(p1, p2) =
n

∑
j=0

P1( j,n)log2
P1( j,n)
P2( j,n)

, (8)

The Kullback-Leibler distance is the same as the relative entropy of p1 with respect
to p2. It is not a true metric, as it is not symmetric and does not satisfy the triangle
inequality, but it is always non-negative and equals zero only if p1 = p2.
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Table 1. Considered packet size distributions: coefficient of variation, skewness, PDF and nota-
tion in the figures. N(m,σ) denotes a normal distribution with mean m and variance σ2. E(r,1/μ)
denotes an r-stage Erlang distribution with mean 1/μ .

Distribution CoV Skewness PDF Notation
General 1 1.2 1.07 b(x) taken from [9], see Figure 1 G1
General 2 1.2 1.07 b(x) = 0.74N(127,20)+0.26N(1366,20) G2
Phase type 1.2 1.07 b(x) = 0.54E(5,26)+0.46E(5,956) G3
Exponential 1 2 E(1,454) M
General 4 1

√
2 b(x) = 0.79N(219,1)+0.21N(1331,1) G4

General 5 1/
√

2 2 b(x) = 0.85N(321,1)+0.15N(1229,1) G5
Erlang-2 1/

√
2

√
2 E(2,454) E2

General 6 1/
√

2
√

0.4 b(x) = 0.65N(219,1)+0.35N(892,1) G6
General 7

√
0.1

√
2 b(x) = 0.79N(379,1)+0.21N(731,1) G7

Erlang-10
√

0.1
√

0.4 E(10,454) E10
General 8

√
0.1 0 b(x) = 0.5N(310,1)+0.5N(598,1) G8

Deterministic 0 0 b(x) = δ454(x) D

The second measure is based on the gain that can be achieved by using FEC. Given
the probabilities P( j,n) the uncorrected loss probability for an RS(k,c+k) scheme can
be calculated as

Pk,c+k
loss =

1
c + k

c+k

∑
j=c+1

jP( j,c + k). (9)

Based on the uncorrected packet loss probability we define the FEC gain as the ratio of
the average loss probability without the use of FEC and the uncorrected loss probability
when using FEC: f (k,c + k) = Ploss/P

k,c+k
loss .

4.1 Constant Average Load Case

In this subsection we investigate the effects of the PSD on the packet loss process and
the efficiency of FEC as a function of the average load in the network. Figure 2 shows
the uncorrected packet loss probability for FEC(1,1), FEC(10,11) and FEC(20,22) on a
10 Mbps link for the G1,G2, G3, M and D distributions. Figures 3 and 4 show the same
results on a 22.5 Mbps and a 45 Mbps link. The figures show that results obtained with
the G1, G2 and G3 distributions are practically the same (the difference is less than
5%). This indicates that by matching the first three moments of a distribution one can
derive accurate results in terms of average loss probability and FEC gain even for very
low loss probabilities. In the following we will only use the G1 distribution out of these
three distributions. Figures 5 and 6 show the Kullback-Leibler distance obtained with
different PSDs on a 10 Mbps link for P( j,11) and P( j,22) respectively. Figures 7 and
8 show the FEC gain for the same scenarios. Comparing the figures we conclude that
FEC(10,11) and FEC(20,22) are qualitatively similar, and thus in the following we will
only show figures for FEC(20,22) for brevity. Comparing results obtained with PSDs
having the same CoV but different skewness we can see that even though the skewness
has an effect on the packet loss process (especially at low loss probabilities), the CoV
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Fig. 1. Cumulative density functions of the
considered packet size distributions.
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without FEC vs average load on a 22.5 Mbps
link.
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Fig. 6. Kullback-Leibler distance vs average
load for P(j,22) on a 10 Mbps link.

of the PSD has the biggest impact on the efficiency of FEC. We draw the same conclu-
sion by examining Figures 9, 10, 11 and 12 which show the Kullback-Leibler distance
and the FEC gain on a 22 Mbps and a 45 Mbps link as a function of the average load
for P( j,22) and FEC(20,22) respectively. Thus, analytically tractable PSD models (for
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Fig. 7. FEC gain vs average load for
FEC(10,11) on a 10 Mbps link.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

50

100

150

Average load

FE
C

 g
ai

n

M
G1
G4
G5
E2
G6
G7
E10
G8
D

Fig. 8. FEC gain vs average load for
FEC(20,22) on a 10 Mbps link.
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Fig. 9. Kullback-Leibler distance vs average
load for P(j,22) on a 22.5 Mbps link.
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Fig. 10. FEC gain vs average load for
FEC(20,22) on a 22.5 Mbps link.
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Fig. 11. Kullback-Leibler distance vs average
load for P(j,22) on a 45 Mbps link.
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Fig. 12. FEC gain vs average load for
FEC(20,22) on a 45 Mbps link.

example phase-type, which includes both the Erlang and the hyper-exponential distri-
butions as special cases, and has an extensive literature [27–30]) can be used to derive
approximate results for FEC performance by matching the first two, and accurate re-
sults by matching the first three moments of the empirical PSD. Furthermore as the CoV
of the PSD in the network is bounded from above, applications can be given a lower
bound on the achievable gain of using FEC independent of the packet size distribution
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in the network. Though for some networks the exponential PSD might fit, it is clear
from the results that it does not represent a worst case scenario if the average packet
size is not equal to the center of the domain of the PSD and thus the CoV of the PSD
can exceed one. Nevertheless, the exponential PSD is a good approximation for the
considered empirical PSD G1, and for other empirical PSDs to be found at [9]. This
finding justifies the assumption of exponential service time distribution in earlier works
on the efficiency of FEC [1, 16–18, 31].

The difference between the results obtained at a particular average load with distri-
butions having different CoV values is significant, up to one order of magnitude in terms
of FEC gain in the considered scenarios, a lower CoV value yielding a less bursty loss
process. The difference however is partly due to the different average loss probabilities.
We eliminate the effects of the average loss probability in the following subsection.

4.2 Constant Average Packet Loss Case

In this subsection we consider results with different PSDs as a function of the average
loss probability. This enables us to investigate what an application (unaware of the net-
work PSD) can expect from FEC given that it experiences a certain end-to-end average
packet loss probability. In order to be able to compare the packet loss process at a cer-
tain average loss probability we take the results from simulations with the G1 PSD and
increase the background traffic of the mathematical models to match the average packet
loss probability given by the simulations.

Figure 13 shows the Kullback-Leibler distance between the results obtained with
the different distributions as a function of the average loss probability on a 10 Mbps
link for P( j,22). The figure shows that the distance between the results obtained with
different distributions decreased significantly (three orders of magnitude). Figure 14
shows the FEC gain for the same scenario. The effects of the PSD are significantly
smaller compared to Figure 8.

Figures 15 and 16 show the FEC gain on a 22.5 Mbps and a 45 Mbps link respec-
tively. Comparing the figures we can see that the difference between results with differ-
ent PSDs in terms of FEC gain decreases as the link speed increases (from 10 Mbps to
45 Mbps). The reason for this is that the higher the link speed the less the background
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Fig. 15. FEC gain vs average loss probability
for FEC(20,22) on a 22.5 Mbps link.
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Fig. 16. FEC gain vs average loss probability
for FEC(20,22) on a 45 Mbps link.

traffic has to be changed to keep the average loss probability constant, and thus the
change in the level of statistical multiplexing decreases.

The observed difference in FEC gain can be due to the difference in the level of
statistical multiplexing (the background traffic intensity was increased to maintain the
average loss probability constant and as a result the packet loss process became more
independent) and to the difference between the packet size distributions.

4.3 Isolating the Effects of the Packet Size Distribution

In this subsection we separate the effects of the level of statistical multiplexing and the
PSD. We do it by changing the arrival intensity of both the background traffic and the
tagged stream in the mathematical models in order to match the average loss proba-
bility given by the simulations with the G1 PSD, thus we keep the level of statistical
multiplexing constant (doing so is equivalent to matching the average loss probability
through decreasing the link speed). Figure 17 shows the Kullback-Leibler distance as a
function of the average loss probability on a 10 Mbps link for P( j,22). Comparing this
to Figure 13 we can see a further significant decrease in the distance of the distributions.
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Fig. 17. Kullback-Leibler distance vs average
loss probability for P(j,22) on a 10 Mbps link
(same level of statistical multiplexing).
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The same effect can be seen in Figure 18, which shows the FEC gain on a 10 Mbps link
as a function of the average loss probability for FEC(20,22). Thus the difference in the
FEC gain considering a fixed average loss (Section 4.2) is mainly due to the different
levels of statistical multiplexing and in a lower extent to the different PSD. This is in
accordance with the observation in Section 4.2 that the difference between the results
with different PSDs decreases as the link speed increases.

5 Conclusion

In this paper we investigated the effects of the packet size distribution on the packet
loss process and the related FEC performance in a single server queue with a finite
buffer. We presented a mathematical model for the analysis of the packet loss process
of the MMPP + M/Er/1/K queue and compared the results of simulations and math-
ematical models in different scenarios. Our results show that analytical models of the
PSD matching the first three moments of the empirical PSD can be used to evaluate
the performance of FEC in real networks, while the exponential PSD is a reasonable
approximation for the PSD of today’s Internet to evaluate FEC performance. Neverthe-
less the exponential PSD is not a worst case scenario, the PSD in today’s networks has a
higher CoV and thus shows slightly worse queueing performance. However, as the CoV
of the packet size distribution in a real network is bounded from above, one can give
a lower bound on the efficiency of FEC and thus predict its performance. The results
show that the effects of the packet size distribution decrease as the link speed increases
if one considers a particular average packet loss probability. Thus at a given average
loss probability the actual network PSD does not influence the efficiency of FEC on
a backbone link, however it has a big influence on it in access networks. At the same
time applications can have a bigger influence on the packet size distribution in access
networks and thus have an impact on the packet loss process of their traffic. The results
presented here can serve as a basis for future research on the performance of end-to-end
error control and facilitate the use of FEC in tomorrow’s applications.
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Appendix

The probability Qi,lm(k) denotes the joint conditional probability that between two ar-
rivals from the joint arrival stream there are k exponential stage completions out of i
and the state of the MMPP at the moment of the arrival is m given that at the time of the
last arrival the MMPP was in state l. Qi,lm(k) can be expressed as

Ql,m
i (k) = Pl,m(k) i f k < i

Ql,m
i (k) = ∑∞

j=i Pl,m( j) i f k = i,
(10)

where Pl,m(k) denotes the joint probability of having k exponential stage completions
between two arrivals and the next arrival coming in state m of the MMPP given that the
last arrival came in state l.

The z-transform Pl,m(z) of Pl,m(k) is given by

Pl,m(z) =
∞

∑
k=0

(∫ ∞

0

(rμt)k

k!
e−rμt f l,m(t)dt

)
zk = f l,m∗(rμ − rμz), (11)

where f l,m(t) is the joint distribution of the interarrival-time and the probability that
the next arrival is in state m given that the last arrival was in state l of the MMPP. The
Laplace transform of f l,m(t) is denoted with f l,m∗(s) and is given by

f l,m∗(s) = L
{

e(Q̂−Λ̂)xΛ̂
}

= (sI − Q̂+ Λ̂)−1Λ̂. (12)

The inverse Laplace-transform of (12) and thus the inverse z-transform of (11) can be
expressed analytically by partial fraction decomposition as long as L ≤ 4, and has the
form

f l,m(t) =
L

∑
j=1

Bl,m
j eβ jt , (13)

where β j are the roots of t(s) = det[sI − Q̂+ Λ̂]. Using the substitution α j = 1 + β j/μ
and Al,m

j = Bl,m
j /(μα j) one can calculate Pl,m(k) based on (11)

Pl,m(k) =
L

∑
j=1

Al,m
j

1

αk
j

. (14)

Given the probability Pl,m(k) one can express Qi(k) as

Qi(k) =

⎧⎪⎨⎪⎩∑L
j=1 Alm

j

(
1

α j

)k
0 ≤ k < i

∑L
j=1

Alm
j

1−1/α j

(
1

α j

)i
k = i.

(15)

A more detailed description of the calculation of Qi,lm(k) can be found in [32].
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Abstract. We present a simple, deterministic mathematical model for the spread
of randomly scanning and bandwidth-saturating Internet worms. Such worms in-
clude Slammer and Witty, both of which spread extremely rapidly. Our model,
consisting of coupled Kermack-McKendrick equations, captures both the mea-
sured scanning activity of the worm and the network limitation of its spread, i.e.,
the effective scan-rate per worm/infective. We fit our model to available data for
the Slammer worm and demonstrate its ability to accurately represent Slammer’s
total scan-rate to the core.

1 Introduction

The spread of worms is now a chronic problem affecting the performance of the entire
Internet. Certain worms, such as Blaster, Slammer and Witty, had very costly effects
on the Internetworking community. Their propagation activity congested network links
thereby creating a temporary denial-of-access to the Internet for large population of
end-hosts. At a minimum, this together with the required response to the worm (e.g.,
patching to inoculate or cure infected end-hosts against the worm), resulted in a signif-
icant direct expenditure and very significant aggregate loss of productivity.

In this paper, we focus on bandwidth-limited, random UDP-scanning worms like
Slammer and Witty. These worms spread extremely rapidly in the wild: on Saturday,
January 25, 2003, Slammer infected about 75 thousand SQL servers (nearly the entire
population of susceptibles) in less than 10 minutes [7] and caused significant conges-
tion in the stub-links connecting peripheral enterprise networks to the Internet core. In
previous work [10], we conducted Slammer recreation experiments on an Internet-wide
scale and demonstrated that the worm could be accurately “scaled-down” on the DE-
TER cyber security testbed [4]. Our experiments were compared against Slammer data
obtained from the University of Wisconsin’s tarpit and reported in [7, 10]. This data is
used in the following to validate our proposed model.

� This work is supported by both the NSF and DHS of the United States under NSF grant number
0335241.
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In, e.g., [6, 11], a case was made for deployment of worm defenses (detection and
response) in peripheral enterprise networks. Because of the need to realistically scale-
down the simulation, we advocate an approach where a single enterprise network un-
der test is simulated in much greater detail than the rest of the Internet to which it is
connected. Therefore, a basic requirement for our testbed is the ability to realistically
recreate a worm attack in this context; specifically, we need an accurate model of the
worm probing (scanning) activity from the Internet to the enterprise network under test.
Among our assumptions is that this quantity and the scans generated from the enterprise
under test to the rest of the (much larger) Internet are negligibly dependent.

Such traffic generators can be formulated by using measured data from a particular
worm (more precisely, extrapolations from measured data [7]) of total instantaneous
scan-rate, S(t), when this is available or by using a mathematical model whose param-
eters can be

– fit to the salient data of a given worm (again, if that data is available) or
– varied in an attempt to capture the behavior of actual worms for which measured

Internet data is unavailable or set for hypothetical worms.

Under random scanning, the scan-rate from the Internet directed at the enterprise under
simulation could be approximated as (A/232)S(t) where A is the size of the address
space of enterprise network under simulation; alternatively, a similar but random thin-
ning of S(t) could be used. Individual scans would be directed to an end-system of the
enterprise network that is chosen at random.

This paper is organized as follows. In Section 2, we briefly describe two salient char-
acteristics of Slammer’s spread that will subsequently be used to validate our model. In
Section 3, we describe a homogeneous network model that accurately predicts the total
scanning rate per worm (infective) but overestimates the total instantaneous scanning
rate. A heterogeneous model is then presented in Section 4 that can be fit to both char-
acteristics. We conclude with a summary and discussion of current and future work.

2 Slammer’s Internet Spread and General Model Assumptions

The success of the simple Kermack-McKendrick model for certain Internet worms, e.g.,
Code Red, was demonstrated in [9, 12, 1, 13, 8]. Modeling Slammer and Witty is sub-
stantially more complex because network bandwidth limitations mitigated the spread of
the worm, i.e., the worm’s scanning activity saturated certain links. Beyond just spread-
ing very quickly, Slammer was the first significant worm without a constant scanning
rate.

Figure 1 [7] shows Slammer’s total instantaneous scanning rate extrapolated from
data measured at the University of Wisconsin’s tarpit. Note that at around 175s (zero
slope), there was a brief period in which tarpit data was unavailable. Dividing this data
by an estimate of the number of infected end-systems (again, based on the tarpit data)
gives the scan-rate per worm (Figure 2 [7]) which quickly declines from an initial peak
of over 19,000 scans-per-second-per-worm to slightly over 800 scans-per-second-per-
worm over the course of the infection. This behavior was not seen in previous worms. In
[10], a similar signature was displayed for Witty and, therefore, it appears to be typical
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Fig. 2. Slammer’s scan-rate per worm, as derived from the scans seen by the University of Wis-
consin Tarpit Network.

of bandwidth-limited scanning worms. Because a rather complete data-set is available
only Slammer, especially in the preliminary stages of the worm, we focus on Slammer
herein.

It was argued in [7, 10] that the oscillations observed in these figures are due to mea-
surement errors by the tarpit, errors that were amplified when the data was extrapolated
to an estimate of the activity on the scale of the entire Internet. See [2] for a discussion
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of measurement variations of blackholes/tarpits. In the following, we will “fit” our pro-
posed model to the initial and final values of the curves in these figures and then roughly
check the model’s fidelity to the intermediate values. We reiterate that a primary goal
of our modeling work is to accurately recreate the total worm scanning activity to the
core, Figure 1.

In the following and in [10], a basic assumption was that the Internet core connect-
ing the peripheral enterprise networks only negligibly affects any scanning traffic they
generate. Worm scan traffic is assumed to be limited only by a single stub-link connect-
ing the enterprise to the core. Moreover, we ignore intra-enterprise infections (i.e., from
an infective within the same enterprise). We also assume that the class of worms under
consideration spread so rapidly that the effect of counter-measures (e.g., vulnerability
patching) is negligible. Moreover, we assume that the worm does not harm a host so
as to mitigate the host’s ability to scan out and attempt to infect others. So, we do not
model “removals” [3] from the infected population.

3 Homogeneous Network Model
with Instantaneously Saturating Links

Consider now a population of N enterprise networks. For a homogeneous Internet
model, assume each enterprise has the same number C of susceptible (SQL server)
nodes. Each enterprise is in one of C + 1 states where state i connotes exactly i worms
(infectives) for 0 ≤ i ≤ C. For the entire network, define the state variables yi(t)
representing the number of enterprises in state i at time t. Clearly, for all time t ≥ 0

C∑
i=0

yi(t) = N. (1)

Define

Y (t) ≡
C∑

i=1

yi(t) = N − y0(t)

as the number of enterprises with one or more worms (infectives); we assume that each
such infected enterprise transmits exactly σ scans/s into the Internet irrespective of the
degree of its infection. That is, we assume that a single infective saturates the stub-
link bandwidth of the enterprise. Finally, an implicit assumption of the following is
that “local” infections (between nodes in the same enterprise) are negligible in number.
Thus, the total rate of scanning (causing infection) into the Internet at time t is

S(t) = σY (t).

The likelihood that a particular susceptible is infected by a scan is η = 2−32 (purely
random scanning in the 32-bit IPv4 address space). The likelihood, therefore, that a
scan causes an enterprise in state i at time t to transition to state i + 1 is (C − i)η
because there are C − i susceptible but not infected nodes in the enterprise at time t.
Thus, define the infection “rate” of an enterprise in state i by

βi ≡ ση(C − i).
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The time-evolutions of theṡtates yi are governed by the following coupled Kermack-
McKendrick equations: For times t ≥ 0,

ẏC(t) = βC−1yC−1(t)Y (t), (2)

ẏi(t) = (βi−1yi−1(t) − βiyi(t))Y (t) for 1 ≤ i ≤ C − 1 (3)

ẏ0(t) = −β0y0(t)Y (t). (4)

The total number of worms (infectives) at time t is clearly

C∑
i=1

iyi(t). (5)

Thus, the scan-rate per worm (per infective) is

σY (t)∑C
i=1 iyi(t)

=
σ
∑C

i=1 yi(t)∑C
i=1 iyi(t)

. (6)

Summing equations i = 1 to C yields the “standard” Kermack-McKendrick equation
dY/dt = β0y0Y = β0(N − Y )Y whose solution is Y (t) = NY (0)[Y (0) + (N −
Y (0)) exp(−β0Nt)]−1.

For the homogeneous mathematical network model instantaneously (after just one
infection) saturating links, we fitted just three parameters to measured data:

– The initial value of scan-rate per worm: σ = 15000
– The ratio of initial to final value of scan-rate per worm: C = 18
– The final value of total instantaneous scan-rate, NCσ (or simply from the to-

tal number of initially susceptible (and ultimately infected) end-systems, NC =
73, 782) givingN = 4099.

Numerically solving (2)-(4) with initial conditions y0(0) = N − 1 and y1(0) = 1 (i.e.,
one initially infected server) yielded the “homog-i”1 curves given in Figure 3 and 4 over
a 5 minute period. Note that Figure 4 is roughly similar to that which was extrapolated
from measured data of Slammer’s actual spread in the Internet, but the total instan-
taneous scan-rate “homog-i” curve of Figure 3 significantly overestimates that drawn
from measured data. If we reduce the cluster size from 18 to, say, C = 9 (thereby dou-
bling the number of enterprises to N = 8198), we would see that the total scan-rate
curve will more accurately shift to the right, but the scan-rate per worm curve would
also shift slightly right and its limiting value will increase (double in value if C = 9).
This simple deterministic mathematical model of a homogeneous network with instan-
taneous link saturation yielded numerical results (reported in the next section) similar
to those obtained by simulation of the “homogeneous clusters” model in [10].

1 homogeneous enterprises with instantaneous (after just one infection) saturation of the stub-
link.
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4 Heterogeneous Network Model with Gradually Saturating Links

The previous model can be extended to allow for more gradual stub-link saturation as
a function of the number of infectives and network heterogeneity can be introduced by
creating different classes of enterprise networks where networks of class j:

– have C(j) susceptibles
– have maximum scan-rate σj,C(j)

That is, the scan-rate to the Internet for class-j enterprise with i ≤ C(j) infectives is
σj,i where, under gradual link saturation, σj,i is nondecreasing and subproportional to
i, i.e., σj,i ≤ iσj,1 for all i ≥ 1 (but note that this model also accommodates scanning
dynamics that do not saturate links, i.e., σj,i = iσj,1).

Let yj,i(t) be the number of class-j enterprises at time t with i infectives and let
N(j) be the total number of class-j enterprises. Thus,

∑
j

N(j) = N and
C(j)∑
i=0

yj,i(t) = N(j)

for all times t. Also, at time t, the total number of infected end-systems (worms, infec-
tives) is ∑

j,i

iyj,i(t),

the total instantaneous scan-rate is

S(t) ≡
∑
j,i

σj,iyj,i(t), (7)

and the scan-rate per worm is the ratio of these two quantities. Thus, a more general set
of coupled Kermack-McKendrick equations modeling worm spread than those used for
a homogeneous network is as follows: For times t ≥ 0 and all classes j:

ẏj,C(j)(t) = ηyj,C(j)−1(t)S(t)
ẏj,i(t) = η[(C(j) − i+ 1)yj,i−1(t) − (C(j) − i)yj,i(t)]S(t) for 1 ≤ i ≤ C(j) − 1
ẏj,0(t) = −η(C(j) − 1)yj,0(t)S(t)

where we recall η = 2−32.
Fitting to data from the Slammer worm, we would require that the total number of

susceptibles ∑
j

N(j)C(j) = 73, 782. (8)

Fitting to the final value of the scan-rate per infective curve,∑
j N(j)σj,C(j)∑
j N(j)C(j)

≈ 15000/18. (9)



Coupled Kermack-McKendrick Models for Internet Worms 107

Fitting to the initial value of scan-rate per infective (“in mean”):∑
j N(j)σj,1∑

j N(j)
≈ 15000. (10)

These three equations will determine three of the model parameters, leaving a number
that can be used for potentially finer curve fitting to measured data, or simple model
variations, as an experimenter would desire.

For example, we considered a model with two classes of enterprises, i.e., j ∈ {0, 1}.
Under instantaneous saturation (σj,i is a constant function of i), equations (8)-(10)
would involve the following six unknowns: N(0), N(1), C(0), C(1), σ0, σ1. Under a
gradual saturation, each “σj” would be replaced by up to C(j) “σj,i” parameters. In
our numerical example, we have simplified this by assuming that under gradual sat-
uration, the quantities σj,i − σj,i−1 ≡ δj are constant functions of i so that only
two additional parameters are introduced: δ0 and δ1. In particular, for equation (10),
σj,1 = σj,C(j) − (C(j) − 1)δj . So, the experimenter can stipulate 5 of 8 of these pa-
rameters and solve (8)-(10) for the remaining three parameters. For example, if we take
σ1,C(1) = 25000, σ0,C(0) = 6000, δ1 = 500, δ0 = 200, and C(0) = 5; then the three
unresolved parameters are computed N(0) = 1008, N(1) = 2217, C(1) = 31. The
total instantaneous scan-rate and the scan-rate per infective (worm) for these model pa-
rameters were numerically computed and are depicted in Figure 3 and 4 (“hetero-g”2

curves). Note that they agree closely with the curves extrapolated from the University
of Wisconsin’s tarpit data for Slammer.

Two other sets of parameters were numerically evaluated and the curves are depicted
in these figures: “hetero-i” and “homog-g”. For “hetero-i,” the maximum scanning rates
of the two enterprise classes were initialized to 8000 scans/s and 20000 scans/s and the
number of enterprises in each class, N(0) and N(1), were computed to agree with
(8)-(10) as above; also, the links were assumed to be instantaneously saturated. For
“homog-g,” there was a single enterprise class (class 0) with gradually saturating links;
specifically, C(0) = 18 and σ0,18 = 15000 (as in Section 3), and δ0 = 300. In our
preliminary numerical studies, we found that varying the parameters δ had the most
significant effects on the resulting total instantaneous scan-rate curves.

5 Summary and Future Work

In summary, we proposed a system of coupled Kermack-McKendrick epidemic equa-
tions to model the spread of a bandwidth-limited, randomly scanning Internet worm. We
applied this model to the available data for the Slammer worm. Specifically, we showed
that the model can recreate Slammer’s characteristic scan-rate-per-infective and its total
scan-rate to the core. Our simulation code will be available at [5].

In [10], routeview data indicating the number of susceptible SQL servers with a
given address prefix was reported (Figure 15). We are currently incorporating this data
into our model and studying the results. When other relevant data becomes available
(such as stub-link capacities correlated together with the number of susceptibles per

2 heterogeneous enterprises with gradual saturation of the stub-link.
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Fig. 3. Slammer total instantaneous scan-rate for homogeneous and heterogeneous network mod-
els.
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Fig. 4. Slammer scan-rate per infective (worm) for homogeneous and heterogeneous network
models.

address prefix), we will select our model parameters accordingly. Such data is being
pursued by participants of the DHS PREDICT project.

Finally, we are also exploring ways to incorporate into our model information about
transmission delay variations of scanning packets through the core. Such latency issues
are significantly more important for worms like Blaster and Sasser that propagated via
TCP.
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Abstract. Network traffic exhibits fractal characteristics, such as self-
similarity and long-range dependence. Traffic fractality and its associated
burstiness have important consequences for the performance of computer
networks, such as higher queue delays and losses than predicted by clas-
sical models. There are several estimators of the fractal parameters, and
those based on the discrete wavelet transform (DWT) are the best in
terms of efficiency and accuracy. The DWT estimator does not consider
the possibility of changes to the fractal parameters over time. We propose
using the Schwarz information criterion (SIC) to detect changes in the
variance structure of the wavelet decomposition and then segmenting the
trace into pieces with homogeneous characteristics for the Hurst param-
eter. The procedure can be extended to the stationary wavelet transform
(SWT), a non-orthogonal transform that provides higher accuracy in the
estimation of the change points. The SIC analysis can be performed pro-
gressively. The DWT-SIC and SWT-SIC algorithms were tested against
synthetic and well-known real traffic traces, with promising results.

1 Introduction

It is well known [1, 2] that network traffic exhibits some fractal properties (heavy
tails, slow-decaying autocorrelation, and scaling, among others) that cannot
be captured by traffic models based on Poissonian or Markovian stochastic
processes. New fractal-aware algorithms, which exploit the properties of self-
similarity, long-range dependence, and multifractality, have been developed for
traffic analysis and generation. Few studies (to our knowledge, only [3], [4]
and [5]) have explored the possibility of the non-stationarity of fractal parame-
ters. Real traffic is expected to change its behavior as time goes on, and detecting
the change points (i.e., the instants that bound the segments that show homo-
geneous fractal behavior) can be useful for some algorithms and network mecha-
nisms that exploit the long-memory properties of network traffic. Some examples
are the TCP congestion control described in [6], a predictive bandwidth control

� This work was supported in part by the Spanish Government under grant CICYT
TIC2001-0956-C04-02, and the EuroNGI European Network of Excellence (IST-
FP6).
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for MPEG sources [7], the effective bandwidth estimator described in [8] and the
novel application of traffic fractality to the design of VLSI video decoders [9].
Apart from those applications, a better knowledge of traffic characteristics is
needed when creating synthetic traces for simulation or testing purposes. Our
long-term aim is to accurately describe the temporal and frequential evolution
of fractal and multifractal traffic parameters, which, in turn, can provide us with
a better understanding of network dynamics.

Among the fractal parameter estimation algorithms, those based on the use
of the Discrete Wavelet Transform (DWT) exhibit a higher performance in terms
of accuracy, computational efficiency, and adaptability. The Abry-Veitch estima-
tor is widely accepted as the best and most efficient DWT-based LRD estimator,
since it is capable of performing a joint estimation of α (the scaling parameter,
related to the Hurst parameter) and cf (related to the variance of the series
under study), and computing the associated confidence intervals. The DWT de-
composes the traffic trace in a multiresolution analysis (MRA) that turns the
1/f spectrum of fractal traces into a certain structure of the variance across
scales, which can be easily detected. If the scaling parameter changes at any
moment, so does the complete variance structure. Therefore, if a change point
detection algorithm monitors the variance at every scale, the simultaneous de-
tection of changes across scales will indicate a change in the scaling parameter.
Changes must appear at several scales to be significant; a change in variance at
a single scale only tells us of non-stationarity in the variance at that scale. A
final phase of automatic selection and clustering of the candidate change points
must be performed in order to infer the real changes of the fractal parameters.

We propose the use of the Schwarz Information Criterion (SIC) as the change
point detection algorithm. This algorithm was developed from the Akaike Infor-
mation Criterion (AIC) for model selection, widely used in statistical analysis.
The SIC is based on the maximum likelihood function for the model, and can
be easily applied to change point detection by the comparison of the likelihood
of the null hypothesis (no changes in the variance series) against the opposite
hypothesis (a change is present). The time-frequency characterization provided
by the wavelet transforms and the SIC statistic is useful for off-line analysis,
but can also be easily adapted to perform an on-line (in the sense of sequential,
progressive) monitoring of the behavior of traffic. Both the DWT and SWT can
be performed sequentially, and the SIC statistic can be updated appropriately.

This paper presents the SIC algorithm working with the DWT and its non-
decimated version, the Stationary Wavelet Transform (SWT). The SWT pro-
vides higher temporal accuracy for the change point estimation, due to its in-
herent time redundancy. Both the DWT-SIC and SWT-SIC algorithms are de-
scribed and applied to synthetic traces and real traffic. The rest of the paper is
organized as follows: Section II gives a brief introduction to LRD parameters and
their estimation; in Section III, the AIC and SIC algorithms are presented; Sec-
tion IV explains how the DWT/SWT and the SIC statistic can work together,
along with tests performed on synthetic traces; Section V shows the results of
applying the algorithms to a real traffic sample; Section VI discusses the on-line
performance of the analyzers; and Section VII concludes the paper.
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2 Long-Range Dependence and Its Estimation

2.1 A Brief Review of Long-Range Dependence

A stationary stochastic process x(t) is considered long-range dependent (LRD) if
its autocovariance function decays at a rate slower than a negative exponential.
Equivalently, LRD can also be defined in the frequency domain as a 1/f -like
spectrum around the origin: Sx(f) ∼ cf

|f |α when |f | → 0.
The LRD parameters are α and cf . The scaling parameter α is related to

the intensity of the LRD phenomenon (a qualitative measure) and is usually
expressed as the Hurst parameter H = (1 + α)/2, while cf has dimensions of
variance and can be interpreted as a quantitative measure of LRD. Though the
Hurst parameter has received more attention in published literature, cf is not
negligible, since it appears in the expression of loss probability when LRD traffic
is fed into a queue, and also in the variance of the sample mean of an LRD
process (and thus determines the confidence intervals for its estimation) [10].
In the rest of the paper we will focus our attention on α and H, although our
algorithms can be extended to an analysis of the evolution of cf .

2.2 The Discrete Wavelet Transform

The Discrete Wavelet Transform is a powerful tool that allows a fast, efficient
and precise estimation of LRD parameters. Given a signal x(n), we denote by
dx(j, k) = 〈x, ψj,k〉 the coefficients of the DWT, where ψj,k is a function with
finite support, and j and k are respectively the scale and the location where
the analysis is performed. The basis of the decomposition is actually a fam-
ily generated from translated and dilated versions of the mother wavelet ψ0,0:
ψj,k(n) = 2−j/2ψ0,0(2−tn− k) for j = 1 . . . J, k ∈ Z.

The DWT can be understood as the result of a cascade of quadrature-mirror
low-pass and high-pass filters (h(n) and g(n), respectively), in which the output
of the high-pass filter (the details of the signal) are the coefficients of the DWT
at each scale j, while the output of the low-pass filter (the approximation of
the signal) is filtered again iteratively. The output of the filters is decimated in
order to maintain orthogonality; therefore, the number of coefficients is halved
at each iteration. In terms of the signal spectrum the output of the DWT is a
decomposition in subbands that are halved at each step, giving rise to a mul-
tiresolution analysis in which the original signal is decomposed into a low-pass
approximation at scale J , ax(J, k) and a set of high-pass details dx(j, k) for each
scale j = 1 . . . J . Figure 1 illustrates the filter bank interpretation.

2.3 DWT Analysis of LRD Traffic: The Abry-Veitch Estimator

Abry and Veitch developed the LogScale diagram [10], an unbiased and efficient
estimator of LRD parameters. It estimates the power of the subbands of the
wavelet decomposition as the sample variance of the coefficients at each branch
of the filter, μj . Due to the power law,

μj = E[d2x(j, k)] = 2jαcfC(α, ψ0) (1)
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Fig. 1. On the left, the DWT as filter bank for a level 3 decomposition. On the right,
the subbands of the normalized spectrum, with the approximation a3 and details d1...3.

and taking logarithms on both sides,

log2(μj) = jα+ log2(cfC) + gj (2)

where gj = ψ(nj/2)/ ln 2 − log2(nj/2) are bias-correction terms that depend
only on nj (the number of wavelet coefficients at scale j), required because the
expectation of the logarithm is not the logarithm of the expectation, and ψ(x)
is the Psi function. Parameters α and cfC can be estimated from expression (1)
performing a weighted linear regression on μj , in which the weight is related to
the number of coefficients available at the corresponding scale (decreasing by
2 for each increase in the scale). Assuming μj follows a Gaussian distribution,
confidence intervals for the estimation can be derived.

2.4 Real-Time Estimation with the DWT

There exists an on-line version of the DWT estimator [4] that performs sub-
band variance computation progressively, but it is accumulative, not dynamic:
it returns updated estimations performed over all available samples from t = 0.
The same authors studied the stationarity of the scaling exponent (α or H) and
developed a statistical test that is capable of determining its constancy [5], but
this study is limited to a dyadic temporal decomposition (i.e., the traffic traces
are divided into non-overlapping segments whose lengths are powers of 2). We
expect traffic to change at arbitrary points (transition points) where the trace
changes its behavior (in terms of the distribution of its variance across scales).

The change point detection problem is a classical one in statistics, and several
algorithms have been developed to address it. In a previous study [11] we used
the iterated cumulated sum of squares (ICSS) algorithm, in conjunction with the
stationary wavelet transform, to develop a method for the temporal segmentation
of the trace into regions that show homogeneous LRD properties (constant Hurst
parameter). The results of the ICSS technique are good, but it lacks flexibility in
selecting the significance level (critical values are computed using Monte Carlo
simulation), and it is also difficult to implement progressively. In this paper we
use a more powerful approach, based on an information theory criterion, which
can be computed on-line (in the sense of a progressive, sequential analysis). We
follow the theory presented in [12] in the context of stock price analysis.
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3 Variance Change Point Estimation
with the Schwarz Information Criterion

3.1 Statement of the Problem

Let x1, x2, . . . , xn be a sequence of independent normal random variables with
a common mean m and variances σ2

1 , σ
2
2 , . . . , σ

2
n. We test the null hypothesis

H0 : σ2
1 = σ2

2 = · · · = σ2
n = σ2 (3)

versus the alternative

H1 :σ2
1 = · · ·=σ2

k1
�=σ2

k1+1 = · · ·=σ2
kq
�=σ2

kq+1 = · · ·=σ2
n (4)

where q is the unknown number of change points and 1 ≤ k1 < k2 < · · · <
kq < n are the unknown positions of the change points. Following the binary
segmentation procedure suggested in [12] we reduce the problem to the detection
of a single change point, and then iterate the process in the two subsequences
that surround the change point. If a change is detected in the subsequence, split
again and iterate until no more changes are found in any of the subsequences.
Our problem is then reduced to testing the null hypothesis against

H1 : σ2
1 = · · · = σ2

k �= σ2
k+1 = · · · = σ2

n (5)

3.2 Information-Based Criteria: AIC and SIC

Now we turn to the discussion about the statistic that will allow us to decide
whether a change point exists. One of the most used statistics for change point
detection is the Akaike information criterion (AIC) for model selection [13].
Following Akaike’s work, other authors have applied information theory criteria
in other fields. Schwarz [14] defined the SIC statistic as:

SIC(k) = −2 logL(θ̂) + p log k (6)

where L(θ̂) is the maximum likelihood function for the model, p is the number of
free parameters, and k is the sample size. In our context there are two different
models, which correspond to the null and alternative hypotheses, respectively.
Our decision will be taken following the principle of minimum information; that
is, do not rejectH0 if SIC(n) ≤ mink SIC(k), reject H0 if SIC(n) > SIC(k) for
some k, and estimate the position of the change point by k̂ such that SIC(k̂) =
min1≤k<n SIC(k) where SIC(n) is the SIC statistic under H0 and SIC(k) is
the SIC under H1 for k = 1 . . . n− 1. Then, (6) becomes:

SIC(n) = n log 2π + n log σ̂2 + n+ logn (7)

SIC(k)=nlog 2π + klog σ̂1
2 + (n− k)log σ̂2

2 + n+ 2logn (8)

where σ̂2, σ̂1
2 and σ̂2

2 are the biased estimators of the variances of the sequence
and both subsequences 1 . . . k and k + 1 . . . n, respectively. These expressions
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limit our change detection range to 2 ≤ k̂ ≤ n− 1. Reference [12] gives a proof
that k̂ is a consistent estimator of the true change point, and it also gives the
expression for the computation of the significance level. The authors define the
critical level cα, which modifies the criterion: accept H0 if SIC(n) < minSIC(k)
for some k, and estimate the position of the change point by k̂ such that

SIC(k̂) = min
2≤k≤n−2

SIC(k) + cα (9)

The expression of the critical level cα is derived from the asymptotic null dis-
tribution of the statistic [12]. The same paper discusses other versions of the
SIC criterion, such as an unbiased estimator and the unknown mean cases. The
unbiased estimator yields a slight increase in accuracy at the cost of a high in-
crease in computation. In our study we used only definition (9), which provides
acceptable results at a lower computational cost.

4 DWT-SIC and SWT-SIC Algorithms
for Detecting Changes in the Scaling Parameter α

4.1 Connecting the DWT and SIC

The main contribution of our work is to apply the SIC change point estimator
to the output of each of the branches of the wavelet filter bank. If we find the
same variance change position across all or a significant number of scales, it
will signal a change point in the scaling (or Hurst) parameter. The number of
samples available at each scale is not the same, since each branch of the wavelet
bank suffers a different number of decimations. For example, if the DWT filter
bank shown in Fig. 1 is fed with a traffic trace of 1024 samples, the first branch
will output 512 dx(1, k) samples, the second branch will output 256 dx(2, k)
samples, and the third branch will output only 128 dx(3, k) samples. There
will still be a temporal relationship between them: the second sample of the
lowest frequency subband (dx(3, 2)), the third and fourth samples of the middle
subband (dx(2, 3) and dx(2, 3)), and the 5th, 6th, 7th and 8th samples of the
highest subband (dx(1, 5) . . . dx(1, 8)) are all related to a certain time segment,
which corresponds to samples 9 to 16 of the input trace. Figure 2 illustrates the
relationship between samples across scales. In order to provide a good estimation
of the change point at all available scales, a phase correction is applied to higher
scales, with a scale-dependent delay as illustrated in the right side of Fig. 2.
This correction aligns the position of the wavelet coefficients with their zone
of influence. After the change point detection a clustering-and-decision step is
needed, in order to decide if a change is present in enough scales. This step has
not yet been fine-tuned, but we expect to provide a good solution with pattern-
matching algorithms; for the moment, we rely on a visual heuristic technique,
and therefore our results for the change points are approximate.
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Fig. 2. On the left, the temporal relationship between the coefficients of the DWT. On
the right, the phase-corrected coefficients.

4.2 The Stationary Wavelet Transform and SIC

Another approach to dealing with the phase-correction problem is the use of
a non-orthogonal wavelet transform, known as stationary or maximum-overlap
wavelet transform (SWT, MODWT). This transform is essentially identical to
the DWT except in the decimation step, which is not performed in the SWT.
Therefore, the variance change point can be accurately located at each scale. The
expression for the estimation of the Hurst parameter is similar to (1), although
the constant term is not the same, due to time redundancy.

μj = E[d2x(j, k)] = 2jαc′fC
′(α, ψ0) (10)

The bias-correcting terms are essentially the same as those developed for the
DWT, except that their value is constant across scales, due to their exclusive
dependence only on nj (number of coefficients available at each scale. The Gaus-
sian confidence intervals are also constant, since the expectation and variance
of the logscale values depend only on nj. Thus, the SWT produces a constant-
weight estimation along the logscale diagram, which simplifies and speeds up
regression computation. The main advantage, however, is increased accuracy at
higher scales, where long-range dependence is detected (the DWT generates few
coefficients at higher scales).

The SIC statistic is used with the SWT in the same way as with the DWT.
The only difference is that with the SWT all the branches of the filter bank
produce the same number of samples.

4.3 Testing the Algorithms with Synthetic Traces

Both algorithms (the DWT-SIC and SWT-SIC) were validated using synthetic
traces before they were tried on real traffic traces. The tests were performed
using fractional Gaussian noise (FGN) traces with different values for the Hurst
parameter, which ranged from H = 0.5 (no LRD) to H = 0.9 (high LRD).
Several tests were performed, although we only present one of them. The trace
had 131072 samples, the first half of which were FGN with H = 0.8, followed
by two segments of 32768 samples with H = 0.9 and H = 0.7. Therefore, the
change points were located at n = 65536 and n = 98304. All the segments had
mean 1024 and variance 1 (the distribution of the variance across scales depends
on the scaling parameter). All the tests were performed using the Haar wavelet.
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Fig. 3. Change point candidates at each scale. On the left, DWT-SIC at 8 levels and
significance=0.001. On the right, SWT-SIC at 8 levels and significance=10−6.

Figure 3 shows, on the left, the result of the phase-corrected 8-level DWT-
SIC analysis of the test trace. At the lower scales both change points are clearly
identified. At higher scales the DWT lacks of temporal accuracy, and the change
point located at 65536 disappears. If the decomposition is performed with a
lower significance level, the number of fake change point candidates increases,
adding some “noise” to the diagram. The reason for this phenomenon is the
slight difference between the values of H for the segments separated by the
change point. At those scales, a higher temporal resolution is needed in order
to distinguish the two variance structures of the segments with H = 0.8 and
H = 0.9. A fake candidate appears immediately at the beginning of the sequence,
but can be easily avoided since it is detected in just one subband. The DWT’s
lack of accuracy is also responsible for the deviation of the second change point
(at position 98304) at lower frequencies (higher subbands), such as at the eighth
level. Finally, although the second change point is detected in almost all the
scales, subband 4 is missing. This is because scale 4 is the level at which the
variance structures of both segments cross, i.e., the values of the variance of both
segments at level 4 are the same (or very similar). It is the same phenomenon
that causes the disappearance of the candidates for the first change point at
higher levels, but in the second change point the variances are so separated at
higher levels that even the DWT is capable of distinguishing them.

In order to compare the results with the non-decimated wavelet transform,
the same SIC analysis is performed with the SWT. The results are plotted in
the right side of Fig. 3. Both change points are clearly detected, although scales
4 and 5 suffer from the coincidence of variances. Generally speaking, the SWT-
SIC returns better results, but it requires more memory and more computations
(because of the increased number of SIC operations) than the DWT-SIC alter-
native.
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4.4 Progressive SIC-Based Analysis

The decision process can be performed progressively, in a sequential sense; that
is, beginning at a certain origin t = 0, the analysis can be updated with each
new sample (or group of samples) and the change point identification is re-run.
When the DWT is used, the detection of the new change points (those changes
that take place in the new segment) depends on the time accuracy of the scales
involved. If, for example, 64 new samples are acquired, only 5 scales (26 = 64) will
be updated. Therefore, the change point candidates will appear progressively in
the higher scales (lower frequency subbands) as new samples enter the system.
For the SWT-SIC this problem is inexistent, since its time-redundant nature
allows for the synchronized appearance of the change points at every scale.

In both cases, the update of the SIC statistic is relatively simple to imple-
ment, since it only requires the variance of the new samples at each scale to be
added and is therefore scalable. The recalculation of the decision for the change
points can be more difficult, since the number of computations is intrinsically
variable due to its iterative nature: if more changes are found, more calculations
are needed, and vice versa. In any case, it is reasonable to opt for updating the
change point estimation at a lower rate than the update of the variances. Of
course, the actual rate that is needed must be selected by the application: a
routing decision process is slow and runs at the scale of minutes, while an access
control mechanism must work faster and run at the scale of seconds or faster.
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Fig. 4. Bellcore trace, DWT-SIC at 7 levels, significance=10−5.
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5 SIC-Based Analysis of Real Traffic Traces

We applied our algorithms to a well-known traffic trace: the pAug89 Bellcore
trace, studied extensively in [1]. This series has usually been studied as a whole,
without any investigation of the possible changes in the long-range dependence
parameters. The Bellcore trace is composed of 314283 samples, which correspond
to the amount of bytes transported by an Ethernet network during each 10ms
segment. The trace is known to have a Hurst parameter of around 0.8. The
Abry-Veitch estimator returns a value of H = 0.803, with 95 percent confidence
intervals [0.792, 0.813]. Figure 4 and Table 1 show the results of the DWT-SIC
algorithm applied to Bellcore trace. Only the first 262144 samples were used,
due to current implementation limitations. It is quite clear in Fig. 4 that an
important change point is present around n = 98000. The Abry-Veitch code
gives an estimation of H = 0.824 for the left segment (n = 1 to 98000) and
H = 0.803 for the rest of the trace. Several other change points can be identified
at (approximately) n = 40000, 80000, 125000, 160000, 190000 and 245000. The
results, shown in Table I, are similar to those found by the Iterative Cumulative
Sum of Squares (ICSS) statistic described in [11]. The dynamic range of the
results is important: H ranges from 0.720 to 0.873 (±10 percent of the estimated
value of 0.803). The trace seems to oscillate above 0.8 for the first 245000 samples,
and then abruptly changes to a much lower value of 0.720. This is coherent with
the “average” value of 0.803 returned by the estimator for the whole trace.

Table 1. DWT-SIC results for pAug89 trace.

Segment (initial and final sample) Hurst parameter

1-40000 0.814
40000-80000 0.805
80000-98000 0.857
98000-125000 0.873
125000-160000 0.815
160000-190000 0.804
190000-245000 0.829
245000-262144 0.720

6 On-Line SIC-Based Analysis of Real Traffic

One of the main reasons behind developing the segmentation algorithm is the
future possibility it provides for performing an on-line analysis of traffic. Both
wavelet transforms, the DWT and SWT, can be performed progressively; that is,
as new samples are fed into the filter bank, the transforms give the new samples
corresponding to the convolution of the new data and the memory of the filter.
The SIC statistic can also be computed sequentially, since we only have to update
the partial sums of squares of the wavelet coefficients with the new outputs from
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the transforms. However, there is a step that cannot be predicted: the binary
segmentation procedure. The computation of this step depends completely on
the existence of a variance change point in the studied data. There is no way to
predict the number of times that the binary segmentation (and re-run of the SIC
statistic on the subsequences) must be performed, since we do not actually know
the number and location of the change points. That is why we cannot ensure
that the complete process can be performed in real time, although the algorithms
allow some truncations, such as setting the minimum segment size, in which we
consider the Hurst parameter to be locally stationary. For example, all the SIC
tests in this paper were performed with a minimum segment of 128 samples. The
actual value must be chosen taking into account the physical meaning, in time, of
the minimum segment size, and its impact on the application. For example, the
use of 128 samples with a trace like pAug89, in which each sample represents
10 ms of data, means that we are considering that fractal parameters do not
change faster than once every 1.28 seconds. This can be a good choice for a
routing algorithm, but not for a queue scheduling algorithm.

Several tests were performed to evaluate the behavior of the SIC statistic
when a new change point is included in the updated sample to be analyzed.
Progressive versions of the DWT-SIC and SWT-SIC were tested with the same
traces used in Sections IV and V. A significant drawback to the DWT-based
algorithm is that its output rate diminishes as the scale increases, due to the
decimation step (as explained in Section IV). Since the SIC statistic needs some
extra samples after a change point before detecting the change, the detection at
higher scales of the DWT suffers from delays. There is also the possibility that
two close change points are perfectly resolved at lower scales, but are merged into
just one change point at higher scales. The SWT-SIC is better suited, providing
good resolution at every scale and faster detection than the DWT-SIC.

Figure 5 shows a three-dimensional diagram in which the x-axis represents the
analyzed time (as new samples are added), the y-axis is the location of the change
points, and the z-axis is the scale at which the change is detected. These diagrams
are just the generalization of the time-scale (x- and y-axis, respectively) plots
shown in Section IV. In Fig. 5 we can see that the changes at positions n = 65536
and n = 98304 are clearly detected at more than one scale, and what is more
important, that once the statistic has detected it for the first time, the detection
is maintained as the time progresses. In this sense, the algorithm is coherent.
This is an important feature, because random false change candidates appear
(usually over the y = x line at the first or second scales, as we will mention later),
but these are easily detected because they disappear as the statistic progresses
with new data. Therefore, the SIC statistic in some way corrects its previous
incorrect estimation as it advances in the analysis. We can also see a delay in
the detection of change points at higher scales. Take, for example, scales 5 and
6 for the n = 98304 change point. Since the DWT outputs 16 (24) or 32 (25)
times less samples at those scales that at scale 1, due to the decimation step, this
has an impact on the detection capacity of the SIC statistic, which works slower
(in the sense that many more samples have to be processed before the change
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points are detected). Nevertheless, even at those high scales, the estimation is
still coherent. We can also see a change candidate at n = 38 that gives a very
coherent appearance, but which is circumscribed at the sixth scale. This signals
an isolated variance change point, which is probably caused by an imperfection
in the synthetic trace generator.

Fig. 5. On the left, the evolution of the DWT-SIC algorithm when applied to the
synthetic trace. Granularity = 5000 samples, significance = 0.001, scales 1-6. On the
right, the time-versus-time projection of the same figure.

Finally, there is a curious phenomenon that has been mentioned before: the
spurious false change points on the x = y line. The right side of Fig. 5, which
is merely the projection of the 3D diagram onto the x-y plane, clearly shows
that these points are located precisely at the end of each of the intervals that
are being studied. Our interpretation is that the SIC statistic can be somehow
fooled by some kind of boundary effect (this could also be the reason for the
change candidate at n = 38, which is located very close to the beginning of
the trace, but its coherence within all the estimations makes us think it is a real
variance change rather than a boundary effect). In any case, these fake boundary
candidates are easily detected and rejected, since they disappear rapidly.

The time-versus-time projection in Fig. 5 also allows us to evaluate the detec-
tion delay, which is defined not in terms of actual computation time, but rather
on the quantity of samples located after the change point that have to enter the
system, before the change point is detected. The ideal instantaneous detection
would put the points over the x = y bisectrix. Our tests show that the typical
detection delay is under 100 samples, and in most cases 50 samples is enough,
although a more detailed study is needed.

The on-line DWT-SIC algorithm has also been applied to the Bellcore trace,
which yielded the results shown in Fig. 6. We can again see the coherence of
the change candidates, which are the same as were found in Section V. The
projection on the y-z plane (right side of Fig. 6) is practically identical to Fig. 4.
The x-y fake change points are difficult to distinguish, due to the high density
of candidates at the lower scales. We conclude that the on-line version of our
estimation algorithm is as reliable as the static version.
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Fig. 6. On the left, evolution of the DWT-SIC algorithm applied to the pAug89 trace.
Granularity = 50000 samples, significance = 10−6, scales 1-8. On the right, the scale-
versus-time projection of the same figure.

7 Conclusions

The paper describes the Schwarz Information Criterion and its application to
the study of the variations of the scaling parameter of long-range dependence
network traffic, using the Abry-Veitch wavelet-based estimator. Two different
algorithms were presented, the DWT-SIC and the SWT-SIC, which exhibit dif-
ferent features: SWT-SIC is more accurate and can provide fast updates of the
change points, while DWT-SIC is faster and less computationally intensive. Some
results from the study of synthetic traces are given, along with preliminary re-
sults from an on-line version of the estimators. The algorithms were applied to
real traffic traces from the Bellcore dataset. We found an important result: the
scaling (Hurst) parameter of real traces is highly variable over time. Until today,
the LRD analysis of real traffic traces assumed, at least implicitly, a constant
value of the scaling parameter. We have shown that this is not true. Since LRD
characteristics can by and large affect network dynamics, it is very important to
use a method that is capable of characterizing the evolution of LRD parameters
over time, as the SIC-based algorithms can.

There are several issues that require further investigation, among which the
most important are the following: computing the confidence intervals of the
estimations; evaluating the computational cost of the real-time implementa-
tion of the algorithms; studying how departures from the ideal situation (non-
Gaussianity, non-stationarity of the mean) influence on the change point detec-
tion; determining the influence of the wavelet family used in the analysis and the
significance level of the estimation, and its role in a network environment. Our
efforts are focused on providing a complete, progressive, time-frequency segmen-
tation and characterization of network traffic. Some of the algorithms presented
here are being implemented in a traffic analyzer/generator described in [15].
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Abstract. This paper reports on the comparison of recovery strategies
in MPLS-TE experimental testbeds. We focus on alternative notification
mechanisms and compare different end-to-end recovery techniques. A
measurements campaign has been performed in two different trials based
on commercial routers and PC/Linux boxes. In the former an inbuilt
signaling-based mechanism provides remote fault notification to the edge
routers while in the latter a prototype of IGP flooding-based mechanism
has been implemented. We investigate the impact of the alternative fault
notification schemes and present a performance evaluation distinguishing
different components of the overall recovery time. We believe that the
ideas and experimental insight contained in this work will be helpful to
other people involved in standardization and implementation of MPLS-
related recovery techniques.

1 Introduction

The definition and design of an advanced dynamic control plane for future MPLS
network has attracted a large interest in the nowadays networking arena. This
challenge is addressed by extending and integrating existing signaling and rout-
ing protocols into the so called MPLS-TE protocol suite [1, 2]. We are currently
involved in the design, implementation and testing of experimental/commercial
testbeds – on PC/Linux platform and commercial routers – with a dynamic con-
trol plane based on MPLS-TE. This activity is part of a broader research project
called TANGO [3]. In this paper we present an experimental comparison and re-
port on our experience raised during a measurements campaign on two different
MPLS trials. In particular, we focus on LSP recovery mechanisms and provide
experimental results exploiting alternative fault notification solutions based on
RSVP-TE signaling and OSPF-TE flooding.

The rest of the paper is organized as follows. In Section 2 we briefly overview
MPLS-based recovery techniques. In Section 3 we focus on end-to-end recovery
strategies and discuss about alternative fault notification mechanisms. In Section

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 136–149, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Comparison of Fault Notification and LSP Recovery Mechanisms 137

4 we present detailed information about the two testbeds and define the mea-
surements scenario. In Section 5 we report the experimental results and provide
a performance comparison of the proposed fault recovery mechanisms. Finally,
in Section 6 we conclude.

2 MPLS-Based Recovery

MPLS-based protection of traffic (called MPLS-based recovery) may be moti-
vated by the notion that there are limitations to improving the recovery times
of current routing algorithms. In fact, although IP routing algorithms are robust
and survivable, the amount of time they take to recover from a fault can be sig-
nificant, in the order of 10‘s of seconds (for interior gateway protocols (IGPs))
or minutes for exterior gateway protocols, such as the Border Gateway Protocol
(BGP)), causing disruption of service for some applications in the interim. This
is unacceptable in situations where the aim is to provide a highly reliable service,
with recovery times that are in the order of seconds down to 10’s of milliseconds.

IP routing may also not be able to provide bandwidth recovery, where the ob-
jective is to provide not only an alternative path, but also bandwidth equivalent
to that available on the original path. MPLS, on the other hand, by integrat-
ing forwarding based on label-swapping of a link local label with network layer
routing allows flexibility in the delivery of new routing services. MPLS allows
for using such media-specific forwarding mechanisms as label swapping. This
enables some sophisticated features such as quality-of-service (QoS) and traffic
engineering (TE) to be implemented more effectively.

The most important ability of MPLS-based recovery is to increase network
reliability by enabling a faster response to faults than it is possible with tradi-
tional Layer 3 (or IP layer) approaches alone while still providing the visibility
of the network afforded by Layer 3. We can observe that to reduce restoration
times is only one of the goals of MPLS-based recovery. Other conflicting objec-
tives such as optimal use of resources, applicability of traffic protection at various
granularities and different scopes, minimization of the degradation of the unpro-
tected traffic have to be reached and a trade off may exist between them. This
leads to the definition of several recovery mechanisms and the choice between
them will often involve engineering compromises based on a variety of factors
such as cost, end-user application requirements, network efficiency, complexity
involved and revenue considerations.

In [4], [5], [6] and [7] a taxonomy of different recovery mechanisms is proposed.
This classification is also useful to describe the recovery mechanisms we are
going to employ in our experiments. A first distinction among different recovery
mechanisms can be made observing that recovery can be applied at various levels
throughout the network (recovery scope):

– Local (Span-Level) Recovery refers to the recovery of an LSP over a link
between two nodes. In this case a failure is notified and solved at intermediate
nodes, next to the failed resource.
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– End-to-End (Path-Level) recovery refers to the recovery of an entire LSP
from its source (ingress node end-point) to its destination (egress node end-
point). These mechanisms require that a failure notification is propagated
till the end nodes of the LSP and there solved.

Because of the sub-optimality of the resulting backup paths, span level strate-
gies are prone to waste resources in the network, whereas end-to-end recovery
strategies are more efficient, because they provide the computation of the best
end-to-end backup paths. Despite of the recovery scope, two recovery mecha-
nisms categories can be identified based on the resource allocation done during
the recovery LSP/span establishment:

– Protection Strategies: in this paradigm one or more dedicated protection
LSP(s)/span(s) is/are fully established in advance to protect one or more
LSP(s)/span(s). This implies a pre-computation and pre-allocation of backup
resources and no signalling takes place to establish the protection LSP/span
when a failure occurs;

– Restoration Strategies: in this paradigm the complete establishment of the
restoration LSP/span occurs only after a failure of the working LSP/span,
and requires some additional signalling. The distinction between different
types of restoration is made based on the level of route computation, sig-
nalling and resource allocation done during the restoration LSP/span estab-
lishment. For example, backup resources could be allocated on-demand only
at time of failure (On-the-fly) or could be pre-computed and only booked
for a future restoration (Fast Restoration). We can observe that restoration
fits better the dynamical assignment/release of the network resources with
respect to protection; but, in case of a fault, a higher blocking probability
for the restoring traffic might be experimented, due to the failure handling
by control plane mechanisms instead of hardware ones (e.g. detection, noti-
fication and mitigation).

Different recovery types can be further identified depending on the number of
recovery LSPs/spans that are protecting a given number of working LSPs/spans.
Five recovery types could be distinguished as described in [4]. The choice of the
recovery mechanisms to be implemented in the experimental testbeds has been
strictly influenced by the network topology. Some constraints, due to the uti-
lization of a metropolitan testbed equipped with commercial routers, have led
to the comparison of the recovery mechanisms in a ring topology. In such a sce-
nario path-level techniques are preferable in order to limit the waste of resources
in the network. Both end-to-end protection and restoration dedicated recovery
with extra traffic mechanisms (see [4]) have been implemented to evaluate the
impact of the fault notification mechanism and the traffic recovery operation
process.

3 Fault Notification Mechanisms

The end-to-end protection approach requires some mechanism to convey the
fault notification from the internal node(s) detecting the fault to the edge nodes
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which are in charge of switching the traffic onto the backup LSPs. In the MPLS-
TE standards no solution has been given to address this point. Instead, this
topic is currently being discussed in the IETF working groups in the context
of GMPLS [8]. Basically two approaches are being compared: signaling-based
and flooding-based. For the Linux-based testbed we have preferred the latter,
and we have implemented a prototype of such functionality in the OSPF-TE
daemon [9]. In sections 4 and 5 a comparison with a commercial router inbuilt
notification mechanism – based on RSVP-TE-signaling – is provided and exper-
imental measurements on the performances of different recovery techniques are
presented.

3.1 The Fault Notification Dilemma:
Signaling-Based or Flooding-Based?

The signaling-based approach foresees the fault notification message be carried
by the RSVP-TE protocol, from the detecting node upstream along the LSP to
the ingress edge node. This approach has several drawbacks. For instance the
number of messages generated upon a failure equals the number of impacted
LSPs, say N . Thus, the detecting node will generate N different messages, while
each of its reachable neighbours (say k) will have to process N/k different mes-
sages on average. In order to diminish the processing overhead associated with
this approach, one could think to the aggregation of such messages, similarly to
the proposal made in [10]. On the other hand, this would require additional ca-
pabilities at the RSVP-TE daemon, namely message aggregation and branching,
which are not currently foreseen in the protocol. Also, this solution would lead
the signaling-based dissemination process to closely reassemble a sort of “partial
flooding” along the network subgraph constituted by the upstream LSP tree,
an approach that does not participate of the additional advantages of the com-
plete flooding scheme discussed below. In any case, the signaling-based approach
would require the detecting node to parse the entire set of supported LSPs so as
to identify those impacted by the fault (as made explicit in [11]), and this would
add processing burden to the internal router.

With the flooding-based approach, the fault notification message is flooded
throughout the network. An attractive possibility would be to reuse the exist-
ing IGP (OSPF-TE or ISIS-TE) flooding process of Opaque LSAs, a capability
that is intrinsically present in the MPLS-TE model. Recall that the Opaque
LSAs are flooded transparently through the network, without triggering the re-
computation of the routing/forwarding tables, and are used to disseminate link
load information in MPLS-TE. With this approach, there is no need for the de-
tecting node to parse the entire set of LSPs. Also, the per-node processing load
after a failure is limited to one single message.

Two additional advantages of the flooding-based approach are the minimum
notification delay and complete dissemination. In fact, by assuming an equal
processing time of the Opaque LSA and RSVP-TE messages, and that each node
floods/forwards the received message immediately, it is easy to recognize that
IGP flooding always achieves the minimum possible notification delay towards
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any edge node, while in the signaling-based approach it depends on the actual
length of the impacted LSP paths. This point was already suggested in [12]: “[...]
notification message exchanges through a GMPLS control plane may not follow
the same path as the LSP/spans for which these messages carry the status.
In turn, this ensures a fast, reliable [...] and efficient [...] failure notification
mechanism”.

As an additional advantage, because of the immediate dissemination of failure
notification, that is failure notification reaches all the edge nodes and not only
those responsible for the impacted LSPs, flooding-based approach is helpuful in
preventing from erroneous route selections in the aftermath of the failure. In
fact, with the signaling-based approach, those edge nodes not having any LSP
crossing the failed link l will be not notified the failure and erroneous route
selections could occur for new LSPs resulting in fastidious signaling overhead
and re-computation procedure; this propability is even higher if we consider
multiple contemporary failures. In fact, assume two generic links along the path
of a generic LSP, say l1 and l2, the former being upstream with respect to the
latter. If both links fail simultaneously, the propagation of l2 failure will not
reach the edge node, due to upstream interruption of the path and there is a
potential for this edge node to include the failed link l2 in the new selected routes.
With flooding-based approach such cases are eliminated as all edge nodes are
immediately notified any failure. Finally the usage of link state IGP for fault
notification is compliant with RFC 3272 [13]: “network state information may
be distributed by link state advertisements also under exceptional conditions”.

As an alternative to IGP flooding, in the context of GMPLS for Optical
Transport Network it has been proposed to add flooding capabilities to the Link
Management Protocol (LMP) [14]. Despite this approach has the undoubtedly
advantage to avoid further modifications to the IGP platform, on the other hand
it would fatally lead to the duplication of many flooding-related mechanisms
between IGP and LMP, and at the same time breaks the local nature of the
LMP protocol. Our preference for IGP flooding was dictated by the fact that
LMP does not belong to the MPLS-TE suite for packet network. A comparative
view on the experience from practical implementations of both approaches can
be found in [15].

4 Network Scenario

The comparison of different recovery techniques has been carried out on two
operational MPLS networks that consist of four nodes in ring topology configu-
ration:

1. Juniper Gigabit network with a signaling-based fault notification mechanism;
2. PC/Linux routers FastEthernet network equipped with a prototypical flood-

ing-based fault notification scheme.

End-to-end (Path Level) recovery techniques have been considered, in partic-
ular we focus on protection and restoration (with pre-computed backup path)
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dedicated recovery with extra traffic strategies (see [4]). In order to evaluate the
impact of the number of LSPs established on the overall recovery time, measure-
ments have been carried out in two different network conditions: (i) 1 protected
LSP established with data traffic load and (ii) 10 protected LSPs established
and 1 LSP with data traffic load. In the latter condition the loaded LSP on
witch measurements have been performed is the last to be recovered. The key
difference beetween the considered scenarios are the fault notification mechanism
and the actions made by the ingress Label Edge Router (LER) to recover the
protected traffic. In the following we define notification time the time between
the fault occurrence and the receiving of the fault notification message (RSVP-
TE PATH ERR message or OSPF-TE Opaque LSA) from downstream router
on the ingress LER and recovery operation time the time needed to perform
recovery operation and traffic recovery.

4.1 Commercial Testbed

The first testbed on which the experimental activities have been carried out
is depicted in Fig 1(a) and is represented by a Gigabit Ethernet network fiber
optical ring that permanently interconnects three remote sites all across the
town of Pisa: the Department of Information Engineering of the University of
Pisa, the CNIT National Laboratory of Photonic Networks and the Institute
for Informatics and Telematics (IIT) of the Italian National Research Council.
The experimental testbed is equipped with four M10 Juniper routers, running
JunOS 6.0 (see [16] and [17] for details), with two Gigabit Ethernet interfaces at
1 Gbit/s and a variable number of FastEthernet interfaces connecting the router
to the internal LANs. A set of recovery mechanisms are available on M10 routers
including both path and span level techniques. Considering the first ones, that
are the focus of this paper, two different mechanisms can be distinguished:

1. Secondary Path Standby (Path Level Protection). Backup LSP resources are
pre-established and pre-reserved at primary LSP setup time;

2. SecondaryPathNo-Standby (PathLevelRestoration). Backup LSP resources
are pre-calculated but not signalled (Backup LSP RSVP-TE signalling takes
place only after a fault is detected).

When the fault occurs the router that experiences the failure, on both mech-
anisms, notifies the network impairment to the ingress LER by means of the
following actions:

– A Flexible PIC Concentrator (FPC) informs the Packet Forwarding Engine
(PFE) that a fault is detected;

– This notification is delivered to the RSVP State Machine that, in turn, sends
a PATH ERR message to the PFE and changes state into down;

– PFE forwards a PATH ERR message toward the ingress LER.

The notification is completed when the PATH ERR message is received by the
RSVP State Machine on the Ingress LER. Subsequent actions, defined as re-
covery operations, depend on the mechanism configured. In the Standby scheme
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backup resources are pre-reserved (Backup LSP is signalled and resources are
allocated in advance) and only to switch traffic from Primary LSP to Backup
one is needed. In the No-Standby scheme, at first, RSVP signalling along with
resource reservation is needed and the switch operation takes place only when
the RESV message is received on the Ingress LER and the Backup LSP is es-
tablished. Finally, traffic switch-over on the Backup LSP is performed.

(a) Commercial testbed. (b) PC/Linux testbed.

Fig. 1. Operational MPLS networks.

4.2 Linux Testbed

The second testbed on which the experimental activities have been carried out
is depicted in Fig 1(b). It is made-up by four PC 2.0 Ghz CPU, 512 MB RAM,
Linux 2.4.20 kernel interconnected on a 100 Mbit Ethernet ring. All Linux boxes
are DiffServ aware MPLS-TE routers with on-demand end-to-end service ca-
pabilities. Fig.2 shows the logical organization of the software modules at the
generic router. The Node Manager (NM) is in charge of receiving connection
requests from the external and coordinate the information flow between the
modules. Therefore, for each incoming connection request, the NM will first
compute the end-to-end routes of both the working and backup LSPs (arrow a).
The route computation is local to the edge node (source routing) and run by
a separate module called Route Selection Engine (RSE). The route selection is
based (arrow b) on the information about network topology and residual link
bandwidth that is disseminated by OSPF-TE through the flooding of Opaque
LSAs (arrow c), and maintained at the local Network State Database.

The route selection algorithm running at the RSE is the one described in [18]
and [19]. Basically it jointly selects the routes of the working and backup LSP for
the new connection taking into account i) the disjointedness constraint, ii) the
available bandwidth constraint and iii) a bandwidth minimization / balancing
objective (achieved by simply minimizing a link-cost metric that is inversely
proportional to the residual reservable bandwidth for the specific Diffserv class).
Additionally, the RSE algorithm has been also extended to route demands with
time-varying bandwidth profile (see [20]) and supports Shared-Risk Link Groups
(SRLG) and SRLG-disjointedness for protected demands (see [19] for details).

After selected the routes, the NM triggers the RSVP-TE daemon (arrow d) to
start the setup signaling procedures for the working and backup LSPs. During
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Fig. 2. Structure of logical modules at the generic Linux router.

the signaling phase, each node along the path enforces Admission Control in
order to check current bandwidth availability. This step is necessary because
the link load information available at the edge node may be not synchronized
with the current network state. This can be due to the intrinsic delays in the
flooding process and/or to the adoption of some conservative link-state update
policy aimed at controlling the flooding overhead. Examples of flooding reduction
mechanisms can be found in [21–23]; we adopted the algorithm proposed in [23]
(see also [18]), applied in a multi-class bandwidth allocation environment.

Upon occurrence of link failure, the edge node must be notified the event
and promptly switch the incoming packets from the working to the backup LSP.
Therefore, a mechanism is needed to convey the failure notification from the
internal node to the edge nodes. According to what stated in Section 3 we
preferred the flooding-based approach and we implemented in OSPF-TE flooding
of fault notification messages via Opaque LSA; in the following some details on
the prototypical implementation are reported.

Details of the Notification Mechanism Implementation. In this subsec-
tion we report on some details of our prototypical implementation of flooding-
based fault notification through OSPF-TE Opaque LSAs.

The Opaque LSA option (O-LSA for short) has been defined in [24], where
three types of O-LSAs are defined with different scope: type 9 (link-local, flooded
only within the subnetwork), type 10 (area-local, flooded within the associated
area) and type 11 (flooded throughout the entire AS). The usage of O-LSAs
for traffic engineering purposes has been described in [25], that specifically pre-
scribes to use type 10 LSAs. These are considered for the dissemination of link
attributes, included currently unreserved bandwidth, and introduces a number of
nine message elements associated to the link. These are included in the O-LSA,
and are called the sub-TLVs of the “Link TLV”. All such features were already
supported by the OSPF implementation [9] that was used in the testbed.
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We implemented the fault notification by means of type 10 LSA, therefore
with area-level scope. This choice was mainly dictated by ease of implementation.
We are aware that this solution only works if the whole network is included in
a single OSPF area. This is not a problem on our small scale testbed, but it
might be a serious restriction in large domains. In that case one should probably
consider use of type 11 LSA. However, the problem of end-to-end protection in a
multi-region environment has been attacked very recently, and we are currently
supporting the discussion in IETF (see [8]) in view of a future implementation
of multi-region protection within the TANGO testbed. For more details the
interested reader can refer to [26, 27]. In our implementation, we used the sub-
TLV TE-metric introduced in [25] to carry the fault notification semantic: we
arbitrary set the default value for such field to be 0, while the value 1 indicate
failure of the link. We also manipulated the sub-TLV Administrative-Group to
carry additional information about the membership of the link to some Shared-
Risk Link Group (SRLG). This information is essential to the edge nodes to
select SRLG-disjoint routes.

A key point we had to cope with is the presence of hold-down timers in OSPF.
In OSPF [28] two timers are present to enforce a minimum spacing between con-
secutive LSAs referred to the same link. The first one, MinLSInterval, inhibits
the generation of new LSAs for 5 seconds after transmitting a LSA. The second
one, MinLSArrival, imposes the discarding of any new LSA received within 1
second since the last received LSA. With such timers, the flooding of an O-LSA
advertising the failure of link j could be delayed in the case that the previous
Opaque LSA for the same link was generated within the latter 5 seconds – for
example to advertise a change in the reserved bandwidth. In order to eliminate
this possibility, we introduced a mechanism called “timer forcing”. That means
the generation/reception of a new O-LSAs carrying a fault notification semantic
(i.e., TE-metric set to 1) can force the hold-down timer to expire immediately
and be reset. The timer is associated to a flag variable, which is set to 1 when
the timer is forced, and returns back to its default value 0 when the timer ex-
pires normally. The arriving O-LSA can force the timer only if i) it carries fault
notification semantic and ii) if the flag variable is set to 0. This again enforces a
minimum spacing between O-LSA with a failure notification content. With this
mechanism we eliminated the interspacing between a generic O-LSA and the first
fault notification O-LSA, but apart this “exception” the timer behavior remains
compliant with the standard. We remark that this solution does not introduce
any additional processing burden, since in any case the content of O-LSAs has to
be processed before forwarding. This mechanism can be considered as a simple
example of content-based routing message processing [29].

5 Experimental Results

In order to evaluate the recovery time that can be obtained by means of different
recovery mechanisms in the two considered scenario a measurement methodology
has been defined. On PC/Linux routers a network monitor software measure with
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Fig. 3. Estimation of the overall recovery time.

ms precision recovery events occurrence. Unfortunately Juniper M10 routers
timestamp the events with a resolution of 1 s, this means that the router‘s log
file can‘t be used for recovery time evaluation. So, to introduce in the testbeds
two more network elements (Linux PCs) acting respectively as traffic generator
(TG) and traffic collector (TC) is needed.

In both the scenarios the TG is directly connected with the ingress LER and
a Constant Bit Rate (CBR) traffic is generated by means of BRUTE (a software
tool developed by UniPi [30]) and mapped onto the primary LSP. Data flow rate
has been chosen to load the networks about 0,3% of the total links’ capacity
(such a choice is also motivated by synthetic traffic generation constraints):

– 3 Mbit/s UDP traffic flow with packet size 64 byte and 163 μs inter-departure
time has been mapped into the primary LSP in the Juniper testbed;

– 300 kbit/s UDP traffic flow with packet size 64 byte and 1,63 ms inter-
departure time has been loaded in the PC/Linux network.

On the other side traffic is terminated and collected on the TC, directly con-
nected with the Egress LER. Traffic traces, with accurate packet timestamping,
are collected on both PCs keep synchronized by means of GPS receivers. The
experiment begins when a failure is forced to occur on the primary LSP and re-
covery mechanism starts. The overall recovery time is estimated by the analysis
of collected traffic traces. Since is not possible to timestamp network impairment
and switch-over operation completion in the commercial testbed, they are ap-
proximated with the time at which the last packet before the failure (trx9 in Fig.
3) and the first packet after the recovery (trx14) are received on the TC. The
difference between trx9 and trx14 is defined as Experimented Time (ET). We can
observe that this time is influenced by the difference between the One-Way De-
lay (D) experimented after the recovery and the one before the failure, referred
as Additive Latency (AL). This value can be computed from the synchronized
collected traces and has to be subtracted to ET. So, the measurement error, in-
duced in this scheme by the discrete packet sending, depends only on the packet
inter-departure time (ID) and is up to 2 ∗ ID. This time has been reduced (163
μs) in order to not influence the recovery time estimation (10’s of ms).
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Recovery time = Experimented time − Additive latency ± 2 ∗ ID
In order to compare the results obtained in both scenarios, to distinguish the
components such as notification time and recovery operation time a network an-
alyzer (AdTech AX4000), able to timestamp packets with a microsecond resolu-
tion, has been inserted into the commercial testbed network on the link between
the ingress LER (located at UniPI) and the router located at CNIT. Notification
time has been estimated as the time between the delivery of the last packet be-
fore the failure and the receiving of the PATH ERR message from downstream
router on the Ingress LER.

The tests have been repeated 20 times on the two considered networks, for
each mechanism in both network conditions, in order to compute a Mean Re-
covery Time. The results are collected in Tab.1. With only 1 protected LSP
established we can observe that in the commercial testbed the most relevant
contribution on the overall recovery the time is represented by notification time
while in PC/Linux network the fault notification process takes much less (the
mean value is ten times lower). Such unexpected delays that potentially could
be caused by hold off timers, should be investigated more in depth (even if
the manufacturer doesn’t provide any information about). On the other hand
a longer recovery operation time is needed by the ingress LER, after the recep-
tion of the flooded notification message, to identify LSPs to protect and start
recovery operations and traffic switch-over – a list of protected LSPs with corre-
sponding routing paths should be maintained at each ingress LER. Unexpectedly
the mean notification time measured for Restoration strategy is longer with re-

Table 1. Measurements results: mean values (standard deviation) of the notification
time and recovery operation time for different recovery techniques.

End-to-end
Recovery
Mechanism

Notification
Time (ms)

Recovery
Operation
Time (ms)

Overall
Recovery
Time (ms)

Commercial
Testbed

1 LSP
Protection 400,753

(231,428)
27,463
(2,884)

428,216

Restoration 462,770
(276,290)

31,320
(5,920)

494,090

10 LSP
Protection 388,610

(240,310)
86,000
(9,930)

474,610

Restoration 456,730
(246,400)

118,600
(22,270)

575,330

PC/Linux
Testbed

1 LSP
Protection 39,600

(20,298)
68,700
(15,649)

108,300

Restoration 40,500
(21,280)

101,300
(28,900)

141,800

10 LSP
Protection 41,800

(17,570)
113,500
(23,140)

155,300

Restoration 45,400
(18,330)

138,200
(24,930)

183,600
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spect to the time obtained with Protection recovery; infact the intermediate
router that performs fault notification is totally blind of the adopted recovery
mechanism. Because of the high standard deviation values of measured times an
higher number of data should be collected to better address this issue. From the
comparison beetween Protection and Restoration mechanisms also emerges the
faster capability to setup LSP by commercial routers (about 3 ms) with respect
to PC/Linux boxes (about 30 ms).

When 10 protected LSPs are established after the fault occurs, 10 RSVP-
TE PATH ERR messages are sent to the ingress LER in the commercial testbed
while handling a larger protected LSPs database is required by the ingress router
to perform recovery operation in the PC/Linux network. In this case advisable
differences could be noted for the recovery operation time in both the testbeds,
indeed a longer time is needed to find the LSPs to recover by the PC/Linux
router but also considerable time is spent by commercial router to handle all
notification messages.

6 Conclusions

In this work we proposed a comparison of recovery strategies in MPLS-TE exper-
imental testbeds. We focus on alternative notification mechanisms and compare
different end-to-end recovery techniques. A measurements campaign has been
performed in two different trials based on commercial routers and PC/Linux
boxes. In the former an inbuilt signaling-based mechanism provides remote fault
notification to the edge routers while in the latter an original prototype of IGP
flooding-based mechanism has been realized. From the comparison of different
recovery schemes appears that the proposed flooding-based approach is efficient
and fast, moreover we showed how it can be implemented within the exist-
ing protocols for MPLS traffic engineering, particularly OSPF-TE. Besides, the
results presented here suggest that also for the commercial routers, where ad-
hoc hardware/software design improve processes operation times and separate
control and forwarding plane, network condition – in particular the number of
established LSPs – considerably affects the recovery operation time.

We investigated the impact of the alternative fault notification schemes and
ran tests in order to assess a performance metric, namely the achievable overall
recovery time in terms of notification and recovery operation components. We
stress that such results were obtained in ideal conditions: a small unloaded net-
work, without packets nor LSPs other than those under test. Collectively they
confirm the expectation that the reference of 50 ms of MPLS Fast Rerouting can
not be accomplish by end-to-end mechanisms. On the other hand, they seem to
be encouraging towards the possibility of achieving end-to-end MPLS recovery
in the order of few hundreds of milliseconds in operational conditions.

Our current efforts are directed to repeat the measurements in heavy-load
network conditions, in order to assess the robustness of the considered fault re-
covery schemes. Admittedly, our results are limited to quasi-ideal conditions,
particularly about the choice of the traffic load and the simple topology. We
recognize that a conclusive quantitative assessment of our analysis necessitates
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a traffic/topology scenario closer to reality. We believe that the ideas and exper-
imental insight contained in this work will be helpful to other people involved in
standardization and implementation of MPLS-related recovery techniques.
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Abstract. We present NPP – a new framework for online routing of
bandwidth guaranteed paths with local restoration. NPP relies on the
propagation of only aggregate link usage information [2,9] through rout-
ing protocols. The key advantage of NPP is that it delivers the bandwidth
sharing performance achieved by propagating complete per path link us-
age information [9], while incurring significantly reduced routing protocol
overhead. We specify precise implementation models for the restoration
routing frameworks presented in [1] and [2] and compare their traffic
placement characteristics with those of NPP. Simulation results show
that NPP performs significantly better in terms of number of LSPs ac-
cepted and total bandwidth placed on the network. For 1000 randomly
selected LSP requests on a 20-node homogenous ISP network [8], NPP
accepts 775 requests on average compared to 573 requests accepted by
the framework of [2] and 693 requests accepted by the framework of [1].
Experiments with different sets of LSP requests and on other networks
indicate that NPP results in similar performance gains.

1 Introduction

The destination based forwarding paradigm employed in plain IP routing does
not support routing along explicit routes determined through constraint based
routing [12]. The emergence of Multi-Protocol Label Switching (MPLS) has over-
come this limitation of traditional shortest path routing, by presenting the ability
to establish a virtual connection between two points on an IP network, maintain-
ing the flexibility and simplicity of an IP network while exploiting the ATM-like
advantage of a connection-oriented network [13]. Ingress routers of an MPLS net-
work classify packets into forwarding equivalence classes and encapsulate them
with labels before subsequently forwarding them along pre-computed paths [15].
The path a packet takes as a result of a series of label switch operations in
an MPLS network is called a label switched path (LSP). LSPs may be routed
through constraint based routing that adapts to current network state infor-
mation (e.g., link utilization) and selects explicit routes that satisfy a set of
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constraints. The ability to explicitly route network traffic using constraint based
routing enables service providers to provision quality of service and also leads to
efficient network utilization [14].

An important application of constraint based routing is provisioning of band-
width guaranteed LSPs [6–8]. Furthermore, many real-time applications require
that the guaranteed bandwidth remains available when network facilities1 fail.
When recovery mechanisms are employed at the IP layer, restoration may take
several seconds which is unacceptable for real-time applications [11]. In con-
trast, MPLS local restoration meets the requirements of real-time applications
with recovery times comparable to those of SONET rings [6,10]. In local restora-
tion, each LSP passing through a facility is protected by a backup path which
originates at the node immediately upstream to the facility. This node, which
redirects the traffic onto the preset backup path in case of failure, is called the
Point of Local Repair (PLR). Since this decision to redirect traffic is strictly
local, faster recovery is possible. In this paper, we consider routing bandwidth
guaranteed paths with local restoration.

There are two distinct approaches to local restoration: In one-to-one backup
approach [6–8], the PLRs maintain separate backup paths for each LSP passing
through a facility. The backup path terminates by merging back with the primary
path at a node called the Merge Point (MP). In one-to-one backup approach,
the MP can be any node downstream the protected facility. Maintaining state
information for backup paths protecting individual LSPs, as in the one-to-one
approach, is a significant resource burden for the PLR. Moreover, periodic refresh
messages2 sent by the PLR, in order to maintain each backup path, may become
a network bottleneck [4]. On the other hand, in many-to-one approach, a PLR
maintains a single backup path to protect a set of primary LSPs traversing
the triplet (PLR, facility, MP)3. Thus, fewer states need to be maintained and
refreshed which results in a scalable solution. Many-to-one backup approach,
also called facility backup, is illustrated in Fig. 1. Note that in this approach, the
MP should be the node immediately downstream to the facility.

Backup provisioning requires bandwidth reservation along the backup paths,
thereby reducing the total number of LSPs that can otherwise be placed on the
network. This reduction is significant if resources along the backup paths are not
shared. Since it is reasonable to assume that different network facilities will not
fail simultaneously [1, 6–8], backup paths protecting different facilities should
share bandwidth.

In this paper, we present NPP – a new framework for facility backup, which
relies on the propagation of aggregate link usage information through routing
protocols [2, 17]. The key advantage of NPP is that it delivers the bandwidth
sharing performance achieved by propagating complete per path link usage in-

1 The term facility refers to either a node or a bidirectional link.
2 Local Protection primarily uses RSVP-TE extensions, which is a soft-state protocol

and requires periodic refresh messages to maintain its states.
3 Throughout this paper, an LSP traversing the triplet (PLR, Facility, MP) refers to

a primary LSP that passes through the PLR, the facility, and the MP in that order.
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Fig. 1. Many-to-one or Facility Backup.

formation [9], while incurring significantly reduced routing protocol overhead.
We compare the traffic placement characteristics of NPP with two existing fa-
cility backup frameworks, described in [1] and [2], and present results based on
the total number of LSP demands accepted and the bandwidth placed on the
network.

2 Background

2.1 Routing Paradigm

The optimality of primary and backup paths computed to serve an LSP request
is a function of network state information available during path computation.
Two path computation scenarios are possible in this context: Centralized and
Distributed. In centralized path computation, one central entity makes all the
routing decisions. This central entity can achieve optimal backup bandwidth
sharing as it maintains complete network information. However, a centralized
path computation server incurs additional costs in terms of high processing
power and high bandwidth control channels [5]. Distributed control entails au-
tonomous path computation by distributed nodes, based on the node’s view
of the network state. The state maintained by a node, in the distributed path
computation scenario, is a function of its local state and the network state infor-
mation periodically distributed by other routers via link state routing protocols.
We consider restoration routing frameworks that use distributed path compu-
tation, such that the primary path is computed by the LSP ingress node and
backup paths are computed locally. The primary and backup paths are signaled
using protocols like RSVP-TE [3] and CR-LDP [18]. In case of primary paths,
the ingress node initiates the signaling, while each backup path is signaled by
its PLR. Each node along the signaled route reserves the required bandwidth,
before forwarding the signaling request to the next node along the path.

2.2 Fault Model

Failure of a network facility along an LSP results in the need to divert the LSP
traffic onto a preset backup path. Failure of network nodes and links is a low
probability event, and network measurements reveal that chances of multiple



NPP: A Facility Based Computation Framework for Restoration Routing 153

failures in the network are even lower. Furthermore, upon failure along the pri-
mary path new reoptimized primary and backup paths may be provisioned, with
local restoration serving only as a temporary measure [1]. The probability of ad-
ditional failures during the setup of reoptimized paths is negligible. Therefore,
a more realistic restoration objective is to provide protection against the failure
of a single facility. We consider the fault model wherein backup paths provision
restoration in the event of a single link or single node failure. We refer to this
fault model as the single element protection fault model.

In order to elucidate local recovery for the single element protection fault
model we distinguish between two types of backup paths: next-hop paths and
next-next-hop paths.

Definition 1. A next-hop path that spans a link (i, j)4 is a backup path which:
a) originates at node i,
b) merges with the primary LSP(s) at node j, and
c) provides restoration for one or more primary LSPs that traverse (i, j), if

{i, j} fails.

Definition 2. A next-next-hop path that spans a link (i, j) and a link (j, k) is
a backup path which:
a) originates at node i,
b) merges with the primary LSP(s) at node k, and
c) provides restoration for one or more primary LSPs that traverse (i, j), if

{i, j} or node j fails.

Fig. 2 depicts local restoration with respect to a single primary path according to
the single element protection fault model. The figure shows that setting up next-
next-hop paths along the primary path provides restoration in event of single
node failure. Note that such a configuration also protects against the failure
of all except the last link. In order to provision single element protection, an
additional next-hop backup path spanning the last link is setup.

3 Problem Definition

We consider a network with n nodes and m bidirectional links. LSP requests
arrive one by one at the ingress node, and the routing algorithm has no a priori
knowledge of future requests. An LSP request is characterized by the LSP ingress
node, the LSP egress node, and an associated bandwidth demand b.

In order to serve an LSP request, a bandwidth guaranteed primary path
must be setup along with locally restorable backup paths that provide protection
against the failure of facilities along the primary path. If the routing algorithm
4 A bidirectional link between two nodes constitutes a single facility. However, traffic

traverses a link in a specific direction. We, therefore, use {i, j} to represent the
bidirectional link between node i and node j, and use the ordered pair (i, j) when
direction is significant. Thus, (i, j) refers to the directed stem of {i, j} from node i
to node j. Note that failure of the facility {i, j} implies failure of (i, j) and (j, i).
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is able to find sufficient bandwidth in the network for the requisite primary and
backup paths, the paths are setup, and the LSP request is accepted; otherwise,
the LSP request is rejected. The next LSP request arrives only after the current
LSP request has either been accepted or rejected. Our goal is to optimize network
utilization. To this end, we wish to minimize the bandwidth reserved for the
primary and backup paths for each LSP request.

Suppose we are serving a new LSP request with bandwidth demand b. Fur-
ther suppose that the computed primary LSP for this request traverses (i, j).
A backup path, that provisions restoration for this primary LSP along (i, j), is
a next-hop path if j is the egress node, and is a next-next-hop path otherwise.
Each backup path protects one or more facilities and has a merge point. The
PLR for both types of backup paths is node i. In sum, we are trying to protect a
primary LSP that traverses the triplet (PLR, facility, MP). It is possible that a
backup path ℘old already exists, that protects previously routed primary LSPs
traversing the same triplet. If such a backup path exists, restoration for the
new request may be provisioned by reserving additional bandwidth along that
path. However, some links along ℘old may not have the capacity for the requisite
additional reservation. Therefore, if the primary LSP belonging to the current
LSP request traverses the triplet (PLR, facility, MP), the PLR re-computes a
new backup path that provisions restoration for all primary LSPs traversing
that triplet, including the new primary LSP. We refer to this new backup path
as ℘. If the cumulative bandwidth reserved for the previous LSPs traversing
the triplet (PLR, facility, MP) was bold, the bandwidth required for ℘ is given
by bnew = b + bold. The details for path computation, bandwidth sharing, and
subsequent setup of ℘ depend upon the restoration routing framework and are
explained in the following sections.

4 Backup Bandwidth Sharing

Failure of a protected facility (link or node) results in the activation of a set
of backup paths. We refer to the set of backup paths that are simultaneously
activated, if a facility fails, as the activation set for that facility. PLRs detect5

5 Mechanisms exist that allow the PLR to distinguish between link and node failure;
see [16] for details.
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link or node failure and subsequently activate all backup paths that protect
the failed facility. The following enumerates the backup paths included in the
activation sets for the facilities {i, j} and node j:

Activation Set for {i, j}: Recall from section 2 that a next-hop path pro-
tects against failure of a link, and a next-next-hop path protects against failure
of both a link and a node. Incase {i, j} fails all next-hop and next-next-hop
paths protecting {i, j} are activated. This activation set for {i, j} comprises the
following backup paths (see Fig. 3):

– next-hop path that spans (i, j)
– next-hop path that spans (j, i)
– next-next-hop paths that span (i, j) and (j, x), ∀x �= i
– next-next-hop paths that span (j, i) and (i, x), ∀x �= j

i

j

k l

next-next-hop backup path

next-hop backup path

next-next-hop backup path

i j

h l

kg

Fig. 3. Paths in the Activation Set for link {i, j} (left) and for node j (right).

Activation Set for Node j: Recall from section 2, only next-next-hop paths
protect against failure of a node. Thus, the activation set for node j comprises
the next-next-hop paths that span (x, j) and (j, y), ∀x �= y. Fig. 3 shows the set
of backup paths that are activated incase node j fails.

Since only a single link or a single node may fail at a time, two backup
paths will not be simultaneously active unless they are in the same activation
set. It follows that such backup paths can share bandwidth with each other.
In contrast, backup paths that are simultaneously active must make bandwidth
reservations that are exclusive of each other. Consequently, a next-hop path that
spans (i, j) is activated if {i, j} fails, and therefore, cannot share bandwidth with
other backup paths belonging to the activation set of {i, j}. Similarly, a next-
next-hop path that spans (i, j) and (j, k) is activated if either {i, j} or node j
fails, and hence cannot share bandwidth with backup paths belonging to the
activation sets of either {i, j} or node j.

5 Restoration Routing Frameworks

The extent of bandwidth sharing is governed by a number of parameters that
include the distribution of path computation, the amount of network state in-
formation propagated through routing protocols, and the signaling mechanisms
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used for path setup. In this section, we present two existing restoration routing
frameworks. We then introduce NPP, our own restoration routing framework,
and describe how it draws upon the advantages of the other two frameworks to
achieve more efficient bandwidth sharing.

5.1 Kini’s Framework

In this framework, each backup path is computed by its PLR. The PLR relies
on network state information propagated through routing protocols to decide
how much bandwidth a backup path can share on any given link. Kini’s frame-
work involves propagation of aggregated per-link network usage information as
proposed in [2]. Kini’s framework is characterized by two distinct stages: a sub-
optimal path computation stage, and a corrective signaling stage.

Suboptimal Path Computation Stage: In the suboptimal path computation
stage, the PLR computes a backup path, using aggregate link usage information,
to make bandwidth sharing decisions. Maximum sharing between backup paths
can be achieved if per-path information is available at the path computation
server [9]. However, making such information available incurs significant pro-
tocol overhead in terms of network utilization, memory, update-processing and
associated context switching [14]. Kini, et al. have shown in [2] that propaga-
tion of aggregated per-link network usage information can result in cost-effective
sharing between backup paths.

Aggregated per-link network usage information involves propagation of the
following values for each link (i, j) in the network:

Fij : Bandwidth reserved on (i, j) for primary LSPs
Gij : Bandwidth reserved on (i, j) for backup LSPs
Rij : Residual bandwidth on (i, j)

The above network state information (i.e., Fij , Gij , and Rij) can be propagated
using traffic engineering extensions to existing link state routing protocols [17].
The following describes how Kini’s framework makes use of this aggregate link
usage information to make bandwidth sharing decisions.

In order to route ℘, we seek to find the amount of bandwidth reserved on a
link (u, v) that can be shared by ℘, for every (u, v) in the network. To this end,
we consider the following two cases:
Case 1: ℘ Is a Next-Hop Path That Spans a Link (i, j). Recall from section 2
that a next-hop path that spans (i, j) is activated when {i, j} fails. As described
in section 4, the activation set of {i, j} consists of next-hop and next-next-hop
backup paths that provision restoration for primary LSPs that traverse {i, j}.
The total amount of bandwidth for these LSPs is Fij + Fji. Thus, a link (u, v)
can have a maximum of Fij +Fji units of backup bandwidth reserved for backup
paths that are activated when {i, j} fails. However, bold units of bandwidth, out
of Fij + Fji, are reserved for ℘old. Therefore, the amount of bandwidth that is
simultaneously active with ℘ is given by Fij +Fji − bold. It follows that Suv, the
bandwidth available for sharing by ℘ on (u, v), is given by:

Suv = max(0, Guv − Fij − Fji + bold) (1)
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Case 2: ℘ Is a Next-Next-Hop Path That Spans a Link (i, j) and a Link (j, k).
Recall from section 4 that a next-next-hop path that spans (i, j) and (j, k) is
activated if either {i, j} or node j fails. As explained in Case 1, Fij +Fji −bold is
the worst case bandwidth reserved for backup paths that will be simultaneously
active with ℘ when {i, j} fails. Similarly, the activation set of node j comprises
next-next-hop paths that protect primary LSP traffic traversing all links (x, j),
such that node x is adjacent to node j. The maximum amount of such traffic
is given by

∑
x Fxj . Thus, a link (u, v) can have a maximum of

∑
x Fxj units

of backup bandwidth reserved for backup paths that are activated when node j
fails. However, bold units of bandwidth, out of

∑
x Fxj , are reserved for ℘old.

Therefore, the maximum amount of bandwidth that is simultaneously active with
℘, when node j fails, is given by

∑
x Fxj−bold. Since ℘ is activated if either node j

or {i, j} fails, a link (u, v) can have up to max(Fij + Fji − bold,
∑

x Fxj − bold)
units of bandwidth reserved for backup paths that are simultaneously active
with ℘. It follows that Suv, the bandwidth available for sharing by ℘ on (u, v),
is given by:

Suv = max(0, Guv − max(Fij + Fji − bold,
∑

x

Fxj − bold)) (2)

For both the above cases, the additional bandwidth reservation required on
(u, v), if ℘ traverses (u, v), is given by max(0, bnew − Suv). The PLR computes
a route for ℘ such that the least amount of additional backup bandwidth is re-
served. This culminates the suboptimal path computation phase of Kini’s frame-
work.

Corrective Signaling Stage: Once the PLR has computed a route for ℘,
it signals for the path to be setup. Note that in the previous stage the route
computed for ℘ is suboptimal. Since the PLR makes routing decisions on the
basis of aggregate link usage information, for every link (u, v), it assumes that
all backup paths in the activation set of a facility protected by ℘ traverse (u, v).
It is possible that only a subset of these paths traverse (u, v), and therefore, the
full extent of backup bandwidth sharing possible on (u, v) is obscured.

The corrective signaling stage can partially compensate for the suboptimal
routing of the first stage, during signaling of the path. Although the route com-
puted for ℘ remains suboptimal, maximum bandwidth sharing along links in the
route computed for ℘ is ensured. This is accomplished as follows:

The head-end of each link (u, v) maintains a form of state which we refer to
as Link to Facility Incidence Map (LTFIM). The LTFIM for (u, v) contains a list
of all facilities that are protected by backup paths that traverse (u, v). For each
such facility, the LTFIM for (u, v) maintains bfacility, which is the total bandwidth
required on (u, v) by backup paths protecting that facility. Once a reservation
request arrives at the head end of a link (u, v) along the route computed for
℘, the entries corresponding to the facilities protected by ℘ are located in the
LTFIM for (u, v).6 Recall that the total bandwidth reserved for backup paths on
6 In Kini’s framework, installing ℘ and tearing off ℘old require LTFIM updates. In

practice, explicit tearing off is avoided because RSVP uses soft states.
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(u, v) is given by Guv. Since the bandwidth required by ℘ is bnew, Guv must be
at least equal to bnew + bfacility for each facility protected by ℘. In case it is not
so, we increase Guv so that Guv is equal to bnew + bfacility for that facility. Note
that for any link (u, v), additional bandwidth is only reserved when necessary,
and therefore, ℘ benefits from maximum possible bandwidth sharing on (u, v).

5.2 Facility-Based-Computation (FBC) Framework

The key idea behind the FBC framework is that backup path computation is
performed by a node that can make optimal bandwidth sharing decisions for that
path. This is accomplished by maintaining a form of local state called Facility
to Link Incidence Map (FTLIM). Every node j maintains FTLIM for each link
adjacent to it and for itself. Each entry in an FTLIM for a facility corresponds
to a link (u, v) and contains buv, which is the amount of bandwidth reserved on
(u, v) by backup paths that belong to the activation set for that facility.

Furthermore, in FBC, each link of the topology maintains, logically disjoint,
backup and primary pools [1]. A predetermined7 percentage of each link is re-
served for use by the primary paths and the remaining bandwidth is available for
use by the backup paths. We refer to the amount of bandwidth constituting the
backup pool on a link (u, v) as Buv. We further define two indicator variables:
Inew
uv which equals 1 if ℘ traverses (u, v), and is zero otherwise; and Iolduv which

equals 1 if ℘old traverses (u, v), and is zero otherwise. The following provides
details of computing a route for ℘:

Case 1: ℘ Is a Next-Hop Path That Spans a Link (i, j). Recall from section 4
that a next-hop path that spans (i, j) is activated if {i, j} fails. The FTLIM
corresponding to link {i, j} is maintained at both node i and node j. In the
FBC framework, node j computes the route for ℘. It checks the FTLIM for
{i, j} at node j, and finds out buv, which is the bandwidth reserved on (u, v)
by backup paths that belong to the activation set of {i, j}. Observe that it is
feasible for ℘ to traverse (u, v) if and only if Buv is greater than or equal to
bnew + buv − Iolduv bold. Node j computes a route for ℘ using feasible links.

Upon routing ℘, some FTLIM entries also need to be updated. When ℘ is a
next-hop path that spans (i, j), node j locates the FTLIM for the facility {i, j},
and increments8 the entry corresponding to (u, v) by Inew

uv bnew − Iolduv bold. This
update must also be made to the FTLIM for {i, j} maintained at node i. This is
accomplished during signaling of ℘. Since node i is the PLR for ℘, node j must
communicate the route computed for ℘ to node i, so that node i can signal ℘.
At the same time, node i can update its FTLIM for {i, j}.
Case 2: ℘ Is a Next-Next-Hop path That Spans a Link (i, j) and a Link (j, k).
Recall from section 4 that a next-next-hop path that spans (i, j) and (j, k) is
activated if either {i, j} or node j fails. The FTLIM for node j is maintained at
7 The primary and backup pools are statically assigned by the network administrator

and do not change afterwards.
8 Since Inew

uv and Iold
uv can be 0 or 1 independently, FTLIM update may result in

increase or decrease in the value of the entry.
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node j and the FTLIM for {i, j} is maintained at both node i and node j. In
the FBC framework, node j computes the route for ℘. The FTLIMs for node j
and {i, j} contain values of buv for every link (u, v). Let b�uv be the maximum
of all such values. Therefore, ℘ can traverse (u, v) if and only if the backup
pool on (u, v) is greater than or equal to bnew + b�uv − Iolduv bold. Node j uses this
information to compute a route for ℘ that comprises only feasible links.

As in Case 1, node j increments the entries corresponding to (u, v) by an
amount Inew

uv bnew − Iolduv bold, in the FTLIMs for the facilities {i, j} and node j.
Once again, such updates are also made to the FTLIM for {i, j} maintained at
node i during signaling of ℘.

An important feature of FBC is that no explicit bandwidth reservations are
made on the links included in the route computed for a backup path. Since the
node computing ℘ is aware of the bandwidth reservations of backup paths that
may be simultaneously active with ℘, it ensures that there is no overbooking
of bandwidth. Note that this implicitly results in optimal sharing of bandwidth
between backup paths that belong to different activation sets.

5.3 NPP: Facility Based Computation Using Aggregate Information

We now present NPP, a new restoration routing framework that draws upon
the advantages of Kini’s framework and the FBC framework to achieve more
efficient bandwidth sharing.

Recall that in Kini’s framework, we use aggregate link usage information
to compute a route for ℘. That is, for this computation, we assume that all
backup paths in the same activation set as ℘ will traverse a given link (u, v). In
actuality, however, only a subset of such paths will be traversing (u, v). Thus,
we make a conservative estimate of the bandwidth that can be shared by ℘
on (u, v). Therefore, the route computed for ℘ is suboptimal. Note that the
corrective signaling stage can partially compensate for the suboptimal routing
of the initial stage. This is accomplished by reserving the precise amount of
bandwidth required by ℘ during its signaling. This route is still suboptimal:
since the route selection was based on aggregate information, another route
that would have minimized the additional bandwidth reservation may have been
rejected.

In contrast, the FBC framework computes optimal backup paths using local
state. Moreover, perfect bandwidth sharing along the optimally computed paths
is also ensured. However, a major disadvantage of the FBC framework is the
static allocation of active and backup pools. Even carefully selected pools can
remain under-utilized. This under-utilization represents a significant resource
wastage and results in a greater number of LSP requests being rejected.

NPP does not suffer from the disadvantages associated with Kini’s frame-
work and the FBC framework. Similar to the FBC framework, it shifts the
computation of a backup path from the PLR to the node that can make opti-
mal bandwidth sharing decisions for that path. The NPP framework is similar
to Kini’s framework in that it makes use of aggregate link usage information.
The residual capacity of every link in the network represents a single pool of



160 Faisal Aslam et al.

bandwidth in this framework, as opposed to being divided into logically dis-
joint primary and backup pools. Furthermore, in the NPP framework nodes are
required to maintain the LTFIM and FTLIM as they did in section 5.1 and
section 5.2, respectively.

To explain routing a backup path ℘, as in the following, we use the same
definitions for buv, Iolduv , and Iolduv as in the FBC framework:

Case 1: ℘ Is a Next-Hop Path That Spans a Link (i, j). Recall from section 4
that a next-hop path that spans (i, j) is activated if {i, j} fails. The FTLIM
corresponding to link {i, j} is maintained at both node i and node j. In NPP,
node j computes the route for ℘. It checks the FTLIM for {i, j} at node j, and
finds out buv, which is the bandwidth reserved on (u, v) by backup paths that
belong to the activation set of {i, j}. Observe that it is feasible for ℘ to traverse
(u, v) if and only if Guv is greater than or equal to bnew + buv − Iolduv bold. Node j
computes a route for ℘ using feasible links.

As in the FBC framework, FTLIM entries need to be updated. Node j in-
crements the entries corresponding to (u, v) by an amount Inew

uv bnew − Iolduv bold,
in the FTLIM for {i, j}. As in the FBC case, such updates are also made to the
FTLIM for {i, j} maintained at node i during signaling of ℘.

Case 2: ℘ Is a Next-Next-Hop Path That Spans a Link (i, j) and a Link (j, k).
Recall from section 4 that a next-next-hop path that spans (i, j) and (j, k) is
activated if either {i, j} or node j fails. The FTLIM for node j is maintained at
node j and the FTLIM for {i, j} is maintained at both node i and node j. In
the FBC framework, node j computes the route for ℘. The FTLIMs for node j
and {i, j} contain values of buv for every link (u, v). Let b�uv be the maximum
of all such values. Therefore, ℘ can traverse (u, v) if and only if Guv is greater
than or equal to bnew + b�uv − Iolduv bold. Node j uses this information to compute
a route for ℘ that comprises only feasible links.

Once again, node j increments the entries corresponding to (u, v) by an
amount Inew

uv bnew − Iolduv bold, in the FTLIMs for the facilities {i, j} and node j.
Such updates are also made to the FTLIM for {i, j} maintained at node i during
signaling of ℘. Thus, the mechanism to update FTLIMs in NPP framework is
quite similar to the mechanism used in FBC framework.

In NPP, the bandwidth reservations on links, along the route computed for ℘,
are made exactly like those in Kini’s framework. That is, for each link (u, v), the
head-end node maintains and updates the LTFIM. Once a reservation request
arrives at the head end of a link (u, v), along the route computed for ℘, the
entries corresponding to the facilities protected by ℘ are located in the LTFIM
for (u, v). The total bandwidth reserved for backup paths on (u, v) is given by
Guv. Since the bandwidth required by ℘ is bnew, Guv must be at least equal to
bnew + bfacility for each facility protected by ℘. In case it is not so, we increase
Guv so that Guv is equal to bnew + bfacility for that facility. Note that for any link
(u, v), additional bandwidth is only reserved when necessary, and therefore, ℘
benefits from maximum possible bandwidth sharing on (u, v).
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6 Simulation Experiments

In this section, we describe the simulation experiments that depict the benefits of
NPP over existing frameworks. We conduct a set of experiments and compare the
total number of accepted LSP requests and the total bandwidth placed in NPP,
FBC and Kini’s frameworks. Results for these statistics are presented for element
protection. For simulations, a homogeneous network topology is adapted from
the network used in [8]. It represents the Delaunay triangulation for the twenty
largest metros in continental United States [8]. All the links in the network
are symmetric with each link having a capacity of 120 units. Each node in the
network may be an LSP ingress or egress node. Therefore, there are 380 possible
ingress-egress pairs in the network. LSP requests arrive one by one, where the
LSP ingress and egress nodes are chosen randomly from amongst all ingress-
egress pairs. The bandwidth demand for an LSP request is uniformly distributed
between 1 and 6 units, and the call holding time for each LSP request is infinite.
For each LSP request, if it is possible to route the requisite primary and locally
restorable facility backup paths, the LSP request is accepted and the associated
bandwidth reservations are made on the network; otherwise, the LSP request is
rejected. We calculate the number of LSP requests that are successfully placed
and the total bandwidth demand associated with these LSPs. We conducted 100
experiments with randomly selected ingress-egress pairs. In each experiment,
the primary paths are computed using link costs given by the inverse of residual
bandwidth available for primary paths on respective links.

We computed the average of the total number of LSPs and the total band-
width associated with placed LSPs in these hundered experiments. Fig. 4 shows
the number of LSPs placed in NPP in comparison with FBC and Kini’s frame-
works. It is expected that efficient bandwidth sharing results in better network
utilization and hence a greater number of accepted LSP requests. Therefore,
NPP – that performs better bandwidth sharing – accepts 775 requests on av-
erage compared to 693 requests accepted by FBC framework and 573 requests
accepted by Kini’s framework. Moreover, the sum of bandwidths for these ac-
cepted LSP requests is higher in NPP, as shown in Fig. 4. Experiments on other
networks with different sets of LSP requests also indicate similar performance
gains when NPP is used.

In our simulations for FBC, a parameter of particular interest is the pro-
portion of bandwidth allocated for primary and backup pools. The value of this
parameter is fixed throughout and affects the LSP placement in the network.
We used a value for this parameter calculated in the following manner: twenty
evenly distributed backup pool percentages between 5 and 100 are used and
the one that gives maximum placement of LSPs requests is selected for all the
experiments.

7 Conclusions

We investigated the problem of online routing of bandwidth guaranteed LSPs
with local restoration. We presented NPP, a new framework for restoration
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routing using facility backup, and described it in the backdrop of two existing
frameworks for restoration routing: Kini and FBC. Kini’s framework computes
suboptimal routes, since it relies on aggregate rather than complete link usage
information to make bandwidth sharing decisions. However, once a path has
been computed Kini’s framework allowed precise bandwidth reservations to be
made during the signaling phase. On the other hand, the FBC framework makes
possible optimal path computation by shifting path computation to a node that
keeps track of the bandwidth sharing characteristic for that backup path. How-
ever, the FBC framework had the disadvantage of statically allocating primary
and backup pools, resulting in unutilized bandwidth on certain links. We have
shown how NPP draws upon the advantages of both the Kini and FBC frame-
works, while avoiding their disadvantages. The key advantage of NPP is that it
delivers the bandwidth sharing performance achieved by propagating complete
per path link usage information [9], while incurring the significantly reduced
routing protocol overhead. Simulation results show that NPP performs signifi-
cantly better in terms of number of LSPs accepted and total bandwidth placed
on the network. For 1000 randomly selected LSP requests on a 20-node homoge-
nous ISP network [8], NPP accepts 775 requests on average compared to 573
requests accepted by Kini’s framework of [2] and 693 requests accepted by FBC
framework of [1]. Experiments with different sets of LSP requests and on other
networks indicate that NPP results in similar performance gains.

References

1. Vasseur, J.-P., Charny, A., Le Faucheur, F., Achirica, J., Leroux, J.-L.: MPLS
Traffic Engineering Fast Reroute: Bypass Tunnel Path Computation for Bandwidth
Protection. IETF draft. February 2003.

2. Kini, S., Kodialam, M., Sengupta, S., Villamizar, C.: Shared Backup Label
Switched Path Restoration. IETF draft. May 2001.

3. Pan, P., Swallow, G., Atlas, A. (Editors): Fast Reroute Extensions to RSVP-TE
for LSP Tunnels. IETF draft. August 2004.

4. Vasseur, J.-P., Pickavet, M., Demeester, P.: Network Recovery: Restoration and
Protection of Optical, SONET-SDH, IP and MPLS. Morgan Kaufmann. Elsevier.
2004.



NPP: A Facility Based Computation Framework for Restoration Routing 163

5. Awduche, D., Chiu, A., Elwalid, A., Widjaja, I., Xiao, X.: Overview and Principles
of Internet Traffic Engineering. RFC 3272. May 2002.

6. Kodialam, M., Lakshman, T. V.: Dynamic Routing of Locally Restorable Band-
width Guaranteed Tunnels using Aggregated Link Usage Information. Proceedings
of IEEE Infocom. pp. 376–385. 2001.

7. Li, L., Buddhikot, M. M., Chekuri, C., Guo, K.: Routing Bandwidth Guaranteed
Paths with Local Restoration in Label Switched Networks. Proceedings of IEEE
ICNP. pp 110–120. 2002.

8. Norden, S., Buddhikot, M. M., Waldvogel, M. , Suri, S.: Routing Bandwidth Guar-
anteed Paths with Restoration in Label Switched Networks. Proceedings of IEEE
ICNP. pp 71–79. 2001.

9. Kodialam, M., Lakshman, T. V.: Dynamic Routing of Bandwidth Guaranteed
Tunnels with Restoration. Proceedings of IEEE Infocom. pp 902–911. 2000.

10. Swallow, G.: MPLS Advantages for Traffic Engineering. IEEE Communications
Magazine. pp 54–57. vol. 37. no. 12. December 1999.

11. Iannaccone, G., Chuah, C. N., Bhattacharrya, S., Diot, C.: Feasibility of IP
Restoration in a Tier-1 Backbone. IEEE Network. pp. 13–19. vol. 18. no. 2. March
2004.

12. Davie, B., Rekhter, Y.: MPLS Technology and Applications. Morgan Kaufmann.
San Francisco, CA. 2000.

13. Alcatel: Traffic Engineering Solutions for Core Networks. White Paper. July 2001.
14. Apostolopoulos, G., Guerin, R., Kamat, S., Tripathi, S. K.: Quality of Service

Routing: A Performance Perspective. The Proceedings of ACM SIGCOMM. pp
17–28. 1998.

15. Rosen, E., Viswanathan, A., Callon, R.: Multi-Protocol Label Switching (MPLS)
Architecture. RFC 3031. January 2001.

16. Charny, A., Vasseur, J.-P.: Distinguish a link from a node failure using RSVP
Hellos extensions. IETF draft. October 2002.

17. Katz, D., Kompella, K., Yeung, D.: Traffic Engineering (TE) Extensions to OSPF
Version 2. RFC 3630. September 2003.

18. Jamoussi, B. (Editor): Constraint-Based LSP Setup using LDP. RFC 3212. January
2002.



An Efficient Backup Path Selection Algorithm
in MPLS Networks

Wook Jeong1, Geunhyung Kim1, and Cheeha Kim2

1 Technology Network Laboratory, Korea Telecom (KT),
463-1 Jeonmin-dong, Yusung-gu, Daejeon, 305-811, Korea

{wjeong,geunkim}@kt.co.kr
2 Department of Computer Science and Engineering,

Pohang University of Science and Technology(POSTECH),
San 31 HyoJa-Dong, Nam-Gu, Pohang, 790-784, Korea

chkim@postech.ac.kr

Abstract. The rapid growth of real-time and multimedia traffic over IP
networks makes not only QoS guarantees but also network survivability
more critical. This paper proposes an efficient algorithm which supports
end-to-end path-based connection restoration in MPLS networks. We re-
view previous related work. This includes SPR (Shortest Path Restora-
tion), PIR (Partial Information Restoration) and CIR (Complete Infor-
mation Restoration). The objective of backup path selection algorithms
is to minimize the total network bandwidth consumed due to backup
paths. Backup path bandwidth usage can be reduced by sharing backup
paths among disjoint service paths. In CIR, since a path selection algo-
rithm uses per-LSP information, backup path sharing can be optimized.
However, the large amount of information, which each node advertises
and maintains, makes it impractical. In the case of PIR, some sharing of
backup paths is possible while using the aggregated service bandwidth
and backup bandwidth used on each link. We think it is reasonable to in-
crease backup path sharing using aggregated information as with PIR. In
this paper we propose an efficient backup path selection algorithm to out-
perform PIR while using aggregated information. Simulation results show
that our algorithm uses less total backup bandwidth compared to PIR.

1 Introduction

The rapid growth of real-time and multimedia traffic over IP networks makes not
only QoS guarantees but also network survivability more critical. The current
Internet has a degree of survivability because dynamic routing protocols will re-
act to faults detected from routing information updates and compute alternate
routes. Currently, Multi-protocol label switching (MPLS) is rapidly becoming a
key technology for use in core networks. MPLS networks are more vulnerable
to failures because of their connection-oriented nature. MPLS uses a technique
known as label switching to forward data through the network. A small, fixed-
format label is inserted in front of each data packet on entry into the MPLS
network. At each hop across the network, the packet is routed based on the
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value of the incoming interface and label, and dispatched to an outwards inter-
face with a new label value. The path that the data follow through a network
is defined by the transition in label values, as the label is swapped at each LSR
(Label Switch Router). Such a path is called a label switched path (LSP). LSPs
are set up using signaling protocols, such as a resource reservation protocol with
traffic engineering (RSVP-TE) or constraint routed label distribution protocol
(CR-LDP) [5]. Several MPLS recovery mechanisms have been proposed to ensure
continuity of service after network impairments. MPLS recovery methods can be
classified into two recovery models: restoration and protection switching [12]. In
the case of restoration backup LSPs are established on-demand after the de-
tection of a failure. Since the calculation of new routes and the signaling and
resource reservation of a new LSP are time-consuming, restoration is consider-
ably slower than protection mechanisms. In the case of protection switching, the
backup LSP is pre-established and pre-reserved realizing the shortest disruption
of traffic in the case of a failure. Both 1+1 and 1:1 protections are possible. With
1+1 protection, packets are forwarded simultaneously on a service and backup
path. In the case of a failure on the service path, the downstream side simply se-
lects packets from the backup path. In the case of 1:1 protection the packets are
forwarded on a predefined alternative path only in the case of a network failure
[5]. If a 1:1 resource allocation is used, the recovery LSP may additionally carry
low-priority, preemptable traffic when no failure is present in the network. This
preemptable traffic must be dropped if the LSP is needed for the recovery of a
failed LSP. It is also possible to share the backup path. In this paper we propose
an efficient backup path selection algorithm. The paper is organized as follows.
In section 2, we review previous related work. In section 3, we present our path
selection algorithms for restoration. Next, in section 4, we provide simulation
results and evaluate the performance of the proposed algorithm for restoration.

2 Previous Works

The objective of the backup path selection algorithm is to minimize the total
amount of bandwidth consumed by the backup paths. Backup path sharing must
be exploited to minimize the total amount of bandwidth consumed by the backup
paths. The amount of backup path sharing depends on the information available
to the routing algorithm. There are three cases with the information model. They
are NI (No Information), PI (Partial Information), and CI (Complete Informa-
tion) [3]. In the case of NI, required information is only the residual bandwidth in
each link. In the case of PI, the required information is the residual bandwidth,
the aggregated service bandwidth, and the backup bandwidth in each link. In
the case of CI, per-LSP information is required. In this section, we explain the
concept of the backup path sharing and introduce three previous path-based
backup path selection algorithms which are SPR (Shortest Path Restoration) [1,
6], PIR (Partial Information Restoration) [1, 3, 4], and CIR (Complete Informa-
tion Restoration) [3, 4]. Each backup path selection algorithms exploits NI, PI,
and CI, respectively.
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2.1 Notations

In this paper the following notations will be used.

– G(E, V ) : network G with link set E and node set V
– (s→d, b) : connection request asking for b units of bandwidth from s to d
– Sp : service path
– Bp : backup path
– S[i] : the total amount of bandwidth used by service paths on each link i
– B[i] : the total amount of bandwidth used by backup paths on each link i
– R[i] : residual bandwidth on each link i
– D[u] : max{δui , i∈Sp, u∈E}
– δui : the amount of bandwidth required on link u to restore all service paths

if link i fails (i∈E), i.e., δui =
∑

k∈φu
i
D[k]

– Ai : the set of service paths that use link i
– Bi : the set of backup paths that use link i
– bk : the amount of bandwidth required by request k
– φu

i : Ai∩Bu

– θui : additionally required bandwidth to restore link i on the link u(u∈E) if
link i is used in Sp

– M : maximum service bandwidth over all links along the selected service
path, i.e., M = maxS[i], i∈Sp

– lM : the link whose service bandwidth is M in Sp

– SINTER[i] : the total amount of bandwidth used by inter-service path on
link i (i∈Sp)

– BINTRA[u] : the total amount of backup bandwidth used by intra-backup
paths on link u (u∈E)

– E[u] : SINTER[i] +BINTRA[u]
– w[u] : the weight to link u (u∈E) to compute the backup path

2.2 Assumption

We are only interested in online routing that routes LSP requests that arrive one
by one. We assume that the service path is selected before computing the backup
path. The service path selection procedure is composed of two steps. In the first
step, remove the links with insufficient residual BW for request bandwidth b. In
the second step, a service path is selected by Dijkstra’s algorithm. We assume
there are single link failures in a network. A single link failure means that no
other failure occurs in the network until the current failure is repaired. We also
assume that the connection request is rejected if the service path or backup path
cannot be selected due to insufficient residual bandwidth on the network.

2.3 Backup Path Selection Algorithms

The amount of backup path sharing depends on the information available to the
routing algorithm. In this subsection we introduce three previous backup path
selection algorithms – SPR [1, 6], PIR [1, 3, 4] and CIR [3, 4] – which use NI, PI,
and CI, respectively.
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Shortest Path Restoration (SPR). The SPR algorithm assumes that only
NI information is available. Since no information is known other than R[i], the
path selection algorithm does not know the backup bandwidth currently used on
the different links. Hence, it cannot consider backup path sharing. Thus, request
bandwidth b units have to be reserved on each link in the service path as well as
the backup path. After the service path is selected, the ingress node removes the
links of the service path, as well as any link with insufficient available bandwidth,
from the network topology. The ingress node then uses Dijkstra’s algorithm to
select the backup path.

Complete Information Restoration (CIR). In this algorithm, it is assumed
the sets Ai andBi are known for all links i. Kodialam presented a CIR solution [3,
4]. Kodilalam defined the quantity θui is the cost of using link u on the backup
path if link i is used in the service path. Kodialam also defined φu

i = Ai∩Bu.
This is the set of demands that use link i on the service path and link u on the
backup path. The sum of all the demand values in the set φu

i is represented by
δui =

∑
k∈φu

i
bk

θui =

⎧⎨⎩
0 if b≤B[u] − δui and i �=u
δui + b−B[u] if b > B[u] − δui and i �=u
∞ otherwise

where b is the size of the bandwidth request.
The quantity δui is the amount of bandwidth needed on link u to backup

the service paths currently traversing link i. Therefore, also taking the current
request into account, a total of δui + b units of backup bandwidth are needed on
link u if the current request were to traverse link i and use link u for backup.
Then the current request can be backed up on link u without reserving any
additional bandwidth if b≤B[u]− δui . If b > B[u]− δui , an additional reservation
of δui + b−B[u] units is necessary. After selecting the service path Sp, compute
the D[u], where D[u] = max{δui , i∈Sp, u∈E}. The ingress node then assigns a
weight to each link in the network:

w[u] =

⎧⎨⎩
ε if b≤B[u] −D[u]
D[u] − b−B[u] if b > B[u] −D[u] and i �=u
∞ otherwise

where ε is a small number.
The ingress node removes any link with insufficient available bandwidth,

from the network topology. In this step, if R[u] < b, B[u] − D[u] > 0 and
B[u]−D[u] +R[u] > b link u is not removed. This means sharable bandwidth is
considered when the any link is removed from the network topology, then uses
Dijkstra’s algorithm to select the backup path Bp, that minimizes

∑
w[u] for u

in Bp.
In CIR, since a path selection algorithm uses per-LSP information, backup

path sharing can be optimized. However, the very large amount of information
that must be advertised from each node and maintained at each node makes it
impractical.
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Partial Information Restoration (PIR). The PIR algorithm assumes that
PI information – aggregated service bandwidth and backup bandwidth on each
link – is available. The basic idea of PIR is to weight each link using an estimate
of the additional bandwidth that needs to be reserved if a particular backup
path is selected. After the service path Sp is selected, the ingress node computes
the maximum service bandwidth M over all links along the service path, i.e.,
M = max{S[i], i∈Sp}. Then the ingress node assigns a weight to each link in
the network:

w[u] =

⎧⎨⎩
min{b,M + b−B[u]} if b > B[u] −M and i/∈Sp

ε if b≤B[u] −M and i/∈Sp

∞ if i∈Sp

The ingress node removes any link with insufficient available bandwidth, from
the network topology and then uses Dijkstra’s algorithm to select the backup
path Bp, that minimizes

∑
w[u] for u in Bp. For a potential link u on the backup

path, if B[u] > M and u/∈Sp, it is estimated that link u has sharable bandwidth.
This is because PIR only uses aggregated bandwidth and service bandwidth as
routing information. Using only this aggregated information, the ingress node
cannot know the distribution of the backup paths for service paths composing
M . M assumes that when a failure occurs along Sp, all the connections that
routed over the failed link would indeed reroute onto link u. If b≤B[u] −M ,
no additional bandwidth needs to be reserved on the backup path because any
link failing on the service path generates a bandwidth need of at most M + b on
the links of the backup path. If b > B[u] −M , only an additional reservation of
min{b,M + b−B[u]} units is necessary.

3 Proposed Algorithm

In this section we present our research motivation and bring up the problems
in previous backup path selection algorithms and propose an efficient backup
path selection algorithm in order to alleviate these problems. We also introduce
a previous scheme for exact reservation for the backup path. We apply this exact
reservation scheme to our scheme to further reduce the amount of total backup
bandwidth.

3.1 Motivation

In section 2, we studied three previous backup path selection algorithms for
restoration which are SPR, PIR, and CIR respectively. In the case of SPR,
since it does not know the backup bandwidth currently used on each link in a
network, backup path sharing is impossible. In the case of CIR, since it uses
per-LSP information, the backup path sharing can be optimized. However, the
very large amount of information that needs to be advertised from each node and
maintained at each node makes it impractical. In the case of PIR, some sharing
of backup paths is possible while using the aggregated service bandwidth and
backup bandwidth used on each link. PIR cannot optimize backup path sharing,
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but it is easy to maintain and use routing information in a distributed fashion.
So we think it is reasonable to increase backup path sharing using PI. In this
section, we propose an efficient backup path selection algorithm to outperform
PIR while using PI.

3.2 The Proposed Backup Path Selection Algorithm

In this subsection we propose an efficient backup path selection algorithm. In
PIR, some sharing of backup paths is possible using only the aggregated service
bandwidth and backup bandwidth on each link. For sharing of backup path the
value of M was defined. It is estimated that link u which satisfies the condition
B[u]−M > 0 and u/∈Sp has sharable bandwidth. However, the M assumes that
when a failure occurs along Sp, all the connections that routed over the failed
link would indeed be rerouted onto link u and is therefore a crude estimate of
the restoration bandwidth needed due to link failures along Sp. This approach
may overestimate the bandwidth that needs to be reserved on some links.

If we can determine partial backup paths distribution of link i whose service
bandwidth isM , we can increase the amount of sharing bandwidth in comparison
with PIR. In fact, each ingress node knows some distribution information about
service paths and backup paths. In other words, the ingress node knows the
information of the service paths and backup paths, which are started from itself.

We divide the service path set which passes the lM . One is the intra-service
path set; the other is inter-service path set. The intra-service path set is com-
posed of service paths, which are started from the ingress node, and the inter-
service path set is composed of service paths, which are initiated from other
nodes. The ingress node also knows the distribution of backup paths for intra-
service paths. The intra-backup path set is composed of these backup paths
which are started from the ingress node, while the inter-backup path set is com-
posed of backup paths which are started from other nodes.

We define estimator E[u] in order to use path information of the ingress node
for backup path selection: E[u] = SINTER[i] + BINTRA[u] where link i is lM ,
SINTER[i] is the total bandwidth of inter-service paths on link i, and BINTRA[u]
is the total bandwidth of intra-backup paths on link u. The ingress node assigns
a weight to each link in the network for computing the backup path as follows:

w[u] =

⎧⎨⎩
min{b, E[u] + b−B[u]} if b > B[u] − E[u] and u/∈Sp

ε if b≤B[u] − E[u] and u/∈Sp

∞ if u∈Ps

The ingress node removes any link with insufficient available bandwidth from
the network topology. In this step, if R[u] < b, B[u] − E[u] > 0 and B[u] −
E[u] + R[u] > b, link u is not removed. This means that sharable bandwidth
is considered when the any link is removed from the network topology. Next,
the ingress node uses Dijkstra’s algorithm to select the backup path Bp, that
minimizes

∑
w[u] for u in Bp.

The ingress node does not know the distribution of the inter-service and inter-
backup paths but knows the distribution of intra-service and intra-backup paths.
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Therefore, we cannot assign an exact weight to each link from the viewpoint of
inter-service and inter-backup paths but can assign an exact weight to each
link from the viewpoint of intra-service and intra-backup paths. So the value of
estimator E[u] is the summation of SINTER[i] and BINTRA[u], where i is theM
link. From this, we can determine E[u]≤M .

The term min{b, E[u]+b−B[u]} means the amount of additional bandwidths
needed if, upon failure of the service path Sp, the connection is routed over a
backup path that contains link u. As we assign an exact weight to each link from
the viewpoint of intra-service and intra-backup paths we can further increase the
amount of shared bandwidth over PIR. For a potential link u on the backup path,
if B[u] > E[u] and u/∈Sp, it is estimated that the link u has sharable bandwidth.
If b≤B[u] − E[u], no additional bandwidth needs to be reserved on the backup
path because any link failing on the service path generates a bandwidth need of
at most E[u] + b on the links of the backup path. If b > B[u] − E[u], only an
additional reservation of min{b, E[u] + b−B[u]} units is necessary.

Fig. 1. Sharable bandwidth in PIR and the proposed algorithm.

Fig. 1 shows an example illustrating our proposal. Suppose a connection
request asking for one unit of bandwidth from Ingress 1 to Egress 2 arrives at
Ingress 1. We suppose the Ingress 1 selects i− j − k for the service path. In this
example M link is the j and the value of M is 6. Ingress 1 knows intra-service
path Sp1 (b1=1) and Sp2 (b2=2) is passing the link j and only Bp1 for Sp1
among these intra-service paths is passing the link u. We suppose a inter-service
path, Sp3(b3=3), is passing the link j and B[u] = 5. In the case of PIR, u is not a
sharable link becauseM(= 6) > B[u](= 5). However, in the case of proposal, u is
a sharable link because E[u] = SINTER[j]+BINTRA[u] = 3+1 = 4 < B[u] = 5.
And E[u]+b = 5≤B[u]. Therefore, the weight of u is ε for backup path selection.

In the case of PIR, link u will not be selected as a potential link in the backup
path, but in the case of the proposal, link u will be selected as a potential link
in the backup path. From this example we can determine that our proposal can
further increase the amount of shared bandwidth over PIR.
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3.3 Exact Reservation

In PIR scheme, the amount of bandwidth reservation for backup path is decided
by the value of M + b−B[u] on each link. In PIR scheme, the required amount
of additional bandwidth on each link along the backup path is as follows:{

min{b,M + b−B[u]} if M + b−B[u] > 0 and u∈Bp

0 if M + b−B[u] ≤ 0 and u∈Bp

In the same way, our scheme requires the amount of additional bandwidth on
each link along the backup path as follows:{

min{b, E[u] + b−B[u]} if E[u] + b−B[u] > 0 and u∈Bp

0 if E[u] + b−B[u] ≤ 0 and u∈Bp

This is because our scheme uses aggregated information and path information of
the ingress node for backup path selection and for computation of the amount
of additional bandwidth on each link along the backup path.

Kodialam proposed an exact reservation scheme [3]. The basic idea of this
scheme is that the set of links in the service path is conveyed to every link
in the backup path during the signaling phase and each node maintains this
information. In other words, each node maintains δui (i∈E, u is a link of each
node). Then, the total backup bandwidth of link u equals to B[u] = max δui , i∈E
ensures that there is sufficient bandwidth reserved to protect against any single
link failure. The node of link u along the backup path updates the δui as follows:
δui ←δui +b, if link i is on the service path and b is the requested bandwidth of the
connection. The node of link u along the backup path updates the δui as follows:
δui ←δui − b, if link i is on the deletion required and b is the requested bandwidth
of the connection.

We can apply this scheme to our scheme for exact bandwidth reservation
along the backup path. If we apply this exact reservation scheme to our scheme
we can further reduce the amount of total backup bandwidth.

4 Simulation Results

This section compares the performance of SPR, PIR and proposal. We performed
simulation on the network which is the same as that used in [3, 4] and has 15
nodes and 56 links. Core nodes are 2, 5, 6, 9, and 10. The network is shown
in Fig. 2. Each undirected link in Fig. 2 represents two directed links. In this
simulation two performance metrics are used. One is network load and the other
is the drop ratio.

4.1 Network Load

Simulation A (Random Request Generation). For this simulation the
link capacities are set to infinity. Connection requests arrive one at a time at the
network. The source and destination nodes for the requests are chosen at ran-
dom, except for the core nodes. The bandwidth request is uniformly distributed
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Fig. 2. Network topology (random request generation).

between 100 and 200 units. Since the capacity is infinite, there is no request
rejection. The objective, therefore, is to compare how much total bandwidth the
proposed algorithm uses relative to the PIR and SPR. Service path selection
uses Dijkstra’s algorithm. There are five algorithms run on the same data for
backup path selection. They are SPR, PIR, proposal, PIR with exact reservation
and proposal with exact reservation. Each algorithm is compared with the same
number of total connection requests from 200 to 2000 in increments of 200.

Fig. 3 shows the simulation results of the total number of connections vs.
total bandwidth units required for backup paths depending on the five different
algorithms. The total used backup bandwidth after 2000 requests for SPR is
1,046,727 units, for PIR is 794,459 units and for proposal 708,034 units. And for
PIR with exact reservation is 611,618 units and for proposal with exact reserva-
tion is 576,639 units. We can say the proposal provides about 11% improvement
in comparison with PIR and proposal with exact reservation provides about 6%
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Fig. 4. Network topology (limited request generation).

improvement in comparison with PIR with exact reservation. We can conclude
that performance improvement is caused by path information of the ingress node
used.

Simulation B (Limited Request Generation). In this simulation, the
source and destination node for the Requests are chosen among the special set.
The selected special set is (0→11), (3→14), (8→11), (1→12). Every service path
for the elements in the set will be link disjointedly selected from each other by
Dijkstra’s algorithm (Fig. 4).

Fig. 5 shows the simulation results of the total number of connections vs.
total bandwidth units required for backup paths depending on the four different
algorithms. These algorithms are SPR, PIR, CIR and proposal. The total used
backup bandwidth after the 2000 request for SPR is 1,193,570 units; for PIR
is 1,033,464 units; and for the proposal and CIR is 811,104 units. No difference
in the backup bandwidth usage between the proposal and CIR is caused by the
absence of inter service pathes in this scenario. It is evident that without inter
service paths the ingress node in the proposal clearly has enough information
to compute the path to maximize backup path sharing as much as in CIR. The
proposed algorithm and CIR provide about 21% improvement in comparison
with PIR. In fact, this scenario is extremely profitable for our proposal. This
result is meaningful, however. If service paths are selected as disjointedly from
each other as possible, the proposed algorithm can obtain greater backup path
sharing in comparison with PIR and approximates to the case of CIR as the
link-disjointedness among service paths increases. This is feasible when only
some paths require setup of a backup path, according to the provider policy.

4.2 Simulation with Dropped Requests

This simulation studies the behavior of the algorithms with respect to the num-
ber of dropped requests when the network is overloaded. In this simulation, we
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set each link capacity to 20000 units of bandwidth. Except for this point other
simulation scenarios are the same as Simulation A. Table 1 shows the numbers of
requests rejected after 2000 demands are loaded on the network using different
backup path selection algorithms. If there is a lack of available capacity to choose
either the service path or the backup path, then the request is rejected. Table 1
shows that our proposal performs better than SPR and PIR, and the proposal
with exact reservation performs better than PIR with exact reservation.

Table 1. Rejected requests.

Methods number of rejected requests

SPR 863/2000
PIR 607/2000

Proposal 539/2000
PIR with exact reservation 527/2000

Proposal with exact reservation 503/2000

5 Conclusion

The objective of the backup path selection algorithms is to minimize the total
network bandwidth consumed due to backup paths. Backup path bandwidth
usage can be reduced by sharing backup paths among disjoint service paths.
We regarded it as reasonable to increase backup path sharing using aggregated
information similar to PIR. Therefore, we proposed an efficient backup path
selection algorithm to outperform the PIR while using aggregated information.

PIR does not use the path information of the ingress node for selection of the
backup path. We defined estimator E[u] in order to use path information of the
ingress node for backup path selection. In simulation A, our proposal provided
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about 11% improvement in comparison with PIR and the proposal with exact
reservation provided about 6% improvement in comparison with PIR with exact
reservation. In simulation B, the proposal provided about 21% improvement in
comparison with PIR. This is the same result of CIR. We can conclude that
performance improvement was caused by the ingress path information used and
emphasize that the proposal does not require any extra routing information in
comparison with PIR.

Scenarios of Simulation B were extremely profitable for our proposal since
inter service paths did not exist in this scenario. However, this result is meaning-
ful. It is evident that without inter service path the ingress node in the proposal
clearly has enough information to compute the path to maximize backup path
sharing as much as in CIR. If service paths are selected as disjointedly from
each other as possible, the proposed algorithm can obtain more backup path
sharing in comparison with PIR and approximates to the case of CIR as the
link-disjointedness among service paths increases. This is feasible when only
some paths require setup of a backup path, according to the provider policy.

Future work will develop an algorithm which can minimize interference
among service paths while maintaining an acceptable path distance. If this algo-
rithm is applied to the proposed algorithm, a greater performance improvement
will be provided.
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Topological Design of Survivable IP Networks
Using Metaheuristic Approaches�
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Abstract. The topological design of distributed packet switched networks con-
sists of finding a topology that minimizes the communication costs by taking into
account a certain number of constraints such as the end-to-end quality of service
(e2e QoS) and the reliability. Our approach is based on the exploration of the so-
lution space using metaheuristic algorithms (GA and TS), where candidate solu-
tions are evaluated by solving CFA problems. We propose a new CFA algorithm,
called GWFD, that is capable of assign flow and capacities under e2e QoS con-
straints. Our proposed approach maps the end-user performance constrains into
transport-layer performance constraints first, and then into network-layer perfor-
mance constraints. A realistic representation of traffic patterns at the network
layer is considered as well to design the IP network. Examples of application of
the proposed design methodology show the effectiveness of our approach.

1 Introduction

Today, with the enormous success of the Internet, packet networks have reached their
maturity, and all enterprises have become dependent upon networks or networked com-
putations applications. In this context the loss of network services is a serious outage,
often resulting in unacceptable delays, loss of revenue, or temporary disruption. In an
usual network-design process, were networks are designed to optimize a performance
measure (e.g., delay, throughput) without considering possible network failures, the
network performance can degrade drastically at an element failure. A network-design
process based only on reliability considerations (e.g., connectivity, successful commu-
nication probability) does not necessarily avoid network performance degradation, de-
spite the connections guarantees during the failure of one or several stations. To avoid
loss of network services, communications networks should be designed so that they re-
main operational and maintain as high performance level as feasible, even in presence
of network component failures.

The packet network design methodology that we propose in this paper is quite dif-
ferent from the many proposals that appeared in the literature. Those focus almost
invariably on the trade-off between total cost and average performance (expressed in
terms of average network-wide packet delay, average packet loss probability, average
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link utilization, network reliability, etc.). This may lead to situations where the aver-
age performance is good, but, while some traffic relations obtain very good quality of
service (QoS), some others suffer unacceptable performance levels. On the contrary,
our packet network design methodology is based on user-layer QoS parameters, and
explicitly accounts for each source/destination QoS constraint.

From the end user’s point of view, QoS is driven by e2e performance parame-
ters, such as data throughput, web page latency, transaction reliability, etc. Matching
the user-layer QoS requirements to the network-layer performance parameters is not a
straightforward task. For example, the QoS perceived by end users in their access to
Internet services is mainly driven by TCP, whose congestion control algorithms dictate
the latency of information transfer. Indeed, it is well known that TCP accounts for a
great amount of the total traffic volume in the Internet [1, 2].

According to the Internet protocol architecture, at least two QoS mapping pro-
cedures should be considered; the first one translates the application-layer QoS con-
straints into transport-layer QoS constraints, and the second translates transport-layer
QoS constraints – such as file transfer latency (Lt), or file transfer throughput (Th) –
into network-layer QoS constraints, such as Round Trip Time (RTT ) and packet loss
probability (Ploss). In [3, 4], the authors describe QoS translators that are able to do
this mapping process. While the first procedure is an ad-hoc one, the second is based
on the numerical inversion of analytic TCP models presented in the literature.

The representation of traffic patterns inside the Internet is a particularly delicate
issue, since it is well known that IP packets do not arrive at router buffers following
a Poisson process [5], but a higher degree of correlation exists, which can be partly
due to the TCP control mechanisms. This means that the usual approach of modeling
packet networks as networks of M/M/1 queues [6–8] is not appropriate. In this paper
we adopt a refined IP traffic modeling technique, already presented in [9], that provides
an accurate description of the traffic dynamics in multi-bottleneck IP networks loaded
with TCP mice and elephants. The resulting analytical model is capable of producing
accurate performance estimates for general topology IP networks loaded by realistic
TCP traffic patterns, while still being analytically tractable.

In addition, given that the network reliability depends on its components, it is neces-
sary to consider the failure of one or several components in the design of such networks.
In general, two disjoint physical paths p1 and p2 are associated with each existing path.
In normal conditions, only path p1 is used to information exchange; however, enough
capacity is reserved on p2 to be able to restore communication when one of the physical
links (or nodes) belonging to p1 fails. Protection and/or restoration schemes normally
guarantee the resilience to the failure of a single physical link (or node); thus, the ca-
pacity to be reserved in the network must be sufficient to successfully restore all the
paths disrupted by a link (or node) failure. In this paper, the concept of 2-connectivity
is used as a reliability constraint.

The challenge in the area of network design is to determine the less expensive solu-
tion to interconnect nodes, and assign flow and capacities, while satisfying the reliability
and end-to-end (e2e) QoS constraints. This problem is called the TCFA (Topological,
Capacity and Flow Assignment) problem. This is a combinatorial optimization problem
classified as NP-complete. Polynomial algorithms which can find the optimal solution
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for this problem are not known. Therefore, heuristic algorithms are applied, search-
ing for solutions. In this paper we suggest two metaheuristic approaches: the Genetic
Algorithm (GA) [10], and the Tabu Search (TS) algorithm [11] to address the topologi-
cal design problem, where traffic is mostly due to TCP connections. GAs are heuristic
search procedures which applies natural genetic ideas such as natural selection, muta-
tions and survival of the fittest. The TS algorithm is an evolution of the classical Steepest
Descent method, however thanks to an interior mechanism that provides to accept also
worse solutions than the best solution found so far, it is less subject to local optima
entrapments.

The evaluation of each candidate inside each metaheuristic algorithm is done con-
sidering the cost of the network obtained from the solution of its related Capacity and
Flow Assignment (CFA) problem. In this paper, we present a nonlinear mixed-integer
programming formulation for the CFA problem and propose an efficient heuristic pro-
cedure called Greedy Weight Flow Deviation (GWFD) to obtain CFA solutions.

When explicitly considering TCP traffic it is also necessary to tackle the Buffer
Assignment (BA) problem, for which we propose an algorithm that computes solutions
to the droptail case BA problem.

The rest of the paper is organized as follows. Section 2 outlines the problem and the
solution approach adopted in this paper, In particular, the CFA and BA formulations
are presented and the GWFD method is described. Section 3 describes fundamentals
of GAs, their operating techniques, and synthesizes the adaptation and implementa-
tion details of the GAs applied to the topological design problem; it also presents the
TS algorithm. Section 4 presents and analyzes computational results. Finally, Section 5
summarizes the main results obtained in this research.

2 Problem Statement

The topological design of packet networks can be formulated as a TCFA problem as
follows: given the geographical location of the network nodes on the territory, the traf-
fic matrix, the capacity costs; minimize the total link cost, by choosing the network
topology and selecting link flows and capacities, subject to QoS and reliability con-
straints. As reliability constraint we consider that all traffic must be exchanged even if
a single node fails (2-connectivity). There is a trade off between reliability and network
cost; we note that more links between nodes imply more routes between each node pair,
and consequently the network is more reliable; on the other hand, the network is more
expensive. Finally, the QoS constrains correspond to maintain the e2e packet delay for
each network source/destination pair below a maximum tolerable value.

Our solution approach is based on the exploration of the solution space (i.e., 2-
connected topologies) using the metaheuristic algorithms (GA and TS). As the goal is to
synthesize a network that remains connected despite one node failure, for each topology
evaluation, actually, we construct n different topologies, that are obtained from the
topology under evaluation by the failure of a node each time, and then for each topology
we solve the CFA problem. Link capacities are set to the maximum capacity value
find so far considering the set of topologies. Using these capacity values the objective
function (network cost) is evaluated.
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2.1 Traffic and Queueing Models

The representation of traffic patterns inside the Internet is a particularly delicate issue,
since it is well known that IP packets do not arrive at router buffers following a Poisson
process, see [5], but a higher degree of correlation exists, which can be partly due to
the TCP control mechanisms. This means that the usual approach of modeling packet
networks as networks of M/M/1 queues as discussed in [6–8, 12, 13] is not appropriate.
In this paper we adopt a refined IP traffic modeling technique, already presented in
[9], that provides an accurate description of the traffic dynamics in multi-bottleneck
IP networks loaded with TCP mice and elephants. The resulting analytical model is
capable of producing accurate performance estimates for general topology IP networks
loaded by realistic TCP traffic patterns, while still being analytically tractable.

We choose to model the increased traffic burstiness induced by TCP by means of
batch arrivals, hence usingM[X]/M/1/B queues. A wide range of investigations per-
formed in [9] certify the accurate network layer performance estimates by consider-
ing M[X]/M/1/B models. The batch size varies between 1 and W with distribution
[X ], whereW is the maximum TCP window size expressed in segments. The distribu-
tion [X ] is obtained considering the number of segments that TCP sources send in one
RTT [9]. Additionally, our choice of using batch arrivals following a Poisson process
has the advantage of combining the nice characteristics of Poisson processes (analytical
tractability in the first place) with the possibility of capturing the burstiness of the TCP
traffic [9].

Considering the M[X]/M/1/∞ queue, the average packet delay (queueing and
transmission time) is given by:

E[T ] =
K

λ

ρ

1 − ρ =
K

μ

1
C − f (1)

withK given by:

K =
m′

[X] +m′′
[X]

2m′
[X]

(2)

where f is the average data flow on the link (bps), C is the link capacity (bps), the
utilization factor is given by ρ = f/C, the packet length is assumed to be exponentially
distributed with mean 1/μ (bits/packet), λ = μf is the arrival rate (packets/s), m′

[X]

andm′′
[X] are the first and second moments of the batch size distribution [X ].

2.2 Network Model

In the mathematical model, the IP network infrastructure is represented by a graphG =
(V,E) in which V is a set of nodes (with cardinality n) and E is a set of edges (with
cardinality m). A node represents a network router and an edge represents a physical
link connecting one router to another. The output interfaces of each router is modeled
by a queue with finite buffer.

Each network link is characterized by a set of attributes which principally are the
flow, the capacity and the buffer size. For a given link (i, j), the flow fij is defined as
the effective quantity of information transported by this link, while its capacity Cij is a
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measure of the maximal quantity of information that it can transmit. Flow and capacity
are both expressed in bits per second (bps). Each buffer can accommodate a maximum
of Bij packets, and dij is the link physical length.

The average traffic requirements between nodes are represented by a traffic matrix
Γ̂ = {γ̂sd}, where the traffic γ̂sd between a node pair (s, d) represents the average
number of bps sent from source s to destination d. We consider as traffic offered to
the network γsd = γ̂sd/(1 − Ploss), thus accounting for the retransmissions due to the
losses that flows experience along their path to the destination. The flow of each link
that composes the topological configuration depends on the traffic matrix. We consider
that for each source/destination pair (s, d), the traffic is transmitted over exactly one
directed path in the network (a minimum-cost routing algorithm is used). The routing
and the traffic uniquely determine the vector f̄ = (f1, f2, ..., fm) where f̄ is a mul-
ticommodity flow for the traffic matrix; it must obey the law of flow conservation. A
multicommodity flow results from the sum of single commodity flows fsd with source
node s and destination node d.

2.3 The Capacity and Flow Assignment Problem

Different formulations of the CFA problem result by selecting i) the cost functions,
ii) the routing model, and iii) the capacity constraints; different methodologies must
be applied to solve them. In this paper we focus on Virtual Private Networks (VPNs),
in which common assumptions are i) linear costs, ii) non-bifurcated routing, and iii)
continuous capacities.

The CFA problem requires the joint optimization of routing and link capacities. Our
goal is to determine a route for the traffic that flows on each source/destination pair
and the link capacities in order to minimize the network cost subject to the maximum
allowable e2e packet delay. Let δsd

ij be a decision variable which is one if link (i, j) is
in path (s, d) and zero otherwise. Thus the CFA problem is formulated as the following
optimization problem:

ZCFA = min
∑
i,j

g(dij , Cij) (3)

subject to: ∑
j

δsd
ij −

∑
j

δsd
ji =

⎧⎨⎩
1 if s = i
−1 if t = i
0 otherwise

∀ (i, s, d) (4)

K1

∑
i,j

δsd
ij

Cij − fij ≤ RTTsd −K2

∑
i,j

δsd
ij dij ∀ (s, d) (5)

fij =
∑
s,d

δsd
ij γsd ∀ (i, j) (6)

Cij ≥ fij ≥ 0 ∀ (i, j) (7)

δsd
ij ∈ {0, 1} ∀ (i, j, s, d) (8)

The objective function (3) represents total link cost, which is a linear function of both
the capacity Cij and the physical length dij of link (i, j), i.e., g(dij , Cij) = dijCij .
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Constraint set (4) enforce flow conservation, defining a route for the traffic from a
source s to a destination d. Non-bifurcated routing model is used where the traffic
will follow the same path from source to destination. Equation (5) is the e2e packet
delay constraint for each source/destination pair. It says that the total amount of delay
experienced by all the flows routed on a path should not exceed the maximum RTT 1

minus the propagation delay of the route. Equation (6) defines the average data flow
on the link. Constraints (7) and (8) are non-negativity and integrity constraints. Finally,
K1 = K/μ andK2 is a constant to convert distance in time.

We notice that this problem is a nonlinear non convex mixed-integer programming
problem. Other than the nonlinear constraint (5), it is basically a multicommodity flow
problem. Multicommodity flow belongs to the class of NP-hard problems for which no
known polynomial time algorithms exist. In addition, thanks to its non convex property
there are in general a large number of local minima solutions. Therefore, in this paper
we only discuss CFA sub-optimal solutions.

2.4 The Flow Deviation Method

Before presenting a new, fast CFA algorithm, we briefly review the classical Flow Devi-
ation (FD) method [14], which allows to determine the routing of all the flows entering
the network at different source/destination pairs; thus it solves the Flow Assignment
(FA) problem.

It is well known that optimal routing directs traffic exclusively along paths which are
shortest with respect to some link weights that depend on the flows carried by the links.
This suggests that suboptimal routing can be improved by shifting the flow, for each
source/destination pair, from a path to another with lower link weights values. This
is the key idea in the FD method. The method starts from a given feasible path flow
vector f̄ and, using a set of link weights, finds a new path for each source/destination
pair. The weight Lij of the link (i, j) is obtained as the partial derivative of the average
total network delay T (based onM/M/1 formulations) with respect to the flow rate fij
which is traversing the link (i, j) evaluated at the current flow assignment fij . With this
metric, the weight of a link represents the change in the objective function value if an
incremental amount of the traffic is routed on that link. Then, the new flow assignment
is determined by using the shortest path algorithm with the set of link weights L. The
flow assignment is incrementally changed along the descent direction of the objective
function. By incrementally changing the previous flow assignment into the new one, the
optimal flow assignment is determined.

The FD method can be used, in a properly modified form, to solve the CFA problem;
however it leads to local optima [14].

2.5 The Greedy Weight Flow Deviation Method

In this section we present a greedy heuristic to obtain solutions to the CFA problem
presented in subsection 2.3. The key idea is to use a modified flow deviation method to
find the flow distributions that minimize the network cost. The natural approach would

1 RTT values are obtained by using the QoS translators given in [3, 4].
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be to obtain the optimal values of the capacities Cij as a function of the link flows fij ,
to substitute them in the cost function and finally (using partial derivatives) to obtain the
link weights Lij . Unfortunately, no closed form expression for the optimal capacities
can be derived from our CFA formulation. However, we use a modified FD method in
the following way.

First, it is straightforward to show that the link weights in the Kleinrock’s method
are given by:

Lij =
dijCij

fij
(9)

Second, in order to enforce e2e QoS delay performance constraints, the link capacities
Cij must be obtained using an e2e QoS CA problem solver (in this paper we use the
approximate CA solution presented in [3]). As our new method relies on the greedy
nature of the CA solver algorithm to direct computations toward a local optima, we
called it the Greedy Weight Flow Deviation (GWFD) method.

As noted before, the CFA problem has several local optima. A way to obtain a more
accurate estimate of the global optima is restart the procedure using random initial
flows. However, we obtained very good results setting as initial trail Lij = dij .

2.6 The Buffer Assignment Problem

As final step in our methodology, we need to dimension buffer sizes, i.e., to solve the
following problem:

ZBA = min
∑
i,j

Bij (10)

Subject to: ∑
ij

δsd
ij p(Bij , Cij , fij , [X ]) ≤ Ploss, ∀ (s, d) (11)

Bij ≥ 0, ∀ (i, j) (12)

The objective function (10) represents the total buffer cost, which is the sum of the
buffer values. Equation (11) is the loss probability constraint for each source/destination
node pair. Where p(Bij , Cij , fij , [X ]) is the average loss probability forM[X]/M/1/B
queue, which is evaluated by solving its Continuous Time Markov Chain (CTMC).
Constraints (12) are non-negativity constraints.

In the previous formulation we have considered the following upper bound on the
value of loss probability for path (s, d) (constraint (11)).

P̂loss =1 −
∏
i,j

(
1 − δsd

ij p(Bij , Cij , fij , [X ])
)

≤
∑
ij

δsd
ij p(Bij , Cij , fij , [X ])

(13)

Consequently, the solution of the BA problem is a conservative solution.
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The proof that the BA problem is a convex optimization problem is not a straight-
forward task. The difficulty derives from the need of showing that p(B,C, f, [X ]) is
convex. Since, to the best of our knowledge, no closed form expression for the station-
ary distribution is known, no closed form expression for p(B,C, f, [X ]) can be derived.
However, we conjecture that the BA problem is a convex optimization problem by con-
sidering that: (i) for an M/M/1/B queue, p(B,C, f) is a convex function; and (ii)
approximating p(B,C, f, [X ]) =

∑∞
i=B πi, where πi is the stationary distribution of

anM[X]/M/1/∞ queue, the loss probability is a convex function of B.
We can thus classify the BA problem as a multi-variable constrained convex mini-

mization problem; therefore, the global minimum can be found using convex program-
ming techniques. We solve the minimization problem applying first a constraints reduc-
tion procedure which reduces the set of constraints by eliminating redundancies. Then,
the solution of the BA problem is obtained via the logarithm barrier method [15]

2.7 Numerical Examples: 40-Node Networks

To evaluate the performance of the new GWFD method, we run a large number of nu-
merical experiments and computer simulations. We present results obtained considering
several fixed topologies (40–node, 160–link each), which have been generated using the
BRITE topology generator [16] with the router level option. Our goal is to obtain rout-
ing and link capacities. For each topology, we solved both the CFA and BA problems
using the approaches described in previous sections.

Link propagation delays are uniformly distributed between 0.5 and 1.5ms, i.e., link
lengths vary between 100 and 300 Km. Random traffic matrices were generated by
picking the traffic intensity of each source/destination pair from a uniform distribution.
The average source/destination traffic requirement was set to γ = 5 Mbps. The file
size follows a distribution, which is derived from one-week long measurements [2] (we
recall thatK and p(B,C, f, [X ]) are related to the file size distribution).

For all source/destination pairs, the target QoS constraints are: i) latency Lt ≤ 0.2s
for TCP flows shorter than 20 segments, ii) throughput Th ≥ 512 kbps for TCP flows
longer than 20 segments, iii) Ploss = 0.001. Using the transport-layer QoS translator
(presented in [3, 4]), we obtain the equivalent network-layer performance constraint
RTT ≤ 0.032s for all source/destinations node pairs.

In Fig. 1, we compare network costs, considering 10 random topologies, obtained
with four different techniques: i) Lagrangian relaxation (LB); ii) primal heuristic with
logarithmic barrier CA solution (PH); iii) logarithmic barrier CA solution with mini-
mum-hop routing (MinHop + CA); and iv) Greedy Weight Flow Deviation method
(GWFD). A lower bound to the network cost is obtained by using the Lagrangian relax-
ation; using the second technique, feasible solutions are obtained from a sub-gradient
optimization technique; the third technique just ignores the routing optimization when
solving the CA problem (see [3, 4]).

We can observe that the GWFD solutions, for all considered topologies, always fall
rather close to the lower bound (LB). The gap between GWFD and LB is about 13%. In
addition, the GWFD algorithm is faster than the sub-gradient approach presented in [3,
4] (only 5 seconds of CPU time are needed to solve an instance with 40 nodes), while
it obtains very similar results.
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Avoiding to optimize the flow assignment subproblem results in more expensive so-
lutions, as shown by the “Min Hop” routing associated with an optimized CA problem.
This underlines the need to solve the CFA problem rather then a simpler CA problem.

To complete the evaluation of our methodology, we compare the link utilization fac-
tors and buffer sizes obtained when considering the classicalM/M/1 queueing model
[14] instead of the M[X]/M/1 model. Fig. 2 shows the link utilizations (top plot) and
buffer sizes (bottom plot) obtained with our method and with the classical model. It can
be immediately noticed that considering the burstiness of IP traffic radically changes the
network design. Indeed, the link utilizations obtained with our methodology are much
lower than those produced by the classical approach, and buffers are much longer.

It is important to observe that the QoS perceived by end users in a network dimen-
sioned using the classical approach cannot be tested by using simulations, because the
loss probability experienced by TCP flows is so high that retransmissions cause the of-
fered load to become larger than 1 for some links. This means that the network designed
with the classical approach is not capable of supporting the offered load and therefore
cannot satisfy the QoS constraints.

In addition in Fig. 2, we also compare our results to those of an overprovisioned
network, in which the capacities obtained by using the traditional M/M/1 model are
multiplied a posteriori by the minimum factor which allows the QoS constraints to be
met. The overprovisioning factor was estimated by a trial and error procedure based
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on path simulations at the packet level that ends when the QoS constraints are satis-
fied. Since it is difficult to define an overprovisioning factor for the BA problem, we
fixed a priori the buffer size to be equal to 150. The final overprovisioned network is
capable of satisfying the QoS constraints, but a larger cost is incurred, which is directly
proportional to the increase in link capacities. Note also that the heuristic used to find
the minimum overprovisioning factor can not be applied for large/high-speed networks,
due to scalability problem of packet level simulators.

3 Metaheuristic Search Algorithms

3.1 Genetic Algorithms

Genetic Algorithms (GAs) are stochastic optimization heuristics in which explorations
in solution space are carried out by imitating the population genetics stated in Darwin’s
theory of evolution. To use a genetic algorithm, is necessary represent a solution to a
problem as a genome (or chromosome). In a problem those parameters which are subject
to optimization (e.g., delay, throughput) constitute the phenotype space. On the other
hand, the genetic operators work on abstract mathematical aspects like binary strings
(e.g., chromosomes), the genotype space. Selection, Genetic Operation and Replace-
ment, directly derived by from natural evolution mechanisms are applied to a population
of solutions, thus favoring the birth and survival of the best solutions. GAs are not guar-
anteed to find the global optimal solution to a problem, but they are less susceptible to
getting entrapped at local optima. They are generally good at finding “acceptably good”
solutions to problems in “reasonable” computing times. Genetic Algorithms have been
successfully applied to many NP-hard combinatorial optimization problems, in sev-
eral application fields such as business, engineering, and science. But, during the last
decade, the application of GAs to the telecommunication problem domain has started
to receive significant attention.

The population comprises a group of NI individuals (chromosomes) from which
candidates can be selected for the solution of a problem. Initially, a population is gener-
ated randomly. The fitness values of the all chromosomes are evaluated by calculating
the objective function in a decoded form (phenotype). A particular group of chromo-
somes (parents) is selected from the population to generate the offspring by the defined
genetic operations (mutation and crossover). The fitness of the offsprings is evaluated
in a similar way to their parents. The chromosome in the current population are then
replaced by their offspring, based on a certain replacement strategy. Such a GA cycle
is repeated until a desired termination criterion is reached (for example, a predefined
number of generations NG is produced). If all goes well throughout this process of
simulated evolution, the best chromosome in the final population can became a highly
evolved solution to the problem.

In the following paragraphs, we describe various techniques that are employed in
the GA process for encoding, fitness evaluation, parent selection, genetic operation, and
replacement.

Encoding Scheme: Its should be noted that each chromosome represents a trial solu-
tion to the problem setting. To enhance the performance of the algorithm, a chromosome
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representation that stores problem-specific information is desired. The chromosome is
usually expressed in a string of variables, each element of which is called a gene. The
variable can be represented by binary, real number, or other forms and its range is usu-
ally defined by the problem.

Manipulation of topologies with the genetic algorithm requires that they are repre-
sented in some suitable format. Although more compact alternatives are possible, the
characteristic matrix of a graph is quite an adequate representation. A graph is repre-
sented by an n× n binary matrix, where n is the number of nodes of the graph. A “1”
in row i and column j of the matrix stands for an arc from node i to node j and a “0”
represents that node i and node j are not connected.

Fitness Evaluation: The objective function is a main source to providing the mecha-
nism for evaluating the status of each chromosome. It takes a chromosome (or pheno-
type) as input and produces a number or list of numbers (objective value) as a measure
to the chromosome’s performance. The evaluation of the objective function is usually
the most demanding part of a GA program because it has to be done for every individ-
ual in every generation. In this paper, a fitness function, which is an estimation of the
goodness of the solution for the topological design problem, is inversely proportional
to the objective function value (cost). The lower the cost the better the solution is.

Parent Selection: Parent selection emulates the survival-of-the-fittest mechanism in
nature. The choice of parents to produce offspring is somewhat more challenging than
it might appear. Simply choosing the very best individual and breeding from that will
not generally work successfully, because that best individual may have a fitness which
is at a local, rather than a global optimal. Instead, the GA ensures that there is some
diversity among the population by breeding from a selection of the fitter individuals,
rather than just from the fittest.

There are many ways to achieve effective selection, including proportionate
schemes, ranking, and tournament [10]. In this paper tournament selection is used. In
this approach pairs of individuals are picked at random and the one with the higher fit-
ness (the “winner of the tournament”) is used as one parent. The tournament selection
is then repeated on a second pair of individuals to find the other parent from which to
breed.

Genetic Operations: Crossover is a recombination operator that combines subparts of
two parent chromosomes to produce offspring that contain some parts of both parents’
genetic material. The probability, pc, that these chromosomes are recombined (mated)
is a user-controlled option and is usually set to a high value (e.g., 0.95). If they are not
allowed to mate, the parents are placed into the next generation unchanged. A number
of variations on crossover operations are proposed, including single-point, multipoint,
and uniform crossover [10]. In this paper single-point crossover is used. In this case,
two parents are selected based on the above mentioned selection scheme. A crossover
point is randomly selected and the portions of the two chromosomes beyond this point
are exchanged to form the offspring.

Mutation is used to change, with probability pm, the value of a gene (a bit) in or-
der to avoid the convergence of the solutions to “bad” local optima. As a population
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evolves, there is a tendency for genes to become predominant until they have spread to
all members. Without mutation, these genes will then be fixed for ever, since crossover
alone cannot introduce new gene values. If the fixed value of the gene is not the value
required at the global optimal, the GA will fail to optimize properly. Mutation is there-
fore important to “loosen up” genes which would otherwise become fixed. In our exper-
iments good results were obtained using a mutation operator that simply changes one
bit, picket at random, for each produced offspring.

Repair Function: Simple GAs assume that the crossover and mutation operators pro-
duce a high proportion of feasible solutions. However, in many problems, simply con-
catenating two substrings of feasible solutions, or modifying single genes do not pro-
duce feasible solutions. In such cases, there are two alternatives. If the operators pro-
duce sufficient number of feasible solutions, it is possible to let the GA destroy the
unfeasible ones by assigning them low fitness values. Otherwise, it becomes necessary
to modify the simple operators so that only feasible individuals result from their appli-
cation. In our crossover operation we employ a simple repair function which aims to
produce 2-connected (feasible) topologies. If the repair operation is unsuccessful the
parents are considered as crossover outputs.

Replacement Strategies: After generating the subpopulation (offsprings), two rep-
resentative strategies can be proposed for old generation replacement: Generational-
Replacement and Steady-State reproduction [10]. We use Generational-Replacement.
In this strategy each population size NI generates an equal number of new chromo-
somes to replace the entire population. It may make the best member of the population
fail to reproduce offspring in the next generation. So the method is usually combined
with an elitist strategy where once the sons’ population has been generated, it is merged
with the parents’ population according to the following rule : only the best individu-
als present in both sons’ population and parents’ population enter the new population.
The elitist strategy may increase the speed of domination of a population by a super
chromosome, but on balance it appears to improve the performance.

Population Size: Although biological evolution typically takes place with millions of
individuals in the population, GAs work surprisingly well with quite small populations.
Nevertheless, if the population is too small, there is an increased risk of convergence
to a local optimal; they cannot maintain the variety that drives a genetic algorithm’s
progress. As population sizes increase, the GA discovers better solutions more slowly;
it becomes more difficult for the GA to propagate good combinations of genes through
the population and join them together.

A simple estimate of appropriate population size for topological optimization is

given by NI ≥ log(1−p
1
q )

log(1− q
n(n−1) )

where NI is the population size, n is the number of

nodes, q is the number of links, and p the is probability that the optimal links occurs at
least once in the population.

The choice of an appropriate value for q is based on the behavior of the topological
optimization process, which can change the network number of links in order to reduce
the network cost. We, therefore, set q as the minimum number of links that potentially
can maintain the network 2–connectivity.
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3.2 Tabu Search Algorithm

The second heuristic we propose relies on the application of the Tabu Search (TS)
methodology. The TS algorithm can be seen as an evolution of the classical local opti-
mal solution search algorithm called Steepest Descent. However, thanks to the interior
mechanism that provides to accept also worse solutions than the best solution found so
far, it is not subject to local minima entrapments. TS is based on a partial exploration
of the space of admissible solutions, finalized to the discovery of a good solution. The
exploration starts from an initial solution that is generally obtained with a greedy algo-
rithm and when a stop criterion is satisfied (e.g., a number maximum of iterationsNT ),
the algorithm returns the best visited solution. During the search in the space of the
admissible solutions, it is possible the utilization of some exploration criterion called
intensification and diversification criterion. The first one it used when a very careful
exploration of a small part of the space solution is required, while the second one is
used to jump into another place of the space solution to better cover that.

For each admissible solution, a class of neighbor solutions is defined. A neighbor
solution, is defined as a solution that can be obtained from the current solution by ap-
plying an appropriate transformation of that called move. The set of all the admissible
moves uniquely defines the neighborhood of each solution. The dimension of the neigh-
borhood isNN . In this paper a simple move is considered, it either removes an existing
link or adds a new link between network nodes.

At each iteration, all solutions in the neighborhood of the current one are evaluated,
and the best is selected as the new current solution. A special rule, the tabu list, is
introduced in order to prevent the algorithm to deterministically cycle among already
visited solutions. Tabu list tracks the last accepted moves so that a stored move in it
cannot be used to generate a new move for a duration of a certain number of iterations.
Therefore it may happen that TS continuing the search will select an inferior solution
because better solutions are tabu. The choice of the tabu list size is important: a small
size could cause the cyclic visitation of the same solutions while a big one could block
for many iterations the optimization process, avoiding a good visit of the space solution.

3.3 Time Complexity

We now discuss the complexity of the heuristics that were described before. The GA
time complexity, considering a simple GA, is O(NG.[NI .[ψps + ψgo + ψof ] + ψrp]).
Where ψps, ψgo, ψof are time complexities related to the following GA tasks: parent
selection, genetic operators, and individual (objective function) evaluation, respectively.
These tasks are done for each of the NI individuals. Afterwords the replacement, with
complexity ψrp, is required. Finally, all these operations is made for each of the NG

generations.
The complexity of the tabu search is evaluated as follows. At each iteration the

neighborhood generation and evaluation of NN solutions are necessary; this requires
O(ψng +NN .ψof ) operations, since the generation of the neighborhood has complexity
ψng , and the evaluation of each solution has complexityψof . If the number of iterations
is NT , the resulting complexity is O(NT .[ψng +NN .ψof ]).
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4 Selected Results

In this section we present some selected numerical results considering network designs
obtained with the metaheuristic approaches. We consider the same mixed traffic sce-
nario where the file size follows the distribution shown in [2].

The first set of experiments is aimed at investigating the performance of GA and TS
algorithms. As a first example, we applied the proposed methodology to set up a 10–
node VPN network over a given 25–node, 140–link physical topology. The target QoS
constraints for all traffic pairs are: i) file latency Lt ≤ 1s for TCP flows shorter than
20 segments, ii) throughput Th ≥ 512 Kbps for TCP flows longer than 20 segments.
Selecting Ploss = 0.01, we obtain a network-level design constraint equal to RTT ≤
0.15s for all source-destination pairs. Each traffic relation offers an average aggregate
traffic equal to γ = 2 Mbps. Link lengths vary between 25 Km and 760 Km.

In left plot of Fig. 3 we show the network cost versus computational time, in sec-
onds, considering both the GA and TS algorithms (for different values of population
and tabu list sizes). In order to improve further the performance of the TS algorithm we
used a diversification criterion which corresponds to restart the procedure, with a new
random initial solution. As we can see, in this case, the final solutions differ by at most
2%; but the GA can reach better solutions quicker than the TS. At each iteration the TS
evaluatesNN = 140 solutions (recall that a move corresponds to add or remove a link)
and the GA evaluates “only”NI = 50 (or 100) solutions. Obviously, the complexity of
each evaluation task (that is considered dominant regarding the other algorithm tasks) is
the same for both GA and TS. Thus, in the studied cases, the GA will be faster than TS.
As expected, forNI = 50 individuals the GA converges faster than runs withNI = 100
individuals, being the solution (after 30 minutes) almost the same.

In the second example, we set up a 15–node VPN network over a given 35–node,
140–link physical topology. The target QoS constraints for all traffic pairs are the same
for the first case; and the average aggregate traffic is equal to γ = 3 Mbps. Link lengths
vary between 15 Km and 300 Km (average = 225 Km). In right plot of Fig. 3 we report
the network cost versus computational time. We notice that, after a period of 1.38 hours,
the solution values differ by at most 2.5%. The best solution is given by the GA with
NI = 160 individuals (in contrast, the same solution value was reached by the TS, with
TL = 20 moves, after a period of 12 hours).

The GA with a small population quickly stagnates, and its solution value is “rela-
tively poor”. Using a population size near the value suggested by the estimate (NI =
160) the GA make slower progress but consistently discover better solutions. If the
population size increases further, the GA becomes more slowly, without however, be-
ing able to improve the solutions (not show in the figure).

Coming back to the 10–node VPN network case, we also compare the network
cost to those of a dimensioning where the 2–connectivity constraint is relaxed, i.e., in
this case, the failure of a node can interrupt the information exchange for some ori-
gin/destination pairs of the network. Fig. 4 presents the network costs, from the GA
solutions, for different values of the average traffic. The plots show that 2–connectivity
networks have an extra cost of about 75%.

In addition, by considering physical topologies with different number of links, we
can analyze the behavior of network costs and computational times. In this case we
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considered initially the case of 150 links, and further increased the number of links
randomly (until an all-connected case). Initial solutions to the GA are obtained by con-
sidering 100 random topologies for each case (number of links).

5 Conclusion

In this paper, we have considered the QoS and reliability design of packet networks,
and in particular the joint Topology, Capacity and Flow Assignment problem where
the link placements, routing assignments and capacities are considered to be decisions
variables. By explicitly considering TCP traffic, we also need to consider the impact of
finite buffers, therefore facing the Buffer Assignment problem.

Our solution approach is based on the exploration of the solution space using meta-
heuristic algorithms (GA and TS), where candidate solutions are evaluated by solving
CFA problems. In order to obtain a practical, useful TCFA solver, it is fundamental a
fast CFA problem solver. For this scope, we have proposed a new CFA algorithm, called
GWFD, that is capable of assign flow and capacities under e2e QoS constraints.

Examples of application of the proposed design methodology to different network-
ing configurations have been discussed; also experiments were performed in order to
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evaluate the effectiveness of the metaheuristic approaches for solving the TCFA prob-
lem. Computational results suggest a better efficiency of the GA approach in providing
good solutions for medium-sized computer networks, in comparison with well tried
conventional TS methods.

The network target performances are validated against detailed simulation experi-
ments, proving that the proposed design approach is both accurate and flexible.
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Abstract. The problem of placing replicated servers with QoS con-
straints is considered. Each server site may consist of multiple server
types with varying capacities and each site can be placed in any loca-
tion among those belonging to a given set. Each client can de served by
more than one locations as long as the request round-trip delay satisfies
predetermined upper bounds. Our main focus is to minimize the cost
of using the servers and utilizing the link bandwidth, while serving re-
quests according to their delay constraint. This is an NP-hard problem.
A pseudopolynomial and a polynomial algorithm that provide guaran-
teed approximation factors with respect to the optimal for the problem
at hand are presented.

1 Introduction

Communications networks have become a widely accepted medium for distribut-
ing data and all kinds of services. In networks such as the Internet, the world’s
largest computer network, users and providers demand response times that
satisfy QoS requirement and optimization of the system performance. This is
achieved by providing access response times that satisfy QoS requirements and
by minizing the operating cost of the network, that is the cost of utilizing the
link bandwidth and placing the servers. Improvement of system service perfor-
mance can by achieved by placing replicated servers at appropriately selected
locations.

The problem of maximizing the performance and minimizing the cost of a
computing system has been addressed in the past in several papers. Krishnan et
al [1] developed polynomial optimal solutions to place a given number of servers
in a tree network to minimize the average retrieval cost of all clients. Li et al
[2] investigated the placement of a limited number of Web proxies in a tree so
that the overall latency for accessing the Web server is minimized. In [3] two
objectives were studied: minimization of the overall access cost by all clients
to access the Web site and minimization of the longest delay for any client to
access the Web site. The problem was reduced to the placement of proxies in a
set of trees whose root nodes are the server replicas. Qiu et al [4] also assumed a
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restricted number of replicas and no restriction of the number of requests served
by each replica. A client could be served by a single replica and the cost for
placing a replica was also ignored. The objective was to minimize the total cost
for all clients to access the server replicas, while the cost of a request was defined
as the delay, hop count or the economic cost of the path between two nodes. They
compared several heuristic solutions and found that a greedy algorithm had the
best performance. Chen et al [5] tackled the replica placement problem from an
other angle: minimizing the number of replicas when meeting clients’ latency
constraints and servers’ capacity constraints by using a dissemination tree. In
[6] the authors considered the problem of placing a set of mirrors only at certain
locations such that the maximum distance from a client to its closest mirror
(server replica), based on round trip time, is minimized. They assumed no cost
for placing a mirror and showed that placing mirrors beyond a certain number
offered little performance gain. Sayal et al presented some selection algorithms to
access replicated Web servers in [7]. The algorithms found the closest replicated
server for a client based on different metrics such as hop counts, round trip time
and the HTTP request latency. In [8] the objective was to minimize the amount
of resources, storage and update, required to achieve a certain level of service.
They assumed that all servers in the network are organized into a tree structure
rooted at the origin server.

In this paper we approach the problem of replicated server placement with
QoS constraints from a system administrator’s perspective. Thus we are inter-
ested in serving the users’ requests so that their delay requirements are satisfied,
while at the same time minimizing the total cost of placing the servers and us-
ing the link bandwidth. We consider that each server site may be comprised of
a number of different server types with varying processing capacities. We also
assume that a server site may by placed on any of a given set of locations and
each client can be served by more than one location. Our objective is to select
optimally the locations where the servers must be placed, the types that com-
prise each server, the proportion of traffic that must be routed by each client to
each of the servers and the routes that will be followed by the requests issued by
a client to a server. The problem is NP-hard and therefore an optimal solution is
not likely to be found. We present a pseudopolynomial approximation algorithm
and a polynomial time algorithm that provide guaranteed approximation factors
with respect to the optimal for the problem at hand.

Due to space limitation proofs are omitted. For a complete version of the
paper the interested reader is referred to the site
http://genesis.ee.auth.gr/georgiadis/english/public/QoS IP2005.pdf.

2 Problem Formulation

Let G(V,E) represent a network with node set V , and link set E. Let also H
be a subset of V . We are interested in placing servers at some of the nodes in
H , that will serve requests originated by any of the nodes in V . We assume that
the servers contain the same information and hence any node may obtain the
requested information by accessing any of the servers.
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With link (i, j) there is an associated delay dij . Requests should be obtained
in a timely fashion, and hence there is a bound D on the time interval between
the issuing of the request and the reception of the reply. We refer to this bound
as the “round-trip delay bound”. Note that the processing time of a request at
the server can be incorporated in this model by replacing D with D+ dp, where
dp is an upper bound on the request processing time at the server.

The load in requests per unit of time originated by node i ∈ V is gi. To
transfer an amount of x requests per second, it is required to reserve bandwidth
αx on the links traversed by the requests. The transfer of server replies corre-
sponding to the x requests back to the requesting node, requires the reservation
of βx units of bandwidth on the links traversed by the replies.

The cost of transferring 1 unit of bandwidth on link (i, j) is eij . Hence the
cost of transferring x requests per second on link (i, j) is αeijx while the cost of
transferring the replies to these requests is βeijx. A node i can split its load gi to
a number of servers and routes as long as the delay bound D between the issuing
of the request and the reception of the reply is satisfied. At each node j ∈ H
there is a set Sj of server types that can be selected. Server type s, 1 ≤ s ≤ Kj ,
(Kj = |Sj |) costs fs

j units and can process up to Us
j requests per second.

Our objective is to determine,

1. the locations (subset of the nodes in H) where the servers will be placed,
2. the amount of traffic (in requests per unit of time) that will be routed by

each node to each of the selected locations,
3. the routes through which the node traffic will be routed to each location,
4. the number and type of servers that should be opened at each location,

so that,

1. the round-trip delay bound for each request is satisfied,
2. the total cost of using the servers and utilizing the bandwidth is minimized.

Notice that in the current setup we do not consider link capacities. In effect
we assume that the network links have enough bandwidth to carry the requested
load by the network nodes. This is a reasonable assumption in an environment
where the server requests are a small portion of the total amount of informa-
tion carried by the network. The general problem where link capacities are also
included, is a subject of further research.

2.1 Optimization Problem Formulation

A feasible solution to the problem consists of the following:

– A set of locations F ⊆ H where the servers will be placed.
– A subset of server types Gj ⊆ Sj that should be opened at location j ∈ F.
– The number ns

j of server types s ∈ Gj to be opened at location j ∈ F .
– A set of round-trip routes Rij between node i ∈ V and facility j ∈ F . A

round-trip route, denoted rij = (prij , qrij ), consists of two simple paths, prij

and qrij , used for transferring requests and replies respectively.
– The amount of requests per unit of time, xrij , accommodated on route rij .



210 Georgios Rodolakis, Stavroula Siachalou, and Leonidas Georgiadis

The constraints of the problem are the following:

– The request load of each node must be satisfied:
∑

j∈F

∑
r∈Rij

xr = gi, i ∈
V .

– The round-trip delay of each round-trip route should be at most D. That is,∑
l∈p dl+

∑
l∈q dl ≤ D, for r = (p, q) ∈ R, where R is the set of all round-trip

routes, and the summation is over all links of the corresponding paths.
– The total server capacity at server location j ∈ H should be at least as large

as the request rate arriving at location j. That is,∑
i∈V

∑
r∈Rij

∑
s∈Gj

ns
jU

s
j , j ∈ H. (1)

The objective cost function to be minimized is∑
j∈F

∑
s∈Gj

ns
jf

s
j +

∑
l∈Eel(α

∑
r=(p,q)∈R

l∈p

xr + β
∑

r=(p,q)∈R
l∈q

xr). (2)

The first term in (2) corresponds to the cost of opening the servers, while the
second term corresponds to the cost of reserving bandwidth (for transmitting
requests and replies) on the network links in order to satisfy the node requests.

For the rest of the paper we assume that the node loads gi, i ∈ V are
nonnegative integers and that splitting of these loads to a number of server
locations may occur in integer units. In practice this is not a major restriction,
since usually the load is measured in multiples of a basic unit.

2.2 Problem Decomposition

In this section we decompose the problem defined in Sect. 2.1 into three inde-
pendent subproblems. As will be seen all three problems are NP-hard.

For a round-trip route r = (p, q), define the cost Cr = α
∑

l∈p el + β
∑

l∈q el.
Let r∗ij be a minimum-cost round-trip route between node i and server location j,
satisfying the round-trip delay D. It can be easily seen that it suffices to restrict
attention to solutions that assign all the load from node i to server location j on
r∗ij . Hence, setting cij = Cr∗

ij
, the second term in (2) becomes

∑
i∈V

∑
j∈F cijxij .

Consider now the first term in (2). Let fj(y) be the minimum cost server
type assignment at location j, under the assumption that the request load at
that location is y. By definition, the feasible solution that assigns this minimum
cost server assignment at location j for request load yj =

∑
i∈V

∑
r∈Rij

xr, is at
least as good as a solution inducing the same load at location j. Hence, we may
replace this term with

∑
j∈F fj (yj) .

For our purposes, it is important to observe that the function fj(y) defined
in the previous paragraph is subadditive, i.e., it satisfies the inequality

fj(y1) + fj(y2) ≥ fj(y1 + y2) for all y1 ≥ 0, y2 ≥ 0. (3)

To see this, note that if S(y1), S(y2) are the sets of servers achieving the optimal
costs fj(y1), fj(y2) respectively, then the set of servers S(y1) ∪ S(y2) provides
a feasible solution for request load y1 + y2, with cost fj(y1) + fj(y2). Since
fj(y1 + y2) is by definition the minimum cost server assignment with request
load y1 + y2, (3) follows.

From the above it follows that we need to solve the following problems.
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Problem 1. Given a graph, find a round-trip route with minimum cost, satis-
fying the round-trip delay bound for any node i ∈ V and server location j ∈ H .
This determines cij , i ∈ V, j ∈ H.

Problem 2. Given a set of server types Sj and a required load y at node
j ∈ H , find the optimal selection of server types and the number of servers of
each type so that the load is accommodated. That is, determine ns

j(y) so that∑
s∈Gj

ns
j(y)U

s
j ≥ y and fj(y) =

∑
s∈Gj

ns
j(y)f

s
j is minimal.

Problem 3. Given non-decreasing subadditive functions fj(y), costs cij , integer
node loads g(i) ≥ 0, i ∈ V , solve

min
∑

j∈Hfj(y) +
∑

i∈V

∑
j∈Hcijxij

subject to:
∑

j∈Hxij = g(i), i ∈ V, ∑i∈V xij = y, j ∈ H, xij ≥ 0.

The decision problems associated to Problems 1 and 2 are NP-hard. Indeed,
when β = 0, the associated decision problem to Problem 1 is reduced to the
Shortest Weight-Constrained Path problem which is known to be NP-hard [9].
Also, the associated decision problem to Problem 2 amounts to the Unbounded
Knapsack Problem which is NP-hard [10]. However for both problems pseu-
dopolynomial algorithms exist (see Sect. 3) and, as will be discussed in Sect. 4,
fully polynomial time approximation algorithms can be developed. Regarding
Problem 3, there is an extensive work in the literature under various assump-
tions on the function fj(y) and on the costs cij (see [11, 12]). Most of the work is
concentrated on the case of “metric” costs, i.e., it is assumed that costs satisfy
the inequality cij + cjk ≥ cik. However, this inequality does not hold in our case.

In the next section, by combining algorithms for the three problems dis-
cussed above, we provide a pseudopolynomial time approximation algorithm for
the problem addressed in this paper. The algorithm for Problem 3 is based
on the algorithm proposed in [12] and uses the fact that fj(y) is subadditive
step function. In Sect. 4 we modify the algorithm in order to obtain a polyno-
mial time algorithm with approximation factor close to the best possible (unless
NP⊆DTIME(nO(log log n)). The performance of the algorithm in simulated net-
works is studied in Sect. 5.

3 Pseudopolynomial Algorithm

In this section we discuss pseudopolynomial algorithms for Problems 1, 2 and 3,
which combined give a pseudopolynomial algorithm for the problem at hand.

3.1 Pseudopolynomial Algorithm for Problem 1

Let Fij(d) be the minimum cost path from node i to j with delay at most d, and
Bij(d) the minimum cost path from node j to i with delay at most d. Then it
can be easily seen that, cij = min0≤d≤D {Fij(d) +Bij(D − d)}. Hence cij can be
determined provided Fij(d) and Bij(d) are known. There are fully polynomial
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time algorithms for computing these quantities, however in this section we will
concentrate on efficient pseudopolynomial algorithms that work well in practice
[13, 14]. We provide the discussion for Fij(d), since the same holds for Bij(d).
The algorithms in [13, 14] are based on the fact that Fij(d) is a right continuous
non-increasing step function with a finite number of jumps. Hence, in order to
compute Fij(d) one needs only to compute its jumps, which in several practical
networks are not many. Another useful feature of these algorithms is that in
one run they compute Fij(d) from a given node j ∈ H to all other nodes in V .
The jumps of Fij(d) and Bij(d) can be computed using the algorithm in [13]
in O (|V |D (|V | log |V | + |E| log |V |)) time. Thus a pseudopolynomial algorithm
for Problem 1 can be developed with the same worst case running time.

3.2 Pseudopolynomial Algorithm for Problem 2

We restate Problem 2 in its generic form, to simplify notation.

Problem 2. Given a set of server types S, server capacities Us, server costs
fs > 0 and a required load y, find the optimal selection of server types G and
the number of servers of each type so that the load is satisfied. That is, determine
ns(y) so that

∑
s∈G n

s(y)Us ≥ y and f(y) =
∑

s∈G n
s(y)fs is minimal.

Problem 2 is similar to the Unbounded Knapsack Problem (UKP) [10]. The
difference is that in UKP the inequality constraint is reversed and maximization
of the cost

∑
s∈Gj

ns(y)fs is sought. A pseudopolynomial algorithm for Problem
2 can be developed in a manner analogous to the one used for UKP. Specifically,
number the servers from 1 to |S| and define A(f, i) to be the largest load achiev-
able by using some among the first i servers so that their total cost is exactly f .
The entries of the table A(f, i) can be computed in order of increasing i and f
using the dynamic programming equation

A(f, i+ 1) = min{A(f, i), U i+1 +A(f − f i+1, i+ 1)}, (4)

with A(f, 0) = 0 for all f , A(f, i) = −∞ if f < 0, and A(0, i) = 0 for all
0 ≤ i ≤ K. The optimal server selection cost is then determined as f(y) =
min{f | A(f,K) ≥ y}. By keeping appropriate structures one can also determine
the server types and the number of servers of each type in the optimal solution.

Function f(y) is a right continuous non-decreasing step function. Based on (4)
and using an approach similar to [15], an efficient pseudopolynomial algorithm
can be developed for finding the jump points of f(y). Again, in one run, all jump
points of f(y) up to an upper bound can be determined. The running time of
this approach is bounded by O (|S| y), where |S| is the number of server types.

3.3 Pseudopolynomial Algorithm for Problem 3

In [12] a polynomial time algorithm is provided for Problem 3 in the case of
concave facility cost functions. It is assumed that the cost fj(y) of placing servers
at node j ∈ H to accommodate load y can be computed at unit cost and that
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all nodes have unit loads. It is shown that the proposed algorithm achieves an
approximation factor of ln |V | compared to the optimal. In our case we have
arbitrary integer node loads gi and the functions fj(y) are subadditive and can
be computed exactly only in pseudopolynomial time. As observed in [11] the
assumption of unit loads can be removed by considering a modified network
where node i is replaced with gi nodes each having the same links (and link costs).
However, now the algorithm becomes pseudopolynomial (even assuming unit
costs for computing fj(y)) since the number of nodes in the modified network
can be as large as |V gmax|, where gmax = maxi∈V {gi}.

The approximability proof for general costs cij in [12] carries over without
modification if fj(y) are subadditive rather than concave functions. Hence the
approximability factor in our case becomes ln |V gmax|. Moreover, the worst case
running time of the algorithm in [12] is among the best of the proposed algo-
rithms. Hence, we will use this algorithm as the basis for our development. We
present it below (Algorithm 1) adapted to our situation. For the moment we
assume that fj(y) can be computed exactly at unit cost.

Algorithm 1 Generic algorithm for solving Problem 3.
Input: Graph G, the array c with the costs of the routes and the Knapsack list
Output: Locations and types of servers, load assigned from each node to the locations.

1. For j ∈ H set loadj = 0;
2. For i ∈ V set ψ(i, j) = 0;
3. While there is an unassigned node do
4. For j ∈ H do

5. t(j) = mink

fj(loadj+k)−fj(loadj)+
∑nj(k)

s=1 r(is)cisj+lj(k)cinj(k)+1j

k
;

6. k(j) = arg mink

fj(loadj+k)−fj(loadj)+
∑nj(k)

s=1 r(is)cisj+lj(k)cinj(k)+1j

k
;

7. Let j∗ = arg minj∈H {t(j)} ; Set loadj∗ ← loadj∗ + k(j∗);
8. For 1 ≤ s ≤ nj∗(k∗) do
9. ψ(is, j

∗) ← ψ(is, j
∗) + r(is); r(is) = 0;

10. ψ(inj∗ (k∗)+1, j
∗) = lj∗(k∗); r(inj∗ (k∗)+1) ← r(i + 1)− lj∗(k(j∗));

The algorithm performs a number of iterations. At each iteration a node j∗

in H is selected and the load of some of the nodes in V is assigned to j∗. Let
matrix ψ(i, j) represent the total load from node i assigned to server location j
at the beginning of an iteration (i.e., the beginning of the while loop at Step 3).
Hence the load of node i remaining to be assigned is r(i) = g(i)−∑j∈H ψ(i, j).

A node such that r(i) > 0 is called unassigned. For server location j ∈ H
consider the unassigned nodes arranged in non-decreasing order of their costs
cisj , i.e., ci1j ≤ ci2,j ≤ .... ≤ cimj . Let Rj(n) =

∑n
s=1 r(is), 1 ≤ n ≤ m, and

nj(k) = max {n : Rj(n) ≤ k}. Define also lj(k) = k −Rj(nj(k)).
The variable loadj holds the total load assigned to node j ∈ H at the begin-

ning of an iteration. In step 5, the most economical (cost per unit of assigned



214 Georgios Rodolakis, Stavroula Siachalou, and Leonidas Georgiadis

load) load assignment for each of the server locations is computed. In steps 7,
the server location with the minimum economical assignment is selected and the
associated load is placed on this location. In steps 8 to 10 the remaining loads
of the nodes that will place their load on the selected location are updated.

The average running time of this algorithm can be improved by taking ad-
vantage of the fact that fj(y) is a step function. Specifically, in order to compute
the minimum in step 5, one needs to do the computation only for values of k
such that loadj + k is a jump point of fj(y), or k = Rj(n) for some n. The
running time of Algorithm 1 is O(|V |3 g2max).

Letting |S| be the maximum number of server types in any of the server
locations, taking into account that the maximum load on any facility is |V | gmax

and that we may need to compute at most |V | functions fj(y), we conclude that
the worst case computation time of the complete algorithm is

O(|V |D (|V | log |V | + |E| log |V |) + |S| |V |2 gmax + |V |3 g2max).

The algorithm presented above works well in practice as will be seen in
Sect. 5. However, it is pseudopolynomial and it is theoretically important to know
whether there exists a polynomial time algorithm that can provide a guaranteed
approximation factor with respect to the optimal. In the next section we will
show that this can be done based on the algorithm presented above.

4 Polynomial Algorithm

In this section, by generalizing the approach in [12] we provide a polynomial time
approximation algorithm for arbitrary integer node loads and non-decreasing
subadditive functions that are not necessarily computable exactly in polynomial
time. Note that a concave function is also subadditive and hence our results
carry over to concave functions. However, as will be seen, for concave functions
the approximation constants can be made smaller.

The approach we follow is to provide polynomial time approximation algo-
rithms for each of Problems 1, 2 and 3. By combining these algorithms, we get a
polynomial time algorithm for the problem at hand with guaranteed performance
factor compared to the optimal.

In the previous section the costs cij and the functions fj(y) were computed
exactly using pseudopolynomial algorithms for Problems 1 and 2 respectively.
The use of polynomial time approximation algorithms for these problems pro-
vides only approximate values for cij and fj(y). That is, we can only ensure that
for any ε > 0, we provide in polynomial time values cij and f j(y) (for fixed y)
such that cij ≤ cij ≤ (1+ε)cij and fj(y) ≤ f j(y) ≤ (1+ε)fj(y), y ≥ 0. Replacing
cij and fj(y) with cij and f j(y) in Problem 3 and providing an α-approximate
solution for the resulting instance, provides also an (1 + ε)α- approximate solu-
tion for the original problem. This important observation was used in [11] and
we present it here in the next lemma.
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Lemma 1. Consider the problems

min
x∈A

g(x),A ⊆ Rn, (5)

min
x∈A

g(x),A ⊆ Rn, (6)

where g(x) ≥ 0. If for x ∈ A, g(x) ≤ g(x) ≤ βg(x), then an α−approximate
solution for problem (6), α ≥ 1, is a βα-approximate solution for (5).

Using Lemma 1 we can proceed as follows.

– Compute in polynomial time approximate values cij ,
– Compute in polynomial time approximate values f(y) (for a given y ≥ 0),
– Provide an approximation algorithm for Problem 3, based on Algorithm 1,

using the approximate values cij , f(y).

Difficulties arise in the approach outlined above for the following reasons.
First, to compute the minimum in Step 5 of Algorithm 1, f(y) must be com-
puted for all values of y in the worst case, and the number of these computations
is bounded by

∑
i∈V gi, i.e., it is not polynomial in the input size, even if f(y) is

computable at unit cost. Second, the load assigned to a node in H at each itera-
tion of the while loop at step 9 can be 1 in the worst case and hence the number
of iterations of the while loop may be again

∑
i∈V gi in the worst case. Third,

while f(y) is subadditive, it cannot be guaranteed that f(y) is subadditive as
well, and hence the approximation factors cannot be guaranteed a priori. Hence,
the straightforward application of Algorithm 1 will result in pseudopolynomial
running time and will not provide guaranteed performance bounds. However,
we can modify the approach so that the resulting algorithm runs in polynomial
time at the cost of a small increase in the approximation factor.

4.1 Polynomial Algorithms for Problem 1 and 2

A fully polynomial time approximation algorithm for the problem of finding the
minimum constrained path from a source to a given destination was developed
in [16]. The algorithm can be adapted for the development of a fully polynomial
time approximation algorithm for Problem 1. The resulting algorithm runs in
t = O(|E||V |(log log |V | + 1/ε)) for each route.

A fully polynomial time approximation algorithm for Problem 2 can be de-
veloped by paralleling the approach for the UKP [10, Section 8.5]. The resulting
algorithm has a worst case running time of T = O( 1

ε2 |S| log |S|), where |S| is
the number of server types.

4.2 Polynomial Algorithm for Problem 3

We now address the main problem of Sect. 4, i.e., the development of a poly-
nomial algorithm for Problem 3, using the approximate costs cij and f j(y). As
explained above, we intend to use Algorithm 2 as the basis for the development.
Assume for the moment that cij and fj(y) are computable exactly. As was men-
tioned above the fact that the node loads are general nonnegative integers in
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our case, renders the algorithm pseudopolynomial even under this assumption.
However, if the functions fj(y) are concave, then the algorithm becomes polyno-
mial. This is due to the fact that for concave functions Algorithm 1 can assign
all the load of each node to a single server. This is shown in the next lemma.
Recall that a function f(y) defined for integer y is called concave if for all y in
its domain of definition it holds, f(y + 1) − f(y) ≤ f(y) − f(y − 1).

Lemma 2. If the functions fi(y) are concave and Algorithm 1 is applied, then
the load of each node in V can be assigned to a single server.

Lemma 2 implies that when cij and fj(y) are computable in polynomial
time and fj(y) are concave, the algorithm runs in polynomial time, and the
approximation factor is log (|V | gmax), where gmax = maxi∈V {gi}.

We now return to the problem at hand. In our case, fj(y) is subadditive rather
than concave and is not computable exactly in polynomial time. Hence the results
above cannot be applied directly to obtain a polynomial time algorithm. The
approach we follow is to construct in polynomial time a concave function f̃j(y),
such that for any y in its domain of definition f̃j(y) is computed in polynomial
time and, fj(y) ≤ f̃j(y) ≤ αfj(y). Then, by applying Lemmas 1 and 2 we get a
polynomial time algorithm. To proceed we need some definitions.

Consider a nonnegative function φ : {0, 1, . . . ,W} → Q+ (Q+ is the set of
nonnegative rationals) and let A be the convex hull of the set of points S =
{(y, φ(y)), y = 0, 1, . . . ,W} ∪ {(0, 0), (W, 0)}. Recall that the convex hull of a
set of points S is the smallest convex set that includes these points. In two
dimensions it is a convex polygon. The vertices of the polygon correspond to a
subset of S, of the form S′ = {(yk, φ(yk)), k = 1, ..,K} ∪ {(0, 0), (W, 0)} where
yk ∈ {0, 1, . . . ,W}, y1 = 0, yK =W , and yk < yk+1 for all k, 1 ≤ k ≤ K − 1.

Consider the piecewise linear function φ2(y) with break points the set S′,
i.e., for yk ≤ y < yk+1, φ2(y) is defined as,

φ2(y) = φ(yk) +
φ(yk+1) − φ(yk)
yk+1 − yk (y − yk), (7)

The function φ2(y) is concave. We call φ2(y), the “upper hull” of φ(y). If φ(y)
is non-decreasing, the same holds for φ2(y). By construction it holds for all
y ∈ {0, 1, ...,W} , φ(y) ≤ φ2(y).

If the function φ(y) is subadditive and non-decreasing, then it also holds that
its upper hull is smaller than twice the function value.

Lemma 3. If a function φ : {0, 1, ...,W}→Q is subadditive and non-decreasing,
then it holds for its upper hull φ2(y), φ2(y) ≤ 2φ(y).

Consider now the subadditive function f(y) of interest in our case (we drop
the index j for simplicity). As a consequence of the approximate solution to
Problem 2, for a given ε > 0 and a given y ∈ {0, 1, ...,W} , W = |V | gmax, we
can construct in polynomial time a non-decreasing function such that

f(y) ≤ f(y) ≤ (1 + ε)f(y). (8)
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Let f2(y) be the upper hull of f(y). By (8), f2(y) is smaller than or equal to the
upper hull of (1+ε)f(y), which in turn by Lemma 3 is smaller than 2(1+ε)f(y)
(notice that (1 + ε)f(y) is subadditive). Hence we will have

f(y) ≤ f2(y) ≤ 2(1 + ε)f(y). (9)

Since f2(y) is concave, if we replace cij with cij and f(y) with f2(y), we
can provide an approximate solution to Problem 2 with approximation factor
log (|V | gmax). From (9) and Lemma 1 we will then have a solution to our original
problem with approximation factor 2(1 + ε) log |V gmax|.

The problem that remains to be solved is the construction of the upper hull
of f(y) in polynomial time. There are at most W ′ = W + 2 points in the set{
(y, f(y)), y = 0, 1, . . . ,W

} ∪ {(0, 0), (W, 0)} and the upper hull of the points
in this set can be constructed (i.e., its break points can be determined) in time
W ′ logW ′ [17]. However, in our caseW = |V | gmax and hence the straightforward
construction of the upper hull requires pseudopolynomial construction time.

To address the latter problem, we construct first a non-decreasing step func-
tion f̂1(y) with polynomial number of jump points (y is a jump point of f̂1(y) if
f̂1(y− 1) �= f1(y) ) that is a good approximation to f(y), and then we construct
the upper hull of f̂1(y). Since f̂1(y) has polynomial number of jump points its
upper hull will also have polynomial number of break points and can be con-
structed in polynomial time.

We have by definition f(0) = 0, f(1) = f(1) > 0. Consider the sequence of
integers f̂0 = 0, f̂k, k = 1, ...,K, generated by Algorithm 2.

Algorithm 2
Input: Algorithm for computing f(y), ε1 > 0.

Output: The sequence, f̂k, k = 0, 1, ..., K.

1. f̂0 = 0, f̂1 = f(1), y1 = 1, k = 2,

2. f̂k = (1 + ε1)f(yk−1)

3. If f̂k > f(W ), set yk = W, K = k and stop. Else,

4. Determine yk such that f(yk − 1) ≤ f̂k ≤ f(yk),i.e.,
5. k = k + 1, go to step 2.

The sequence f̂k, k = 0, 1, ...,K can be used to construct a step function that
is a good approximation to f(y). This is shown in the next lemma.

Lemma 4. a) In Algorithm 2, K = O
(

1
ε1

log f(W )

f1

)
. The worst case running

time of Algorithm 2 is O
(
T log(W ) 1

ε1
log f(W )

f1

)
, where T is the worst case time

(over all y, 1 ≤ y ≤W ) needed to compute f(y).
b) Consider the step function defined as follows: if yk ≤ y < yk+1 for some k,
1 ≤ k ≤ K − 1, then f̂(y) = f̂k, and f̂(W ) = f̂K . It holds,

f̂(y) ≤ f(y) ≤ (1 + ε1)f̂(y) (10)
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Based on (10), we can use function f̃(y) = (1+ ε1)f̂(y) to approximate f(y).

Lemma 5. Let ε0 > 0, ε1 > 0 be given. Let f(y) be the optimal solution to
Problem 2 and assume that we compute for a given y the approximate function
f(y) so that f(y) ≤ f(y) ≤ (1 + ε0) f(y).
a) For the purposes of computing the step function f̂(y) satisfying (10), f(y)
may be assumed non-decreasing.
b) It holds f(y) ≤ f̃(y) ≤ (1 + (ε1 + ε0 + ε1ε0)) f(y),
c) The number of jump points of f̂(y), hence of f̃(y), is O

(
1
ε1

log (|V | gmax))
)

and the running time of Algorithm 2 is O
(

1
ε1
T (log (|V | gmax))

2
)
, where T is the

worst case time (over all y, 1 ≤ y ≤W ) needed to compute f(y).

From the discussion above we have polynomial time Algorithm 3 for comput-
ing the server locations. For simplicity, we pick a single ε for all the approxima-
tions. Algorithm 3 has a guaranteed performance ratio of 2(1+ ε)2 log (|V | gmax)
and its worst case running time is dominated by steps 1 and 2

O(|E||V |3(log log |V | + 1/ε) + |V | |S| log |S| (log (|V | gmax))
2
/ε). (11)

Algorithm 3 Polynomial Time Algorithm For Calculating Server Locations.
Input: Polynomial Algorithm for Problem 1, Algorithms 2 and 3, ε > 0.
Output: Array of server locations.

1. For i ∈ V, j ∈ H , compute cij so that cij ≤ cij ≤ (1 + ε)cij , i ∈ V, j ∈ H .

2. For j ∈ H , construct the step functions f̂j(y),from f j(y) according to Algorithm

2, using as subroutine the algorithm for computing, for a given y > 0, fj(y) such

that fj(y) ≤ f j(y) ≤ (1 + ε)fj(y).

3. Construct the upper hull of f̃j(y) = (1 + ε)f̂j(y). Let φj(y) be this upper hull.
4. Use Algorithm 1 to solve Problem 3, where cij is replaced by cij and fj(y) is

replaced by φj(y).

5 Numerical Results

In this section we evaluate the total cost of using servers and utilizing the link
bandwidth on random network topologies using two different routing methods.

Ten different random network topologies are generated with |V | = 100 nodes
and |E| = 500 edges, using the graph generator random graph( ) from the LEDA
package [18]. For each network the delay of a link is picked randomly with uni-
form distribution among the integers [1, 100] and the cost is generated in such
a manner that it is correlated to its delay. Thus, for each link l a parameter
bl is generated randomly among the integers [1, 5]. The cost of link l is then
bl (101 − dl). Hence the link cost is a decreasing function of its delay. We run the
algorithm for 6 different delay constraints D = {100, 200, 400, 500, 600, 800}. We
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assume that the the same server types can be placed in each of the locations.
For our simulations we use 4 different server types with capacities and costs
equal to {(100, 3000) (150, 3500) (250, 4000) (350, 5000)} respectively. We set the
factors α = 0.1 and β = 0.2 and assume the load in requests per unit of time
originated by each node is randomly chosen among the integers [1, 100]. We also
assume H = V , i.e., servers may be placed in any of the nodes. We run two
sets of experiments which differ in the manner the request round-trip routes are
selected. Specifically we consider the following algorithms:

MinDelay: In this algorithm the minimum delay round-trip routes are selected
without considering the route cost. A route thus selected is rejected if its delay
is larger than the specified constraint. This manner of selecting routes has been
employed in [7].

MinCost: This is the algorithm proposed in the current work. That is, the
round-trip routes are selected so that they are of minimum cost provided that
they satisfy the delay constraint.

Table 1. Average total cost for different delay constraints.

D 100 200 400 500 600 800

MinCost 255795 179854 149608 147340 145956 145343

MinDelay 257547 198303 191054 191054 191054 191054

For the simulations we used the pseudopolynomial algorithm since it works
sufficiently well for the selected instances and its implementation is considerably
simpler than the polynomial algorithm. In Table 1 we present the average total
cost of using the servers and utilizing the link bandwidth. We make the follow-
ing observations. The cost for both algorithms decreases as the delay constraint
increases and levels off after a certain value of the delay constraint. We also
observe in Table 1 that the total cost of MinCost algorithm is always smaller
than MinDelay, as expected, and the significance is becoming more pronounced
for larger delays. This behavior is due to the manner in which routes are selected
by the two algorithms for a given delay constraint. For strict delay constraints,
both algorithms choose mainly the permissible minimum delay round-trip routes
and hence they have similar performance. For looser constraints, the fact that
MinCost picks the minimum cost round-trip routes that satisfy the delay con-
straint instead of simply the minimum delay route (as MinDelay does) allows it
to reduce the routing cost.

6 Conclusions

In this paper we presented a pseudopolynomial approximation algorithm and a
polynomial time algorithm for the NP-hard problem of replicated server place-
ment with QoS constraints. The pseudopolynomial algorithm works well in sev-
eral practical instances and is simpler than the polynomial time algorithm. The
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polynomial time algorithm is significant from a theoretical point of view and can
be useful to employ if the problem instance renders the pseudopolynomial time
algorithm very slow.

In this work we did not consider link capacities. It is an interesting open
problem to incorporate the latter constraint into the problem. Another problem
of interest is to consider the case where not all the database is replicated to each
of the servers.
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Abstract. This paper proposes some model-based alternatives for the
solution of dimensioning an access link that conveys a mixture of real-
time and elastic traffic. The novel feature of the proposed provisioning
approaches is that the bandwidth they provision assures simultaneously
packet-level QoS for realtime traffic and flow-level QoS for elastic traffic.
This is achieved by appropriately adapting and combining packet-level
and flow-level analytical models. Simulation is performed to demonstrate
the operation of the proposed approaches.

Keywords: bandwidth provisioning, QoS, access links

1 Introduction

Quality of Service (QoS) in IP networks, widely known as Internet QoS, has been
for the last decade a hot topic in both research and industry networking commu-
nities. In this paper we tackle one specific issue from the massive set of Internet
QoS problems. Namely, we develop quantitative rules for bandwidth provision-
ing for the case of access links to achieve simultaneously QoS requirements of all
live traffic classes crossing these links.

It is well known that traffic in IP networks today can be largely catego-
rized into two classes: realtime (streaming) traffic and elastic traffic. The former
one is the traffic of interactive voice and video applications (VoIP, video on de-
mand). The latter one is traffic of digital data transmission (e.g. file transfers
and downloads). Owing to the realtime application natures, streaming traffic
requires strict QoS in terms of packet loss, delay and jitter for each started
connection. The QoS requirement in case of elastic traffic is usually the mean
transfer delay, or equivalently the mean throughput for each connection. Ex-
pressing in technical words, we can say that streaming traffic requires packet
level QoS guarantees (packet loss, delay and jitter), while elastic traffic requires
flow level QoS guarantees (flow blocking probability, mean throughput of flows).
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A popular belief is that in the current Internet, it is sufficient to deliver strict
QoS only to the realtime traffic class and leave the elastic traffic be treated in the
best effort manner, i.e. let it get the QoS that the network can instantaneously
offer. Such scenario can simply be achieved, for example by

– i) traffic classification distinguishing 2 traffic classes, by means of, e.g., the
DiffServ paradigm, and

– ii) traffic prioritization giving absolute high priority to the realtime traffic,
and

– iii) forcing the load of realtime traffic to remain under a low fraction of the
link capacity (e.g. 10%).

Nevertheless, from the users point of view, QoS of elastic traffic can also be of
importance and the users may not necessarily always be in favor only of the
streaming applications. As a straightforward consequence, for having a better
profit (by being able to serve elastic, QoS-oriented applications) network oper-
ators would require appropriate dimensioning rules with regard to QoS of both
realtime and elastic traffic.

From the bullet iii) above, it might be thought that once the average fraction
of high priority traffic is kept small, it will have little effect on the QoS of the
elastic traffic. Thus, dimensioning a link based on elastic QoS can largely be
done without taking into account the presence of real-time traffic. However,
this is not really the case. For example, [1] reveals the so called local instability
periods, where the input elastic load is larger than the instantaneous capacity
left from the real-time traffic. In such local instability periods, the QoS (e.g.
per-flow throughput) of elastic traffic is significantly degraded. Thus, we argue
that the dimensioning rules should be integrated rules, meaning that they must
pay attention not only to the elastic traffic itself, but also to the presence of the
streaming traffic.

The main contribution of this paper is QoS-aware, integrated provisioning
schemes, that simultaneously and explicitly take into account packet level QoS
requirements for streaming traffic and flow level QoS requirements for elastic
traffic. The provisioning rules are constructed mainly by means of the model-
based approaches and their reliability is validated with simulation experiments.

We note that the scope of this work is appreciated whenever economical
bandwidth usage is required. Because over-provisioning is often deployed in to-
day’s backbone networks, the expected application of our work is indeed shifted
to the access environment in which economical resource provisioning strategies
still play an important role. Typically, it is useful for dimensioning an access link
connecting the access multiplexer (e.g. the Digital Subscriber Line Access Mul-
tiplexer DSLAM in the context of ADSL) with the edge router of the backbone
network.

The paper is organised as follows. In Section 2 we review the related work.
In Section 3, we detail the technical steps of our dimensioning alternatives. We
present analytical results and discussions in Section 4, validating the proposed
alternatives. Finally, we conclude the paper in Section 5.
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2 Overview on Related Work

Basically, we can categorize any link dimensioning scheme along two aspect
angles:

– Accommodated Traffic Nature: this refers to the issue of what kind of traffic
the dimensioning scheme deals with. The traffic accommodated by the link
to be dimensioned may be only realtime streaming, or only elastic, or a
mixture of both traffic kinds;

– QoS Nature: this refers to the target QoS criteria the dimensioning scheme
adopts. The QoS criteria for dimensioning may be flow level QoS criteria
(per-flow throughput, flow blocking probability), or packet level QoS criteria
(packet loss, delay and jitter), or the combination of them.

As a matter of fact, dimensioning rules can be derived from a vast variety of
resource management mechanisms that have been elaborated so far in the re-
search community. However, there is often a common shortage observed in pre-
vious work. Firstly, regarding the accommodated traffic nature, many of them
devote attention only to one kind of traffic (either streaming or elastic), neglect-
ing thus the effects of the remaining traffic on the resource management. Sec-
ondly, although some other work deals with the combination of two traffic kinds
(streaming and elastic), but concerning the QoS nature, the QoS guarantees are
in most cases treated only at either packet level, or only at flow level. Thus, the
true QoS requirements of one traffic class is hidden behind that of another class,
preventing us from having a complete picture on the QoS evolution.

Among the available model-based dimensioning schemes, a close queueing
network model in heavy traffic situations has been worked out to dimension the
link with regard to the per-flow throughput requirement of elastic traffic in [2].
The streaming traffic is not considered, however, in this work. The M/G/1–
PS (Processor Sharing) or M/G/R–PS model [3, 4] with limited or unlimited
access rate provides an alternative for bandwidth provisioning, but they again
work with regards only to the elastic traffic. The integrated model proposed in
[5] is suitable for provisioning with regard to the mixture of streaming and elastic
traffic. However, it neglects the packet level QoS, which is primarily important
for the streaming traffic, and considers only flow-level QoS. The model presented
in [6] provides the way to dimension the link with respect to the packet loss of
streaming traffic, but the elastic traffic is not considered. Another model in [7]
does combine the packet level and flow level models, but the work therein is
restricted only to their interaction for TCP, i.e. for elastic traffic. The work
of [8] proposes a close form approximation for a max-min fair sharing model,
enabling the capacity dimensioning for VPN access links. The traffic and criteria
for dimensioning pertain again only to the elastic traffic and its mean transfer
time. A summary on the previous related work is reported in Table 1.

In overall, we observe the lack of having an integrated provisioning scheme,
which pays attention simultaneously to the packet level QoS for streaming traffic,
and flow level QoS for elastic traffic. Motivated by this observation, our work
aims to define some possible alternatives for dimensioning an access link with
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regards to the integrated QoS feature of the conveyed traffic. To be more specific,
we consider the integrated QoS target combining

– the packet loss probability requirement for streaming traffic ploss < ε, and
– the per-flow, mean throughput requirement for elastic traffic γavg.

Table 1. An overview on previous work.

Considered QoS\Traffic nature only streaming only elastic streaming & elastic

packet level [6]

flow level [2–4, 8] [5]

packet & flow level [7] No available work

3 Our Dimensioning Approaches

We envision in this work three model-based provisioning alternatives. The com-
mon feature of the alternatives is that they perform bandwidth provisioning by
leveraging a priori chosen analytical models. Briefly, the essentials are as follows:

– Approach 1: Provisioning is done based on the assumption of service differ-
entiation with a high priority granted to streaming traffic. The needed band-
width is derived from a procedure considering both packet-level and flow-
level models. Each model takes into account the presence of both streaming
and elastic traffic.

– Approach 2: Provisioning is done based on separate consideration of stream-
ing and elastic traffic. The bandwidth needed for (or more precisely, the max-
imum bandwidth fraction of) streaming traffic is derived from a packet level
queueing model, whereas the bandwidth needed for elastic traffic is derived
separately from a flow level queueing model. The provisioned bandwidth is
simply obtained by an additive rule applied to the two obtained bandwidth
values.

– Approach 3: This approach first leverages the TCP protocol feature, namely
the inverse square root relation between a TCP connection’s throughput and
its packet loss. Then among further potentials to proceed, we make an at-
tempt to exploit the traffic aggregation effect. Provisioning is done without
the assumption of service differentiation, i.e. no priority scheduling is de-
ployed. The needed bandwidth is derived from the single fluid queue model,
where the input traffic is assumed to have a known correlation structure.

In the next subsections, we go into the details of the proposed alternatives.

3.1 Approach 1

This approach comprises two consecutive steps.
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Step 1: Given the requirement on the streaming packet loss probability, we
seek in this step the maximal allowable streaming load (normalized to the link
capacity). Assuming the service differentiation concept and that a high priority
is assigned to the streaming traffic, we resort to a packet-level analytical model
enabling the interconnection between the streaming packet loss probability ploss

and its allowable load ρs,max. We propose to use the assimilated M/G/1/K queue
with server vacation. In this model, the server representing the link delivers
streaming packets as long as the buffer for streaming traffic is not empty. Only
in case this buffer is empty, elastic packets can be served. During the time the
link is occupied by an elastic packet, incoming streaming packets have to be
queued and they see the server as if it is on vacation. The time of one server
vacation is the time to deliver one elastic packet. The assumption of Poison
arrival process of streaming packets is considered to keep the tractability of the
model.

For this model, it is derived in [9] that the packet loss probability for stream-
ing traffic is

ploss = 1 − (1 − h0)λ−1
s

E(V )π0 + E(S)(1 − h0)
. (1)

Here λs is the mean packet arrival rate of streaming traffic, E(S), E(V ) are the
mean service time and mean vacation time of the server, h0 is the probability that
no streaming packet arrival occurs during a vacation time V , π0 is the steady
state probability that no streaming packet is left in the system at a packet
departure epoch. All of these parameters are either given as input parameters
(in case of E(S), E(V ), λs) or calculated from the steady state distribution of
the model1 (in case of h0, π0), see [9].

Given the basic relation (1) and a value of ploss, and assuming a fixed link
capacity, we apply a binary search to find the maximum allowable input rate
of streaming traffic λs,max. In turn, the maximum allowable load ρs,max =
λs,max/link capacity of the streaming traffic is calculable. Note that once the
value of ploss is fixed, the value of ρs,max is insensitive to the concrete value of
the chosen link capacity. It means that if we choose different values for the link ca-
pacity, it results in different values of λs,max-s, but the ratio λs,max/link capacity
remains the same.

Step 2: After computing ρs,max in Step 1, we switch to a flow level model
to define the needed bandwidth assuring the per-flow throughput requirement
for elastic traffic. The flow-level model takes into account the presence of both
streaming and elastic traffic. We resort to the integrated flow-level queueing
model of [5]. Originally, the model therein is used for achieving admission control,
i.e. the opposite of the dimensioning task is considered, where the link capacity
C is fixed in advance and the maximum allowable input traffic load is to be
decided. The model takes the following input parameters

1 The steady state distribution of the model is given by the probabilities
lim

t→∞
Pr(number of streaming packets in the system at time t is k) for 0 ≤ k ≤ K.
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– ρe: the elastic traffic load, computed as λe/μeC. Here, λe is the arrival rate
of elastic flows, and 1/μe is the average size of elastic flows;

– ρs: the streaming traffic load, computed as λsds/μsC. Here, λs is the arrival
rate of streaming flows, ds is the constant rate, and 1/μs is the average
lifetime of a streaming flow.

Under the quasi stationary assumption, i.e. the assumption that the ratio λe/λs

is large enough, the analytical model provides the expression for the mean per-
flow throughput of elastic traffic as γe = ρe(1−B)

E(Qe) . Here, E(Qe) is the average
number of currently active elastic flows. B is the flow blocking probability2,
which is itself a function of ρs, ρe, and the link capacity.

In our dimensioning task, we are given the average per-flow throughput γe,req,
and we are interested in the required bandwidth value C. This is a reverse task
of the admission control task the original model addresses. The key prerequisite
in our case is that the streaming traffic load ρs is taken identically to ρs,max

computed in Step 1. We have implemented a binary search to find the bandwidth
that yields the average per-flow throughput sufficiently close to the requirement
γe,req (currently we allow the bias error of 10−3).

3.2 Approach 2

The steps of this approach are as follows:

Step 1: This step is identical to the Step 1 of Approach 1, i.e. the maximal al-
lowable load ρs,max of the streaming traffic is computed based on theM/G/1/K
with server vacation model.

Step 2: Unlike Approach 1, this step considers only the presence of elastic
traffic. Based on the offered load of elastic traffic λe/μe, and on the target per-
flow throughput γe,req, we compute the bandwidth Ce to be provisioned only
for elastic traffic. This is done by using a flow-level model, namely either the
M/G/1-PS or the M/G/1-PS with limited access rate [3].

Let ρe = λeσe/Ce. The use of theM/G/1-PS model gives a simple expression
for the average per-flow throughput as

γe = Ce(1 − ρe). (2)

The use of the model M/G/1 − PS with limited access rate r brings

γe =
1

1
r + f(ρe)

Ce(1−ρe)

[
1 − (Ce

r −m) (1 − ρe)
] , (3)

wherem is the integer part of Ce/r, and f(ρ)= ( Ceρe
r )m/m!

(1−ρe)
∑m−1

k=0 ( Ceρe
r )k/k!+( Ceρe

r )m/m!
.

2 In this model, the same blocking condition is applied to both streaming and elastic
flows. Denote the current number of streaming and elastic flows by Qs and Qe. Let
dmin be the minimum throughput required for elastic flows, and d = max(ds, dmin).
A new flow is blocked, if it violates the condition Qsds + Qedmin ≤ C − d.
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The expression (2) or (3) coupled with a binary search enables us to find the
right bandwidth value Ce, assuring the target throughput γe,req.

Step 3: The final link bandwidth C is computed as C = Ce/(1 − ρs,max)
Approach-2 differs from Approach-1 in that the mutual effects between

streaming and elastic are only considered at the packet level in Step 1. At the
flow level the two traffic classes are treated separately .

3.3 Approach 3

The steps of this approach are as follows:

Step 1: In this step we leverage the TCP-specific, “inverse square root” loss-
throughput expression. Given the target per-flow throughput, we compute the
packet loss probability allowable for the elastic traffic. Then, we take the min-
imum of the target values for packet loss probabilities of streaming (which is
given) and elastic traffic (which has been now computed). In this way, the stricter
QoS requirement serves as the provisioning criterion, implicitly assuming con-
servative bandwidth provision.

There exist some formulae with different levels of sophistication, which ex-
presses the relation between a TCP connection’s throughput and the observed
packet loss (see e.g. [10]). Any of them can be used for the dimensioning purpose
here.

Step 2: Based on the common target loss probability derived in Step 1, we use a
single fluid queue model to derive the needed bandwidth. As in this approach we
do not assume the deployment of service differentiation, all packets are put into
one queue at the output port of the link. This kind of all-into-one aggregation
might give a reason for applying a simplified traffic model for the input traffic.
Currently, we are using the Gaussian traffic model, but the principle is not
restricted only to this model, i.e. other reasonable aggregate traffic model can
be considered as well.

In case of the Gaussian input traffic, the loss probability formula for a finite
buffer with size x is derived in [11] as

ploss = αe−mx/2, (4)

where α and mx are the parameters calculated based on the characteristics of
the Gaussian traffic and the link bandwidth value C. More precisely, to calcu-
late the loss probability we need to know the average rate, the autocovariance
function of the aggregate input traffic, the buffer size, and the link capacity.
In a reverse direction, given the loss probability and the traffic characteristics,
similarly to Approach 1, we implement a binary search to find an adequate
bandwidth amount, using the above loss expression (4).

Note that the root of Approach-3 is to use the relation between TCP flow
throughput and its packet loss probability. Naturally, this key point enables other
provisioning versions as well. For example, after getting the loss probability for
the elastic traffic, one can proceed in such a way that one does not take the



228 Hung Tuan Tran and Thomas Ziegler

minimum of two loss targets as we have done in Step 1. Instead, one can directly
consider such a packet level scheduling system consisting of two separate queues,
a high priority queue for streaming and a lower priority queue for elastic traffic.
The dimensioning rule is done by exactly solving this system, thus getting the
quantitative relation between the link capacity and the per-class packet loss
rates.

However, the main obstacle of such elaboration is that it is hard to find a good
and reasonable packet-level model description for each class of the input traf-
fic. The variation of elastic packet sizes, the complicate nature of packet arrival
process in the access environment (stemming from a well-known long range de-
pendent property, excluding the use of the amenable Poisson assumption) make
such a packet level model not easy to construct and in turn a tractable solution
is hardly available.

4 Analytical Results and Discussions

Having developed some provisioning alternatives, it is important to verify
whether the bandwidth specified by these alternatives really yields the target
QoS. We perform this investigation by means of analytical and simulation ex-
periments. The traffic scenarios we use for testing Approach-1 and Approach-2
are as follows:

– Streaming Traffic: each streaming flow has the fixed rate ds = 16kbps.
The duration time of each flow is exponentially distributed and has a mean
value 60s. The arrival process of streaming flows is Poissonian.

– Elastic Traffic: the flow size distribution is either Pareto (with the shape
parameter 1.2), or exponential. The mean flow size is 200kbits. The arrival
process of elastic flows is also Poissonian.

The investigation principle throughout this section is the following. First, we
compute the needed bandwidth amount based on the integrated QoS criteria
(i.e. the packet loss probability for streaming traffic and the average per-flow
throughput for elastic traffic) with different approaches. If not stated otherwise,
the average per-flow throughput criterion is 100kbps, i.e. γe,req = 100kbps, and
the packet loss probability criterion is varied from 10−12 to 10−3. After comput-
ing the bandwidth value, we set the link capacity to the calculated bandwidth in
the corresponding simulation scenario to be run3. Then, the packet loss probabil-
ity and the average per-flow throughput obtained with simulation are compared
with those serving as the original criteria for the provisioning approaches.

Although in Approach-2, either the M/G/1–PS model or the M/G/1–PS
with limited access rate model can be used in Step 2, we observe small differences
between the bandwidth values provided by these two models4. Therefore, in the
3 We use ns [12] as the simulation platform.
4 For the same target per-flow throughput, the M/G/1–PS with limited access rate

model in general suggests to deploy more bandwidth than the M/G/1–PS model.
However, our numerical experiments show that with the limited access rate of 1Mbps,
the relative difference in bandwidth amount is in a very small range of around 0.1%.
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following, we report only the results with the use of the M/G/1–PS model.
For each individual scenario, we repeat the simulation ten times and report
here the relevant quantity (either the packet loss probability or the mean per-
flow throughput) identical to the average values we get over such a series of
simulation runs.

The first point to be examined is the maximum allowable traffic load ρs,max of
streaming traffic given a packet loss target. Remind that we use the M/G/1/K
vacation queue to compute this ρs,max value. To remain conservative and to
alleviate the under-estimation of packet loss ratio that the assimilated Poisson
process might introduce, we use the worst-case vacation scenario. It means that
the packet size of elastic traffic is set to the maximum value of 1500 bytes (MTU
size), causing the possible maximum vacation of the server. The numerical results
are reported in Table 2.

Table 2. Maximum allowable streaming traffic fraction in the link with buffer size of
15 packets.

Loss criterion ρmax ρmax ρmax

for streaming traffic packet size = 60Bytes packet size = 120 Bytes packet size = 200 Bytes

1e-12 0.124550 0.237425 0.356955
1e-11 0.124557 0.237427 0.356964
1e-10 0.124634 0.237549 0.357178
1e-09 0.125000 0.238281 0.359375
1e-08 0.128906 0.250000 0.375000
1e-07 0.140625 0.281250 0.406250
1e-06 0.156250 0.312500 0.500000
1e-05 0.218750 0.375000 0.562500
1e-04 0.250000 0.500000 0.625000
1e-03 0.312500 0.625000 0.750000

We have two observations from the obtained results. On the one hand, the
allowable load of streaming traffic in the link increases with the relaxation of
the loss requirement. On the other hand, for the same loss requirement, the
larger the streaming packet size, the higher the allowable streaming load. While
the first fact is straightforward, the second one can be intuitively explained as
follows. Assuming the same input streaming load and the same link capacity,
the larger the packet size, the smaller the number of arriving packets. Since the
buffer size is measured in packets, it follows that the larger the packet size, the
lower the potential occurrence of packet loss events. Thus, looking in the reverse
direction, in order to keep the packet loss ratio the same, the input load must
be smaller in case of smaller packet size.

From now on, we keep the packet size of streaming traffic fixed at 60 bytes.
Table 3 presents the bandwidth value calculated with the two approaches for dif-
ferent streaming loss criteria and elastic arrival rates. A general observation from
Table 3 is that Approach-2 suggests a smaller (around 5-10% less) bandwidth
amount than Approach-1.

For the simulation checking the goodness of the results in Table 3, we present
here the results for 4 scenarios distinguished from each other by the input pa-
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Table 3. The required bandwidth (measured in Mbps) for different streaming loss
criteria and elastic loads.

Elastic arrival rate Elastic arrival rate Elastic arrival rate
Loss criterion λe = 12.3 flows/s λe = 24.3 flows/s λe = 31.7 flows/s

for streaming traffic
Approach-1 Approach-2 Approach-1 Approach-2 Approach-1 Approach-2

1e-12 3.058594 2.924210 5.879883 5.665658 7.607422 7.356217
1e-11 3.058594 2.924234 5.879883 5.665703 7.607422 7.356276
1e-10 3.058594 2.924491 5.880859 5.666201 7.607422 7.356923
1e-09 3.060547 2.925714 5.882812 5.668571 7.613281 7.360000
1e-08 3.080078 2.938833 5.915039 5.693989 7.652344 7.393002
1e-07 3.131836 2.978909 6.010742 5.771636 7.775391 7.493818
1e-06 3.203125 3.034074 6.141602 5.878519 7.941406 7.632593
1e-05 3.521484 3.276800 6.717773 6.348800 8.675788 8.243200
1e-04 3.703125 3.413333 7.042969 6.613333 9.086920 8.586667
1e-03 4.108398 3.723636 7.781250 7.214545 10.02100 9.367273

Table 4. Scenario identification.

Scenario name \ Parameters λe [flows/s] file size distribution

Scenario 1 12.3 Exponential
Scenario 2 12.3 Pareto
Scenario 3 24.3 Exponential
Scenario 4 24.3 Pareto

rameters related to the elastic traffic, namely the flow arrival rate and the flow
size distribution. The scenario identification is shown in Table 3. Note that in
the analytical model-based provisioning presented in Section 3, the flow size dis-
tribution does not play any role in the bandwidth calculation. In other words,
both Approach-1 and Approach-2 are insensible to elastic flow size distribution.
To examine whether this is valid in simulation, we use two kinds of flow size
distribution: exponential and Pareto. The latter one reflects the real heavy-tail
property of today’s web-traffic, i.e. only a few downloads of very large files con-
stitute the major part of elastic traffic.

The average per-flow throughput for elastic traffic and the packet loss prob-
ability for streaming traffic obtained with simulation of corresponding scenarios
are reported in Figs. 1-4 and Table 5. Recall that if the dimensioning approaches
work well, the packet loss obtained with simulation for streaming traffic should
be smaller than the associated original loss criterion, and the per-flow through-
put obtained with simulation for elastic traffic should be around 100kbps.

We see in the figures that the per-flow throughput requirement γe,reg =
100kbps is largely met over all the cases. There is an exception case with Scenario-
2, where the mean throughput tends to decrease with the relaxation of the
streaming loss criterion (see Fig. 2). We believe that it is partly because of the
following. Relaxing the streaming loss criterion allows more streaming load into
the link, making it more bursty. In such cases the assimilated Poisson arrival
process used in the M/G/1/K queue might be too optimistic from the aspect of
estimating the streaming packet loss events. Consequently, adopting a Poisson
arrival process for streaming traffic may underestimate the needed bandwidth,
leading to the degradation of both the truly obtained streaming loss rate and
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Fig. 1. Mean per-flow throughput ob-
tained with simulation, Scenario-1.
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Fig. 2. Mean per-flow throughput ob-
tained with simulation, Scenario-2.
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Fig. 3. Mean per-flow throughput ob-
tained with simulation, Scenario-3.
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Fig. 4. Mean per-flow throughput ob-
tained with simulation, Scenario-4.

the elastic mean throughput. Indeed, the streaming packet loss probability is not
fulfilled in some cases where the original loss criterion is in a range larger than
10−4 (see the last rows of Table 5). In addition, we think that the heavy-tail
property of web file size distribution also plays a role in causing the observed
phenomenon, but the detailed explanations would need further investigations.

Except the before mentioned case, it can be stated that for most cases, the
proposed provisioning approaches work well, fulfilling both the throughput and
loss requirements. We often get zero loss probability with simulation (see Ta-
ble 5), meaning that during the simulation time (which has been chosen to be
2000s), there was no packet loss event.

It is also worth making some additional remarks here. In simulation we do
observe that the per-flow throughput exhibits flow size dependency, i.e. large
flows get higher throughput than that of short flows. When taking the average
throughput value by dividing the total throughput by the number of flows, this
flow size dependency, of course, is masked out. Recall that the analytical models
used in Approach-1 and Approach-2 both assume a perfect rate sharing between
elastic flows, which according to our revealed experiences now, does not perfectly
correspond to the situation reflected in simulation. The effect of this unfair rate
sharing becomes more aggravating when Pareto file size distribution is used. In
fact, we can see in Figs. 1-4 and Table 5 that from the aspect of dimensioning
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Table 5. Checking the packet loss probability of streaming traffic with simulation.

Loss obtained with simulation
Loss

criterion Sce-1 Sce-2 Sce-3 Sce-4
App-1 App-2 App-1 App-2 App-1 App-2 App-1 App-2

1e-12 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-11 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-10 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-09 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-08 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-07 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-06 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00 0.00e+00
1e-05 0.00e+00 0.00e+00 1.05e-06 3.08e-05 0.00e+00 0.00e+00 5.37e-06 1.15e-06
1e-04 0.00e+00 0.00e+00 4.23e-04 6.95e-03 0.00e+00 1.87e-05 4.72e-05 9.37e-05
1e-03 1.60e-04 6.67e-04 3.96e-02 7.96e-02 6.83e-04 2.79e-03 5.85e-03 2.66e-02

goodness, simulation results for the case of Pareto distributed file size are worse
than those of exponentially distributed file size. Another remark is that according
to our experiences, the calculated bandwidth with Approach-1 usually yields the
flow blocking probability B (see Section 3.1) in a range of 10−5 − 10−4.

In overall, knowing now that there are some cases where the target QoS
criteria are not perfectly met, we propose to choose Approach-1 rather than
Approach-2. This is because the degree of potential QoS degradations with
Approach-1 is less severe, as it always allocates more bandwidth than Approach-2.

Now let us turn to Approach-3. We remind again that the application of
Approach-3 requires the knowledge on the aggregate traffic characteristics, name-
ly the average rate λagg, the covariance σ2

agg, and the autocovariance function
Cλagg (l) of the aggregate input traffic rate. Such data can either be given a priori
or be derived from traffic load measurement like the way presented in [13]. We
demonstrate here the case when the aggregate traffic has a priori known autoco-
variance function. For representative purposes, we choose two specific formulae5,
namely

– Cλ(l) = σ2
agg0.9

|l| (we refer to this case as a simple case), and

– Cλ(l) =
σ2

agg

2 (|l − 1|2H + |l + 1|2H − 2|l|2H) (we refer to this case as a fbm
case). This is the discrete version of the autocovariance of fraction Brownian
motion process. H is the Hurst parameter and chosen to be 0.78, the value
suggested for the traffic observed on an access link in an earlier work [14].

In order to retain somewhat the closeness to the chosen scenarios used earlier
in Approach-1 and Approach-2, the incoming mean traffic rate in Step 2 of
Approach-3 is set to be identical to that was obtained from the final solution of
Step 2 of Approach-1, i.e. λagg = (ρs,max + ρe)CApp−1. The variance coefficient
(or the index of dispersion) is chosen to be 0.2628 according to [14], consequently
σ2

agg = 0.2628λagg. Other parameters are: the buffer size is 15 packets of size

5 Note that we use here the autocovariance function in discrete time domain, i.e. traffic
load is measured in a slot-by-slot manner. The parameter l refers to the distance
expressed in slots between two relevant load values.
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Table 6. The bandwidth (measured in Mbps) assigned by Approach-3 for different
streaming loss criteria and elastic loads.

Elastic arrival rate Elastic arrival rate Elastic arrival rate
Loss criterion λe = 12.3 flows/s λe = 24.3 flows/s λe = 31.7 flows/s

for streaming traffic
simple case fbm case simple case fbm case simple case fbm case

1e-12 2.980394 2.886794 5.794899 5.688822 7.521267 7.408859
1e-11 2.970969 2.879671 5.781115 5.678462 7.505468 7.396907
1e-10 2.961196 2.872433 5.767144 5.668092 7.489236 7.384829
1e-09 2.951972 2.865964 5.754128 5.658931 7.474825 7.374976
1e-08 2.955381 2.872386 5.764962 5.674022 7.490803 7.395738
1e-07 2.987155 2.907521 5.830667 5.744309 7.577850 7.488127
1e-06 3.034414 2.960291 5.926001 5.845065 7.703135 7.619561
1e-05 3.303089 3.230026 6.433663 6.353931 8.344591 8.262391
1e-04 3.460386 3.385441 6.727323 6.647187 8.728160 8.645469
1e-03 3.822507 3.746789 7.403577 7.322581 9.599811 9.516119

60bytes, the RTT value is 10ms, and the simplest expression for per-flow TCP
throughput B(p) = 1

RTT

√
2√
p is used.

The bandwidth values suggested by Approach-3 are reported in Table 6. Note
that extensive analysis-simulation investigations in [11] have already confirmed
the accurateness of the loss probability formula (4) derived from the Gaussian
traffic model. As a straightforward implication, the bandwidth value decided
based on this loss formula should indeed assure the expected loss target. In
other words, if we generate a traffic pattern identical to the Gaussian process
characteristics (including the mean rate, the variance, the autocovariance func-
tion) that were used originally as the input parameters for Approach-3, and
inject such the aggregate traffic into the link with capacity identical to the value
assigned by the output of Approach-3, we will get back indeed the desired loss
probability. This simulation task would only be just a confirmation of work in
[11], therefore we skip achieving it.

5 Conclusions

In this paper, we have worked out and demonstrated three alternative approaches
for dimensioning an access link. The essential feature distinguishing these pro-
posed provisioning approaches from earlier work is that they decide the link
bandwidth based simultaneously on both packet level QoS criteria for realtime
traffic and flow level QoS criteria for elastic traffic. In order to achieve this aim,
Approach-1 and Approach-2 leverage a novel principle, which decides first the
maximum allowable streaming traffic load by means of a packet level analytical
model and then using one more, flow level model to deduce the final bandwidth.
The novel principle of Approach-3 is the common analytical model applied to the
traffic mixture without traffic classification. Analysis and simulation investiga-
tions have indicated that the approaches work well in a major parts of examined
scenarios. More extensive validations remain as our follow-on work.
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Abstract. Nowadays, passengers in fast moving vehicles can consume
narrow-bandwidth services such as voice telephony or email but there is
no widely deployed platform to support broadband multimedia services.
In this paper, an aggregation network architecture for the delivery of
multimedia services to train passengers is presented. For the topology
design and capacity assignment of this network, a novel method is pre-
sented that calculates the required dynamic tunnels to meet the traffic
demands of the fast moving users while achieving low congestion and
optimizing the utilization of the network resources. The method enables
that under conditions of train delay the Quality of Service (QoS) re-
quirements of the traffic flows are guaranteed. The capacity assignment
efficiency is demonstrated for different network scenarios and due to the
time-dependent complexity of the problem, heuristic approaches are de-
signed to solve problems of realistic size.

1 Introduction

1.1 Motivation

By 2007 the national railroad company of Belgium (NMBS) would like to build
its own digital communication network “GSM-R” (GSM for Railways) in replace-
ment of their currently out-dated network [1]. Therefore the NMBS is investing
in the construction of 450 new antennas. These antennas will also be shared
with some major telecom-operators in order to improve the (narrow-bandwidth)
voice service of train passengers. However, current applications such as multi-
media content delivery, video phoning and on-line gaming require a high level
of QoS and are generally characterized by high bandwidth requirements. They
cannot be offered to the passengers with this kind of network.

The lack of broadband services in fast moving vehicles such as trains, busses
and vessels is stated in [2] and while trials are on the way to find out whether
commuters will ultimately pay for broadband services, the aggregation part of
the broadband network (see Fig. 1) is not optimally designed to cope with fast
moving users; it is typically designed to cope with traffic demands of fixed users.
Such a design (even with addition of an admission control system to limit the

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 235–248, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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impact of unexceptional circumstances) won’t be sufficient to maintain the QoS
guarantees of the passenger data traffic at all times without overdimensioning the
network. In this paper we present a cost effective design method that calculates
the required dynamic tunnels to meet the traffic demands of fast moving users
while achieving low congestion and optimizing the utilization of the network
resources. It is no goal to elaborate on the operation of the enabling platform or
specific service realization issues (such as handovers or roaming issues).

We can state that multimedia services are taken for granted in fixed networks
and narrow-bandwidth services are being deployed for fast moving users but to
our knowledge the network resource optimization and routing have never been
studied for fast moving users. The environment is characterized by groups of
users moving at equal speed along a (predictable) trajectory, causing dynami-
cally changing traffic conditions. Without loss of generality we will focus on train
scenarios and take into account that in many cases installed optical fibers are
already present along the railroad tracks. For example, the NMBS has its own
telecom division that exploits a fiber optic network covering almost the entire
Belgian railroad track [1]. In many other cases train companies (such as North
America’s largest railroad company [3]) have given permission to telecommuni-
cation companies to install fibers along their railroads. Enabling these fibers is
cheaper than digging, renting or activating additional fibers.

The considered network architecture is represented in Fig. 1. While passen-
gers are connected to the internal train network, the train remains connected to
the closest wireless station near the railroad track. These wireless stations are
bundled in access networks. While trains are moving on the railroad track, the
train’s connection hops from access network to access network. The passenger
traffic is gathered in aggregated traffic flows per train and per QoS class on
the Access Gateway (AGW). The aggregation network has AGWs connecting to
the access networks and Service Gateways (SGWs) connecting to the provider’s
domain. The connectivity in the aggregation network is achieved by setting up
dynamic tunnels between the AGWs and the SGW in which the aggregated traf-
fic flows are mapped. The SGW is constantly updated with information about
the current (and future) positions of the trains and every turn the next hop
gateway towards the moving users gets updated. The set-up protocol for the dy-
namic tunnels and the admission control mechanism for QoS-aware aggregation
networks are described in [4]. Mainly due to economical reasons a network is pre-
ferred consisting of standard QoS-aware Ethernet switches (IEEE 802.1s, IEEE
802.1q&p compliant) with separated hardware queues per QoS class. We assume
that the AGWs and SGW have a fixed position, successively placed along the
railroad track (e.g. every 5 or 10 km). The presented method will calculate the
network equipment that needs to be installed, where to place fibers between the
network nodes, how to set up and adjust the AGW-SGW tunnels and how to
route the traffic flows at every moment in time.

This paper is organized as follows. The introduction is completed with related
work on the topics of network design for fast moving users. In the next section
the theoretical model for the dimensioning problem is presented and the model
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Fig. 1. Schematic representation of the network architecture.

is illustrated for linear railroad tracks. In Section 4 heuristic solution techniques
are described and the performance will be evaluated by gradually increasing the
railroad complexity towards ring-shaped (Section 5) and grid-like (Section 6)
railroad tracks. The influence of larger scale topologies, variations on the cost
parameters and different traffic patterns will be discussed.

1.2 Related Work

Today, organizations such as IEEE and 3GPP are establishing wireless specifi-
cations for new wireless technologies which have to meet the bandwidth require-
ments of tomorrow, e.g. the cellular UMTS, integrated Beyond 3G solutions
or the future WiMAX standard for limited mobility (IEEE 802.16e). Broad-
band network design and dimensioning studies mainly assume traffic of fixed
users [5, 6]. Unfortunately fast moving users have not been taken into account.
Related solutions for moving vehicles are proposed in [7] (with focus on the
wireless part) and in [8] (application-based approach for disconnection toler-
ant networking). In [9] the routing and dimensioning issues of time-scheduled
connections in QoS networks are addressed.

2 Theoretical Model

A path flow based Integer Linear Programming (ILP [10]) formulation of the the-
oretical model [11] is used to calculate the exact dimensioning and tunnel path
determination. This formulation is introduced by means of different variables and
the objective function (subsection 2.1). The ILP constraints such as link capacity



238 Filip De Greve et al.

constraints, flow conservation constraints and node capacity constraints are not
discussed in this paper. For a more mathematical detailed overview the reader
is kindly referred to [11]. However, for scenarios of realistic size only heuristic
approaches will be suitable to calculate a feasible solution. The solving time of
the exact solution increases rapidly with the network size and the number of
trains, mainly due to the strong time-dependent problem formulation. Subsec-
tions 2.2 and 2.3 describe the assumptions concerning the network and traffic
parameters. Subsection 2.4 details the developed solution techniques.

2.1 The Variables and the Objective Function

The variables of the dimensioning problem:

ul =
{

1 if link l is used
0, otherwise . (1)

xv
l = # of fibres with speed Cv on link l. (2)

ypijk =
{

1 if path p is used between AGW i and SGW k for flow j
0, otherwise . (3)

zvw
n = # of cards with Ovw interfaces of speed Cv on node n. (4)

and their vector representations:

U = [ul], X = [xv
l ], Y = [ypijk], Z = [zvw

n ] (5)

Each card has a specific cost depending on the speed of the Ethernet interfaces
(Cv) and the number of interfaces (Ovw) installed on the card. Each required
link has a specific cost depending on the installation cost of the link. The cost
function of the dimensioning problem is represented in a simplified form (6)
depending on the parameters α, β and γ. We will focus on three different parts
of the cost function: the topology cost, the node cost and the routing cost.

c = f0(U) + αf1(U) + βf2(Z) + γf3(Y ) (6)

The term f0(U) represents the cost to install and start using the fibers that are
placed along the railroad track (links represented as full lines in Fig. 1). The term
αf1(U) represents the cost to install and start using the fibers that connect the
AGWs to the SGWs if these fibers are not placed along the railroad track (links
represented as dotted lines in Fig. 1). The topology cost is defined by their sum
f0U + αf1(U). If α equals 1, there is no cost difference in exploiting fibers that
are placed along or not along the railroad. The term βf2(Z) represents the cost
to install network equipment with network interface cards with sufficient link
capacity to handle the data traffic of the fast moving users (= the node cost).
We distinguish between different line card types of different speeds and with
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different port ranges. The parameter β enables to increase or decrease the node
cost compared to the topology cost. The term γf3(Y ) represents the sum of the
hop counts of all AGW-SGW tunnels that are required to maintain connectivity
with the moving trains. We will tune γ in such a way that this term is negligible
in the objective function. Because no actual cost is associated with this term,
it will be used as a tiebreaker to prefer the network with the shortest average
tunnel length. This γ-value can be made dependent on the specific QoS class of
the flows that are transported in these tunnels. By adjusting γ according the
QoS class a more expensive but QoS sensitive routing can be achieved. This can
be used as online routing algorithm to optimize the real-time performance of the
network.

We introduce scenarios based on 3 business models (with increasing node
cost) without elaborating on the exact values. In all scenarios γ equals 0.00001.

– Scenario 1: α=100.0; β=0.01
This corresponds to the case where the railroad company owns installed
fibers along the railroad tracks (as for the Belgium railroad scenario) but
they only need to be connected to the service provider.

– Scenario 2: α=1.0; β=0.01
This corresponds to the case where a telecom operator with good connectiv-
ity along the railroad track, wants to design a network from scratch while
the train company owns installed fibers along the track.

– Scenario 3: α=1.0; β=100.0
This corresponds to the case where a railroad company wants to design a
network from scratch while a network operator already has installed fibers
along the track.

2.2 Network Model

The simulated networks in this paper will have increasing topology complexity:
from linear and rings to grids. In our model the AGWs and SGWs have Layer 3
abilities (to connect to the access network and to the provider’s network) but the
data traffic is switched in Layer 2 Ethernet switches. In this paper we assume
the presence of a single SGW in the network. In these circumstances the use
of additional core nodes would only increase the total network cost. Therefore
no extra Ethernet core switches are added and all AGWs have direct candidate
links to the SGW as presented in Fig. 1. For the simulations we assumed the
following range of Ethernet speeds: 100 Mb/s, 1 Gb/s and 10 Gb/s and the
following port ranges: 1-port, 2-port and 4-port line cards.

2.3 Traffic Model

On the railroad track, rail lines are defined. The time schedules of these lines
will be used as input to define time-dependent traffic flows in the network. In
this paper the assumption of two crossing trains per line is made without loss
of generality. For simplicity we assume that the traffic profile of the users itself
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doesn’t change and we assume constant unidirectional traffic demands to focus on
the rapidly moving aspect of the user. We assume traffic loads of approximately
1 Gb/s per train based on [12]. The user traffic will be gathered per train and per
QoS class in basic routing units, named flows. We will define three traffic demand
types: exact demands, static demands and train delay insensitive demands.

Exact Demands. Exact traffic demands imply optimization of the network
resources with knowledge of the exact point (= the exact AGW) where the two
trains cross each other and of the exact moment in time when the two trains
cross each other. However, if one train suffers from delay and the place where
the crossing of two trains occurs, moves to another AGW, the network could
suffer from insufficient resources to deliver the requested demand to the crossing
trains and loss of information would occur.

Static Demands. By neglecting all time-related aspects of the traffic demands,
exact demands can be transformed into static demands. This is done by adding
all demands that are requested for a particular AGW, and this for every AGW
separately. This results in a time-independent demand from the SGW to each
AGW and implies that both trains could cross in every AGW simultaneously.
Static demands are required if the network is lacking a dynamic reservation
mechanism and results in overdimensioning of the network resources.

Train Delay Insensitive (TDI) Demands. To tackle the problem of loss of
information in case of train delays, a new approach has been developed. In this
case we re-interpret the traffic demands by neglecting the exact time-position
relation between multiple trains. This implies that single trains are not connected
to all the AGWs at the same time but we neglect the information of when
and where trains will cross each other exactly. In other words, the network is
dimensioned to support that trains could cross in any AGW along their track.

2.4 Solution Techniques: Integer Linear Programming

The network topology, node- and link-related parameters are modelled by using
the in-house developed TRS (Telecom Research Software) library [13]. Based
on these model parameters and the constraints, the objective function (6) is
minimized by using a Branch and Bound based ILP solution technique [10].
From the optimized variables zvw

n , ul, xv
l and ypijk the minimal network cost

and the dynamic traffic routing can be derived.

3 Dimensioning Linear Railroad Tracks

The first test network is a linear railroad track with a single rail line of varying
length: ranging from 2 up to 10 successive AGWs. The dimensioning of this
rather simple network topology results in some interesting guidelines.
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3.1 Evaluation Results

The three scenarios introduced in Section 2.2 are evaluated for two traffic profiles:
profile A (2 crossing trains, load of 700 Mb/s and load of 800 Mb/s in the opposite
direction) and profile B (doubled loads compared to profile A, respectively 1400
and 1600 Mb/s).

First we examine the network cost of the static demands with respect to
the exact demands. The absolute value of the additional cost for profile B will
always be larger than for profile A. Because of the self-evidence of the profile-
dependent cost difference, the results are a representation of the average of both
profiles (unless mentioned otherwise). The additional network cost in case of
static demands is represented on Fig. 2 for the defined scenarios and profiles.
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Because scenario 1 (not depicted on the figure) has a dominant topology
cost, the static dimensioning is not significantly bigger however the routing cost
increases a lot. For the other two scenarios the static demand case creates a
network overdimensioning (up to 42%) that increases with increasing influence
of the routing cost and that is not scalable with the network size. This leads to
increasing additional network costs with increasing number of AGWs.

Secondly, we examine the network cost of the TDI demands with respect to
the exact demands. The additional network cost is also represented on Fig. 2.
We define the k-value of an optimized network topology as being the amount of
required links originating from the SGW towards the AGWs. This is represented
in Fig. 3. For scenario 1 the additional costs are very low because the topology
cost has a major influence and the optimal topology only requires a single link
originating from the SGW. This leads to increasing additional network costs
with increasing number of AGWs for both profiles. For scenario 2 the profiles
show a different behavior: profile A is similar to scenario 1. However, for profile
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B the optimal TDI topology changes by adding an additional SGW link and
the additional cost starts decreasing with increasing amount of AGWs. Scenario
3 shows a similar behavior for both profiles (but significantly different in case
of pair or impair number of AGWs): the optimal k is two (due to dominant
topology cost) and the additional cost is decreasing with increasing number of
AGWs. The optimal k increases for increasing influence of the node cost.

The additional cost is never bigger than 22% (in the rather theoretical 2
AGW case) but more important in case of dominant routing cost (scenario 2,
profile B and scenario 3, both profiles) the additional cost decreases with the
network size and in case of dominant topology cost (scenario 1, both profiles
and scenario 2, profile A) the additional cost remains limited for realistic rail
line lengths. Which train delays or train schedule changes can be supported
by the exact dimensioning case? If the crossing trains are running 90 km/h on
the average and if AGWs are positioned along the railroad every 10 km, the
delay that can be covered, varies from 0 sec (worst case) to 3 min 20 sec. For
bigger train schedule changes or larger train delays, the passengers will always
experience loss of information along their journey.

3.2 Design Guidelines

The static dimensioning problem is easy to solve due to the lack of time depen-
dency and it results in overdimensioning (non-scalable with the network size).
With TDI demands the complexity of the problem increases drastically com-
pared to the original problem. However, the additional network cost with TDI
demands is kept limited, all kinds of delay scenarios are supported and the
solution technique is scalable with the network size. The k-value for the TDI
optimized topologies remains limited to one or two for all network sizes. If we
examine this in further detail, the cheapest solutions can be found by considering
only links towards edge points of the rail line. Links to intermediate AGWs are
never used (except if the tiebreaker term of the objective function is decisive).
The developed heuristic solutions in this paper will only consider candidate links
towards the rail line edge points and will make use of TDI demands.

Train Delay Insensitive
Dimensioning

Static
Dimensioning

16-42% cost increase

0-22% cost increase

Single time event

Single time line

Multiple time
linesExact

Dimensioning

Scalable with
network size

Non-Scalable with
network size

complex
problem

more complex
problem simple

problem

Fig. 4. Traffic models.
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4 Design of the Heuristic Dimensioning Method

Two alternative solution techniques are implemented and they can be concisely
described as follows:

1. Reduce the set of candidate SGW-AGW links
2. Redefine traffic demand profiles
3.(a) Solve the reduced ILP problem

(b) Use heuristic approach named "K-scanning"

First the set of candidate AGW-SGW links is reduced by solely maintaining links
connecting the SGW to rail line edge points. After this topology reduction, the
traffic demand profiles can be redefined towards more simple traffic demands
concentrated in the rail line edge points with addition of minimum capacity
constraints for the links along the railroad lines. Subsequently, the same ILP
solution technique as presented in Section 2 can be used and will obviously have
lower calculation times than previously. However, for larger network problems
(e.g. 30 nodes, 10 rail lines and 20 trains would take several days or even weeks
on a PC with a 1GHz CPU speed) a heuristic approach that approximates the
solution of this reduced ILP formulation, is still desired.

Therefore, the heuristic scans the candidate k-values and starts by calculating
the network cost for the minimum and maximum k-value. First of all, a ranking
of optimal sets of k AGWs is created. Secondly, the heuristic selects a range of
N solutions (N≥1) from the ranking. Thirdly, the minimal solution is calculated
by solving the dimensioning problem in a heuristic manner for each of the N
sets. The calculation times are reduced because the time dependency between
the different rail lines is neglected and only a limited amount of possible paths
to route the flows is explored. By increasing the N-value the amount of effort the
heuristic spends in finding a suitable solution, increases. Finally, scanning of the
solution space is continued by increasing or decreasing the temporary optimal
k-value until no further improvement of the optimal network cost is found.

For the examples of Section 3, the “K-scanning” heuristic finds the ideal
solution for all scenarios, all profiles and all network sizes. In the remainder of the
paper we will further examine the heuristic solution for more complex railroad
topologies. Important to notice is that both methods utilize every single link
along the railroad track, not depending on traffic profiles or network parameters.

5 Evaluation Results for Ring-Shaped Railroad Tracks

In this section ring-shaped railroad tracks of different sizes (from 9 up to 24
AGWs) and with multiple rail lines (from 1 up to 6) are studied.

5.1 Performance Study of the Heuristics

In Fig. 5 the network cost calculated with the reduced TDI demands is repre-
sented in function of the ratio β/α for a ring with 9 AGWs and the traffic profile
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Table 1. Traffic profiles for ring network with two crossing trains per rail line (see
Fig. 6).

Rail lines Line 1 Line 2 Line 3
(in 100 Mb/s)

Profile A 4/5 6/7 8/9
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presented in Table 1. The performance is presented in Table 2 for α=1. For high
ratios, the solution for the reduced TDI demands has limited extra cost (3.4%
for β/α=0.1). This extra cost is caused by the fact that the heuristic utilizes
every AGW-AGW link while this might not be the best choice for all traffic
profiles. Take into account that with increasing rail line lengths the relative ad-
ditional cost caused by this assumption will decrease. However, most important
is the confirmation that only candidate SGW links to the rail line edge points
are required to find the optimal solution. Based on the considered topology it
can easily be proven that the additional cost for low β/α (where the topology
cost becomes dominant) converges towards

1 − Lst + 2.α
Lr + 2.α

(7)

with Lr the link cost of the network along the railroad and Lst the link cost
of its minimal spanning tree. For our test network (7) equals 9% for α=1, 3%
for α=10 or 0.5% for α=100. In Section 6 an alternative heuristic for low β/α
ratios is presented, improving the global heuristic performance. The results of
this method, named “Single-K” heuristic, are represented in the final column.
Also represented in Fig. 5 is the k-value of the optimal solution. The k-curve
is only depending on the ratio β/α and not on the individual α or β values.
For higher ratios the k-value equals the maximum value (in this case 3) and for
lower ratios it equals the minimum value (always 1). If the routing and topology
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Table 2. Performance of reduced ILP, K-scanning and Single-K heuristic.

β/α Exact solution Reduced ILP K-scanning Optimal Single-K
Absolute value Add. cost (%) Add. cost (%) k-value Add. cost (%)

10 5624 1.2 1.2 3 46.5
1 567 2.7 2.7 3 45.7

0.1 69.3 3.4 3.4 3 40.4
0.0225 26.279 0 4.2 2 16.9
0.01 18.37 0 0.3 1 8.6
0.001 10.8501 7.6 7.6 1 2
0.0001 10.0895 8.9 8.9 1 0.2
0.00001 10.00895 9 9 1 0.02

cost are of similar magnitude, intermediate k-values may be found (only value 2
in this case). In any case this curve remains monotonically increasing for β/α.
By applying the “K-scanning” heuristic identical solutions are found for low
and high β/α ratios but near the k-slope (between 0.01 and 0.1) the heuristic
approach finds an up to 4.5% more expensive solution (see Table 2).

5.2 Influence of Increasing Rail Line Lengths

If the length of the rail lines is increased without changing the traffic profiles,
the slope in the k-curve moves to lower β/α ratios. This behavior is depicted
in Fig. 7 for ring networks with 3 rail lines but increasing number of AGWs:
from 9 to 24 AGWs. This behavior can easily be explained: for fixed α and for
longer rail lines, the routing cost will become bigger if the rail lines become
longer. This means that additional SGW links can be added on lower β values.
The accuracy of the heuristic approach, compared to the optimal solution with
reduced TDI demands, improves with the length of the rail lines: for a network
with 24 AGWs the additional cost is below 2% near the k-slope. In other words,
the performance of the heuristic is scalable with increasing rail line lengths.

5.3 Shape of the k-Curve

The specific shape of the k-value curve is dependent on the number of rail lines
and the traffic profiles of these rail lines. We examine the influence of the traffic
profiles on the k-curve for a ring of 24 AGWs and 6 rail lines. As can be seen on
Fig. 8, the network costs for the 3 traffic profiles (see Table 3) are more or less the
same but the k-curves are significantly different. This shape cannot be predicted
and therefore the presented heuristic method scans the k-curve from bottom-to-
top or top-to-bottom. The minimum k-value always equals one. However, not all
intermediate k-values are present and even the maximum value is not necessary
known in advance. While six might be expected, the maximum k-value remains
five for traffic profile C due to light loaded network regions.

The curve for profile C is not monotonically increasing like the previously
simulated curves (dotted line on Fig. 8). This is caused by using N=1 in the
heuristic method. If N=3, the heuristic scans more solutions and the optimal
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Table 3. Traffic profiles for ring with 24 AGWs, 6 rail lines and 2 crossing trains per
rail line.

Rail lines Line 1 Line 2 Line 3 Line 4 Line 5 Line 6
(in 100 Mb/s)

Profile A 4/5 6/7 8/9 6/7 8/9 4/5
Profile B 10/10 10/10 10/10 10/10 10/10 10/10
Profile C 4/5 4/5 4/5 12/14 16/18 8/10

0.001 0.01 0.1
10

1

10
2

10
3

β/α

T
o

ta
l n

et
w

o
rk

 c
o

st

cost, # AGWs=24
cost, # AGWs=18
cost, # AGWs=15
cost, # AGWs=9

O
p

ti
m

al
 k

−v
al

u
e

0.5

1

1.5

2

2.5

3

3.5

k−value, # AGWs=24
k−value, # AGWs=18
k−value, # AGWs=15
k−value, # AGWs=9

Fig. 7. Influence of increasing rail line length
for ring with 9 AGWs, 3 rail lines and the
traffic profiles of Table 1.

0 0.01 0.02 0.03 0.04

20

40

60

80

100

120

140

160

β/α

T
o

ta
l n

et
w

o
rk

 c
o

st

cost Profile A
cost Profile B
cost Profile C

O
p

ti
m

al
 k

−v
al

u
e

1

2

3

4

5

6

k−value Profile A
k−value Profile B
k−value Profile C

Fig. 8. Network cost and optimal k-
value for ring with 24 AGWs, 6 rail
lines and the traffic profiles of Table 3.

nondecreasing curve is found as depicted on the figure. The calculation time
increases (from 155 sec to 598 sec on a PC with 1GHz CPU speed) but remains
limited and the additional cost gain is at most 1.5% in the affected area. The
ideal N-value is dependent on the desired precision and calculation time.

6 Evaluation Results for Grid-Shaped Railroad Tracks

In this final section we introduce a new heuristic and the results are presented
on Fig. 9 for a grid example with 21 nodes, 8 rail lines and 16 trains. The
new heuristic, named “Single-K”, improves scenarios where the optimal k-value
equals one or in other words for β/α ratios with dominant topology cost. The
previously designed heuristics won’t be optimal because they are not designed
to cope with an environment where the traffic profile of the fast moving users
becomes obsolete. The K-scanning heuristic will always use every AGW-AGW
link while the optimal solution will try to minimize the number of utilized links.
The additional network cost will increase with the available amount of loops
in the network and will also converge towards (7): 14% for α=1, 9% for α=10
and 2% for α=100. Therefore the Single-K heuristic is developed and it can be
summarized as follows:
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1. Calculate the center node based on the traffic demands and
the topology

2. Connect the center node with the SGW and remove all other
AGW-SGW links (i.e. k=1)

3. Calculate the minimum spanning tree originating from the
center node

4. Calculate the dimensioning for this topology

For the network in Section 5 the performance for β/α ratios lower than
0.001 is improved drastically to 2% or less. For the grid network presented in
this section the Single-K heuristic outperforms the K-scanning heuristic for β/α
values below 0.02: gaining 13.8% for β=0.001 and 5% for β=0.01.

7 Conclusion

In this paper we presented a design technique for aggregation networks with fast
moving users: network topology design, resource optimization and path deter-
mination of the dynamic tunnels. Our approach reduces the capacity planning
cost substantially. We found that traffic demands have to be defined as Train
Delay Insensitive demands in order to be able to fulfill the QoS guarantees of
the passengers at all times. Based on the presented results we can conclude
that for an optimal network design the candidate links that need to be consid-
ered for connecting the Service Gateway, are links towards rail line end points.
This gives way to a reduced Integer Linear Programming formulation which is
easier to solve. Due to the time-dependent complexity of the problem, we de-
signed heuristic methods that are able to solve problems of realistic size. The
performance of the heuristics is tested and results are promising. Moreover, this
technique is scalable because the heuristic’s performance doesn’t degrade for
increasing length of the rail lines.
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Abstract. This paper presents a method for the performance evaluation of multi-
media streaming applications on IP network interfaces with differentiated sched-
uling. Streaming applications are characterized by the emission of data packets at
constant intervals, changing during the connection lifetime, hence a single source
can be effectively modeled by an MMDP.
We propose an MMDP/D/1/K model to represent the aggregate arrival process
at the network interface, assuming that multimedia packet dimensions are ap-
proximately constant. A method for solving the above queuing system providing
upper and lower bounds to the packet loss rate is presented and results for real-
istic VoIP applications are discussed and validated against accurate event-driven
simulations showing the efficiency and accuracy of the method.

Keywords: Multimedia Traffic, QoS Network Planning, Markov Modeling, Ap-
proximate Solutions

1 Introduction

Multimedia and Quality of Service (QoS) are probably the most repeated words in
networking research during the past fifteen years or so. Spawned by research on ATM
(Asynchronous Transfer Mode) in the late ’80s and early ’90s, topics related to offering
the appropriate QoS in integrated packet networks received even more attention when
the application context moved to IP-based networking.

One of the key aspects of heterogeneous service provisioning is the guarantee of the
QoS the service will receive during its lifetime. Enforcing QoS encompasses a number
of different aspects, ranging from service architecture, to network dimensioning, to
protocol design and many others. All the design aspects pivot around the performance
evaluation of the provisioned service: without a means to evaluate the performance, it
is not possible to select an appropriate Service Level Agreement (SLA) between the
network and the user.

In this paper we explore an analytical approach based on the solution of DTMCs
(Discrete Time Markov Chains) embedded in a more general CTC (Continuous Time

� This work was supported in Torino by the Italian Ministry for University and Research (MIUR)
under the FIRB project TANGO.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 286–299, 2005.
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Chain) to evaluate the performance of several classes of multimedia services, namely
those, as voice and video, that are characterized by intermittent or variable bit rate,
and piecewise constant inter-packet emission times. After describing the general frame-
work, we focus our attention on voice services comparing the analytical solution with
simulations. We consider IP Telephony, or VoIP for short, which is by far the most
diffused (and widespreading) multimedia application on IP networks.

The main contribution of this work is providing a simple and efficient analytical
framework to predict the performance of multimedia services in several possible sce-
narios, like for instance an access link to the Internet or DiffServ [1] interfaces with
Expedited Forwarding Per Hop Behavior [2]. Though the mathematical modeling is
not entirely novel (as discussed in Sect. 2), since similar problems were tackled study-
ing ATM networks (see [3, 4] and the references therein, or [5] for a review), the solu-
tion technique we propose yields the derivation of exact solutions for upper and lower
bounds on the packet loss performance, which enables service planning and SLA def-
inition. The bounds are shown to be tight. We generalize the solution technique to the
case of n-state sources transmitting at different rates in each of the n states.

To conclude with, we note that the approximations we introduce ensure exact
bounding of the solution and do not suffer from numerical instabilities. Furthermore,
to the best of our knowledge, previous works treated only On-Off sources, while our
approach is amenable to application on multi-state sources with arbitrary state rates.

2 Problem Formulation

Multimedia services are related to audio and video, i.e., to connection oriented, stream-
ing applications, whose emission characteristics are studied fairly well. Indeed, al-
though voice and video can potentially generate packets at variable intervals, all ex-
isting applications encode blocks of information at fixed time intervals. Moreover, the
packet size is often fixed, either by the encoder, the protocol or the application program.
In other words, multimedia streaming or conversational applications can be efficiently
modeled as sources with a piecewise constant emission rate of fixed size packets.

In queuing theory notation, these are Modulated Deterministic Processes (MDP). If
the time between state transitions is exponentially distributed and the source can trans-
mit with n different speeds, then the source is an n-state Markov Modulated Determin-
istic Process (MMDP), whose states sk are characterized by the emission of packets
with rate δk. On-Off sources are a subset with two states and δ0 = 0 and δ1 = c �= 0.

A superposition of MMDP is not an MMDP, unless the sources are appropriately
synchronized. Source synchronization is not an unrealistic scenario (VoIP calls gen-
erated by the same media conversion gateway are either synchronized or can be syn-
chronized easily). Approximating the superposition of MMDPs with a single MMDP is
equivalent to neglect short term congestion, due to the arrival process higher variability.
The impact of this approximation is discussed in Sect. 5, where event driven simulations
are used to validate both the modeling assumptions and the bounding approximations.

We consider a single network interface (can be at the access or in any section of the
network) assuming it is the only point of potential congestion, and model the system as
an MMDP/D/1/K queuing system. Figure 1 shows an example of the system with four
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Fig. 1. Arrival process: superposition of three-state sources.

three-state sources. The states of each source are labeled as 0,1,2, with transmission
rates δi0, δi1, δi2, not necessarily equal one another.

The number of states m of the arrival modulating process is, in the most general

case, m =
M∏
i=1

ni, whereM is the number of considered sources and ni is the number

of possible transmission rates of source i. No constraints are posed on δik, but all packets
are of the same length for deterministic service times.

This same modeling approach was taken in [3] limiting the analysis to homogeneous
On-Off sources. When possible we use the same notation used in that work, to help
readers familiar with it.

For homogeneous sources, the arrival modulating process is an (n−1)-dimensional
quasi-birth-death CTMC. Figure 2 shows the modulating CTMC for n = 3, where the
first index i is the number of sources in state 1, the second index j is the number of
sources in state 2 and M − i − j sources are in state 0. Evolution along rows and
columns follows a simple birth-and-death process; evolution along diagonals means
that a source can switch from state 1 to state 2 and vice versa.

Although the arrival process is modulated by a CTMC, the overall queuing system is
not Markovian, since phase transitions (i.e., transitions of the above CTMC) can occur
at any time between deterministic arrivals and departures.

3 Model Analysis

Define:

– {X(t), t ≥ 0}: the finite, irreducible CTMC representing the arrival process;
– S = {f}: the state space of X(t); the vector f = [f0, f1, . . . , fF ] represents the

arrival process phase; fk = 0, 1, . . . ,Mk is the number of sources sending at rate
δk; if sources are all homogeneousF = n− 1 andMk =M, ∀k; if sources are all
different F =

∏M
i=1 ni andMk = 1, ∀k;

– R = [rf,f ′ ]: them×m infinitesimal generator ofX(t),m = ||S||;
– 1/γf (f ∈ S): the mean sojourn time in state f .

Two examples help understanding the system.
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Fig. 2. Markov chain describing the evolution of the MMDP deriving from the superposition of
M sources with three different emission rates.

Example 1: Heterogeneous On-Off Sources. We have F types of On-Off sources,
M0 with emission rate δ0, M1 with emission rate δ1, · · · , MF with emission rate δF ,
M =

∑F
i=0Mi; the components fk of vector f represent the number of active sources

with rate δk. The cardinality of S ism = (M0 + 1) · (M1 + 1) · . . . · (MF + 1), and the
CTMC is a combination of birth-death processes, i.e., only transitions of the type

[f0, . . . , fi, . . . , fF ] → [f0, . . . , fi + 1, . . . , fF ];
[f0, . . . , fi, . . . , fF ] → [f0, . . . , fi − 1, . . . , fF ]

are allowed.

Example 2: Homogeneous Multirate Sources. We haveM sources that can transmit
n different rates δk, k = 0, 1, . . . , n; the components fk of vector f still represent the

number of active sources with rate δk; we have F = n + 1 and m =
(
M + n− 2

M

)
,

since we don’t have to explicitly represent the number f0 of sources with rate δ0 because
the relation M =

∑F
k=0 fk holds. The CTMC is no more the product of birth-death

chains and ‘diagonal’ transitions (as shown in Fig. 1) are admitted, thus we have three
possible transition types:

[f1, . . . , fi, . . . , fF ] → [f1, . . . , fi + 1, . . . , fF ];
[f1, . . . , fi, . . . , fF ] → [f1, . . . , fi − 1, . . . , fF ];

[f1, . . . , fi − 1, . . . , fF ] → [f1, . . . , fj + 1, . . . , fF ].
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Let C be the service rate in packets per second and Y (t) = k ≤ K the number of
packets in the buffer at the time t. The process {(X(t), Y (t)), t > 0} represents exactly
the MMDP/D/1/K queue we consider.

Let ξn (n = 1,2, . . . with ξ0 = 0), be the transition epochs of X(t). Sampling the
process {(X(t), Y (t)), t > 0} in the instants defined by the sequence ξn, we obtain an
embedded DT process {(Xn, Yn), n = 0, 1, ...}, where

– Xn = X(ξn+) is the state of the modulating Markov process at time ξn
+;

– Yn = Y (ξn+) is the number of packets in the buffer (including the one being
served) at time ξn

+.

We define

– Vf : the arrival packet rate whenXn = f (f ∈ S;n = 0, 1, . . .);
– Uf = ξn+1 − ξn: the time interval during which X(t) is in state f . It is (by con-

struction) a random variable exponentially distributed with parameter γf .

{(Xn, Yn), n = 0, 1, ...} is non-Markovian, since sampling ξn can happen during
a packet service and between packet arrivals which are not exponentially distributed.
To the best of our knowledge, an exact analysis is impossible, but neglecting either the
residual or elapsed service and interarrival time we obtain four different approximated
DTMCs. Formally this is equivalent to make a service and arrival renewal assumptions.

Service Renewal Assumption. The elapsed service time T s
n after the n-th transition is

equal either to 0 or to 1/C. T s
n = 0 (the packet is not yet served) overestimates the

system load; T s
n = 1/C (the packet is served entirely) underestimates the system load.

Arrival Renewal Assumption. The elapsed inter-arrival time T a
n after the n-th transition

is equal either to 0 or to 1/Vf . T a
n = 0 (the first packet of the new phase arrives follow-

ing the new rate and the last packet of the previous phase is neglected) underestimates
the system load; T a

n = 1/Vf (the last packet of the old phase arrives in any case on
phase transition) overestimates the system load.

Under these assumptions we can get four cases:

LL: if T s
n = 1/C and T a

n = 0 UU: if T s
n = 0 and T a

n = 1/Vf

LU: if T s
n = 1/C and T a

n = 1/Vf UL: if T s
n = 0 and T a

n = 0

The interesting cases are LL and UU, that yield lower and upper bounds to the
system load and hence on the loss probability, while the UL and LU cases are approx-
imations, but it is not easy to tell whether they are upper or lower bounds. It must
be noted at this point that the authors in [3], besides considering only homogeneous
On-Off sources (F = 1 and the state identifier f is a scalar and not a vector), ap-
proximate the {(Xn, Yn), n = 0, 1, ...} process with a limiting passage, assuming that
E[Uf ] � E[1/Vf ], 1/C, which is, for E[1/Vf ] → 0 and 1/C → 0, equivalent to the
UL approximation.

The renewal assumptions they introduced refer only the buffer evolution (the Yn

component of the (Xn, Yn) process). They approximate the real evolution of the buffer
with incremental geometric random variables. In formulas:
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Yn+1 =
{

min{K,Yn + If}, if Vf > C

max{0, Yn −Of}, if Vf < C
(1)

where

If =
{ �(Vf − C)Uf� in UL and LL

 (Vf − C)Uf! in LU and UU
(2)

and

Of =
{ �(C − Vf )Uf� in UL and UU

 (C − Vf )Uf! in LL and LU (3)

are the geometric increments with parameter ρf = exp{−γf/|Vf − C|}, where γf is
the average holding time of state f .

3.1 Solution of the {(Xn, Yn), n = 0, 1, ...} Embedded Markov Chain

Let
a

f

k,h = P{Yn+1 = h|Xn = f, Yn = k} (4)

be the probability that the number of packets in the buffer passes from k to h while the

arrival process is in phase f , and Af = [a
f

k,h] of dimension (K + 1) × (K + 1) the
transition probability matrix (notice that it is a stochastic matrix by construction). Then
the transition probability from state (f, k) to state (f ′, h) of (Xn, Yn) is:

q(f,k),(f ′,h) = a
f

k,hpf,f ′

and the transition probability matrix of (Xn, Yn) is

Q = [q(f,k),(f ′,h)] .

The renewal assumptions defined in Sect. 3 affects only the a
f

k,h distribution, while
the structure and the solution of the chain are unaffected. The computation of this dis-
tribution is straightforward, though it can be a bit cumbersome. In [17] the detailed
computation for the UU and LL assumptions we use in this paper are reported. The
resulting DTMC is finite and ergodic by construction.

Q is highly structured and can be recursively partitioned into blocks changing one
of the f components at a time. Recall that in general we have at most Mk sources that
can transmit with rate δk which corresponds to the state component fk, then we have

Q =

⎡⎢⎢⎢⎢⎢⎢⎣
Q0,0 Q0,1 Q0,2 ... Q0,M0

Q1,0 Q1,1 Q1,2 ... Q1,M0

Q2,0 Q2,1 Q2,2 ... Q2,M0

... ... ... ... ...
QM0−1,0 QM0−1,1 QM0−1,2 ... QM0−1,D0

QM0,0 QM0,1 QM0,2 ... QM0,D0

⎤⎥⎥⎥⎥⎥⎥⎦ = [Qf0,f ′
0
] . (5)

The block Qf0,f ′
0

refers to transitions from the states where the first component of f is
equal to f0 to the states where the first component amounts to f ′0.
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The block decomposition can be iterated and the general form of a block is

Qf0,f1,...fk−2
fk−1,f ′

k−1
= [Qf0,f1,...fk−1

fk,f ′
k

] k = 1, 2, ...F (6)

that refers to transitions from the states where the number of sources transmitting at rate
δ0, δ1, . . . , δk−1 is fixed to f0, f1, ...fk−1 and the number of sources transmitting at rate
δk passes from fk to f ′k.

Finally, the last block partitioning is

Qf0,f1,...fF−1

fF ,f ′
F

= [pf,f ′Af ] . (7)

The main performance index we’re interested in is the packet loss probability Pl.
Given the system structure, losses can occur only in states f for which Vf ≥ C, with
the equality holding for the UU approximation and not for the LL one. Since services
and arrivals are deterministic within a single phase of the arrival process, Pl can be
computed starting from the excess arrivals within phases:

Pl =

∑
f:Vf≥C

∑K
j=0 E[Rf,j ]πf,j∑m−1

f=0

∑K
j=0 E[Nf,j ]πf,j

(8)

where

– πf =(πf,0, πf,1, . . . , πf,K) is the steady state distribution of the embedded DTMC
defined by Q;

– E[Nf,j ] is the average number of packets arriving in phase f given that the number
of packets in the buffer at the beginning of the phase is j;

– E[Rf,j ] is the average number of packets rejected in the above conditions.

E[Nf,j ] and E[Rf,j ] depend on the distribution of a
f

k,h. Their computation is reported
in [17].

Solution Method: Ad-Hoc Block Reduction. The numerical solution of the system
may pose problems as the dimension of the matrix Q increases. Recall that Q has di-
mension [m · (K + 1)] × [m · (K + 1)], so that as soon as the number of sources and
the buffer dimension increase above a few tens the dimension of Q grows to thousands.

If we restrict the analysis to homogeneous sources or to a limited number of source
classes (which is the problem we’re interested in), Q has a banded structure, so that
efficient Block Reduction techniques [6] can be used to solve the linear system. Unfor-
tunately the block and band structure depends on the transition structure of the arrival
modulating process, so that a general description is cumbersome, and a case-by-case
analysis is required to obtain the best solution. In [17] the structure for 3-state sources
is reported, while in the following we concentrate on 2-state sources for VoIP applica-
tions.

3.2 Application to Packetized Voice

Packetized voice applications are characterized by the presence of VAD (Voice Activity
Detector) devices, that suppress the voice encoding when the speaker is silent and trans-
mit silence descriptors for comfort noise instead of voice, at a much lower transmission
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rate. Voice packets have a constant dimension that depends on the encoder and silence
descriptors have a constant dimension that in the general case can be different from the
one of voice packets. Our model however dictates constant service times regardless of
the source state, so we assume that voice and silence packets are equal in size.

A voice source can be described as a two-state source: when in state 1 (say High
transmission rate) it generates voice packets equally spaced at fixed rate δ1; when the
source is in state 0 (say Low transmission rate), it generates silence description packets
equally spaced at fixed rate δ0. High and Low holding times are 1/λ and 1/μ respec-
tively. Given M of these sources we obtain an (M+1)-state MMDP modulating the
arrivals. The state f is monodimensional with one component f1 = i to simplify the
notation. The embedded chain transition probabilities are:

pf,f ′ = pi,j =

⎧⎨⎩
(M − i)λ/γi i = 0, ...,M − 1; j = i+ 1
iμ/γi i = 1, ...M ; j = i− 1
0 otherwise

(9)

where γi = (M − i)λ+ iμ.
When the number of active voice sources is i, we have an aggregate arrival rate

Vi = iδ1 + (M − i)δ0.
The probability transition matrix Q has the following banded structure,

Q =

⎡⎢⎢⎢⎢⎣
0 α0A0 ...

β1A1 0 α1A1 ...
β2A2 0 ...

... αM−1AM−1

βM AM 0

⎤⎥⎥⎥⎥⎦ (10)

where

– Ai and 0 are (K + 1) × (K + 1) matrices;
– Ai = [ai

k,h]; ai
k,h = P{Yn+1 = h|Xn = i, Yn = k};

– αi = (M − i)λ/γi for i = 0, 1, ... M − 1, and βi = iμ/γi for i = 1, ... M .

The main diagonal is zero because sources can only move between the High and Low
states. In this particular case the Block Reduction algorithm used is the following:

πi = (πi,0, πi,1, ..., πi,K)

πi = πi+1Ui i = 0, ... M − 1

where
U0 = −β1A1 i = 0
Ui = −βi+1Ai+1(I − αi−1Ui−1Ai−1)−1 i = 1, ... M − 1 (11)

and
πM (I − αM−1UM−1AM−1) = 0;

πi are normalized during the iteration.
We solved the system with the Open Source application Octave [7] on standard PC

hardware for any value ofM andK of practical interest.
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4 System Simulation

As a numerical example we examine IP Telephony. We consider standard applications
like NetMeeting [8], Open H323 [9], or any other application using either H.323 [10]
or SIP [11] standards for signaling. All applications use RTP [12, 13] upon UDP/IP as
transport protocol.

We implemented an ad-hoc simulator [15] because the system is simple enough to
discourage the use of a general purpose network simulator as ns-2 [16], and, most of
all, because we want to control all details of the implementation and its efficiency, so
as to be able to estimate accurately loss probabilities as low as 10−7. To obtain such
low estimates with the accuracy indicated in Sect. 5 some simulations were run for up
to 1011 packets.

Among the different encoders we consider G.729 [14] encoder with VAD1. Voice
packets contain 40 bytes of data, that, with RTP/UDP/IP headers make 80 bytes packets.
In case of header compression, the total packet dimension becomes 44 bytes. We assume
that also silence packets contain 40 bytes of data to preserve deterministic service.

Sources are homogeneous corresponding to the case of Sect. 3.2; δHigh = δ1 =
(1/20) ms−1, δLow = δ0 = (1/160) ms−1. The mean High and Low periods are equal,
and we consider two different situations: intra-word silence detection, with To = 1/μ =
1/λ = 0.5 s, and macro silence detection, with To = 1/μ = 1/λ = 5 s.

Voice is a delay (and delay jitter) sensitive application: a single interface must not
introduce excessive delay, thus limiting the buffer requirements. We consider two cases
of maximum allowed delay: dmax = 5 ms and dmax = 10 ms. This last constraint

defines the dimension of the buffer dedicated to VoIP applications: B =
⌊
dmaxC

SP

⌋
where SP is the packet size in bits. For instance, dedicating 1 Mbit/s to VoIP services
with dmax = 10 ms yields a 15 packets buffer.

Figure 3 shows the two possibilities we’re faced with, when multiplexing sources
with deterministic arrivals. The lower part of the figure refers to the case when sources
can be synchronized, as, for instance, when all sources belong to a same packetizing
gateway. This case maps exactly to the MMDP/D/1/K queuing system. The upper part
refers to a case where sources cannot be synchronized and within a single phase pack-

Fig. 3. Comparison between synchronized and random arrivals.

1 Any other standard, like GSM, G.723, G.711, etc. would only change the packet size or packet
interarrival time.
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ets are not equally spaced and can overlap, leading to short term congestion and queue
buildup. Our simulator handle both cases and in Sect. 5 we discuss the impact on per-
formance.

5 Numerical Examples

We focus our attention on three different link capacities, assuming that the whole ca-
pacity is reserved for VoIP services: 512 kbit/s, 2 Mbit/s and 10 Mbit/s. In the case of
512 Kbit/s we assume that header compression is present. For each capacity, we eval-
uate the performances with the two different buffer sizes and the two different mean
High/Low periods. All simulations are run till a 99% confidence level is reached on a
±5% interval of the point estimate. For high packet loss rates the confidence interval
is much lower than 5%, often below 1%. The load is varied changing the number of
sourcesM .

Figure 4 reports the model upper and lower bound for Pl and the simulation results
assuming or not synchronization. Left hand plots refer to To = 5 s, right hand ones to
To = 0.5 s. Different rows refer to different capacity C, and the buffer is for the case
dmax = 10 ms. As ordinates we report both the number of sources (bottom axis) and
the average offered load (top axis) for easy comparison among different scenarios. Sim-
ulation results always fall between the model estimated upper and lower bounds, also
when non-synchronized sources are simulated and the model is thus an approximation.
As expected, the upper and lower bounds are tighter for long High-Low periods, since
the renewal assumptions have a smaller relative impact on the performance; on the other
hand, the bounds are looser for To = 0.5 s, since the dimension of a packet is compa-
rable with the phase duration and considering or not fractions of packets in the system
yields to distinguishable differences. Also the short term congestion induced by non-
synchronized sources is more evident if the High-Low periods are very short, and the
relative simulation curve approaches the upper bound.

The role of short term congestion is greater reducing the buffer size. Fig. 5 reports
the results for dmax = 5 ms. Again left hand plots refer to To = 5 s, right hand ones
to To = 0.5 s. We only report results for C = 2 Mbit/s and C = 512 kbit/s since those
for C = 10 Mbit/s are qualitatively equal to those with C = 2 Mbit/s (a complete set
of results can be found in [17]). As expected reducing the buffer size can dramatically
change the quality of the approximation, but, most interestingly, it is only the absolute
value of the buffer size and not the maximum delay introduced by the buffer or the
average High-Low period that predominates, as it is clear comparing the four plots. If
sources are synchronized, the model upper and lower bounds hold also for very low
buffer sizes. The difference between the results in case of synchronized and not syn-
chronized sources was observed in [18] for simple On-Off sources: our results extend
those considerations to the general case of High-Low sources. We can conclude that the
model fails to catch the system behavior only if sources are not synchronized (e.g., in
backbone routers) and the buffer dedicated to VoIP services is extremely small.

Concluding it is interesting to compare the results yielded by our model with those
obtained with simple On-Off approximations2. Figure 6 reports two possible compar-

2 For simplicity we use the upper bounds of the two curves; the conclusions hold also for lower
bounds and for simulation results.
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Fig. 4. Packet loss: Model vs. Simulations, dmax = 10 ms; top row C = 10 Mbit/s, middle row
C = 2 Mbit/s, bottom row C = 512 kbit/s; left column To = 5 s, right column To = 0.5 s.
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Fig. 5. Packet loss: Model vs. Simulations, dmax = 5 ms; top row C = 2 Mbit/s, bottom row
C = 512 kbit/s; left column High and Low mean time 5 s, right column High and Low mean
time 0.5 s.

ison scenarios. In the left hand plot, where results are compared for an equal number
of sources, the On-Off model underestimates Pl since during the Off phase the silence
descriptors are not present and the average offered load is smaller than with High-Low
sources. A more interesting perspective is offered by the right hand side plot, where
results are compared for an equal average offered load. In this case the simpler On-Off
model overestimates Pl. For loads of practical interest (< 0.80) the gap can be larger
than an order of magnitude. The reason is that for the same offered load On-Off sources
are burstier than sources with a High and a Low (with a rate different from zero) state.

6 Conclusions

This paper describes a novel analytical framework to evaluate the performance of a class
of multimedia (namely those that can be described with a piecewise constant emission
rate) services on a single network interface, with applications for VoIP and video ser-
vices.
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Fig. 6. Comparison between our model and simpler On-Off models; C=2 Mb/s, ton=500 ms,
buff=32 pkts; ignoring the silence descriptors (left plot) or equalizing the offered load (right plot).

The modeling technique is based on an MMDP/D/1/K queuing station we solve in-
troducing renewal approximations. The solution technique we propose enables to obtain
both upper and lower bounds on performance.

The analytical results for realistic VoIP scenarios, based on two-state sources, were
validated against detailed event-driven simulations, showing the approach is correct and
accurate. A comparison with simpler, On-Off models show that our approach can esti-
mate the loss probability with greater accuracy. The numerical solution for three-state
sources is sketched and we are currently deriving numerical results for video sources.
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Abstract. Bonald et al. have recently characterized a set of insensitive
dynamic load balancing policies by modelling the system as a Whittle
network. In particular, they derived optimal “decentralized” strategies
based on limited state information and evaluated their performance in
simple example networks. In this paper, we consider the specific case
of a data network where each flow can be routed on one of a set of
alternative routes. By using the linear programming formulation of MDP
theory we are able to analyze optimal routing policies that utilize the
full global state information. In the ordinary LP formulation of MDP
theory, the global balance condition appears as a linear constraint on
the decision variables. In order to retain insensitivity, we impose stricter
detailed balance conditions as constraints. As a further extension, the
MDP-LP approach allows joint optimization of the routing and resource
sharing, in contrast to the earlier work where the resource sharing policy
was required to be separately balanced and fixed in advance. The various
schemes are compared numerically in a toy network. The advantage given
by global state information is in this case negligible, whereas the joint
routing and resource sharing gives a clear improvement. The requirement
of insensitivity still implies some performance penalty in comparison with
the best sensitive policy.

1 Introduction

Load balancing has important applications in computer and communication sys-
tems. The ability to route the service demands to different available service re-
sources of the system can have a significant effect on the performance. Load
balancing policies can be categorized by the information available at the time of
a decision. Static load balancing policies are the simplest ones. The customers are
divided between the servers probabilistically regardless of the system state. The
optimal static load balancing can be solved straightforwardly as an optimiza-
tion problem [1]. A more complex problem arises if the load balancing decisions
depend on the system state. These dynamic or adaptive policies are more effi-
cient than the static ones as the customers can be routed to less utilized servers.
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However, the problem of optimal dynamic load balancing is difficult; even the
simplest load balancing schemes are hard to solve.

In this paper, we study load balancing in data networks. We assume that
there are several routes the flows can utilize. The balancing is realized at the
flow level. Each arriving flow is routed to one of the routes and the same route
is utilized until the flow is finished. It is also assumed that every time the num-
ber of flows in the system changes, the bandwidth resources of the network are
instantaneously reallocated among the flows. Thus, between epochs of a flow
arrival or departure each flow receives a constant bandwidth. The load balanc-
ing problem amounts to dividing the traffic into different routes in a way that
maximizes the performance of the network. While we specifically discuss load
balancing in telecommunications, the methods used can be applied to other load
balancing applications as well.

The most basic load balancing scenario consists of a single source of flows
and parallel identical links. The optimal routing policy depends on the arrival
process and the flow size distribution. The policy of joining the shortest queue
is the best in many cases [2, 3]. However, it is not always the optimal policy [4].
All in all, the sensitivity to detailed traffic parameters makes solving of optimal
load balancing difficult.

In this paper, we consider routing policies that are insensitive, i.e. the perfor-
mance does not depend on the flow size distribution. The analysis of insensitive
flow-level dynamic systems has been pioneered by Bonald and Proutière [5, 6],
who apply Whittle networks as a model for such systems. Notably, they have
introduced the concept of balanced fairness (BF) as the most efficient insensi-
tive bandwidth allocation when static routing is used. Bonald et al. [7] have also
recently studied insensitive dynamic routing in Whittle networks and charac-
terized a set of insensitive dynamic load balancing policies. In particular, they
discuss optimal “decentralized” strategies based only on local knowledge.

We present a method for determining the optimal insensitive load balancing
policy utilizing global knowledge. Our work is based on the theory of Markov
decision processes (MDP). Markov decision process is a Markovian process that
can be controlled in some way and the theory of MDP’s provides a mean to
determine the optimal control policy. MDP theory has been applied to routing
problems [8] as well as to other telecommunication problems [9]. In this paper,
we apply the linear programming (LP) formulation of the MDP theory to the
insensitive load balancing problem.

In the ordinary LP formulation of the MDP theory, global balance condition
appears as a linear constraint on the decision variables. In order to retain in-
sensitivity, we impose stricter detailed balance conditions as constraints. As a
further extension, the MDP-LP approach allows joint optimization of the routing
and resource sharing, in contrast to the earlier work where the resource sharing
policy was required to be separately balanced and fixed in advance. The idea
of obtaining insensitivity by jointly balancing the routing and resource sharing
appears already in [5] but, to our knowledge, has not been applied previously
to optimal load balancing. The various schemes are compared numerically in
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a toy network. The advantage given by global state information is in this case
negligible, whereas the joint routing and resource sharing gives a clear improve-
ment. The requirement of insensitivity still implies some performance penalty in
comparison with the best sensitive policy.

This paper is organized as follows. The next section introduces Whittle queue-
ing networks and Markov decision processes. In Sect. 3, the queueing network
model is used to model a communication network. In Sect. 4, we present different
routing schemes using the network model and MDP theory. Section 5 provides
a numerical example. Finally, we conclude the paper in Sect. 6.

2 Theoretical Framework

2.1 Insensitivity in Processor Sharing Networks

We consider an open queueing network of N processor sharing (PS) nodes. The
state of the network is x = (x1, . . . , xN ), where xi is the number of customers at
node i. The capacity φi(x) of a node i may depend on the state of the network.
The capacity is divided equally between the customers at the node. For the
purposes of this paper, it is sufficient to consider only simple networks, where
a customer upon completion of the service at any node leaves the network.
The arrivals at node i are Poissonian with rate λi. The customers at node i
require i.i.d. exponentially distributed service with mean σi. We define qxy as
the transition rate from state x to state y.

The stochastic process describing the state of the system is a Markov process.
An invariant measure of the system π(x) satisfies the global balance condition∑

y

qxyπ(x) =
∑

y

qyxπ(y) ∀x. (1)

A queueing network is insensitive if the steady-state distribution depends only on
the traffic intensities ρi = λiσi of the nodes and not on any other characteristics
such as the arrival rates or the distribution of the service times.

The presented queueing network without internal routing is insensitive if and
only if the the detailed balance conditions

π(x)qxy = π(y)qyx ∀x, y (2)

are satisfied. These constitute a stricter requirement than the global balance
condition (1). More generally, when internal routing is allowed these detailed
balance conditions should be replaced with partial balance conditions [5].

The service rates are said to be balanced if

φi(x)φj(x− ei) = φj(x)φi(x− ej) ∀xi > 0, xj > 0, (3)

where ei is a vector with 1 in component i and 0 elsewhere. The balance condition
is equivalent to the detailed balance condition if the arrival rates λi do not
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depend on the state. All balanced service rates can be expressed with a unique
balance function Φ so that Φ(0) = 1 and

φi(x) =
Φ(x − ei)
Φ(x)

∀x : xi > 0. (4)

If the service rates are balanced, the stationary distribution depends only on
the traffic loads at the nodes and can be expressed as

π(x) = π(0)Φ(x)
N∏

i=1

ρxi

i , (5)

where π(0) is the normalization constant.

2.2 Linear Programming Formulation of MDP

In many stochastic processes, the state transitions can be controlled by taking
a sequence of actions. Markov processes that can be affected in this way are
called Markov decision processes, see e.g. [10, 11]. In each state, an action is
selected from a set of feasible actions. The aim is to choose the actions that
either minimize the system costs or maximize the system value often defined
on infinite time horizon. In a communication network, a typical objective is to
maximize throughput or to minimize blocking probability. The optimal controls
can be determined using policy-iteration or value-iteration algorithms or linear
programming approach. The LP formulation makes it possible to use probabilis-
tic actions. Routing is stochastic in an insensitive network, hence the MDP-LP
approach is suited for the optimal routing problem discussed in this paper.

In the LP approach, the decision problem is formulated as a linear opti-
mization problem. Let Ax be the finite set of feasible actions in state x. The
π(x, a) ≥ 0 are the decision variables of the problem. They can be interpreted as
the probability that the system is in state x and action a ∈ Ax is selected and
they satisfy the normalization constraint

∑
x

∑
a∈Ax

π(x, a) = 1. The object is
to minimize a cost function

∑
x

∑
a∈Ax

c(x, a)π(x, a), where c(x, a) is the cost
rate when action a is used in state x. In an ordinary MDP problem, the decision
variables have to satisfy the global balance condition∑

y

∑
a∈Ax

qxy(a)π(x, a) =
∑

y

∑
a∈Ay

qyx(a)π(y, a) ∀x, (6)

where qxy(a) is the transition intensity when action a is selected. If insensitivity
is required, the global balance equation is replaced with stricter partial balance
equations, which in our case of no internal routing between the nodes are equiv-
alent to the detailed balance equations∑

a∈Ax

qxy(a)π(x, a) =
∑

a∈Ay

qyx(a)π(y, a) ∀x, y. (7)
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The stricter condition might lead to a worse solution, hence the problem with
the detailed balance condition gives a lower bound for the performance of the
system. The choice of optimal actions is formulated as a linear optimization
problem:

min
π(x,a)

∑
x

∑
a∈Ax

c(x, a)π(x, a), (8)

s.t.
∑

a∈Ax

qxy(a)π(x, a) =
∑

a∈Ay

qyx(a)π(y, a) ∀x, y, (9)

∑
x

∑
a∈Ax

π(x, a) = 1, (10)

π(x, a) ≥ 0 ∀x, a. (11)

The problem can be solved using a generic linear programming algorithm.

3 Application to Data Networks

The queueing network described in the previous section can be used to model
a communication network [6]. The flows of a traffic class on a route are the
customers of a PS node in the queueing network. The capacity of the node
is the allocated bit rate of the traffic class. The network is insensitive if and
only if the detailed balance condition is satisfied. The steady state distribution
depends only on the traffic loads on different routes as long as the flow arrivals
are Poissonian.

The network consists of links l ∈ L with capacities Cl. We assume that there
are K traffic classes. Class-k flows arrive at rate νk. The mean flow size of class
k is σk. Class-k flows can be routed to one of the routes Rk. Each route r is a
subset of the links r ⊂ L. x is the system state vector, where the element xk,r

is the number of class-k flows on route r. The arrival rate of class-k traffic on
route r is λk,r(x). The rates need to satisfy the traffic constraints∑

r∈Rk

λk,r(x) ≤ νk ∀x, k. (12)

The bitrate allocated for class-k flows on route r is denoted φk,r(x) and
assumed to be equally shared between these flows. The allocations have to satisfy
the capacity constraint ∑

k

∑
r∈Rk:l∈r

φk,r(x) ≤ Cl ∀x, l. (13)

If the arrival rates of the flows are fixed, i.e. λr,k(x) = λr,k, the detailed
balance condition is satisfied when the capacity allocation is balanced. Every
balanced capacity allocation can be defined by a unique balance function Φ(x)
so that Φ(0) = 1 and

φk,r(x) =
Φ(x− ek,r)
Φ(x)

∀xk,r > 0. (14)
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Balanced fairness is the balanced capacity allocation that is the most effi-
cient [5, 12] in the sense that at least one link is saturated in each state. Balanced
fairness can be defined recursively by Φbf(0) = 1 and

Φbf(x) = max
l

1
Cl

∑
k

∑
r:l∈r,xk,r>0

Φbf(x− ek,r). (15)

If the capacity allocation is balanced, a network with dynamic routing is
insensitive if and only if the routing is balanced [5]. Similarly to capacity alloca-
tion, routing is balanced if there exists a balance function Λ such that Λ(0) = 1
and

λk,r(x) =
Λ(x+ ek,r)
Λ(x)

∀x. (16)

A network can be insensitive even if the capacity allocation is not bal-
anced [5]. While balanced fairness is the most efficient balanced allocation more
efficient solutions may exist if both allocation and routing are considered simul-
taneously. The detailed balance condition is satisfied with any balance functions
Ψ such that

λk,r(x − ek,r)
φk,r(x)

=
Ψ(x − ek,r)
Ψ(x)

∀x : xk,r > 0. (17)

4 Optimal Insensitive Routing Policies

In this section, we present several insensitive routing methods using the presented
network model. With each method, our aim is to find the policy that minimizes
the flow blocking probability of the system. Because we consider insensitive
routing, the blocking probabilities do not depend on the flow size distribution.
More efficient routing policies may be found if the requirement for insensitivity
is omitted hence the best insensitive policy is a lower bound for the performance
of the sensitive network.

We assume that the flows have a lower bound for a useful bandwidth, see
e.g. [13]. An arriving class-k flow is blocked if the minimum bit rate φmin

k cannot
be provided. The state space S of the system is

S =
{
x :
φk,r(x)
xk,r

≥ φmin
k , ∀k, r ∈ Rk

}
. (18)

The criterion we use to determine the optimal policy is the flow blocking
probability. The blocking probability of traffic class k is∑

x

π(x)
(

1 −
∑

r∈Rk
λk,r(x)
νk

)
(19)

and the overall blocking probability is∑
x

π(x)
(

1 −
∑

k

∑
r∈Rk

λk,r(x)
ν

)
, (20)

where ν =
∑

k νk is the overall offered traffic.



Optimal Load Balancing in Insensitive Data Networks 319

4.1 Static Routing

The simplest routing policy is the static routing. The routing does not depend
on the network state but the traffic classes are routed in some fixed ratios among
the different routes. Determining the best static routing is straightforward, see
e.g. [1].

4.2 Dynamic Routing with Local Information

When a routing decision is made the best result is achieved if the state of the
whole network is known at the time of the decision. In practice, this information
is not always available. If a traffic class knows only the number of flows belonging
to that class on each route it is said to have local knowledge. The routing decision
depends only on the local state λk,r(x) = λk,r(xk), where xk = {xk,r}r∈Rk

. The
routing is decentralized as the routing decisions of the different classes are made
independently.

In [7], the authors present a method to determine optimal insensitive routing
with local knowledge. The details can be found in the article. Finding the policy
is very straightforward and fast. The optimal policy is simple, i.e. there is only
one local state where traffic is rejected.

In a sense, the assumption of only local knowledge is too restrictive. If flows
on a route are blocked the source knows that the route is congested at some
link. The capacity allocated for the flows depends on the network state hence
the source can get some information on the global network state by observing
the bandwidth available on each route.

4.3 Dynamic Routing with Balanced Fairness Allocation

When the state of the whole network is known at the time of the routing decision
the routing is more efficient than with only local knowledge. If a link is congested
the traffic can be routed to another link with less traffic. We assume that the
capacity is allocated according to balanced fairness as it is the most efficient
balanced allocation.

The routing problem can be formulated as a Markov decision process. In
each state, the set of actions are the feasible routing alternatives. The actions
that lead to the lowest blocking probabilities while satisfying the constraints
constitute the optimal routing policy.

In the MDP problem, the state of the process is the network state and the
actions are the routing decisions. The decision vector is d = (d1, . . . , dK), where
dk = r if class-k traffic is directed to route r ∈ Rk and dk = 0 if the class is
blocked. π(x, d) is a decision variable and corresponds to the probability that the
system is in state x and routing d is used. The time the system is blocking class-
k traffic in state x is

∑
d:dk=0 π(x, d). Using this notation the Markov decision

problem can be formulated as a linear programming problem as follows:

min
π(x,d)

∑
k

νk
ν

∑
x

∑
d:dk=0

π(x, d), (21)
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s.t. νk
∑

d:dk=r

π(x, d) =
φk,r(x+ ek,r)

σk

∑
d

π(x + ek,r, d) ∀x, k, r ∈ Rk, (22)

∑
x

∑
d

π(x, d) = 1, (23)

π(x, d) ≥ 0 ∀x, d. (24)

If the flow sizes are exponentially distributed, the stochastic process describ-
ing the state of the network is Markovian and the best nonbalanced routing
policy can be determined using MDP-theory. The detailed balance constraints
(22) are replaced with the global balance constraints

∑
k

νk
∑

d:dk �=0

π(x, d) +
∑

k

∑
r∈Rk

φk,r(x)
σk

∑
d

π(x, d)

=
∑

k

∑
r∈Rk

νk
∑

d:dk=r

π(x− ek,r, d) +

+
∑

k

∑
r∈Rk

φk,r(x+ ek,r)
σk

∑
d

π(x+ ek,r, d) ∀x (25)

and the LP problem is solved.

4.4 Joint Optimal Routing and Capacity Allocation

The previous policy assumed the capacity allocation to be separately balanced
and fixed in advance (balanced fairness) and only the routing was considered.
Better results can be obtained if routing and capacity allocation are considered
simultaneously. The actions in each state consist of the routing decision and the
capacity allocation decision.

Let Ck,r = minl∈r(Cl) be the maximum bandwidth available for class-k traf-
fic on route r. The allocation actions are modeled with an allocation vector
b = (b1,1, . . . , b1,r, b2,1, . . . , bK,1, . . . , bK,r), where bk,r = 1 if bandwidth Ck,r is
allocated to class k on route r and 0 if no capacity is allocated.

When routing is considered, the accepted traffic may not exceed the offered
traffic. The problem formulation takes this constraint into account implicitly.
When capacity allocation is considered, the allocated capacity on any link may
not exceed the capacity of the link. In addition to the detailed balance con-
straints, the capacity constraints need to be added explicitly to the problem.
Additional constraints are also needed to guarantee the minimum bit rate φmin

k

for the accepted flows. The MDP-LP formulation of the problem reads

min
π(x,d,b)

∑
k

νk
ν

∑
x

∑
d:dk=0

∑
b

π(x, d, b), (26)

s.t. νk
∑

d:dk=r

∑
b

π(x, d, b) =
Ck,r

σk

∑
d

∑
b:bd,r=1

π(x + ek,r, d, b) ∀x, (27)
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k

∑
r∈Rk:l∈r

Ck,r

∑
d

∑
b:bk,r=1

π(x, d, b) ≤ Cl

∑
d

∑
b

π(x, d, b) ∀x, l, (28)

xk,rφ
min
k

∑
d

∑
b

π(x, d, b) ≤ Ck,r

∑
d

∑
b:bk,r=1

π(x, d, b) ∀x, k, r ∈ Rk,(29)

∑
x

∑
d

∑
b

π(x, d, b) = 1, (30)

π(x, d, b) ≥ 0 ∀x, d, b, (31)

where (28) represents the link capacity constraint and (29) is the minimum bit
rate constraint. The inner double summation of the left hand side of (28) gives
the proportion of time the system is in state x and capacity Ck,r is allocated to
class k on route r. Division by the double sum of the right hand side yields the
capacity allocation to class k on route r in state x.

A better performance may be achieved if the detailed balance equations (27)
are replaced by the global balance equations, as is done in the usual MDP-LP
formulation,∑

k

νk
∑

d:dk �=0

∑
b

π(x, d, b) +
∑

k

∑
r∈Rk

Ck,r

σk

∑
d

∑
b:bk,r=1

π(x, d, b)

=
∑

k

∑
r∈Rk

νk
∑

d:dk=r

∑
b

π(x − ek,r, d, b) +

+
∑

k

∑
r∈Rk

Ck,r

σk

∑
d

∑
b:bk,r=1

π(x+ ek,r, d, b) ∀x. (32)

Note, however, that in this case the system is not insensitive and the MDP
assumptions require the flow size distribution to be exponential.

4.5 Extensions to the Model

The LP formulation makes it possible to easily introduce additional constraints
to the problem. The traffic classes can have service requirements that need to
be satisfied. Any constraint that can be expressed as a linear equation in the
decision variables can be included in the problem.

The following examples are given using the formulation with free capacity al-
location but the same constraints can be written using the formulation with fixed
capacity allocation. For instance, we may require that the blocking probability
of class k is below α ∑

x

∑
d:dk=0

∑
b

π(x, d, b) ≤ α. (33)

Another possible requirement is that the average throughput of accepted class-k
flows is at least ck ∑

r∈Rk

Ck,r

∑
x:xk,r>0

∑
d

∑
b:bk,r=1

π(x, d, b) ≥ ck. (34)
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5 Numerical Results

We study the different policies considered above in a simple network illustrated
in Fig. 1. There are two links with unit capacities Ci = 1, i = 1, 2. The minimum
bit rate φmin

k required for a flow is taken to be 0.2.
There are three traffic classes. Flows in the adaptive class with arrival inten-

sity ν0 can be routed to either of the links, while both links receive also dedicated
background traffic. The arrival rate of the background traffic on link i is νi. The
number of background flows on link i is xi and and the number of adaptive flows
is x0,i, i = 1, 2. We assume that each background class makes up 10% of the total
load and that the mean flow sizes σ0, σ1 and σ2 are identical. The allocated bit
rates on link i are φ0,i(x) and φi(x). If balanced fairness is used the allocation
is φ0,i(x) = x0,i

x0,i+xi
and φi = xi

x0,i+xi
.

x2

x0,2

x0,1

x1

C2

C1

υ2

υ0

υ1

Fig. 1. Example network.

We compare the policies presented in Sect. 4 in the example network with
different traffic loads. The network is insensitive with all the presented policies,
i.e. the stationary distribution does not depend on the traffic characteristics.
Figure 2 illustrates the blocking probabilities. The static routing has the poor-
est performance as expected. The dynamic policies utilizing balanced fairness
perform almost identically with the policy based on global information being
slightly better than the one restricted to the use of local knowledge, but the dif-
ference is hardly noticeable. If also the capacity allocation is considered jointly
with the routing the results are clearly better. For comparison, the optimal sensi-
tive result obtained with exponentially distributed flow sizes is also depicted and
demonstrates the performance penalty that has to be paid for the requirement
of insensitivity.

An interesting point is that the best decentralized policy is very close to the
optimum with global information. If this is the case also in more complex net-
works the result has useful consequences. Determining the decentralized policy
is significantly easier than solving the LP problem corresponding to the MDP
formulation. The requirement of real time global knowledge of the network state
is hard to satisfy, hence a policy based on it is hard to implement. On the other
hand, the local knowledge is easily attainable.

While it seems counter-intuitive, the optimal capacity allocation does not
utilize all the link capacities in every state. There is a trade-off between rejecting
traffic and wasting capacity. When the load of the network is low it is better to
waste part of the capacity instead of blocking traffic.
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Fig. 2. Blocking probabilities.

6 Conclusions

Load balancing is an important topic on communication networks. Optimal load
balancing is sensitive to detailed traffic parameters, hence finding the optimal
policy is usually feasible only with the assumption of an exponential flow size dis-
tribution. In this paper, we presented a method to determine the best insensitive
routing policy by utilizing the linear programming formulation of the Markov
decision theory. In contrast to the global balance conditions of the ordinary
MDP-LP formulation, detailed balance conditions were imposed as constraints.
The performance of the system utilizing the insensitive policy does not depend
on the flow size distribution.

We illustrated the performance in an example network. The performance
with global knowledge is only slightly better than with local knowledge. Better
results are obtained if both the capacity allocation and the routing are considered
simultaneously. Still, even in this case, some performance penalty has to be paid
for the insensitivity.
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Abstract. Hybrid routing approaches which either combine the best of tradi-
tional IGP and MPLS routing or allow a smooth migration from traditional IGP
routing to the newly proposed MPLS standard have scarcely been addressed by
the IP community. This paper presents an on-line traffic engineering (TE) model
which uses a hybrid routing approach to achieve efficient routing of flows in IP
networks. The model assumes a network-design process where the IP flows are
classified at the ingress of the network and handled differently into the core using
a multiple metric routing mechanism leading to the logical separation of a phys-
ical network into two virtual networks: An IGP network carrying low bandwidth
demanding (LBD) flows and an MPLS network where bandwidth-guaranteed tun-
nels are setup to route high bandwidth demanding (HBD) flows. The hybrid rout-
ing approach uses a route optimization model where (1) link weight optimization
(LWO) is implemented in the IGP network to move the IP flows away from links
that provide a high probability to become bottleneck for traffic engineering and
(2) the MPLS network is engineered to minimize the interference among compet-
ing flows and route the traffic away from heavily loaded links. We show that a
cost-based optimization framework can be used by an ISP to design simple and
flexible routing approaches where different metrics reflecting the ISP’s view of its
TE objectives are deployed to improve the use and efficiency of a network. This
is achieved through extensions to a mixed cost metric derived from the route op-
timization model. The IGP+MPLS routing approach is applied to compute paths
for the traffic offered to a 15- and 50-node network. Preliminary simulation re-
veals performance improvements compared to both IGP and MPLS routing in
terms of the routing optimality and the network reliability.

1 Introduction

The Internet has developed beyond the best effort service delivered by traditional IP
protocols into a universal communication platform where (1) better IP services delivery
is attempted using enhancements to traditional Interior Gateway Protocol (IGP) pro-
tocols and (2) new protocols are standardized to support Traffic Engineering (TE): a
network management technique allowing the traffic to be efficiently routed through a
routed or switched network by effecting QoS agreements between the offered traffic
and the available resources.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 325–338, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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1.1 The Dualism IGP/MPLS TE

Traffic engineering has raised debates splitting the Internet Engineering Task Force
(IETF) into divergent groups with different views concerning how the future Internet
will be engineered. On one hand, there are the advocates of the destination-based TE
model who point to (1) the ability of the Internet to support substantial increases of
traffic load without the need for sophisticated TE mechanisms and (2) the need for
routing mechanisms which keep the Internet’s backbone simple while moving the com-
plexity and intelligence at the edges of the network and at customer sites. The link
weight optimization (LWO) model proposed in [1] implements this approach using tra-
ditional IGP routing with appropriate adjustments to the IGP link weights. On the other
hand, proponents of the source- or flow-based routing approach have adopted a TE
model closer to traditional data communications technologies such as frame relay and
ATM where a smarter IP backbone is implemented using Multiprotocol Label Switch-
ing (MPLS) [2]. MPLS is based on a routing model borrowed from the ATM virtual
connection paradigm where the traffic is routed over bandwidth-guaranteed tunnels re-
ferred to as Label Switched Paths (LSPs). These LSPs are set up and torn down through
signaling.

It can be credited to the LWO model the advantages of (1) simplicity (2) capability
of using diverse performance constraints and (3) compatibility with traditional IGPs.
However there are drawbacks associated to this model. These include (1) the need to
change routing metrics (patterns) leading to routing inconsistencies during the transient
behavior from one routing pattern to another (2) the NP-hardness of the problem of
finding link metrics which minimize the maximum utilization and (3) the inability to
achieve optimal routing patterns for some networks even with link weight changing.

MPLS has recently experienced a wide deployment on the ISP backbone as a proto-
col that merges various technologies such as ATM and Frame relay over one backbone
running IP (see [3] for listings of MPLS vendors and users). MPLS is based on a TE
model where packet forwarding and routing are decoupled to support efficient traffic
engineering and VPN services. However, a cautionary note was sounded on MPLS [4]
as a protocol that presents security and privacy concerns and increases the network
management burden resulting from the signaling operations required to setup and tear
down the LSPs.

1.2 Contributions and Outline

Hybrid routing approaches which either combine the best of IGP and MPLS routing or
allow a smooth migration from traditional IGP routing toward the newly standardized
MPLS protocol have scarcely been addressed by the IP community. There have been a
few number of papers proposing hybrid IGP+MPLS routing in offline traffic engineer-
ing settings where the network topology and traffic matrix are known a priori. These
proposals include [5–8]. We proposed a hybrid IGP+MPLS routing approach referred
to as Hybrid in [9] and showed through simulation its relative efficiency compared to
pure IGP and MPLS routing. Hybrid is based on an online TE model where (1) the IP
flows are classified at the ingress of the network based on a cutoff parameter express-
ing the limit between low bandwidth demanding (LBD) and high bandwidth demanding
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(HBD) flows and (2) handled differently in the core of the network using the IGP model
to route LBD flows while HBD flows are carried over MPLS tunnels (LSPs).

This paper builds upon the work done in [9] to improve the performance of Hybrid
with the objective of finding an optimal network configuration minimizing loss, maxi-
mizing bandwidth and reducing the network complexity. We adopt a routing approach
which is based on an online TE model similar to [9] where the IP flows are classified
at the ingress of the network into LBD and HBD traffic classes and handled differ-
ently in the core leading to the logical separation of a physical network into two virtual
networks: (1) an IGP network carrying LBD flows and (2) a MPLS network where
bandwidth-guaranteed tunnels are setup to route HBD flows. The main contributions of
this paper are

– Hybrid IGP+MPLS Route Optimization. We present an online traffic engineer-
ing model using ingress flow classification as in [9] but deploying a different route
optimization model in the core where (1) link weight optimization (LWO) is imple-
mented in the IGP network to move the IP flows away from links that provide a
high potential to become bottleneck for traffic engineering and (2) the MPLS net-
work is engineered to minimize the interference among competing flows and route
the flow requests away from heavily loaded links.

– Cost-Based Optimization Framework. We show through logarithmic transform
of a multiplicative link metric derived from the route optimization model that a cost-
based optimization framework can be used by an Internet Service Provider (ISP)
to design simple and flexible routing approaches where different metrics reflecting
the ISP’s view of its TE objectives (reliability, optimality, delay, etc) are deployed
to improve the use and efficiency of a network.

– Network Performance Improvements. We applied the routing approach to a 15-
and 50-node network to evaluate the performance of the IGP+MPLS routing ap-
proach compared to MPLS, IGP routing and the Hybrid algorithm recently pro-
posed in [9]. Simulation reveals that while achieving the same optimality as the
MPLS approach, the new IGP+MPLS routing approach results in further perfor-
mance improvements in terms of network reliability and quality of the paths.

The rest of this paper is structured as follows. Section 2 presents the IGP+MPLS
routing approach. An application of the IGP+MPLS routing approach to compute paths
for the flows offered to a 15- and 50-node network is presented in section 3. Our con-
clusions are presented in section 4.

2 The IGP+MPLS Routing Approach

Consider a network represented by a directed graph (N ,L) where N is a set of nodes,
L is a set of links, L = |L| is the number of links and N = |N | is the number of nodes
of the network. Assume that the network carries IP flows that belong to a set of service
classes S = {SLBD, SHBD} where SLBD and SHBD define the set of low bandwidth
demanding (LBD) and high bandwidth demanding (HBD) flows respectively. Let C

denote the capacity of link � and let Pi,e denote the set of paths connecting the ingress-
egress pair (i, e). Assume a flow-differentiated services where a request to route a class
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service s ∈ S flow of di,e bandwidth units between an ingress-egress pair (i, e) is
received and that future demands concerning IP flow routing requests are not known.

Let Lp =
∑

∈p L(n, r, α, β) denote the cost of path p where L(n, r, α, β) is
the cost of link � when carrying n flows, r is the total bandwidth reserved by the IP
flows traversing link � and (α, β) is a pair of network calibration parameters.

The flow routing problem consists of finding the best feasible path ps ∈ Pi,e where

Lps = min
p∈Pi,e

Lp (1)

di,e < min
∈ps

(C − r) (2)

Equations (1) and (2) express respectively the optimality of the routing process and the
feasibility of the flows.

2.1 The Cost-Based Optimization Framework

We proposed in [9] a route optimization model minimizing the interference among
competing flows through link loss minimization (reliability) and link bandwidth us-
age maximization (quantifying the network optimality). This combined reliability and
optimality objective was achieved by using a routing metric multiplying the link loss
probability w by power values of the link interference n and the link congestion dis-
tanceD = C − β(r + di,e) under an “equal probability” assumption where the link
loss probability is set to a constant value w = 1/L. The resulting mixed cost metric is
expressed by

L(n, r, α(s), β(s)) = wn
α(s)
 /(C − β(s)(r + di,e))(1−α(s)) (3)

The Link Weight Optimization

The “equal probability” of the link loss probability (w = 1/L) assumed in [9] may
become a limitative factor in network conditions where some links have a higher prob-
ability to become bottleneck for traffic engineering than others or where some links
are more unreliable than others. This is illustrated by the symmetric network of Fig-
ure 1 (a) which depicts a route-multiplexed network configuration where the two flows
(s1, d1) and (s3, d3) interfere with the flow (s2, d2) on link (9, 10). Under heavy traf-
fic profile, this network configuration may lead to overloading the link (9, 10) which
thus becomes a bottleneck for traffic engineering. Under failure of link (9, 10), the
route-multiplexed network configuration leads to the loss of all the three flows (s1, d1),
(s2, d2) and (s3, d3). The route-separated network configuration of Figure 1 (b) leads
to a balanced network where each of the three flows is routed over its own path. The
path separation paradigm illustrated above may be implemented by assigning a higher
weight to the links which have a higher probability to attract more traffic such as the
link (9, 10) while allocating lower weights to the other links � �= (9, 10).

We consider a flow optimization model where the link weights are expressing the
probability for a link to attract more traffic flows. This link weight also expresses the
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Fig. 1. The “symmetric” network.

potential for the network to reroute the IP flows under failure of the link. The link weight
w also referred to as the link loss probability is defined by

w =
∑
k∈K

δ,k/L (4)

where K = ∪i,eKi,e is the set of disjoint paths on all ingress-egress pairs of the network
and Ki,e is the set of disjoint paths from node i to node e and δ is defined by

δ,k =
{

1 path k traverses link �
0 otherwise

(5)

The New Mixed Cost Metric

We adopt the same reliability-related optimality paradigm as [9] using an IGP cost met-
ric to route LBD flows while finding the paths to carry HBD flows based on a TE metric.
We extend the link cost model (3) to consider the impact of the probability of a link to
attract more or less traffic than another (w �= 1/L) on the network performance as
illustrated by the path separation paradigm. The new mixed cost metric is expressed by

L(n, r, α, β) = w(1−s)
 nsα

 /(R(i, e) − βr)s(1−α) (6)

where R(i, e) = C − βdi,e is the subscribed bandwidth of the flow offered to the I-E
pair (i, e) on link �, β ∈ {0, 1} is a parameter expressing the link residual bandwidth
model implemented and 0 ≤ α ≤ 1 is a calibration parameter expressing the trade-off
between reliability and optimality. Note that the link metric (6) yields (1) Link weight
optimization (L = w) for s = 0 and (2) Least Interference Optimization (L =
nα

 /(R(i, e) − βr)(1−α)) for s = 1.
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Additive Composition Rule

As expressed by equation (6), the routing metric presents a multiplicative composition
rule of power values of the link loss probability, the link interference and the inverse
of the congestion distance. However, routing in modern communication networks may
require the use of a cost metric such as the delay which has an additive composition
rule. This is the case for example in hybrid wired+wireless networks where the delay
on a satellite link should be considered as an important parameter of a path cost. Such
an additive metric can be obtained through logarithmic transform of the multiplicative
function (6) leading to an additive metric expressed by

L(n, r, α, β) = (1 − s) logw + sα logn + s(1 − α) log
X

R − βr (7)

where X is a calibration parameter which can be set to the maximum link capacity
X = max C to avoid negative link costs since log 1

R�−βr�
< 0. Negative link costs

may also be avoided by setting X = C and ensuring that the feasibility constraint
expressed by equation (2) is respected.

A generalization of this cost model to the case where the delay (d) or some other
additive metrics are considered is as follows

L(n, r, ηi) = η0 logw + η1 logn + η2 log
X

R − βr + η3 log d (8)

where
∑3

k=0 ηk = 1, ηk is the weight allocated to the k th parameter on the link cost,
d is an additive routing metric such as the queuing or propagation delay. Note that the
parameters ηK are weights which are used to express the relative importance of each of
the four different parameters of the additive cost metric. In the rest of this paper we will
refer to routing models using the multiplicative cost metrics (3) and (6) as Hybrid and
Hybridlwo respectively. The routing models using the additive link metrics (7) and (8)
will be referred to asHybridlog andHybridgen respectively. The delay cost metric (9)
referred to as Delay will be compared to the additive metricsHybridlog andHybridgen

in section 3.

L =
1

C − r + d (9)

2.2 The Path Selection Model

The basic idea behind our path selection model is to differentiate flows into classes
based on their bandwidth requirements and route LBD flows using LWO and a mix of
interference minimization and congestion distance maximization for HBD flows.

Key Features

The path selection algorithm proposed is based on the following key features

– The link loss probability estimation is based on a counting process where (1) the
KSP algorithm proposed in [11] is implemented to find disjoint paths for each
ingress-egress pair and (2) the loss probability on a link is set to a value expressing
the number of disjoint paths traversing that link. The core of this counting process
has been embedded in the path selection algorithm below.
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– We consider a flow classification model where for flow routing requests with band-
width demands uniformly distributed in the range [1,M ], flows are classified into
SLBD and SHBD classes based on a cut-off parameter 1 ≤ τ ≤ M used to define
the limit between LBD and HBD flows. This parameter will be used as a network
calibration parameter defining the cost model to be deployed for routing the differ-
ent flows.

– The IGP network uses Dijkstra’s algorithm to route the IP flows while a modi-
fied constraint-based routing approach is deployed in the MPLS network where the
network is pruned to meet the bandwidth demand requirements before running Di-
jkstra’s algorithm for finding the least cost paths.

The Path Selection Algorithm

Consider a request to route a class s flow of di,e bandwidth units between two nodes i
and e. Let di,e be uniformly distributed in the range [1,M ] and 1 ≤ τ ≤M is a cut-off
parameter defining the limit between LBD and HBD flows. The algorithm proposed
executes the following steps to route this flow

1. Link Loss Probability Estimation. Compute new link loss probabilities upon
topology change

(a) Initialization. Set n = 0 and w = 0 for each link � ∈ L.
(b) Iteration. For each I-E pair (i,e)

For each node ν neighbor to node i
– find the shortest path p ∈ Pi,e from i to e.
– for each link � ∈ p set w = w + 1 and L = ∞.
– n := n+ 1.

(c) Termination. For each link � ∈ L set w = w/n.

2. Network Calibration. Set s = 0 if di,e < τ or s = 1 if di,e ≥ τ .
3. Path Selection.

(a) Prune the Network. Set L(n, r, α, β) = ∞ for each link � whose link slack
C − r ≤ di,e.

(b) Find a Least Cost Path.
– Traffic Aggregation. If s == 1 and there is an existing path p with suf-

ficient bandwidth to carry the HBD flow then (1) set ps = p and (2) goto
step 4.

– New Path Finding. Apply Dijkstra’s algorithm to find a new least cost
path ps ∈ Pi,e.

4. Route the Request.
– Assign the traffic demand di,e to path ps.
– Update the link occupancy and interference. For each link � ∈ ps

set r := r + di,e and n := n + 1.

Note that the path selection algorithm has the same complexity as Dijkstra’s algorithm:
O(N2).
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Fig. 2. The test networks.

3 An Implementation

This section presents simulation experiments conducted using a 15-node test network
obtained from [13] and a 50-node test network taken from [14] to compare the perfor-
mance of (1) IGP routing using the OSPF model (2) MPLS routing using the LIOA
[15] algorithm (3) hybrid IGP+MPLS routing using the two multiplicative metrics
Hybrid and Hybridlwo (4) hybrid routing using the two additive metrics Hybridlog

and Hybridgen and (5) the widely known delay metric Delay combining queuing
and propagation delays. The 50-node network used in our experiments includes 2450
ingress-egress pairs and 202 links capacitated with 38,519,241 units of bandwidth. Fig-
ure 2 (b) presents a graphical representation of the 50-node network. The 15-node net-
work illustrated by Figure 2 (a) is the same as the test network used in [13] but in
contrast to [13] which consider only four traffic flows we assume that each node of the
15-node network is a potential source (ingress) and destination (egress) of traffic.

We consider two types of traffic: (1) uniform where the demands di,e are uniformly
distributed in the interval [1,M ] as illustrated by Figure 3(a)and bursty where the de-
mands di,e present periods of bursts over the simulation period as illustrated by Fig-
ure 3(b).

3.1 Performance Parameters

The relevant performance parameters used in the simulation experiments are (1) the
network optimality expressed by the percentage flow acceptance referred to as ACC
and the average link utilization referred to as UTIL (2) the network reliability expressed
by the average link interference AV and the maximum link interference MAX and (3)
the quality of the paths expressed by the path set optimality and path set disjointness.
The impact of the hybrid IGP+MPLS routing approach on the network simplicity (ex-
pressed by the reduction in number of LSPs required to route HBD flows) has not been
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Fig. 3. The traffic profiles.

considered in this paper since the static flow differentiation model considered should
lead to the same performance pattern as [9] in terms of network simplicity.

ACC is the percentage of flows which have been successfully routed by the net-
work.UTIL defines the average link load expressing how far the links are from their
congestion region. This parameter determines the potential for the network to support
traffic growth: a lower utilized network offers a higher potential to support an increase
of traffic load than a highly utilized network. AV is the average number of flows carried
by the network links. It expresses the average number of flows which must be re-routed
upon failure: an algorithm which achieves lower average interference is more reliable
since it leads to re-routing fewer flows upon failure. MAX is the maximum number
of flows carried by a link. It is another reliability parameter expressing the maximum
number of flows which will be re-routed upon failure of the most interfering link.

It is widely recognized that offline TE algorithms designed based on a centralized
routing model can optimize routing globally. We proposed a preplanned flow optimiza-
tion algorithm referred to as FLD in [11] for setting up LSPs in a network using offline
TE. We consider the path set optimality as an optimality parameter expressing how
close the set of paths computed by an algorithm are to the set of paths computed us-
ing the FLD algorithm. The K-shortest path (KSP) algorithm has been widely deployed
for facility restoration in several types of networks. Similarly, we consider the path set
disjointness as a reliability parameter expressing how close the set of paths computed
using a defined algorithm are to the set of disjoint paths computed using a version of
the K-shortest path algorithm proposed in [11].

3.2 Simulation Experiments

Four simulation experiments were conducted to analyze (1) the impact of the demand
range [1,M ] on the network optimality expressed by the flow acceptance and the link
utilization (2) the impact of the demand range [1,M ] on the network reliability ex-
pressed by the average and maximum link interference (3) the impact of the traffic
profile (bursty or uniform) on the network efficiency and (4) the quality of the paths
carrying the IP flows.

The parameter values for the simulation experiments are presented in in terms of
the offered flow routing requests, the flow request rates λ, the flow holding time 1/μ,
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Fig. 4. Optimality: 50-node network.

the cut-off parameter τ , the maximum bandwidth demandM , the number of simulation
trials T = 50 and the number of flow requests per trial N = 50000. The flow arrival
and services processes are Poisson. Each flow bandwidth demand di,e is uniformly
distributed in the range [1,M ].

The results of the experiments are presented in Figures 4 and 5 and Tables 1 and 2.
Each entry in the tables presents the point estimates (averages) of each of the perfor-
mance parameters described above computed at 95% confidence interval usingα = 0.5.
These averages have been computed for different demand ranges and different traffic
profiles. Table 2 compares the quality of the paths in terms of path set optimality (a
measure of the network optimality) and path set disjointness (a measure of the network
reliability).

Experiment 1. The Impact of the Demand Range [1, M ] on the Network Optimality

For flow routing requests whose demand are uniformly distributed in the range [1,M ],
different traffic conditions (profiles) may be obtained through variation of the upper
bound of the demand range M by setting its value higher to simulate heavy load con-
ditions and lower to express light load conditions. The curves depicted by Figure 4(a)
reveal (1) the same flow acceptance for the five algorithms under light traffic profile
(M ≤ 300) (2) the same and higher flow acceptance for LIOA , Hybrid andHybridlwo

compared to both LWO and OSPF under heavier traffic conditions (M > 300) and
(3) better flow acceptance for LWO compared to OSPF under heavier traffic conditions
(M > 300). The curves depicted by Figure 4(b) reveal lower average link utilization
for OSPF compared to the other four algorithms. This performance is achieved at the
expense of reduced flow acceptance as illustrated by Figure 4(a).

Experiment 2. The Impact of the Demand Range [1, M ] on the Network Reliability

The average and maximum link interference are performance measures reflecting the
average and maximum number of flows which should be rerouted upon link failure.
Figures 5 (a) and (b) illustrating how the average and maximum interference respec-
tively vary with the load conditions present shapes which show that the reliability of the
network decreases withM increases. Figure 5 (a) depicting the average interference for
the five algorithms reveals that OSPF achieves the highest value compared to the other
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four other algorithms. The results illustrated by Figure 5 (b) show that LWO achieves
the lowest maximum interference while OSPF achieves the highest values of the max-
imum interference and presents a shape which reveals a higher degradation of the net-
work reliability with the variation ofM (traffic conditions) compared to the other four
algorithms. The LWO performance is in agreement with the use of the link loss proba-
bility as a weight set to avoid the concentration of traffic flows on some links while the
OSPF inefficiency results from the destination-based routing paradigm implemented by
OSPF where no attention is paid to potential bottlenecks for traffic engineering.

Experiment 3. The Impact of the Traffic Profile on the Network Performance

The results presented in Table 1 show that (1) for the same network parameters, the net-
work performance degrades under bursty traffic profile and (2) in general Hybridlwo

performs better than the other algorithms in terms of reliability and optimality under
both uniform and bursty traffic profiles. These results also reveal that (1) the hybrid
routing approaches using additive (Hybridlog) and multiplicative (Hybridlwo) com-
position rules achieve the same performance and (2) using hybrid the additive metrics
(Hybridlog and Hybridgen) leads to better network reliability results compared to the
Delay model. These results confirm the relative efficiency of Hybridlwo compared to
Hybrid and the improvements of LWO on OSPF routing. These relative efficiency re-
sults from the implementation of the link weight optimization.

Experiment 4. The Quality of Paths

We conducted simulation experiments to compare the commonality between the path
sets computed using the FLD and KSP algorithms and the path sets found by each of
the eight routing algorithms (OSPF , LIOA , LWO,Hybrid,Hybridlwo,Hybridlog,
Hybridgen and Delay) to find how close these path sets are to the FLD and KSP com-
puted path sets under uniform and bursty traffic profile. The results of these experiment
are defined in terms of commonalty between the path sets defined as follows:

– Px and Py denote the sets of paths found by the algorithms x and y respectively.
– Px ∩ Py(strong) : paths common to both Px and Py whose x and y values differ

by less than 5%.
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Table 1. The impact of the traffic profile.

Uniform profile Bursty profile
50-node ACC UTIL AV MAX ACC UTIL AV MAX

OSPF 83 56 450 1771 69 66 417 1542
LWO 86 59 429 1134 72 68 403 1070
LIOA 92 58 425 1229 77 68 402 1137
Hybrid 89 59 438 1620 76 69 409 1435
Hybridlwo 90 59 425 1133 76 68 400 1074
Hybridlog 89 59 425 1023 75 70 400 998
Hybridgen 89 59 425 1123 76 68 401 1080
Delay 90 56 381 1419 76 66 400 1189

Uniform profile Bursty profile
15-node ACC UTIL AV MAX ACC UTIL AV MAX

OSPF 82 79 38 105 75 80 35 99
LWO 81 80 37 78 74 81 34 73
LIOA 82 80 38 76 75 81 35 71
Hybrid 83 79 38 86 76 80 35 79
Hybridlwo 82 79 37 65 76 80 34 62
Hybridlog 81 79 37 66 75 80 34 62
Hybridgen 81 79 37 66 75 80 34 62
Delay 81 79 39 76 75 80 36 72

– Px ∩ Py(weak) represents the paths common to both Px and Py whose x and y
values differ by more than 5%.

– Px \ Py : paths discovered only by x.
– Py \ Px : paths discovered only by y.

Simulation revealed the same performance pattern (quality of paths) for both traffic
profiles where the newly proposedHybridlwo algorithm achieves the best path set op-
timality and path set disjointness. A summary of these results is presented in Table 2
where (1) the first column indicates the algorithm whose path set is compared to the
FLD or KSP path set (2) STRONG denotes the strong correlation while WEAK denote
the weak correlation (3) FLD denote the set of paths found by FLD only while KSP

Table 2. The quality of paths: 50-node network.

Path set optimality Path set disjointness
X STRONG WEAK FLD X STRONG WEAK KSP X
OSPF 50 21 8 21 49 20 11 20
LIOA 62 18 8 12 61 17 10 12
LWO 63 16 8 13 61 16 10 13
Hybrid 53 22 8 17 52 22 10 16
Hybridlwo 65 17 8 10 63 16 10 11
Hybridlog 64 17 8 11 62 17 10 11
Hybridgen 64 17 8 11 62 17 10 11
Delay 63 17 8 12 62 17 10 11
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denote the set of paths found by KSP only and (4) X denote the set of paths found
by an algorithm X only. Assuming that an algorithm whose path sets correspond more
strongly to the FLD path sets achieves better optimality, the results presented in Table 2
show that Hybridlwo and its additive version Hybridlog achieve the best optimality
while OSPF performs worse. Similarly if we assume that an algorithm whose path sets
correspond more strongly to the KSP path sets achieve better reliability, similar per-
formance patterns are revealed where Hybridlwo and its additive version Hybridlog

achieve the best reliability results while OSPF routing achieves the worse.

4 Conclusion and Future Research

This paper presents an online TE model combining link weight optimization and inter-
ference minimization to achieve efficient routing of flows in IP networks. The model
is based on a hybrid IGP+MPLS routing approach where flows are classified into low
bandwidth demanding (LBD) and high bandwidth demanding (HBD) flows at the
ingress of the network and routed differently in the core where an IGP network is used
to route LBD flows while bandwidth-guaranteed tunnels are setup in an MPLS net-
work to carry HBD flows. The hybrid routing approach uses a route optimization model
where (1) link weight optimization (LWO) is implemented in the IGP network to move
the IP flows away from links that provide a high probability to become bottleneck for
traffic engineering and (2) the MPLS network is engineered to minimize the interference
among competing flows and route the traffic away from heavily loaded links. Through
logarithmic transform, a multiplicative cost metric is transformed into an additive cost
metric which may be used in routing situations where additive metrics such as the delay
on a satellite link are considered as important parameters of a path cost. This is typical
of hybrid wireless/wired routing environments. Preliminary simulation using a 15- and
50-node network models reveal that the hybrid newly proposed IGP+MPLS routing ap-
proach using link weight optimization (1) performs better than both MPLS routing and
IGP routing in terms of network reliability and optimality (2) finds better paths than
both MPLS routing and IGP routing and (3) may be deployed using a cost-based opti-
mization framework where a multiplicative or an additive composition rule of the link
metric are used with the same efficiency.

This paper has presented a significant suggestion on how differentiated metrics han-
dling can be used in a cost-based framework to improve the efficiency of a network.
However, further simulation experiments using different topologies with different mesh
degrees and various traffic profiles are required to validate the multiple metric routing
approach proposed in this paper as an efficient tool to be deployed by ISPs. The de-
ployment of the routing approach proposed in this paper to achieve inter-domain traffic
engineering in the emerging Internet panorama is another direction for future research.
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Abstract. Multihoming, the practice of connecting to multiple pro-
viders, is becoming highly popular. Due to the growth of the BGP rout-
ing tables in the Internet, IPv6 multihoming is required to preserve the
scalability of the interdomain routing system. A proposed method is to
assign multiple provider-dependent aggregatable (PA) IPv6 prefixes to
each site, instead of a single provider-independent (PI) prefix. This paper
shows that the use of multiple PA prefixes per sites not only allows route
aggregation but also can be used to reduce end-to-end delay by leveraging
the Internet path diversity. We also quantify the gain in path diversity,
and show that a dual-homed stub AS that uses multiple PA prefixes has
already a better Internet path diversity than any multihomed stub AS
that uses a single PI prefix, whatever its number of providers. We claim
that the benefits provided by the use of IPv6 multihoming with multi-
ple PA prefixes is an opportunity to develop the support for quality of
service and traffic engineering.

Keywords: BGP, IPv6 Multihoming, Path Diversity.

1 Introduction

Today, the Internet connects more than 17000 Autonomous Systems (AS) [1],
operated by many different technical administrations. The large majority of ASes
are stub ASes, i.e. autonomous systems that do not allow external domains to
use their infrastructure. Only about 20% of autonomous systems provide transit
services to other ASes [2]. They are called transit ASes. The Border Gateway
Protocol (BGP) [3] is used to distribute routing announcements among routers
that interconnect ASes.

The size of the BGP routing tables in the Internet has been growing dra-
matically during the last years. The current size of those tables creates oper-
ational issues for some Internet Service Providers and several experts [4] are
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concerned about the increasing risk of instability of BGP. Part of the growth of
the BGP routing tables [5] is due to the fact that, for economical and technical
reasons, many ISPs and corporate networks wish to be connected via at least
two providers to the Internet. For more and more companies, Internet connec-
tivity takes a strategic importance. Nowadays, at least 60% of those domains are
multihomed to two or more providers [1, 2]. Therefore, it can be expected that
IPv6 sites will continue to be multihomed, primarily to enhance their reliability
in the event of a failure in a provider network, but also to increase their net-
work performances such as network latency. In order to preserve the scalability
of the interdomain routing system, every IPv6 multihoming solution is required
to allow route aggregation at the level of their providers [4]. Among the sev-
eral IPv6 multihoming methods proposed at the IETF [6], a popular solution is
to assign multiple provider-dependent aggregatable (PA) IPv6 prefixes to each
site, instead of a single provider-independent (PI) prefix. Both IPv4 and IPv6
multihoming methods are described in section 2.

We show in this paper that the use of multiple PA prefixes introduces other
benefits than simply allowing route aggregation. We explain in section 4 how
stub ASes that use multiple PA prefixes can exploit paths that are otherwise
unavailable. In other words, we explain how the use of PA prefixes increases
the number of concurrent paths available. Next, we show that lower delays can
often be found among the new paths. Our simulations suggest that a delay
improvement is observed for approximately 60% of the stub-stub pairs, and that
the delay improvement could be higher in the actual Internet.

In section 5, we quantify the gain in terms of Internet path diversity. We
show that a dual-homed stub AS that uses multiple PA prefixes has already a
better Internet path diversity than any multihomed stub AS that uses a single
PI prefix, whatever its number of providers.

2 IPv4 and IPv6 Multihoming

This section provides some background on traditional IPv4 multihoming and
IPv6 multihoming.

In the current IPv4 Internet, the traditional way to multihome is to announce,
using BGP, a single prefix to each provider, see fig. 1 and 2. In fig. 1, AS 123
uses provider-aggregatable addresses. It announces prefix 10.0.123.0/24 to its
providers AS 10 and AS 20. AS 10 aggregates this prefix with its 10.0.0.0/8
prefix and announces the aggregate to the Internet. In fig. 2, AS 123 announces
a provider-independent prefix to its providers. This prefix is then propagated
by BGP routers over the Internet. Throughout this paper, we will refer to this
technique as traditional IPv4 multihoming, or simply IPv4 multihoming.

The way stub ASes multihome in IPv6 is expected to be quite different from
the way it is done currently in IPv4. Most IPv6 multihoming mechanisms pro-
posed at the IETF rely on the utilization of several IPv6 provider-aggregatable
prefixes per site, instead of a single provider-independent prefix, see [6, 7] and
the references therein. Figure 3 illustrates a standard IPv6 multihomed site.



Leveraging Network Performances 341

AS 123

AS 10 AS 20

10.0.123.0/24

10.0.123.0/24

10.0.123.0/24

10.0.0.0/8 20.0.0.0/8

10.0.0.0/8
ASPath: {AS10,AS123}

ASPath: AS123 ASPath: AS123

20.0.0.0/8
ASPath:AS20

ASPath:AS20 AS123
10.0.123.0/24

Fig. 1. IPv4 Multihoming using a
provider-aggregatable prefix.
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Fig. 2. IPv4 Multihoming using a
provider-independent prefix.
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Fig. 3. IPv6 Multihoming.

In fig. 3, AS 10 and AS 20 provide connectivity to the multihomed site AS
65001. Each provider assigns to AS 65001 a site prefix, respectively 2001:10:1::/48
and 2001:20:1::/48. The two prefixes are advertised by the site exit routers RA
and RB to every host inside AS 65001. Finally, these prefixes are used to derive
one IPv6 address per provider for each host interface. In this architecture, AS
65001 advertises prefix 2001:10:1::/48 only to AS 10, and AS 10 only announces
its own IPv6 aggregate 2001:10::/32 to the global Internet. This new solution
is expected to be used only by stub ASes. Transit ASes are not concerned by
these solutions since they will receive provider-independent IPv6 prefixes. Con-
sequently, in this study, we focus only on stub ASes.

The use of multiple PA prefixes is natural in an IPv6 multihoming envi-
ronment. However, it is not impossible to use the same multihoming technique
in IPv4, i.e. to delegate two IPv4 prefixes to a site. Unfortunately, due to the
current lack of IPv4 addresses, the need to delegate several IPv4 prefixes to a
multihomed site makes this solution less attractive. Thus, throughout this docu-
ment, we will call the new multihoming technique presented here for IPv6 simply
as IPv6 multihoming; although the same concept could also be applied to IPv4
multihomed sites, and although other IPv6 multihoming techniques exist.
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3 Simulation Tools and Setup

IPv6 multihoming with multiple PA prefixes is currently not deployed. As a
consequence, our simulations rely on various generated and inferred Internet-like
topologies, instead of conducting measurement experiments on the actual IPv4
Internet. We use several topologies in order to delimit the impact of the topology
on the results, and to explore possible evolution scenarios for the Internet.

In this study, we focus on the paths announced by BGP between each pair
of stub ASes in a given topology. These paths depend on the topology but also
on the commercial relationships between ASes together with their BGP routing
policies. The commercial agreements between two ASes are usually classified
as customer-provider or peer-to-peer relationships [8,9]. These relationships are
either inferred [8, 9], or directly provided by the topology description. We then
compute, for each AS, the BGP configuration that corresponds to its commercial
relationships with the other ASes. The BGP export policies basically define
that an AS announces all the routes to its customers, but announces to its
peers and providers only the internal routes and the routes of its customers.
Moreover, the configuration defines that an AS prefers routes received from a
customer, then routes received from a peer, and finally routes received from a
provider [8,9]. These filters ensure that an AS path will never contain a customer-
to-provider or peer-to-peer edge after traversing a provider-to-customer or peer-
to-peer edge. This property is known as the the valley-free property, and is
defined in [8]. We announce one prefix per AS. The paths for a given topology
are obtained by simulating the BGP route distribution over the whole topology.
For this purpose, we use a dedicated BGP simulator, named C-BGP [10]. C-
BGP supports import and export filters, and uses the full BGP decision process.
In the absence of intradomain structures, the tie-breaking rule used by C-BGP
for choosing between two equivalent routes is to prefer the route learned from
the router with the lowest router address. As soon as all the routes have been
distributed and BGP has converged, we perform traceroute measurements on
the simulated topology and deduce the paths.

4 Improving Delays with Multiple Prefixes per Site

We will show in this section how the use of multiple PA prefixes can reduce the
end-to-end delay by leveraging the Internet path diversity. Section 4.1 explains
how stub ASes that use PA prefixes can exploit paths that are unavailable using
a single PI prefix. Among the newly available paths, some offer lower delays. In
section 4.3, we evaluate how often this improvement in network latency occurs.
The topology used for the simulation is presented in section 4.2.

4.1 Impact of PI and PA Prefixes on Available AS Paths

Fig. 4 shows an AS-level interdomain topology with shared-cost peerings and
customer-provider relationships. An arrow labelled with “$” from AS x to AS
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y means that x is a customer of y. A link labelled with “=” means that the
ASes have a shared-cost peering relationship [8]. In this figure, both S and D
are dual-homed ASes.

In IPv4, D traditionally announces a single provider-independent prefix to
each of its providers. This PI prefix is propagated by BGP routers all over the
Internet. In particular, if AS S is single-homed, it will receive a single route from
its provider to reach the dual-homed AS D. This route is the best route known
by the provider to join AS D. If AS S is also dual-homed, as illustrated in figure
4, S will receive two BGP routes ECAD and FCAD towards D one from each
of its providers, as shown in fig. 5.

When stub ASes use IPv6 multihoming with multiple PA prefixes, additional
routes exist.
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E F
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Fig. 4. Topology.
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Fig. 5. IPv4 path tree.
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Fig. 6. IPv6 path tree.

Suppose that both ASes S and D use IPv6 multihoming with multiple PA
prefixes. Each host in S has two IPv6 addresses. One is derived from the prefix
allocated by E, while the other one is derived from the prefix allocated by F .
Similarly, each host in D has two IPv6 addresses. When selecting the source
address of a packet to be sent, the host in S could in theory pick any of its two
addresses. However, for security reasons, IPv6 providers must refuse to convey
packets with source addresses outside their address range [6, 7]. For example,
E refuses to forward a packet with a source address belonging to F . Using
traditional IPv4 multihoming, two BGP routes towards D (e.g. SECAD and
SFCAD) are advertised by E and F to S, fig. 5. In an IPv6 multihoming
scenario, since both S and D have two prefixes, S can reach D via A or B
depending on which destination prefix is used, and via E or F depending on
which source prefix is used. So, S has a total of four paths to reach D: SECAD,
SEGBD, SFCAD and SFGBD, see fig. 6.

4.2 A Two-Level Topology with Delays

In order to simulate delays along paths, we cannot rely on topologies provided
by Brite [11], Inet [12], or GT-ITM [13] since they either do not model business
relationships or do not provide delays along links.
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A topology that contains both delays and commercial relationships is avail-
able at [14]. In this topology, the interdomain links and the business relationships
are given by a topology inferred from multiple routing tables [9]. For each peer-
ing relationship found between two domains in this topology, interdomain links
are added. The different points of presence of each domain are geographically
determined by relying on a database that maps blocks of IP addresses and loca-
tions worldwide. The intradomain topology is generated by first grouping routers
that are close to each other in clusters, and next by interconnecting these clus-
ters with backbone links. The delays along the links is the propagation delay
computed from the distance between the routers. The IGP weights used are the
delays for links shorter than 1000 km, twice the delay for links longer than 1000
km but shorter than 5000 km and 5 times the delay for links longer than 5000
km. This is used to penalize the long intradomain links and favor hot-potato
routing. In this topology, 55% of the delays along the BGP route are comprised
between 10 and 50ms. About 20% of the delays are below 10ms and 25% sit
between 50 and 100ms. We consider these delays as minimal bounds for the
real delays, since only the propagation delay is taken into account. Factors that
increase delays like limited bandwiths or congestion delays are not considered
here. Although the simulated delays are inferior bounds to delays observed in
the global Internet, their order of magnitude is preserved.

The resulting topology is described in more details in [14]. It contains about
40,000 routers, 100,000 links and requires about 400,000 BGP sessions. C-BGP
[10] is used to simulate the BGP protocol in order to obtain the router-router
paths and their delays between multihomed stub ASes. For computation time
reasons, we conduct the simulation for a subset of 2086 multihomed stub ASes
randomly chosen among the 8026 multihomed stub ASes.

4.3 Simulation Results

Figure 7 plots the lowest delay obtained when stub ASes use traditional IPv4
multihoming (x-axis), against the lowest delay obtained when stub ASes use
IPv6 multihoming with multiple PA prefixes (y-axis). The gray-scale indicates
the number of stub-stub paths, on a logarithmic scale. The diagonal line that
appears represents stub-stub pairs for which both multihoming techniques yield
to the same lowest delay.
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As explained in section 4.1, the use of multiple PA prefixes provides additional
paths, beside traditional paths that are still available. As a consequence, delays
can only improve, and no dot can appear above the diagonal line. A dot under
this diagonal line indicates that the use of multiple PA prefixes introduces a new
path with a delay lower than the delay along the best BGP path obtained when
a single PI prefix is used. We can see that a lot of dots are located under this
line. Sometimes, the improvement can even reach 150ms in this topology.

Figure 8 shows the cumulative distribution of the relative delay improvement.
It shows that no improvement is observed for approximately 40% of stub-stub
pairs. However, the relative improvement is more than 20% for 30% of stub-stub
paths. Delays are cut by half for about 8% of stub-stub pairs.

As said in section 4.2, the delays observed in this topology are expected to
be minimal bounds to those seen in the real Internet. Thus, we can reasonably
assume that the absolute delay improvements presented in figure 7 will not be
lower in the actual Internet.

These simulation results show that improving delays is a benefit of IPv6
multihoming with multiple PA prefixes, without increasing the BGP routing
tables.

5 Leveraging Internet Path Diversity
with Multiple Prefixes

Section 4.1 has shown that stub ASes using multiple PA prefixes can exploit
paths that are otherwise unavailable. In other words, the use of multiple PA
prefixes increases the number of paths available, i.e. the Internet path diversity.
We have shown that better delays can often be found among the new paths. An
increase in path diversity can also yields other benefits, like better possibilities of
load balancing. In this section, we propose to quantify the Internet path diversity
that exists when a multihomed stub AS uses either multiple PA prefixes or a
single PI prefix.

We first detail the inferred and generated topologies that are used in the
simulations. Next, we present and discuss the results of simulations made on
an inferred AS-level Internet topology. Finally, we evaluate the impact of the
topology on the path diversity.

5.1 Internet Topology

In section 4, we used a large router-level Internet topology that models delays. In
this section, we use AS-level topologies instead, for two reasons. A first reason is
the computation time. The topology used in section 4 is unnecessarily complex
for an AS-level simulation since it models routers and delays. A second reason
is that we want to consider other topologies in order to estimate the variability
of our results with respect to the topology.

We first use an AS-level Internet topology inferred from several BGP routing
tables using the method developed by Subramanian et al. [9].
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We next generate several AS-level Internet-like topologies, using the GHITLE
topology generator [15]. A topology is generated level by level, from the dense
core to the customer level. Four levels are usually created : a fully-meshed dense
core, a level of large transit ASes, a level of local transit ASes, and a level of stub
ASes. Additional levels can be created if needed. We developed GHITLE for this
analysis because no existing generator could produce a topology that provides
details about customer-provider and peer-to-peer relationships, and where the
number of Internet hierarchy levels and nodes in each level could be specified.
In particular, Inet [12] does not provide commercial relationships between ASes.
Brite [11] and GT-ITM [13] do not produce a hierarchical topology with more
levels than just transit and stub levels.

5.2 A New Path Diversity Metric

In order to measure the path diversity for a given destination AS, we first build
the tree of paths from all source AS towards the destination AS. As explained
in section 4.1, this path tree depends on the multihoming technique used. Next,
we use a new, fine-grain, path diversity metric to evaluate the diversity of this
tree. This metric takes into account the lengths of the paths and how much
they overlap. We define this new path diversity metric, from a source AS S to a
destination AS D, as follows.

Let P1, P2, ..., Pn be the n providers of S. We first build the tree of all paths
starting from providers Pi of S to destination D, for i = 1, ..., n. This tree
represents all the BGP paths for D that are advertised by the providers Pi to S.
Our path diversity metric is computed recursively link by link, from the leaves to
the root. It returns a number between 0 and 1. We first assign an initial diversity
of 0.5 to each link in the tree. This number is chosen in order to best distribute
the values of the path diversity metric in the range [0, 1]. At each computation
step, we consider two cases, to which all other cases can be reduced. Either two
links are in sequence, or the links join in parallel at the same node.

In the first case, two links with diversity d1 and d2 in sequence can be merged
into a single link with a combined diversity d1,2 = d1 ·d2. The combined diversity
d1,2 is a number in [0, 1] lower than both d1 and d2, so that the metric favors
short paths over longer one. This computation step also implicitely gives higher

Alg. 1. Computing Diversity Metric

Diversity(root)
{

d = 0 ;
if ( Children(root) == ∅ )

return 1 ;

foreach child ∈ Children(root) {
dchild = 0.5 · Diversity(child) ;
d = d + dchild − d · dchild ;

}

return d ;
}
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importance to the path diversity that exists near the root. This property ensures
that the metric prefers trees where paths join lately near the destination node
over trees where paths merge near the source node.

In the second case, when a link with a diversity d1 and another link with
a diversity d2 join in parallel, we merge the two links into a single link with
a combined diversity d1,2, computed as d1,2 = d1 + d2 − d1 · d2. The resulting
diversity is greater than both d1 and d2, which corresponds adequately to an
improvement in terms of path diversity.

D
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(b) d = 0.3125

D

S

(c) d = 0.578125
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(e) d = 0.71875

Fig. 9. Path diversity metric examples.

A recursive algorithm to compute this metric is presented in Alg. 1. A detailed
description of this metric together with a comparison with other path diversity
metrics is available at [16]. Examples of values for this metric are illustrated in
figure 9.

5.3 Simulation Results

Figure 10 presents the path diversity available to stub ASes that use traditional
IPv4 multihoming in the inferred AS-level Internet topology. Figure 11 shows
the path diversity when all stub ASes use IPv6 multihoming with multiple PA
prefixes, in the same inferred topology.

The figures show p(x) : the percentage of couples (source AS, destination AS)
having a path diversity greater than x. The results are classified according to
the number of providers of the destination stub AS. The number of providers
is indicated beside each curve. Figure 10 shows for example that only 12% of
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single-homed stub ASes using traditional IPv4 multihoming have a diversity
better than 0.2. This percentage raises to 22% for dual-homed stub ASes. Fig. 11
shows that about 50% dual-homed IPv6 stub ASes have a path diversity better
than 0.2.

We can observe that the diversity remains the same when considering only
single-homed destinations. Indeed, only one prefix is announced by a single-
homed stub AS, using either IPv4 or IPv6 multihoming technique. The use of
IPv6 multihoming does not introduce any benefit in this case.

When comparing figures 10 and 11, it appears that the AS-level path diversity
is much better when stub ASes use IPv6 multihoming with multiple PA prefixes
than when stub ASes use traditional IPv4 multihoming. For example, when
considering dual-homed IPv6 stub ASes, figure 11 shows that the path diversity
observed is already as good as the path diversity of a 25-homed stub AS that
uses traditional IPv4 multihoming. The path diversity obtained by a 3-homed
stub AS that uses IPv6 multihoming completely surpasses the diversity of even
a 25-homed stub AS that uses traditional IPv4 multihoming.

5.4 Impact of Topology on Path Diversity

The way Internet will evolve in the future remains essentially unknown. In order
to delimit the range of variation for our results, we perform simulations with
three distinct topologies.

The first is a topology that tries to resemble the current Internet.
The second is a small-diameter Internet topology, consisting of stub ASes

directly connected to a fully meshed dense core. This topology simulates a sce-
nario where ASes in the core and large transit ASes concentrates for commercial
reasons. At the extreme, the Internet could consist in a small core of large transit
providers, together with a large number of stub ASes directly connected to the
transit core. This could lead to an Internet topology with a small diameter.

The third is a large-diameter topology, generated using eight levels of ASes.
This topology simulates a scenario where the Internet continues to grow, with
more and more core, continental, national and metropolitan transit providers.
In this case, the Internet might evolve towards a network with a large diameter.

Figures 12 and 13 show the average path diversity in function of the number
of providers for all topologies. For a given destination stub AS D, we compute
the mean of path diversities from every source stub towards D. We then group
the destination stub ASes according to their number of providers, and compute
the mean of their path diversities. In figures 12 and 13, we can first observe that
the average diversity of the inferred Internet is included between the average
diversities of the small- and large-diameter Internet topologies. Figure 12 shows
that the average path diversity using traditional IPv4 multihoming does not rise
much in function of the number of providers, whatever the topology. Figures 10
and 12 suggest that it is nearly impossible that a stub AS achieves a good path
diversity using traditional IPv4 multihoming, whatever the number of providers.
In contrast, the path diversity that is obtained using IPv6 multihoming with
multiple PA prefixes is much better, see figure 13. Figures 12 and 13 show that
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a dual-homed stub AS using IPv6 multihoming already gets a better diversity
than any multihomed stub AS that uses traditional IPv4 multihoming, whatever
its number of provider and for all considered topologies. In a small-diameter
Internet, this diversity rises fast in function of the number of providers, but also
shows a marginal gain that diminishes quickly. In a large-diameter Internet, the
diversity rises more slowly.

So far, we have analyzed the AS-level path diversity considering one router
per AS. However, a factor that can impact the path from a source to a desti-
nation is the intradomain routing policy used inside transit ASes. We have also
evaluated the path diversity that exists when ISP routing policies in the Internet
conform to hot-potato routing. In hot-potato routing, an ISP hands off traffic
to a downstream ISP as quickly as possible. Results show that hot-potato rout-
ing has no significant impact on the AS-level path diversity, but due to space
limitations, we cannot report this evaluation here.

5.5 Impact of BGP on Path Diversity

We discuss in this section how the path diversity is affected by the BGP protocol.
Multihoming is assumed to increase the number of alternative paths. How-

ever, the AS-level path diversity offered by multihoming depends on how much
the interdomain routes, as distributed by BGP, overlap.

The results presented in the previous section suggest that BGP heavily re-
duces the path diversity, at the level of autonomous systems. Two factors explain
why the diversity is so much reduced.

The primary factor is that BGP only announces one route, its best one. This
behavior heavily reduces the number of paths. Unfortunately, BGP is designed
as a single path routing protocol. It is thus difficult to do better with BGP.

A second factor exists that further reduces the path diversity. The tie-breaking
rule used by BGP to decide between two equivalent routes often prefers the
same next-hops. Let us consider a BGP router that receives two routes from its
provider towards a destination D. According to the BGP decision process, the
shortest AS path is selected. However the diameter of the current Internet is
small, more or less 4 hops [1]. As a consequence, paths are often of the same
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length, and do not suffice to select the best path. It has been shown that between
40% and 50% of routes in core and large transit ASes are selected using tie-
breaking rules of the BGP decision process [17]. In our model with one router
per AS, the only tie-breaking rule used in this case is to prefer routes learned
from the router with the lowest router address. Unfortunately this rule yields to
always prefer the same next-hop, a practice that worsen path diversity.

The first factor suppresses paths, while the second factor increases the prob-
ability that paths overlap. An IPv6 multiaddress multihoming solution circum-
vents the first factor by using multiple prefixes. The IPv6 multihoming solution
has no impact on the second factor, since it does not modify BGP and its decision
process in particular.

6 Related Work

A work about IPv4 multihoming path diversity appears in [18], where the au-
thors define two path diversity metrics to quantify the reliability benefits of
multihoming for high-volume Internet servers and receivers. They notice how-
ever that their metrics have an undesirable bias in favor of long paths. Their
study draws empirical observations from measurement data sets collected at
servers and monitoring nodes, whereas our work is based on inferred and gener-
ated global-scale AS-level topologies.

A comparison of Overlay Routing and Multihoming Route Control appears
in [19]. In this study, the authors demonstrate that an intelligent control of
BGP routes, coupled with ISP multihoming, can provide competitive end-to-
end performance and reliability compared to overlay routing. Our results agree
with this finding. In addition, our work explicits the impact of the path diversity
on performances, and shows that IPv6 multihoming with multiple PA prefixes
is able to provide these benefits.

It is well known that the use of provider-dependent aggregatable prefixes
preserves the scalability of the interdomain routing system [20]. To our knowl-
edge, this is the first study that shows that the use of multiple PA prefixes
also increases network performances by leveraging the Internet path diversity,
compared to the use of traditional multihoming with a single PI prefix.

7 Conclusion

A proposed way to improve network performances of the interdomain is to en-
hance BGP. We revealed that another way is to use multiple provider-dependent
aggregatable (PA) prefixes per sites, in an IPv6 Internet in particular. In this
paper, we have shown that stub ASes that use multiple PA prefixes can ex-
ploit paths that are otherwise unavailable. Thus, the use of multiple PA prefixes
increases the number of paths available, i.e. the Internet path diversity. Our
simulations suggest that about 60% of the paths can benefit from a lower delay.
We also used simulations on various topologies to quantify the path diversity
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benefits offered by the use of multiple PA prefixes. We have shown that a dual-
homed stub AS that uses multiple PA prefixes has already a better Internet path
diversity than any multihomed stub AS that uses a single provider-independent
(PI) prefix, whatever its number of providers.

Our observations show that, from a performance point of view, IPv6 multi-
homed stub ASes get benefits from the use of multiple PA prefixes and should
use them instead of a single PI prefix as in IPv4 today. This study thus strongly
encourages the IETF to pursue the development of IPv6 multihoming solutions
relying on the use of multiple PA prefixes. The use of such prefixes reduces the
size of the BGP routing tables, but also provides lower delays, more diverse
Internet paths, which in turn yields to better possiblities to balance the traffic
load and to support quality of service.
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Abstract. We consider IP routers based on off-the-shelf personal computer (PC)
hardware running the Linux open-source operating system. The choice of build-
ing IP routers with off-the-shelf hardware stems from the wide availability of
documentation, the low cost associated with large-scale production, and the con-
tinuous evolution driven by the market. On the other hand, open-source software
provides the opportunity to easily modify the router operation so as to suit ev-
ery need. The main contribution of the paper is the analysis of the performance
bottlenecks of PC-based open-source software routers and the evaluation of the
solutions currently available to overcome them.

1 Introduction

Routers are the key components of IP packet networks. The call for high-performance
switching and transmission equipment in the Internet keeps growing due to the increas-
ing diffusion of information and communication technologies, and the deployment of
new bandwidth-hungry applications and services such as audio and video streaming.
So far, routers have been able to support the traffic growth by offering an ever increas-
ing switching speed, mostly thanks to the technological advances of microelectronics
granted by Moore’s Law.

Contrary to what happened for PC architectures, where, at least for hardware com-
ponents, de-facto standards were defined, allowing the development of an open multi-
vendor market, networking equipment in general, and routers in particular, have always
seen custom developments. Proprietary architectures are affected by incompatibilities in
configuration and management procedures, scarce programmability, lack of flexibility,
and the cost is often much higher than the actual equipment value.

Appealing alternatives to proprietary network devices are the implementations of
software routers based on off-the-shelf PC hardware, which have been recently made
available by the open-source software community, such as Linux [1], Click [2] and
FreeBSD [3] for the data plane, as well as Xorp [4] and Zebra [5] for the control plane,
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just to name a few. Their main benefits are: wide availability of multi-vendor hard-
ware and documentation on their architecture and operations, low cost and continuous
evolution driven by the PC market’s economy of scale.

Criticisms to software routers are focused on limited performance, instability of
software, lack of system support, scalability problems, lack of functionalities. Perfor-
mance limitations can be compensated by the natural evolution of the performance of
the PC architecture. Current PC-based routers and switches have the potentiality for
switching up to a few Gbit/s of traffic, which is more than enough for a large number
of applications. Today, the maturity of open-source software overcomes most problems
related to stability and availability of software functionalities. It is therefore important
to explore the intrinsic limitations of software routers.

In this paper we focus only on the data plane, ignoring all the (fundamental) issues
related to management functions and to the control plane. Our aim is to assess the rout-
ing performance and the hardware limitations of high-end PCs equipped with several
Gigabit Ethernet network interface cards (NICs) running at both 1 Gbit/s and 100 Mbit/s
under the Linux operating system.

The remainder of the paper is organized as follows. Provided that the Linux IP stack
is implemented partly in hardware and partly in software in the operating system ker-
nel, in Sect. 2 we give an overview of the architecture and the operation of hardware
commonly available on high-end PCs, whereas in Sect. 3 we describe the current im-
plementation of the IP stack in the Linux kernel. In Sect. 4 we describe our experimental
setup, the tests performed, and the results obtained. Finally, in Sect. 5 we conclude and
give some directions for future work.

2 PC Architectural Overview

A bare bones PC consists of three main building blocks: the central processing unit
(CPU), random access memory (RAM), and peripherals, glued together by the chipset,
which provides complex interconnection and control functions.

As sketched in Fig. 1, the CPU communicates with the chipset through the system
bus, also known as front side bus (FSB) in Intel’s jargon. The RAM provides temporary
data storage for the CPU as long as the system is on, and can be accessed by the memory
controller integrated on the chipset through the memory bus (MB). The peripherals
are connected to the chipset by the peripheral component interconnect (PCI) shared
bus, which allows to expand the system with a huge number of devices, including, but
not limited to, permanent data storage units, additional expansion buses, video adapter
cards, sound cards, and NICs. All interconnections are bidirectional, but, unfortunately,
use different parallelisms, protocols, and clock speeds, requiring the implementation of
translation and adaption functions on the chipset.

The following sections detail the operation of the CPU, the RAM the PCI bus, NICs
and explain how the these components can be used to implement a software router.

2.1 CPU

State-of-the-art CPU cores run at frequencies up to 3.8 GHz, whereas next-generation
CPUs run at 4 GHz. The front side bus is 64-bit wide and runs at either 100 MHz or



Open-Source PC-Based Software Routers 355

. . . . . NIC N

CPU MEMORY

FSB MB

CHIPSET

PCI          BUS

NIC 2NIC 1

Fig. 1. PC architectural overview.

133 MHz with quad pumped transfers, meaning that data are transferred at a speed
four times higher than the nominal clock speed. Therefore, the peak transfer bandwidth
achievable ranges between 3.2 Gbyte/s and 4.2 Gbyte/s. Note that in Intel’s commercial
jargon, systems with FSBs clocked at 100 MHz and 133 MHz are marketed as running
at 400 MHz and 533 MHz, because of quad pumping. High-end PCs are equipped with
chipsets supporting multiple CPUs connected in a symmetric multiprocessing (SMP)
architecture. Typical configurations comprise 2, 4, 8 or even 16 identical CPUs.

2.2 RAM

The memory bus is usually 64-bit wide and runs at either 100 MHz or 133 MHz with
double pumped transfers, meaning that data are transferred on both rising and falling
clock edges. Thus, the peak transfer bandwidth available ranges between 1.6 Gbyte/s
and 2.1 Gbyte/s, and, in Intel’s jargon, the two solutions are named PC1600 and PC2100
double data rate (DDR) RAM. In high-end PCs the memory bandwidth is doubled
bringing the bus width to 128 bits by installing memory banks in pairs. Note that this
allows to match the memory bus peak bandwidth to that of the front side bus.

2.3 PCI Bus

Depending on the PCI protocol version implemented on the chipset and the number
of electrical paths connecting the components, the bandwidth available on the bus
ranges from 1 Gbit/s for PCI 1.0, when operating at 33 MHz with 32-bit parallelism,
to 2 Gbyte/s for PCI-X 266, when transferring 64 bits on both rising and falling edges
of a double pumped 133 MHz clock.

The PCI protocol is designed to efficiently transfer the contents of large blocks of
contiguous memory locations between the peripherals and the RAM, without requiring
CPU intervention. Data and address lines are time multiplexed, therefore each transac-
tion starts with an addressing cycle, continues with the actual data transfer which may
take several data cycles, and ends with a turnaround cycle, where all signal drivers are
three-stated waiting for the next transaction to begin. Some more cycles may be wasted
if the target device addressed by the transaction has a high initial latency and intro-
duces several wait states. This implies that the throughput experienced by the actual
data transfer increases as the burst length gets larger, because the almost constant-size
protocol overhead becomes more and more negligible with respect to useful data.
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As the bus is shared, no more than one device can act as a bus-master at any given
time; therefore, an arbiter is included in the chipset to regulate the access and fairly
share the bandwidth among the peripherals.

2.4 NICs

Gigabit Ethernet and Fast Ethernet NICs are high-performance PCI cards equipped with
at least one direct memory access (DMA) engine that can operate as bus-masters to of-
fload the CPU from performing back-and-forth bulk data transfers between their inter-
nal memory and the RAM. An adequate amount of on-card transmission (TX)/reception
(RX) first-in first-out (FIFO) buffer memory is still needed to provide storage for data
directed to (received from) the RAM.

The most common operation mode for streaming data transfers is scatter-gather
DMA, which allows to spread small buffers all over the available RAM rather then
allocating a single large contiguous RAM region which may be difficult, if not im-
possible, to find because of memory fragmentation. During RAM-to-card transfers, the
card fetches data gathering them from sparse RAM buffers; conversely, in the opposite
direction, data originating from the card are scattered over available RAM buffers.

The simplest way to implement scatter-gather DMA is with two linked lists, one for
transmission which requires RAM-to-card transfers and the other for reception which
triggers card-to-RAM transfers. Each list element, dubbed descriptor, contains a pointer
to the first location of the RAM buffer allocated by the operating system, the buffer size,
a command to be executed by the card on the data, a status field detailing the result of
such operation, and a pointer to the next descriptor in the list, possibly null if this is
the last element. Alternatively, descriptors can be organized in two fixed-size arrays,
managed by the card as circular buffers, named rings. The performance improvement
granted by this solution is twofold: first, descriptors become smaller; second, descrip-
tors on the same ring are contiguous and can be fetched in one burst, allowing for a
higher PCI bus efficiency.

During normal operation, the card i) fetches descriptors from both rings to deter-
mine which RAM buffers are available for reading/writing data and how the related
data must be processed, ii) transfers the contents of the buffers, iii) performs the re-
quired operations, and iv) updates the status in the corresponding descriptors.

Outgoing packets are read from buffers on the transmission ring, whereas incom-
ing packets are written to buffers on the reception ring. Buffers pointed by descriptors
are usually sized to fit both incoming and outgoing packets, even though, it is often
possible to split outgoing packets among multiple buffers. Transmission stops when-
ever the transmission ring empties, whereas incoming packets are dropped by the card
either when the reception ring fills up or when the on-card FIFO overruns because of
prolonged PCI bus unavailability due to congestion.

Each NIC is connected to one (possibly shared) hardware interrupt request (IRQs)
line and collects in a status register information on TX/RX descriptor availability and
on events needing attention from the operating system. It is then possible to selectively
enable the generation of hardware IRQs to notify the CPU when a given bit in the status
register is cleared/set to indicate an event, so that the operating system can take the
appropriate action. Interrupts are usually generated when the reception ring is either
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full or almost full, when the transmission ring is either empty or almost empty, and
after every packet transmission/reception.

In addition, it is usually possible to turn IRQ generation off altogether, leaving to
the operating system the burden of periodically polling the hardware status register and
react accordingly. More details on these packet reception schemes are provided later in
the paper.

2.5 Putting All the Pieces Together

The hardware available on a PC allows to implement a shared bus, shared memory
router, where NICs receive and store packets in the main RAM, the CPU routes them to
the correct output interface, and NICs fetch packets from the RAM and transmit them
on the wire. Therefore, each packet travels twice on the PCI bus, halving the bandwidth
effectively available for NIC-to-NIC packet flows.

3 Linux Network Stack Implementation

The networking code in the Linux kernel is highly modular: the hardware-independent
IP stack has a well defined application programming interface (API) toward the hard-
ware-dependent device driver, which is the glue making the IP layer operate with the
most diverse networking hardware.

When a NIC is receiving traffic, the device driver pre-allocates packet buffers on
the reception ring and, after they have been filled by the NIC with received packets,
hands them to the IP layer. The IP layer examines each packet’s destination address,
determines the output interface, and invokes the device driver to enqueue the packet
buffer on the transmission ring. Finally, after the NIC has sent a packet, the device driver
unlinks the packet buffer from the transmission ring. The following sections discuss
briefly the operations performed by the memory management subsystem, the IP layer,
and detail how the network stack is invoked upon packet reception.

3.1 Memory Management

In the standard Linux network stack implementation, buffer management is performed
resorting to the operating system general-purpose memory management system, which
requires CPU expensive operations. Some time can be saved if the buffer deallocation
function is modified so as to store unused packet buffers on a recycling list in order
to speed up subsequent allocations, allowing the device driver to turn to the slower
general-purpose memory allocator only when the recycling list is empty.

This has been implemented in a patch [6] for 2.6 kernels, referred to as buffer re-
cycling patch in the reminder of the paper, which adds buffer recycling functionalities
to the e1000 driver for Intel Gigabit Ethernet NICs. As of today, the buffer recycling
patch has not been officially included in the kernel source, but it could be easily inte-
grated in the core networking system code, making it available for all network device
drivers without any modification to their source code.
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3.2 IP Layer

The Linux kernel networking code implements a standard RFC 1812 [7] router. Af-
ter a few sanity checks such as IP header checksum verification, packets that are not
addressed to the router are processed by the routing function which determines the IP
address of the next router to which they must be forwarded, and the output interface on
which they must be enqueued for transmission.

The kernel implements an efficient routing cache based on a hash table with colli-
sion lists; the number of hash entries is determined as a function of the RAM available
when the networking code is initialized at boot time. The route for outgoing packets is
first looked up in the routing cache by a fast hash algorithm, and, in case of miss, the
whole routing table stored in the forwarding information base (FIB) is searched by a
(slower) longest prefix matching algorithm.

Next, the time-to-live (TTL) is decremented, the header checksum is updated and
the packet is enqueued for transmission in the RAM on the drop-tail TX queue asso-
ciated with the correct output interface. Then, whenever new free descriptors become
available, packets are transferred from the output TX queue to the transmission ring
of the corresponding NIC. The maximum number of packets that can be stored in the
output TX queue is limited and can be easily modified at runtime; the default maximum
length for current Linux implementations is 1000 packets.

Note that, for efficiency’s sake, whenever it is possible, packet transfers inside the
kernel networking code are performed by moving pointers to packet buffers, rather
than actually copying buffers’ contents. For instance, packet forwarding is implemented
unlinking the pointer to a buffer containing received packets from the reception ring,
handing it to the IP layer for routing, linking it to the output TX queue, and moving
it to the NIC transmission ring before processing the next pointer. This is commonly
referred to as zero-copy operation.

3.3 Stack Activation Methods

Interrupt. NICs notify the operating system of packet reception events by generating
hardware IRQs for the CPU. As shown in Fig. 2, the CPU invokes the driver hard-
ware IRQ handler which acknowledges the NIC request, transfers all packets currently
available on the reception ring to the kernel backlog queue and schedules the network
software-IRQ (softIRQ) handler for later execution.

SoftIRQs are commonly used by many Unix flavors for deferring to a more appro-
priate time the execution of complex operations that have a lower priority than hardware
IRQs and that cannot be safely carried out by the IRQ handler, because they might orig-
inate race conditions, rendering kernel data structures inconsistent.

The network softIRQ handler extracts packets from the backlog queue, and hands
them to the IP layer for processing as described in Sect. 3.2. There is a limit on the
maximum number of packets that can be stored in the backlog queue by the IRQ han-
dler so as to upper bound the time the CPU spends for processing packets. When the
backlog queue is full, the hardware IRQ handler just removes incoming packets from
the reception ring and drops them. In current Linux implementations, the default size
of the backlog queue is 300 packets.
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Fig. 2. Operation of the interrupt-driven network stack.

Under heavy reception load, a lot of hardware IRQs are generated from NICs. The
backlog queue fills quickly and all CPU cycles are wasted extracting packets from the
reception ring just for dropping them after realizing that the backlog queue is full. As a
consequence, the softIRQ handler, having lower priority than the hardware IRQ handler,
never gets a chance of draining packets from the backlog queue, practically zeroing the
forwarding throughput. This phenomenon was first described in [8] and dubbed receive
livelock.

Hardware IRQs are also used to notify the operating system of the transmission of
packets enqueued on the transmission ring so that the driver can free the corresponding
buffers and move new packets from the TX queue to the transmission ring.

Interrupt Moderation

Most modern NICs provide interrupt moderation or interrupt coalescing mechanisms
(see, for example, [9]) to reduce the number of IRQs generated when receiving packets.
In this case, interrupts are generated only after a batch of packets has been transmit-
ted/received, or after a timeout from the last IRQ generated has expired, whichever
comes first. This allows to relieve the CPU from IRQ storms generated during high
traffic load, improving the forwarding rate.

NAPI. Receive livelock can be easily avoided by disabling IRQ generation on all NICs
and letting the operating system decide when to poll the NIC hardware status register
to determine whether new packets have been received. The NIC polling frequency is
determined by the operating system and, as a consequence, a polling-driven stack may
increase the packet forwarding latency under light traffic load.

The key idea introduced in [8] and implemented in the Linux network stack in [10]
with the name new API (NAPI), is to combine the robustness at high load of a polling-
driven stack with the responsiveness at low load of an interrupt-driven stack.

This can be easily achieved by enabling IRQ status notification on all NICs as in an
interrupt-activated stack. The driver IRQ handler is modified so that, when invoked after
a packet reception event, it enables polling mode for the originating NIC by switching
IRQ generation off and by adding that NIC to the NAPI polling list. It then schedules
the network softIRQ for execution as usual.

As shown in Fig. 3, a new function poll is added to the NIC driver to i) remove
packets from the reception ring, ii) hand them to the IP layer for processing as described
in Sect. 3.2, iii) refill the reception ring with empty packet buffers, iv) detach from the
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Fig. 3. Operation of the NAPI network stack.

transmission ring and free packets buffers after their content has been sent on the wire.
The poll function never removes more than a quotaQ of packets per invocation from
the NIC reception ring.

The network softIRQ is modified so as to run poll on all interfaces on the polling
list in a round-robin fashion to enforce fairness. No more than a budgetB of packets can
be extracted from NIC reception rings in a single invocation of the network softIRQ, in
order to limit the time the CPU spends for processing packets. This algorithm produces
a max-min fair share of packet rates among the NICs on the polling list.

Whenever poll extracts less than Q packets from a NIC reception ring, it reverts
such NIC to interrupt mode by removing it from the polling list and re-enabling IRQ
notification. The default values for B and Q in current Linux implementations are,
respectively, 300 and 64.

Currently, not all NIC drivers are NAPI aware, but it is easy to write the NAPI poll
handler by just borrowing code from the hardware IRQ handler.

4 Performance Evaluation

In Sect. 4.1, we describe the testbed setup we used and report some preliminary re-
sults from experiments on the NIC maximum reception and transmission rate, which
motivated the adoption of a commercial router tester for subsequent tests.

Many metrics can be considered when evaluating the forwarding performance of
a router: for instance, the RFC 2544 [11] defines both steady-state indices such as the
maximum lossless forwarding rate, the packet loss rate, the packet delay and the packet
jitter, as well as transient quantities such as the maximum-length packet burst that can
be forwarded at full speed by the router without losses. In this paper, however, the dif-
ferent configurations were compared in terms of the steady-state saturation forwarding
throughput obtained when all router ports are offered the maximum possible load. We
considered both unidirectional flows, where each router port, at any given time, only
receives or transmits data, as well as the bidirectional case, where all ports send and re-
ceive packets at the same time. All the results reported are the average of five 30-second
runs of each test.

The IP routing table used in all tests is minimal and only contains routes to the
class-C subnetworks reachable from each port. As a consequence, the number of IP
destination addresses to which the router-tester sends packets on each subnetwork is
always less than 255, so that the routing cache never overflows and the routing overhead
is marginal.
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4.1 Testbed Setup

The router tested is based on a high-end PC with a SuperMicro X5DPE-G2 mainboard
equipped with one 2.8 GHz Intel Xeon processor and 1 Gbyte of PC1600 DDR RAM
consisting of two interleaved banks, so as to bring the memory bus transfer rate to
3.2 Gbyte/s.

Almost all experiments were performed running Linux 2.4.21, except for buffer
recycling tests, which were run on a patched 2.6.1 kernel. No major changes occurred in
the networking code between kernel version 2.4 and 2.6. The only modification needed
to make a fair performance comparison between 2.6 and 2.4 kernels is to lower the
clock interrupt frequency from 1000 Hz (default for 2.6 kernels) to 100 Hz (default for
2.4 kernels).

Although Fast and Gigabit Ethernet NICs offer a raw rate of 100 Mbit/s and 1 Gbit/s,
respectively, the data throughput at IP layer actually achievable may be much lower
because of physical and data-link layer overhead, due to Ethernet overhead. Indeed, be-
sides MAC addresses, protocol type and CRC, also the initial 8-bytes trailer and the final
12-byte minimum inter-packet gap, must be taken into account. Carried payload ranges
from a 46-bytes minimum size up to 1500-bytes of maximum size. As a consequence,
Gigabit (Fast) Ethernet NICs running at full speed must handle a packet rate ranging
from 81 274 (8 127) to 1 488 095 (148 809)packets/s as the payload size decreases from
1500 byte to 46 byte.

Most of the results presented in this section were obtained for minimum-size Ether-
net frames because they expose the effect of the per-packet processing overhead. How-
ever, we also ran a few tests for frame sizes up to the maximum, in order to check that
both the PCI bus and the memory subsystem could withstand the increased bandwidth
demand.

A number of tests were performed on Gigabit Ethernet NICs produced by Intel,
3Com (equipped with a Broadcom chipset), D-Link and SysKonnect, using open-source
software generators (see [12] for a good survey) operating either in user- or in kernel-
space. We compared rude [13], which operates in user-space, with udpgen [14] and
packetgen [15], that, instead, live in kernel-space. The aim was to assess the max-
imum transmission/reception rate of each NIC-driver pair, when only one NIC was
active and no packet forwarding was taking place. In order to allow for a fair compar-
ison and to avoid a state-space explosion we left all driver parameters to their default
values. The highest generation rate of 650 000 minimum-size Ethernet frames per sec-
ond (corresponding to almost 500 Mbit/s) was achieved by packetgen on Intel PRO
1000 Gigabit Ethernet NICs running with the Intel e1000 driver [16] version 5.2.52.

As it was not possible to generate 64-byte Ethernet frames at full speed on any of
the off-the-shelf NIC we considered, we ran all subsequent tests on an Agilent N2X
RouterTester 900 [17], equipped with 2 Gigabit Ethernet and 16 Fast Ethernet ports,
that can transmit and receive at full rate even 64-byte Ethernet frames.

The maximum reception rate of the different NICs was also evaluated, when only
one NIC was active and packet forwarding was disabled, by generating 64-byte Ethernet
frames with the RouterTester, and counting the packets received by the router with
udpcount [14]. Again, the best results were obtained with the e1000 driver and Intel
PRO 1000 NICs, which were able to receive a little bit more than 1 000 000packets/s
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on an IRQ stack and about 1 100 000packets/s on a NAPI stack. Given the superior
performance of Intel NICs, all tests in the next two sections were performed equipping
the router with seven Intel PRO 1000 MT dual port Gigabit Ethernet NICs running at
either 1 Gbit/s or 100 Mbit/s. All driver parameters were left to their default values,
except for interrupt moderation which was disabled when NAPI was used.

From the packet reception and transmission rates measured when forwarding was
disabled, it is possible to extrapolate that, very likely, in a bidirectional two-port sce-
nario, a router will not be able to forward more than 650 000packets/s each way, be-
cause of the NIC’s transmission rate limit.

4.2 Two-Port Configuration

We first considered the simplest unidirectional case, where packets are generated from
the tester, received by the router from one NIC, and sent back to the tester through the
other NIC.

In Fig. 4 we plot the forwarding rate achieved for minimum-size Ethernet frames by
IRQ, IRQ moderated, and NAPI activated stacks under unidirectional traffic, as a func-
tion of the offered load. Both IRQ and IRQ moderated stacks suffer from receive live-
lock: when the offered load becomes greater than 230 000packets/s, or 500 000pack-
ets/s, respectively, the throughput quickly drops to zero. Only NAPI is able to sustain a
constant forwarding rate of 510 000packets/s (corresponding to 340 Mbit/s) under high
load. A more accurate analysis of the latter case shows that all packet drops occur on the
reception ring rather than from the RX queue. Such forwarding rate is more than rea-
sonable, because a back-of-the-envelope calculation indicates that the per-packet over-
head is around 2μs or about 5500 clock cycles. On the other hand, a 2.8 GHz CPU
for forwarding 1 488 095packets/s would have to take less than 2000 clock cycles (cor-
responding to approximatively 700 ns) per packet. Given the superior performance of
NAPI with respect to other packet forwarding schemes, in the remainder of the paper,
we will consider only results obtained with NAPI.

It is now interesting to repeat the last test for different Ethernet payload sizes to
assess whether the forwarding rate limitation observed in Fig. 4 depends on the per-
packet processing overhead or on a more unlikely PCI bandwidth bottleneck.
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In Fig. 5, we report in both packets/s and Mbit/s the forwarding rate we measured
(empty markers) and the value the forwarding rate would have taken in absence of
packet drops (filled markers) versus the Ethernet payload size, under NAPI. For 64- and
128-byte payloads the forwarding rate is most likely limited to about 500 000packets/s
by the per-packet CPU processing overhead. Conversely, for payloads of 512 byte or
more, it is possible to reach 1 Gbit/s, because the corresponding packet rate is low
enough and the PCI bus is not a bottleneck. The result for 256-byte frames is difficult
to explain and may be related to some PCI-X performance impairment. Indeed, in [18],
the authors, using a PCI protocol analyzer, show that the bus efficiency for bursts of 256
byte or less is pretty low.

Since the PCI bus seems not to be a bottleneck for minimum-size packet transfers,
in Fig. 6 we compare the aggregated forwarding rate of unidirectional and bidirectional
flows plotted versus the aggregated offered load. Notice that, for bidirectional traffic, the
forwarding rate improves from 510 000packets/s to 620 000packets/s, corresponding to
approximatively 400 Mbit/s. This happens because, at high offered load under bidirec-
tional traffic, the NAPI poll function, when invoked, services both the reception and
the transmission ring of each NIC it processes, greatly reducing the number of IRQs
generated with respect to the unidirectional case, where only one NIC receives pack-
ets in polling mode and the other one sends them in IRQ mode. Indeed, measurements
performed when the aggregated offered load is around 1 000 000packets/s show that
the transmitting NIC generates, under unidirectional traffic, 27 times as many interrupts
than in the bidirectional case.

The curves in Fig. 7 show that the buffer recycling optimization improves the for-
warding rate of a bidirectional flow of 64-byte Ethernet frames to 730 000packets/s,
roughly corresponding to 500 Mbit/s. Measurements on the router reveal that, after an
initial transient phase when all buffers are allocated from the general-purpose memory
allocator, in stationary conditions all buffers are allocated from the recycling list, which
contains around 600 buffers, occupying approximatively 1.2 Mbyte of RAM.

All tests in the following section were performed on a Linux 2.4.21 kernel and,
therefore, could not take advantage of the buffering recycling patch.
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4.3 Multi-port Configurations

In this section we consider both a one-to-one traffic scenario, where all packets arriving
at one input port are addressed to a different output port, so that no output port gets
packets from more than one input port, as well as a uniform traffic pattern where packets
received by one NIC are spread over all the remaining ports uniformly.

We first consider a router with two ports running at 1 Gbit/s and two ports running
at 100 Mbit/s, under one-to-one unidirectional traffic. The offered load is distributed
according to a 10:1 ratio between the ports running at 1 Gbit/s and the ports running
at 100 Mbit/s,and varied from 0 to 100% of the full line rate. The quota Q and the
budgetB are set to their default values of 64 and 300. Figure 8 shows the total and per-
flow forwarding rate versus the aggregated load offered to the router. The forwarding
rate for the 100 Mbit/s flow increases steadily, stealing resources from the 1 Gbit/s flow
according to a max-min fair policy, when the router bandwidth is saturated, and the
aggregated forwarding rate keeps constant.

This behavior can be easily altered to implement other fairness models just changing
the quota assigned to each port. Figure 9 shows the results obtained in the same scenario
when the quotaQwas set to 270 for ports running at 1 Gbit/s and to 27 for ports running
at 100 Mbit/s. In this way, poll can extract from the former 10 times as many packets
than from the latter and, assigning more resources to more loaded ports, aggregated
performance is improved.

In Fig. 10 we plot the aggregated forwarding rate versus the aggregated offered load
for 6, 10 and 14 ports running at 100 Mbit/s under bidirectional one-to-one traffic. There
is a slight decrease in the saturation forwarding rate as the number of ports receiving
traffic increases, which may be due to the greater overhead incurred by the NAPI poll
handler when switching among different ports.

In Fig. 11 we compare the forwarding rate for the one-to-one and the uniform traffic
pattern when 14 ports are running at 100 Mbit/s. Again, we observe a small difference
in the forwarding rate achieved in the two scenarios, which is probably due to a major
processing overhead incurred by the latter.

This may depend on the fact that, under uniform traffic, packets consecutively ex-
tracted from the reception ring of one port are headed for different IP subnetworks and
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must be spread among different TX queues, contrarily to what happens under one-to-
one traffic, where all packets are forwarded to the same TX queue.

5 Conclusions and Future Work

In this paper we evaluated the viability of building a high-performance IP router out of
common PC hardware and the Linux open-source operating system. We ran a number of
experiments to assess the saturation forwarding rate in different scenarios, completely
ignoring all issues related to the control plane.

We showed that a software router based on a high-end off-the-shelf PC is able to
forward up to 600 000packets/s, when considering minimum-size Ethernet frames, and
to reach 1 Gbit/s when larger frame sizes are considered. Configurations with up to
14 ports can be easily and inexpensively built at the price of a small decrease in the
forwarding rate. A number of tricks, such as packet buffer recycling, and NAPI quota
tuning are also available to improve the throughput and alter the fairness among differ-
ent traffic flows.

In the future we plan to compare the routing performance of Click and FreeBSD
with that of Linux. Provided that the major bottleneck in the systems seems to be the
per-packet processing overhead introduced by the CPU, we are also profiling the Linux
kernel networking code so as to identify the most CPU intensive operations and imple-
ment them on custom NICs enhanced with field programmable gate arrays (FPGAs).
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Abstract. An AltQ-based software router, using CBQ as key building block,
offers a flexible platform to provide service differentiation in the future Inter-
net. This paper presents an experimental analysis of the actual performance and
scheduling accuracy of an AltQ/CBQ-based software router, using a very precise
hardware-based measuring technique. Our results show, that even though several
jitter effects can be estimated very well in advance, they can become consider-
ably large with only a small number of concurrent flows. Moreover, the forward-
ing performance of the test system is still not sufficient to handle a single Fast
Ethernet link, which will lead to an unpredictable delay jitter.

Keywords: Policing, Scheduling, CBQ, AltQ

1 Introduction

The vision of a network providing service differentiation for almost every application
becomes more and more reality. IP telephony for example, that has been mainly used
within enterprise networks for a fairly long time, seems to be ready for the broad market
now. An increasing number of end customers switching to this technology requires a so-
phisticated resource management within and in between individual provider networks.

However, the deployment of Quality-of-Service mechanisms that are both scalable
and predictable in terms of transmission properties is still a non-trivial task.

A common and widely accepted approach to maintain scalability is proposed in [1,
2]. Traffic management within the core of the network is based on a few traffic ag-
gregates and static resource assignment. Service guarantees can then be achieved by
a strict admission control at configuration time and by continuously monitoring and
shaping incoming traffic at the network boundary. The scheduling of the ingress traffic
needs to be as accurately as possible thereby, to precisely estimate the behaviour of
the resulting traffic and to exploit the allocated resources of a given traffic aggregate as
efficiently as possible (see [3]). The traffic conditioning at the network boundary addi-
tionally requires packet classification and resource management based on single micro
flows which is not or only partially supported by currently available hardware routers.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 367–378, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The deployment of a software-based router at the network boundary, using an ad-
vanced scheduler like Class Based Queueing (CBQ) as key building block, offers an
interesting alternative. CBQ supports both real-time and link sharing services in an inte-
grated fashion. See [4] for an introduction to CBQ concepts and mechanisms. However,
the flexibility of a software-based solution is limited, because the packet processing is
almost completely realized in software.

In addition, a complex packet scheduling discipline like CBQ introduces a much
higher workload compared to that of simple FIFO scheduling. Thus, accurate schedul-
ing requires not only an efficient implementation of the scheduling algorithm but also a
machine that can cope with the workload easily.

This paper gives an overview of the general performance of a FreeBSD/AltQ-based
router, using CBQ as packet scheduler, with the focus on the accuracy of the packet
forwarding especially. AltQ is a queueing framework that allows flexible resource man-
agement on BSD-based operation systems. It is described in detail in [5].

The experiments, described in this paper, were carried out using a very accurate
hardware-based measuring technique. The results contradict statements given for ex-
ample in [5], that an FreeBSD/AltQ-based router, using commodity hardware, will have
processing power enough to handle multiple Fast Ethernet connections in parallel. Al-
though, a more powerful system was used, the packet forwarding performance was still
not sufficient to handle a single Fast Ethernet link when a typical packet size distribu-
tion is taken into consideration. As it is stated in [5] too, the CBQ scheduler itself is
still not as efficient as it can be, even though a refined implementation was used (see
[6]). Both, the insufficient overall performance and the inefficient CBQ implementa-
tion, negatively affect the accuracy of the packet forwarding. This makes it difficult to
achieve real traffic isolation and to precisely estimate the behaviour of the resulting traf-
fic. While the packet forwarding accuracy is affected by a number of other factors too,
whose influence can be derived very well, optimisation is required, as the introduced
packet delay jitter will become too large for certain applications.

Section 2 describes the test-bed and measuring technique used in the experiments.
Section 3 gives an overview of the packet forwarding performance of the PC-system
used as software router. Section 4 analyses several issues concerning the CBQ schedul-
ing accuracy. Section 5 finally discusses the ability of the PC-system to provide traffic
isolation. Section 6 presents a short summary of the major results and gives an outlook
for future work.

2 Experimental Test-Bed and Methodology

The experiments were carried out with the core test bed shown in Figure 1. All machines
were equipped with Intel Fast Ethernet devices (Intel 82558/82562 chip-set) and had
Linux or FreeBSD installed. Machine A was used to generate the test traffic, that was
sent through the router and received by machine B. In addition, background traffic was
generated by several machines from within the local network and sent to machine B via
the router. The router was a Pentium III 866 MHz machine with FreeBSD 4.7 installed
and AltQ 3.1 compiled into the kernel. It was started in single user mode via boot -s
to prevent background processes from negatively affecting the packet processing of the
router. The network was configured manually.
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Fig. 1. Test-bed topology.

mgen [7] was used to generate UDP traffic with packets of 46, 512, 1024 and
1500 Bytes length respectively and to simulate the G.726 VoIP codec [8]. Based on
the packet statistics of a hardware router of the campus network (see Table 1), Best-
Effort UDP traffic, as it is typically observed in a LAN/Intranet network, was simulated
using tg [9].

While the results of the experiments in a number of other papers are based on soft-
ware tools like tcpdump (see [10] for example), a very accurate hardware based mea-
suring technique was used in our experiments to collect the packet traces. Even though
it will not be discussed in detail, two drawbacks shall be pointed out when using a soft-
ware based solution. The accuracy of the time-stamp, recorded for a packet, then typ-
ically depends on the system clock and the frequency of the kernel timer respectively.
With a timer frequency of 1000 cps for example, the resolution of the time-stamp is
1 ms at best. Given the fact, that with Fast Ethernet packets can typically arrive at the
router within about 6 to 122 μs, a much higher time-stamp resolution is required. While
someone could point out, that the use of the time-stamp counter of the routers processor
would provide the required resolution, this would implicate the execution of the trace
recording software on the router itself. This will introduce additional load and affect the
router’s packet forwarding ability that should be measured actually.

Therefore a dedicated monitoring machine was used to collect packet traces before
and after the router. It was equipped with two Endace DAG 3.5E network measuring
devices [11], each capable of monitoring the packet stream on the physical layer and of
capturing a configured number of Bytes of each packet together with a high resolution
time-stamp. The time-stamp is recorded at the beginning of the packet arrival and the

Table 1. Distribution of the packet length of IP packets as typically observed in a LAN/Intranet.

IP packet size (Bytes) 0-46 47-109 110-237 238-1005 1006-1500
(%) 27 24 17 5 27
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clock resolution of the card’s Dag Universal Clock Kit (DUCK) time-stamp engine is
60 ns [12, 13]. The clocks of both cards were synchronised with an error of ±120 ns on
average. Thus, each trace file contains a record for each packet that has been forwarded
by the router successfully. The record consists of at least the packet header and a 64 bit
time-stamp.

At the end of each experiment the trace files were used to calculate the packet de-
lay caused by the router, removing the corresponding packet serialisation delay which
is comprised once in the overall packet delay as both time-stamps are recorded at the
beginning of the packet arrival. The results were used to obtain the “packet delay dis-
tribution” graph. Every experiment was repeated several times in order to ensure the
statistical validity of the results.

3 Packet Forwarding Performance

To get an overview of the system’s behaviour, test traffic with packets of constant and
variable length was generated (see Section 2), gradually increasing the ingress rate up to
the maximum achievable rate. Each experiment was carried out using both, the standard
FIFO queue and a simple CBQ configuration with packets directed to the default class.

3.1 General Performance

As shown in Table 3, the basic packet delay, which is the minimum possible processing
delay that has been introduced on a significant number of packets at a very low rate of
the test traffic, is almost independent of the packet length. Therefore, frame reception
and transmission and the corresponding PCI transfers of the packet data have to take
place in parallel and not strictly consecutive. Otherwise, it would take up to 23 μs longer
to forward a packet of 1500 Bytes length using a 32 bit/33 MHz PCI bus (see Table 2
for the one time PCI transfer delay).

During frame reception, the network device performs DMA write transactions from
the device buffer to the system memory, so that the PCI transfer delay is actually cov-
ered by the much larger packet serialisation delay that has been already removed from
the overall packet delay (see Section 2). The same applies to frame transmission, where
the network device starts serialising the packet while the packet data is actually trans-
fered from the system memory to the device buffer using DMA read transactions (see
[14]). So, the packet delay is mainly caused by the router’s software layer and does

Table 2. PCI transfer delay.

IP packet size PCI transfer delay
(bytes) (μs)

46 0.35
512 3.88

1024 7.76
1500 11.36
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Table 3. Basic and worst-case packet delay.

IP packet size basic delay (μs) worst-case delay (μs)
(bytes) FIFO CBQ FIFO CBQ

46 24 30 124 129
512 26 33 130 137
1024 26 33 125 131
1500 26 33 118 138

comprises no or only a small part of the processing delay caused by the PCI bus and
network device respectively. If it takes at least 24 μs to forward a single packet however,
the packet forwarding rate of the system will be limited to about 41000 pps. This is im-
portant, as the packet arrival rate could become larger than 100000 pps, considering a
typical packet size distribution (see Table 1). The consequences are discussed in detail
in Section 3.2.

While almost all packets are forwarded with nearly the basic packet delay, a small
number already experiences higher delays under low ingress rates. In the experiments
with a packet length of 512 Bytes for example, some packets will be typically delayed
by 36 μs and 56 μs respectively. This deviation from the basic packet delay could be-
come a serious problem when the ingress rate of the test traffic increases. The delay
of a large number of packets can then be affected too, due to the fact that the traffic
burstiness increases as well. Although, the burstiness of the generated traffic is mainly
a problem of the inaccuracy of the mgen traffic generator, results are not worthless
but have to be interpreted accordingly as real network traffic is bursty too. Given this
fact, the delay deviation of a single packet is inevitably passed to each packet that fol-
lows within a burst. The larger the burst the more packets are potentially affected. This
burstiness effect is the main reason, that leads to the visible steps at 36 μs and 56 μs
respectively and to the increasing overall packet delay, that can be observed in Figure 2.

While the resulting jitter is comparably small, i.e. the worst case delay, occurred
under FIFO scheduling, is about 130 μs (see Table 3), the sensitivity of packet process-
ing and of the resulting packet delay becomes already observable without any complex
traffic management configured and with only a single packet flow active.

3.2 Impact of Variable Length Packets

A different behaviour can be noticed in the experiments with variable length packets.
Besides the fact, that a significant number of packets experienced a delay of about 150
μs, a broader distribution of the packet delay can be observed in general and especially
under CBQ scheduling, when the ingress rate is increased (see Figure 3).

The visible step in the range of 130 μs to 150 μs is caused by the packets of variable
length. The further discussion will be restricted to the worst case behaviour observed
under FIFO scheduling when a packet of maximum length (1500 Bytes) and a very
small packet (46 Bytes) arrive at the router within a burst. In this case both, the inter
arrival time and the processing delay of the second packet is smaller then the processing
and serialisation delay of the first packet respectively. The small packet will then have
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to wait at least 117 μs in addition to its own processing delay which results in an overall
delay of at least 141 μs. If another burst of small packets arrive immediately thereafter,
each packet will experience at least the same delay due to the burstiness effect already
mentioned in Section 3.1.

The broader delay distribution can be mainly attributed to the already described
limited packet forwarding performance of the system. The router cannot forward a burst
of small packets (<110 Bytes) with the required forwarding rate. This in turn leads to a
congestion at the incoming interface and to an increasing packet delay within the burst.
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It must be questioned then, if traffic isolation, as it should be provisioned by the CBQ
scheduler, is actually possible. This aspect will be finally discussed in Section 5.

4 Accuracy of the CBQ Packet Scheduler

CBQ is aimed to support both, real-time and link-sharing services in an integrated fash-
ion. The accuracy of the packet scheduling and the resulting delay jitter for a certain
traffic entity then depends on several issues concerning both, the system hardware and
the CBQ implementation itself. It has to be analysed, how background traffic influences
the delay jitter of some test traffic.

4.1 Priority Scheduling

Priority scheduling can be used to achieve some kind of coarse-grained traffic differ-
entiation. The CBQ implementation of AltQ supports up to eight priorities by default.
In general, a class at a certain priority is allowed to send packets as long as there is
no other class on a higher priority that is able to send packets. Only two priorities will
be considered in the discussion furthermore. The test traffic is generated at a rate of 3
Mbit/s and is served with the highest priority. The background traffic is served with the
lowest priority and its ingress rate is gradually increased during the overall measure-
ment. The background traffic consists of packets of maximum length and is assumed to
be always active.

The results are presented in Figure 4. It shows the distribution of the packet delay
of the test traffic in dependence on the ingress rate of the background traffic. The ideal
curve represents the packet delay distribution of the test traffic under unloaded condi-
tions, i.e. with no background traffic active. The worst case jitter theoretically occurs,
when a high priority packet arrives at the outgoing interface of the router shortly after
the scheduler has started serving a maximum length low priority packet. It has to wait up
to 122 μs on Fast Ethernet until the low priority packet has been serialised completely.
In fact, packets will be typically moved to the network device buffer however, which
leads to an even higher delay deviation than expected. As the device buffer is of 3 KByte
size, up to two low priority packets fit into the buffer. Therefore, a significant number
of packets of the test traffic will be delayed by more than 270 μs, which is twice the
serialisation delay of a packet of 1500 Bytes length and includes the processing delay
of the test packet.

To reduce the jitter effects caused by the device buffer, the transfer rate between
system memory and network device buffer must be throttled actually. This could be
done in theory using a Token-Bucket-Regulator (TBR) [5] as it is implemented in AltQ.
Experiments, that were carried out using this mechanism have not lead to the desired
behaviour so far, which is supposed to be caused by the deficit counter used by the TBR
implementation. Further research is required here to optimise the implementation.

4.2 Weighted-Round-Robin Scheduling

It is interesting furthermore, how accurate CBQ schedules flows that share bandwidth at
the same priority level. A Weighted-Round-Robin (WRR) scheduler is used to schedule
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Fig. 4. Distribution of the packet delay of test traffic with low priority background traffic (1500
Bytes length packets).

those classes and to take care of each class receiving its reserved share of bandwidth. A
weight (byte allocation) is calculated for each class according to its reserved bandwidth
share, which is the number of Bytes a class may send in a WRR round. The jitter, that
may occur to the packets of a certain traffic class, not only depends on the number of
classes on the same priority but also on their bandwidth allocations. In the worst case
a packet arrives at a certain class shortly after the WRR scheduler could have served
this class. The packet will have to wait then, until each class with the same priority will
have sent at least their byte allocation and a packet of maximum length as the AltQ
implementation of CBQ uses a deficit counter.

A first experiment was carried out to measure the influence of the bandwidth allo-
cation of a single class to the delay jitter of the packets of the test traffic. The configu-
ration of the priority experiment was slightly modified so that both, the test traffic and
the background traffic are served with the same priority. The background traffic consists
of packets of maximum length. Its ingress rate is gradually increased during the exper-
iment. The bandwidth allocation of the corresponding class was adapted accordingly,
i.e. the byte allocation was increased as well. As long as its byte allocation is smaller
than 1500 Bytes, the worst case jitter of the test packets should correspond to the serial-
isation delay of a packet of maximum length. If the byte allocation becomes larger than
1500 Bytes but not larger than 3000 Bytes, up to two maximum length packets can be
sent in a round because of the deficit counter implementation. Including the processing
delay of the test packet, this should result in an overall delay of about 150 μs and 270
μs respectively.

The results given in Figure 5 do not confirm this assumptions however. It shows the
packet delay distribution of the test traffic in dependence on the ingress rate and the
byte allocation of the background traffic respectively. The ideal curve again represents
the packet delay distribution of the test traffic under unloaded conditions. With byte
allocations smaller than 1500 Bytes, a significant number of packets will be delayed by
more then 270 μs already, which indicates a serialisation of two packets of maximum
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length. With larger allocations, up to three packets of maximum length can be sent,
before the test packet will be served.

Again, the network device buffer may be the reason for this behaviour. In case the
byte allocation is smaller than 1500 Bytes, it can be assumed, that the scheduler starts
serving another maximum length packet, while already having one in the device buffer.
With an allocation larger than 1500 Bytes, the device buffer already contains two pack-
ets of maximum length. While the scheduler cannot serve another background packet
immediately, the background class is still selected to be served next by the scheduler.
Up to three maximum length packets have to be serialised then, before the test packet
can be served by the scheduler.

The number of active background flows and the number of the corresponding CBQ
classes was modified in a second experiment with the ingress rate of each flow left
constant. The byte allocation of each background class is smaller than 1500 Bytes. In
contrast to the previous experiment, each background class may send a maximum length
packet within a round, because of the deficit counter implementation of the scheduler.
The worst-case jitter should simply be the serialisation delay of a packet of maximum
length times the number of background classes.

The results given in Figure 6, that show the packet delay distribution of the test traf-
fic in dependence on the number of background flows, do not completely confirm this
assumptions. As before, the ideal curve represents the packet delay distribution of the
test traffic under unloaded conditions. With ten background classes, up to eight typical
steps can be observed only, each indicating the serialisation of a packet of maximum
length. The suspension mechanism of CBQ may be the reason for this behaviour, i.e.
not all background classes are allowed to send a packet in each round. On the other
hand, the network device buffer may be involved again, which is safe to say only for the
measurement with a single load class. A significant number of test packets will be de-
layed by more than 270 μs, which corresponds to the serialisation delay of two packets
of maximum length.
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Bytes length packets) at the same priority.

5 Ability to Isolate Traffic

A traffic management that strictly avoids interaction of certain traffic entities cannot
completely achieved with CBQ for several reasons described in the previous section.
While the jitter, resulting from the WRR scheduling especially, could become consid-
erably large with only a small number of traffic flows active, it can be estimated rather
precisely, as demonstrated. Nevertheless, it could become rather difficult to precisely
adapt traffic parameters given the results in Section 3.

To stress this point, the priority measurement was slightly modified. VoIP traffic
(G.726 codec) was generated as test traffic and traffic with packets of variable length as
background traffic (see Table 1). Given the results from the priority experiments, only
the jitter caused by the device buffer should be observed ideally. Including the basic
processing delay, this should result in an overall delay for the VoIP packets of at most
270 μs roughly.

The results given in Figure 7 show, that up to an ingress rate of the background
traffic of 10 Mbit/s, the overall delay of the VoIP packets is mainly within the expected
range of 270 μs. With the background traffic becoming more intense a significant in-
fluence of the VoIP traffic can be observed however. At ingress rates of the background
traffic of 20, 40, 60 and 80 Mbit/s the number of packets accurately delivered within
270 μs is shortened to about 96, 93, 88 and 70 % respectively. As it is unpredictable
how the system behaves when packet processing becomes more complex, i.e. when
classification and scheduling of a larger number of flows is required, it is impossible to
precisely estimate the resulting jitter in advance.
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6 Conclusion and Outlook

This paper gives a discussion of some selected aspects concerning the performance of
an AltQ/CBQ-based software router using commodity hardware with the focus on the
accuracy of the packet scheduling. The results are twofold.

First, it has been shown, that the performance of the test system is still not sufficient
to be used in production and research environments. The system is unable to handle a
half-duplex Fast Ethernet link when a typical distribution in the packet sizes is taken
into consideration. This can lead to congestion in the policing/shaping router and result
in unpredictable packet delay furthermore.

Jitter effects, caused by the AltQ implementation of the CBQ scheduling mecha-
nism, have been identified as a second problem. While those effects can be estimated
very well in advance, they can become considerably large with only a small number of
traffic flows active. Especially the WRR scheduler can cause a large delay jitter, due to
the deficit counter-based implementation.

Apart from the limited overall system performance it must be stated, that policing
and shaping is not achievable with a desirable accuracy using the AltQ/CBQ combina-
tion. Both the implementation weaknesses and the per packet processing delay needs to
be addressed first.

The limited packet forwarding performance for example, that has been identified as
the main problem, can be increased on the one side by using a more powerful hardware,
i.e. a better processor and a faster memory subsystem. As demonstrated in [15] a much
larger performance improvement can probably be achieved by using a polling-based
packet forwarding. The software router evaluated here uses FreeBSD 4.7 as software
plattform, which is interrupt-driven. This issues will be addressed in ongoing research.
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Abstract. Contrary to common trends, we show in this work that multiservices
networks do not maximize profit, for a given set of resources available. Networks
offering one service only do.

Keywords: multiservices networks, revenue

1 Introduction

Recent and current developments in the networking area argue in favor of designing
QoS-capable, multiservices networks able at handling different types of media traffic.
The multiservices aspect is clearly the most innovative feature as it comes in contrast
with classical networking offers where one network would support one service.

The impacts of mixing several services in a common network are manyfold. They
are mainly related with the provision of various levels of QoS, which is done through
specific resource allocation mechanisms. Diffserv is the commonly adopted approach
through which services are differentiated. This differentiation is based upon real-time
mechanisms operating at the packet level.

The main motivation to mixing services is classically in “statistical multiplexing
gain”. Roughly speaking, the M/M/2 queue works better than 2 M/M/1 queues in paral-
lel. When considering systems with priority levels, this scaling effect does not work the
same way. We claim in this paper that such crude understanding of the multiservices
concept is not the best option, especially in terms of revenue.

We operate on a crude model of the network, made of with a single multiplexing
stage. The model is obviously simplistic, but is captures the essence of the argument. In
a real network offering QoS guarantees (whether the network is connection oriented, or
connectionless), some kind of acceptance control is performed. Prior to accepting any
new flow, the network examines if the flow may be admitted, and possibly rejects it or
admits it with a lower QoS level. This amounts to limit the load of each multiplexing
stage in the network. In the model used here, the effect of the limitation is taken into
account on a single stage: in the real network the acceptance decision would be the
concatenation of all decisions of all the nodes involved.

There are many devices able at providing QoS differentiation which have been pro-
posed and experimented. If one puts aside those of the mechanisms oriented “conges-
tion control”, which have a clear specific purpose, the basic principle in use is the pri-
ority in the access to the bandwidth resource. So we assume that the multiplexing stage
differentiates services according to the Head of the Line (HoL) priority.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 400–404, 2005.
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Note that UMTS offers another specific configuration where to apply the model
presented here. Voice and data flows are competing in user terminals of a given cell for
accessing the available frequencies. If an optimization process, based upon the opera-
tor’s revenue is run, the conclusions drawn here apply directly.

2 Model

Consider, without loss of generality, two flows 1 and 2 arriving at a given network
element. Extension to more than two flows would be possible, using the same principle.
Let the arrival processes follow Poisson distributions with rates λ1 and λ2, respectively,
and let the service durations have means m1 and m2 and second moments S1 and
S2, respectively. Let ρi = λimi, i = 1, 2, and let Xi = Si/2mi, i = 1, 2. Clearly,
ρ = ρ1 + ρ2.

Let flow 1 have a higher priority than flow 2. Flow 1 may for instance model a
flow with real-time constraints, such as voice, or circuit emulation. Flow 2 is of lesser
priority and may thus model non-real-time data traffic. By reference to an M/G/1 queue
with Head of Line priority discipline [1], the waiting timesWi per flow are given by

W1 =
W0

1 − ρ1 , (1)

and

W2 =
W0

(1 − ρ1)(1 − ρ) (2)

where

W0 = λ1
S2

1

2
+ λ2

S2
2

2
(3)

= ρ1X1 + ρ2X2.

Note that the Xi are constants mainly related to the protocols run by the service: they
do not depend on any traffic or other network state parameter (Xi = mi for the case of
exponentially distributed services).

Let D1 denote the upper bound on the waiting time of flow 1. Eqn. (1) enables us
to limit the total flow ρ in terms of the higher priority flow 1 as follows.

W1 ≤ D1, (4)

or
ρ1X1 + (ρ− ρ1)X2

1 − ρ1 ≤ D1. (5)

Thus, the total flow ρ is limited by

ρ ≤ D1

X2
− ρ1D1 +X1 −X2

X2
. (6)

To this condition, one must add the classical limitation, which ensure the system is
not congested, and guarantees that the average waiting time of flow 2 is finite:

ρ = ρ1 + ρ2 < 1. (7)
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One could impose a limit on the delay of flow 2, which would translate in an ad-
ditional constraint. For the sake of simplicity one assumes no limitation (or rather the
limit is several order of magnitude larger and without actual influence).

3 Analysis

Now, let us turn to revenues. Let G1 and G2 denote the revenues from transporting
one unit of flows 1 and 2, respectively. The revenue is assumed to be proportional to
the volume of data processed by the network. Packets arrive with rates λi and carry a
volumemiC,C denotes the network bitrate, assumed to be a constant of the problem, so
that the volume processed by unit of time is λimiC = ρiC. In short, the volume carried
by time unit is proportional to the loads. The total revenueG is thus proportional with

G = ρ1G1 + ρ2G2 (8)

Finally, the problem we are dealing with can be formulated according to a basic
optimization one:

Maximise G = ρ1G1 + ρ2G2

under the constraints:
ρ = ρ1 + ρ2 < 1

ρ1(X1 +D1) + ρ2X2 ≤ D1

Figure 1 below gives a schematic view of this 2-dimension Simplex problem. The
full lines correspond to the constraints, while the dotted one is the quantity G to be
maximized.

The graphical approach is straightforward: the dotted line is slipped until it reaches
the boundaries. Depending on the parameters, the maximum is on A, B, C, or on any
point between A and B or between B and C for specific values of the slopes. Note the

increasing

Fig. 1. Variation of revenue with load shares.
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line representing the constraint on D1 cut the vertical axis for ρ2 = D1/X2, which is
much likely larger than 1 (the Xi are of the same order of magnitude than the service
times, and havingD1 ≈ m1 orm2 is unrealistic).

Going on with the geometric formulation of the problem, the analysis depends on
the relative slopes of these lines. The objective function has a slope −G1/G2, the con-
straint onD1 a slope −(X1 +D1)/X2, and the constraint on total load a slope −1.

– Under the condition

−G1

G2
> −1, i.e. G2 > G1 (9)

the maximum is reached at point A, i.e. the revenue is maximum for ρ1 = 0. This
configuration is unlikely with certainty, as guaranteed services should be charged
more than the others.

– If G1 = G2, the objective function is parallel to the constraint on ρ: the maximum
is obtained for all points between A and B. Here too, this configuration is certainly
unrealistic.

– Under the condition

−1 > −G1

G2
> −X1 +D1

X2
, i.e. G2 < G1 < G2

X1 +D1

X2
, (10)

then the maximum is obtained in B.
– At last, when

G1 > G2
X1 +D1

X2
, (11)

the optimum is for ρ2 = 0 and ρ1 = D1/(X1 +D1).

4 Implications

If we retain only the configurations which seem of realistic use, the analysis above
stresses the major role of the ratio(X1 +D1)/X2.

As long asG1/G2 > (X1+D1)/X2, the optimum is in offering only the guaranteed
service. Otherwise, the best choice (as long as G1 > G2) is in the hybrid point B. As
soon as G1 = G2, the most efficient is to restrict the offer to best effort services,
conforming to the intuition.

The major implication of this analysis on the network operator is the following.
Consider a typical ISP offering a best-effort Internet service. Keeping the same level
of resources (capacity installed), it might continue offering this one service, it might
want to upgrade its system following the present technological advances and offer a
QoS guaranteed service or else it might want to offer a bi-level service : best effort
plus guaranteed. The driving force behind those three choices is clearly to maximize
the revenues.

In any case, the mean service times X1 and X2 are rather fixed (depending on
hardware/software capabilities). QoS, in terms of the delay bound D1 for instance, is
required and thus set by the user. The ’only’ real choice for the operator is thus based
on the costs and revenues, that is what service to offer : best-effort, guaranteed or both.
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The operator calculates in this case the value of the ratio(X1 +D1)/X2. According
to its value and given the current level of the prices (e.g. the offers of competitors),
his interest is to offer solely the guaranteed service, preferably in a connection-oriented
manner, to transport real-time traffic only (case of equation 3), or to restrict to a mix
of guaranteed and a best-effort service, in a packet mode, for the transport of non-real
time data traffic. In most cases, a multiservices offer does not maximize profit.

5 Numerical Application

For the sake of simplicity, let all packets be of the same length, 10 kbits on average. Let
the delay constraint be fixed to 10 ms (this is the variable, queueing-related part of the
delay in each node).

The following table shows the conditions, in terms of the relative costs G1 and G2,
under which a QoS guaranteed service is worth offering, rather than a best-effort one.

Throughput 10 Mbps 100 Mbps 10 Gbps
QoS if G1 > 11G2 G1 > 102G2 G1 > 104G2

6 Conclusion

Networks that offer one service only maximize the revenues. Needless to say, they are
also easier to design, deploy, run and maintain. Now, the results displayed here have
to be taken with care. There are implicit assumptions which are worth considering.
First, the model assumes a demand of “infinite size” on both kinds of services (QoS
guaranteed and best-effort). Second, the optimization problem considers the demands
and traffic properties on the one side, and the price structure on the other side. In reality,
there should exist a strong relation between these parameters, as the level of demand is
clearly related with the offering and with the tariffs in use.

Also, there are obviously other motivations to multiservices offers – and first of
all a multiservices approach offers a much greater flexibility, both for operators and
users. However, the kind of results obtained here could advocate for reconsidering the
traditional view, according to which resource mutualization and statistical multiplexing
leads to increasing the efficiency.
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Abstract. In this paper, we investigate the impact of the revenues on
delivering IP-based multimedia services with different quality of service
(QoS) requirements to mobile users. We consider that a network provider
offers two distinct grades of services to which users may subscribe: Pre-
mium, or Economy. A simple revenue model is defined to calculate the
total revenues generated due to the traffic downloaded by both types of
subscribers. Premium class users pay a higher tariff for their connection
to receive a higher level of quality, measured by a set of parameters such
as call blocking probability, coding rate, and format of the multimedia
services. The delivery of multimedia services is enabled by our proposed
QoS-based filtering architecture that guarantees the contractual level of
QoS requirements for each type of media (e.g., video, voice and data),
while maximizing the links’ throughput. According to this architecture,
filters are installed at the output port of every node of the network and
are able to change the coding rates in accordance with the results of a
multi-objective optimization function. Simulations results prove that the
gain in the number of admitted users is not simply limited by the maxi-
mum available link capacity but it is, rather, bounded by the additional
revenue gained by admitting those new users.

1 Introduction

The demand of mobile users for new IP enhanced services such as video and
audio conferencing, video streaming, on-line gaming, or voice-over IP is increas-
ing rapidly. In today’s telecommunications environment, network providers1 are
obliged, for differentiation and profitability, to expand their service offerings and
provide classes of service customized according to subscribers’ unique needs and
demands. To achieve this aim, providers must utilize an intelligent network in-
frastructure able to deliver IP services with different QoS requirements. In this
1 Although a service provider is properly the operator that offers the IP services to

the users, throughout this paper we assume that the network provider is also the
service provider.
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network architecture, end-system, access and core network nodes capabilities are
equally important in delivering the QoS support [1] at the application layer and
providing preferential treatment to a class of subscriber. In fact, all network
nodes along an end-to-end path should contribute to guarantee requirements
such as a maximum delay tolerance, guaranteed bit rates, while maximizing
the number of admissible users, avoiding local congestion, maximizing the links’
throughput, including the limited bandwidth of the wireless channels.

Our proposed network infrastructure is based on installing filters at the out-
put ports of each traditional node of the IP network (see Fig. 1). In fact, in our
vision, the filters can provide, along the end-to-end path, the necessary QoS sup-
port while avoiding the wastage of network resources. This is done by adaptively
controlling, on an end-to-end basis, the bit rates [2] and the specific format [3]
at which media streams are downloaded according to the dynamic conditions
of the downstream links. In accordance with the traffic loads and the available
capacity, coding rates of the traffic flows are reduced without transcoding; and
then, if necessary, the coding rates are further reduced via transcoding. The most
significant feature of the filtering strategy is that the range of selectable coding
rates and types of formats for each traffic flow provide the network operator
with a flexible means to provide different classes of users with different levels
of quality while maximizing the network throughput and the total revenues. In
this paper, we intend to construct a multi-objective function that controls the
multi-scale filters located in the core network and investigate how the revenues
affect the maximum number of admissible mobile users.

The rest of the paper is organized as follows. In Sect. 2, we present the QoS fil-
tering architecture. The section includes the description of the filter parameters,
the resource manager scheme and the revenue model. Next, in Sect. 3, we define
the multi-objective optimization function. Simulations results are provided in
Sect. 4 and the conclusions are given in Sect. 5.

2 The QoS Filtering Architecture

In the network architecture shown in Fig. 1, media servers are connected to
the IP core network that is made up of routers interconnected in some mesh
configuration via high-speed fiber links. Different types of media contents are
downloaded from the servers via fiber links to the radio access network that is
made up of radio network controllers and base stations.

In our proposed architecture, the multi-scale filters control the traffic flows
downloaded from the server to the mobile users (downstream). Those filters are
installed at the output ports of every router, server, and radio network controller
(RNC) because every node along the end-to-end path is equally important in
reacting to local congestion and delivering the QoS support at the application
layer. In the core network, a traffic flow represents the aggregate traffic of similar
media streams that are downloaded to a group of users who share some common
attribute. On the contrary, in the access network nodes, a traffic flow represents
a single media stream downloaded to a specific user. Based upon this traffic
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flow definition, the filters located at the output ports of the routers are able to
manipulate in the same way all media streams contained within the same traffic
flow, while the filters at the output ports of the RNCs manipulate a media
stream.

2.1 Filters Parameters

A multi-scale filter in the core network is an entity that selects a specific filtering
level f [k] for the k-th downloaded traffic flow. Each filtering level is selected from
a set of M values according to the filter granularity and processing power

f [k] ∈ {1, 2, 3, . . . ,M}. (1)

The minimum level “1” indicates the maximum filtering action taken by the
filter, which means the minimum bit-rate for downloading a flow as well as the
minimum quality of the media. The maximum filtering level “M” indicates the
minimum filtering action taken by the filter, which means that no filtering is
performed. The choice of a filtering level establishes a specific coding rate R[k]

and coding format CF [k] for the correspondent media streams

R[k] ∈ {R1, R2, R3, . . . , RM}, (2)

CF [k] ∈ {CF1, CF2}. (3)

The values of coding rates determine the bit-rate values for downloading the
media content included in the k-th traffic flow. The highest coding rate is asso-
ciated with the maximum downloading bit-rate while the minimum coding rate
corresponds to a guaranteed bit-rate:

Rguar < R
[k] < Rmax. (4)

The type of coding format defines the compression method used to encode each
media-type. The types of media streams that can be downloaded in the IP net-
work and their coding formats [4] are represented in Table 1. The choice of a
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Table 1. Media coding formats.

Media Types Coding Formats CF1 Coding Formats CF2

Speech AMR AMR-Wideband
Video H.263 MPEG-4
Still Images GIF JPEG
Text XML XHTML

Table 2. Filtering levels, Coding rates, and Coding formats for different media of
Premium and Economy class flows.

JPEG,
XHTML

2566MPEG-45126AMR-W247

JPEG,
XHTML

1285MPEG-43845AMR-W206

GIF,
XML

644MPEG-41284AMR-W165

GIF,
XML

323MPEG-4642AMR82
Premium class flows

GIF,
XML

644MPEG-41284AMR124

GIF,
XML

323MPEG-4963AMR103

GIF,
XML

242MPEG-4642AMR82

GIF,
XML

161H.263321AMR41
Economy class flows

CF[k]R[k]

(kbps)
f[k]CF[k]R[k]

(kbps)
f[k]CF[k]R[k]

(kbps)
f[k]

DataVideoSpeech

specific filtering level for the k-th traffic flow depends on the type of user group
to which the flow is directed and the type of media contained in the flow. The
network provider offers two distinct grades of services (GoS) to which users may
subscribe: Premium (P) and Economy (E). In Table 2, we show a possible assign-
ment of filtering levels with its corresponding coding rates and coding formats
for Premium and Economy class traffic flows. As shown in Table 2, the filter
treats still images and text as a single media without differentiating their cod-
ing rates; however, each has a different coding format. Economy class users can
download traffic flows that have a lower quality range than those of the Premium
class users. A Premium class subscriber will pay a higher tariff than an Economy
class subscriber to receive content with a superior grade of quality. Moreover, the
filtering algorithm assures that, in case of congestion, traffic flows that belong
to Premium class users will be degraded much more gracefully that those of the
Economy class users.

2.2 Resource Manager Scheme

The block diagram in Fig. 2 represents the Resource Manager. It includes a
traffic classifier, a filter, a class-based queuing packet scheduler, a traffic dis-
patcher, an optimization function and a management database. Based upon the
routing decision, the node would direct the incoming traffic flow to the appro-
priate output port where the filter is installed. As shown in the figure, [Tα,β]in
represents the k-th flow at an output port. It is characterized by a media-type



The Impact of Revenues on Delivering Differentiated IP Multimedia Services 409

Streaming

Conversational

Interactive

TD

AMR
WAMR

MPEG-4
H.263

JPEG
GIF
XHTML
XML

Optimization
function

ws

wv

wd

Management Database 

Filtering levels Queuing weights

Queuing System delayFiltering delay

Available
Downstream

Capacity

, , ,[ , , ]s P s P s P outf R CF

,[ ]inT
TC

TC=Traffic classifier
TD=Traffic dispatcher

FILTER
Speech

Data

Video

,

EP,

, , ,[ , , ]s E s E s E outf R CF

, , ,[ , , ]v P v P v P outf R CF

, , ,[ , , ]v E v E v E outf R CF

, , ,[ , , ]d P d P d P outf R CF

, , ,[ , , ]d E d E d E outf R CF

, , , ,[ , , ] ,inf R CF N

dvs ,,

PACKET SCHEDULER

Fig. 2. Resource Manager scheme for an output port at a single core network node.

α that is downloaded to a class β of users. The flow is characterized by a vec-
tor [fα,β, Rα,β , CFα,β ]in, as well as the number Nα,β of media streams included
in the same flow. The optimization function works every control period (Δt).
The shorter the control period, the finer the control is over the resources of the
network, but at the expense of increasing the processing complexity of the func-
tion. This function is used to control the actions of the filter and the class-based
queuing packet scheduler according to the QoS requirements of the traffic loads
and the available downstream capacity. Every control period, the optimization
function instructs the filter to manipulate the input traffic flows by assigning,
if necessary, an output vector with new parameters [fα,β, Rα,β , CFα,β ]out. A fil-
tering operation, that implies the reduction of the filtering level, is made via
a two steps approach: first, the coding rate of the traffic flow is changed with-
out transcoding; and then, if necessary, the coding rate is further reduced via
transcoding. Once a filtering action is done, a filtering delay is introduced and
is taken into account by the optimization function. The filtering delay increases
when transcoding is applied. At the same time, the optimization function con-
trols also the class-based queuing packet scheduler by choosing specific weights
[ws, wv, wd] for each queue. This is needed because the media-types included
in distinct traffic flows require different end-to-end transfer delays constraints.
We assume that the media types are downloaded according to the end-to-end
transfer delays constraints of a specific class of service defined within the specifi-
cations of Third Generation Partnerships Project (3GPP) [5]. Accordingly, text
and still images are downloaded according to the prerequisites of the interactive
services, whereas video streams are downloaded according to the prerequisites
of the streaming class of services. Finally, voice streams are supported as a con-
versational class of service.

When a filtering operation is made, the filtering delay is added together
with queuing and transmission delays. The optimization function selects weights
and filtering levels, with corresponding coding rates and formats such that the
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total transfer delay Δα,β to download a traffic flow in the downstream link is
maintained within minimum and maximum transfer delays values:

Δmin < Δα,β < Δmax. (5)

The minimum and maximum transfer delay values are stored in the management
database and are obtained by dividing the end-to-end transfer delay constraints
[5, 7] by the average number of hops along the downstream path.

2.3 Revenue Model

From a user perspective, it is important that all the QoS requirements of the
media streams are satisfied, and a preferential treatment is provided to the users
that pay more. From a service provider perspective, it is important that the
links’ throughput, the number of admitted users, and the total revenues are
maximized. In computing the revenues, tariffs for the users must be defined in
our QoS filtering model. These tariffs must take into account different factors
such as the class of users requesting the service, the bit rates and the types of
format at which media streams are downloaded. In computing the total revenues,
we used the following simple revenue model [6]:

Φ =
∑

α=s,v,d

∑
β=P,E

Nα,βTα,βRα,β . (6)

The revenue measure Φ describes the revenues generated due to the traffic down-
loaded by both Premium and Economy class users during a control period. In
this model, Tα,P and Tα,E are the tariffs that Premium and Economy class users
pay during a control period in order to download each type of media stream.
Without loss of generality, we assume that the tariff is expressed in dollars/Mbps.

3 The Optimization Function

In this section, we define the optimization function that is used to control the
actions of the filter and the queuing system. An incoming traffic flow [Tα,β ]in(t)
is characterized by the vector [fα,β , Rα,β, CFα,β ]in(t). The actions performed by
the optimization function determine after a predefined control period, Δt, an
output traffic flow that is characterized by the vector [fα,β, Rα,β , CFα,β ]out(t+
Δt) and a weights vector w̄(t+Δt). Let [fα,β , Rα,β, CFα,β ]min be the vector with
the minimum values for the filtering level, coding rate and format contained
in Table 2. Define the available capacity on an output link to be Cav(t) and
the number of actual media streams contained within each flow to be Nα,β(t).
The management database includes the range of filtering levels, coding rates
and formats represented in Table 2 and the information of the transfer delay
constraints (Δmin

α,β , Δ
max
α,β ).

The optimization function F is defined as the product of three different
objective functions

F = FUtilFRFΔ. (7)
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The objective here is to find the output traffic flow and the weights vector which
maximize the function F and satisfy the following constraints:

a) ws(t+Δt) + wv(t+Δt) + wd(t+Δt) = 1,
b) Δmin

α,β ≤ Δα,β(t+Δt) ≤ Δmax
α,β ,

c) Rtot(t+Δt) =
∑

α=s,v,d

∑
β=P,E

Nα,β(t)Rα,β(t+Δt) ≤ Cav(t),

d) [fα,β, Rα,β , CFα,β ]min ≤ [fα,β , Rα,β, CFα,β ]out(t+Δt) ≤
[fα,β, Rα,β , CFα,β ]in(t),

where Rtot(t+Δt) represents the throughput for the downstream link.
The first component of the objective function, FUtil, encourages solutions to

use the largest portion of the available bandwidth Cav(t) in order to maximize
the capacity utilization. This function is represented by

FUtil =

{
Rtot(t+Δt)

Cav(t) if Rtot(t+Δt) ≤ Cav(t)
0 otherwise.

(8)

The second component, FR, controls the assignment of the filtering level (fα,β)out

(t+Δt) and, consequently, associated coding rate (Rα,β)out(t+Δt) and format
(CFα,β)out(t+Δt), for each output traffic flow. The function is given by

FR =
∏

α=s,v,d

Fα
D(

∑
α=s,v,d

Fα,P
R +

∑
α=s,v,d

Fα,E
R )

1
6
, (9)

where

Fα,P
R =

{
[ (fα,P )out(t+Δt)−(fα,P )min

(fα,P )in(t)−(fα,P )min
]2 if (fα,P )min ≤ (fα,P )out(t + Δt) ≤ (fα,P )in(t)

0 otherwise,

(10)

Fα,E
R =

{√
(fα,E)out(t+Δt)−(fα,E)min

(fα,E)in(t)−(fα,E)min
if (fα,E)min ≤ (fα,E)out(t + Δt) ≤ (fα,E)in(t)

0 otherwise,
(11)

Fα
D =

{
0 if (fα,P )in(t)−(fα,P )out(t+Δt)

(fα,P )in(t) >
(fα,E)in(t)−(fα,E)out(t+Δt)

(fα,E)in(t)

1 otherwise.
(12)

The choice of the filtering levels is determined in a different way for traffic
flows downloaded to Premium and Economy class users. The function Fα,P

R is
quadratic and controls the output filtering levels for the traffic flows downloaded
to Premium class users. The function Fα,E

R is radical and determines the filtering
levels for the Economy class traffic flows. Both functions encourage an output
filtering level that is as close as possible to the input filtering level, but the
strength that they utilize is different. Premium class traffic flows tend to be
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degraded less than Economy class traffic flows. The reduction in the filtering
level of a certain traffic flow is measured by to the following formula:

Dα,β(t+Δt) =
(fα,β)in(t) − (fα,β)out(t+Δt)

(fα,β)in(t)
. (13)

Furthermore, to evaluate the effect of the filtering actions taken by the filter
on all traffic flows directed to Premium or Economy class users, we define an
average filtering reduction level for the Premium or Economy traffic flows. This
is calculated by averaging the function in equation (13) with respect to all types
of media as follows:

Dβ(t+Δt) =
1
3

∑
α=s,v,d

Dα,β(t+Δt). (14)

In case the number of media streams Nα,P (t) contained in the Premium class
traffic flows, is equal or higher than the number of streams Nα,E(t) included in
the Economy class traffic flows, both functions (10) and (11) cannot guarantee
that the filtering reduction Dα,P (t +Δt) for Premium class flows will be lower
than the reduction Dα,E(t+Δt) for the Economy class flows. The function FD

assures that this condition is always respected.
The last term of the objective function, FΔ, ensures that the transfer delay

of each traffic flow is not violated. We assume that each class-based queue can
be modelled as a simple M/M/1 queuing system and we calculate queuing and
transmission delay based upon this approximation. The total transfer delay of a
traffic flow for a downstream link can be written as

Δα,β(t+Δt) =
1

wα(t+Δt)Cav(t)
L − Nα,E(t)Rα,E(t+Δt)+Nα,P (t)Rα,P (t+Δt)

L

+ δα,β,

(15)
where δα,β represents the filtering delay that could be introduced by the filter
while L is the average length of media packets. Since the value of the filtering
delay depends on the choice of coding rates and coding formats of the input and
output traffic flows it can be represented as follows:

δα,β =

⎧⎨⎩
δ2 if [Rα,β , CFα,β ]in(t) �= [Rα,β , CFα,β ]out(t + Δt)

δ1 if [Rα,β ]in(t)] �= [Rα,β ]out(t + Δt), [CFα,β ]in(t)] = [CFα,β ]out(t + Δt)

0 if [Rα,β , CFα,β ]in(t) = [Rα,β , CFα,β ]out(t + Δt),
(16)

The delay function is given by

FΔ = Fw

∏
α=s,v,d

∏
β=P,E

Fα,β
Δ . (17)

The function Fα,β
Δ guarantees that the transfer delay of each traffic flow is main-

tained within pre-defined constraints while the function Fw ensures that the
constriction a) for the queuing weights is always satisfied

Fα,β
Δ =

{
1 if Δmin

α,β ≤ Δα,β(t+Δt) ≤ Δmax
α,β

0 otherwise,
(18)
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Fw =
{

1 if
∑

α=s,v,d wα(t+Δt) = 1
0 otherwise.

(19)

To perform the optimization, the Genetic Algorithms (GAs) are used [8].

4 Simulations Results

In this section, we explain the simulations experiments that we have conducted
to evaluate the impact of the revenue model on the performance of the filtering
algorithm. In the experiment, we assume that each user requests a multimedia
call containing all types of media: voice, video and data. All multimedia con-
tents are downloaded via a 15 Mbps link. The filtering delays and the transfer
delay constraints that we consider for each traffic flow are provided in Table 3.
The transfer delay constraints for each traffic flow are obtained by dividing the
maximum transfer delay in the core network (Table 3) by the number of hops.
We assume that the core network contains on the average three nodes (routers),
i.e., two hops. Each filter selects values for the coding rates, and formats, for
the output traffic flows as indicated in Table 2. To simplify the simulations,
we assume that each of the incoming traffic flows is associated with the high-
est filtering level described in Table 2. We consider an average packet length of
L = 1000 bits. To verify the effectiveness of the proposed algorithm to enhance
the capacity of the network in terms of users that could be admitted without
violating the pre-defined QoS requirements, we compare a single node case with-
out filtering, with another with filtering. Moreover, to study the impact of the
revenues on the capacity of the network, we define different tariff plans for Pre-
mium and Economy class users and we use the model defined in (6) to calculate
the revenues for the network operator. In the experiment, we first gradually load
the link with only Premium class calls until the last user is blocked. We, then,
repeat this experiment taking into consideration all possible combinations of
Premium and Economy class users. Each simulation continues until the last user

Table 3. Transfer delay constraints and filtering delays for each class of service.

1=5 ms, 

2=9 ms
1=5 ms, 

2=9 ms
1=5 ms,

2=9 msFiltering delays

80 ms  [8]30 ms  [6]20 ms [6]Maximum transfer delay 
in the Core Network

(0 ms , 40 ms)(0 ms , 15 ms)(0 ms, 10 ms)
Transfer delay 

constraints for a Core 
Network with 2 hops

tolerableboundedstrict and lowDelay characteristics

datavideovoiceTraffic flows

Interactive
class of service

Streaming
class of service

Conversational
class of service 
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Fig. 3. Admission region of Premium and Economy class users.

is blocked. In Fig. 3, we show the enhancement in the system capacity. Without
filtering, the total number of acceptable combinations of Economy and Premium
class users is about 700 (the area under the solid line); whereas with filtering
it increases by a factor of 20 to about 14000 (the area under the dotted line).
Clearly, there is a major gain in terms of increasing the network capacity. For
example, the maximum number of Economy class users has increased from 73 to
242, almost a 200% improvement. Similarly, the maximum number of Premium
class users has increased from 18 to about 120, another impressive 500% gain.
This is achieved without violating the pre-defined constraints for the transfer
delay of the multimedia services, while maintaining the agreed-upon contractual
ranges of quality (coding rates and formats) for the users, and maximizing the
links’ utilization [8].

From a service provider perspective, admitting more users must contribute
additional revenue gain. To show how the revenues gain of the service provider
can affect the operating region in Fig. 3, we calculate the total revenues using a
tariff plan in three different scenarios.

In scenario 1, the tariff for Premium class users depends upon the selected
filtering levels (see Table 2) assigned to the downloaded media streams. On the
other hand, the tariff for Economy class users does not depend on the choice of
the filtering levels but only on the amount of traffic downloaded as follows:

Tα,P =
{

0.20$/Mbps if fα,P > 4
0.15$/Mbps otherwise,

(20)

Tα,E =
{

0.10$/Mbps ∀fα,E . (21)

In scenario 2, the tariffs for both Premium and Economy class users depend on
the amount of traffic downloaded and on the filtering levels of the downloaded
media streams as follows:

Tα,P =
{

0.20$/Mbps if fα,P > 4
0.10$/Mbps otherwise,

(22)
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Tα,E =
{

0.10$/Mbps if fs,E ≥ 2; fv,E ≥ 2; fd,E > 2
0.05$/Mbps otherwise.

(23)

Finally, in scenario 3, the tariffs for both Premium and Economy class users do
not depend neither on the filtering levels of the downloaded media streams, nor
on the class of services, but only on the amount of traffic downloaded as follows:

Tα,P =
{

0.10$/Mbps ∀fα,P (24)

Tα,E =
{

0.10$/Mbps ∀fα,E . (25)

In Fig. 4, we elaborate the limitations on the gain received by increasing rev-
enues via admitting more users. In the graph, the percentage of Premium and
Economy class users is maintained at 10% and 90%, respectively. This classi-
fication presents a realistic scenario in which most users are indeed Economy
class subscribers. In scenarios 1 and 2, the increase in the revenue saturates at
100 users although the graph show that additional 120 users could be admitted.
When more than 100 users download multimedia contents, the filtering algorithm
maintains the QoS requirements however the revenues do not increase. Hence,
there is no advantage for a service provider to admit any more users above this
limit. The revenue gain limits the operating region for the operator despite the
fact the filtering algorithm would maintain the QoS parameters even for a larger
number of users. For the filtering case and the tariff plan of scenario 1, the rev-
enues reach $2.2 for 100 users. However, the revenues for the no filtering case
is maximum at approximately $1.4 for 40 users since the network cannot admit
more than 40 users. The revenue gain is approximately 50%, whereas the number
of admitted users has more than doubled. Hence, the range between 40 and 100
users is a more favorable operating region for both users and the operator. In
this region, the revenues increase because the filtering levels of traffic flows di-
rected to Premium class users, who pay a higher tariff than Economy class users
in scenarios 1 and 2, are still not reduced or are reduced at a significant lesser
rate than those of the flows directed to the Economy class users (see Fig. 5). In
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scenario 3, since Premium and Economy class users pay the same tariff for the
traffic downloaded, the revenue, which is proportional to the capacity utilization,
is maintained by the filtering algorithm almost constant to $1.4.

From a user perspective, this mode of operation will also limit the maximum
percentage of degradation that users will see. In Fig. 5, we show the average
reduction in the filtering levels on different traffic flows. In the graph, the per-
centage of Premium and Economy class users is still maintained as in Fig. 4.
In the range between 40 and 100 users, Premium class users download content
with the highest coding rates and formats without any filtering reduction. On
the contrary, Economy users will see a percentage of degradation in the quality of
their received content. However, the saturation of the revenues gain, contributes
to limit the maximum percentage of degradation that the users will see.

In Fig. 6, we also represent the average costs of Premium and Economy class
users to download their traffic flows. In scenarios 1 and 2, since the filtering
levels of Premium class traffic flows are not reduced, Premium class users pay
on average $0.16 during a control period. If more than 10 Premium class users
are admitted, there is a significant reduction in their average costs that will
lead to a decrease in the total revenues of the operator. On the other hand, the
average costs of Economy class users are maximum ($0.02) when the filter is
still not activated (0-40 users).When the link becomes overloaded, the average
filtering levels of Economy class traffic flows are reduced and the average costs
of Economy class users are lowered. In the range between 40 and 100 users, since
the reduction in the costs of Economy class users is less in comparison with the
increase in the total costs of Premium class users the operator will increase the
revenues.

Finally, in Fig. 7 we show the limitations in the system capacity due to the
effect of the revenues of the operator. The points illustrated in the graph indicate
the maximum number of Premium and Economy class users (respectively 100%,
0%; 50% 50%; 20% 80%; 10% 90%; 5% 95% 1% 99%; 0% 100%) that could
be admitted without saturating the revenues of the operator. To calculate the
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revenues, we used the tariff plan in Scenario 1. The area bounded by these
points represents the most favorable operating region for the network operator.
The revenues are generally increased when the percentage of Premium class users
is smaller than that of Economy class users. In this case the filtering levels of
the Premium class traffic flows can be reduced at a significant lesser rate than
Economy class traffic flows.

5 Conclusions

In this paper, we used a simple model to study the effects of the revenues of
a network provider on bounding the number of mobile users that request the
delivery of IP services within our proposed filtering architecture. Although the
filters increased significantly the number of admitted users, the gain in the rev-
enues saturated at a certain traffic load. This traffic load represents the boundary
for an operating region that is favorable for both users and network providers.
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Simulations results prove that a revenue gain is achievable in this region, if the
network provider offers classes of service customized, according to subscribers’
unique demands.
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Abstract. The paper presents a novel end-to-end seamless framework
to support end-to-end Quality of Service and Traffic Engineering. The
network model is based on the MPLS/DiffServ paradigm and addresses
the definition of a network architecture according to both users and
network providers requirements. A first solution relies on the central-
ized MPLS/DiffServ based Multi-protocol Access Inter-Domain (MAID)
architecture. This architecture allows a seamless QoS-IP service setup
through proper Users-Network Interfaces and inter-domain communica-
tion through Network-to-Network Interfaces. A fully distributed solution
is also presented to address critical scalability issues and to improve net-
work resilience. The overall architecture has been validated by means of
functional tests carried out on operational testbeds based on Linux PC
platforms.

1 Introduction

The Quality of Service for IP packet flows (QoS-IP) has a long history of stan-
dards and tools, both at the Data Plane level (e.g. traffic conditioning) and at
the Control Plane level (e.g. signaling and policy protocols). Quality of Service
requirements strongly depend on the side in which the interaction users–network
is observed. From the user perspective, the basic QoS requirements are the dy-
namism (e.g. the service should last as long as the user needs), the tailoring (e.g.
the network resources allocated for the service should fulfill exactly the end-user
requirements), as well as a seamless integration (e.g. the mechanisms involved
in QoS support should be transparent to end-user applications). Though some
tools for QoS are available in commercial IP routers, their compliancy to these
requirements is still far from being a market reality. Indeed, the main obstacles
for such a deployment reside in the different backbone networks technologies (e.g.
DiffServ, MPLS, IPoATM, etc.), which make hard to guarantee end-to-end QoS,
above all when the service has to be deployed across different administrative
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domains and in the number of protocols used in the access networks (e.g. RSVP,
H.323, SIP, MPEG-4,..), which implies a per-service/per-protocol User-Network-
Interface (UNI). From the Service Provider perspective, other requirements drive
the evolution of the services offered by the backbone, such as:

– network scalability, which implies a distributed Control Plane, best fitted if
based on MPLS;

– traffic engineering both at the flow and at the resource level, best fitted if
based on a DiffServ data plane;

– service survivability in case of faults or dynamic network topology changes,
easily guaranteed by MPLS recovery strategies;

– interoperation of adjacent domains with the same or different technologies,
which implies a Network-to-Network-Interface (NNI);

– interoperation of equipments from different vendors.

The overall objective of the research activity within the TANGO project [1]
is to define a novel network architecture able to meet the above summarized
users/Service Providers requirements. The crucial point of this architecture will
be the definition of proper interfaces between users and network (UNIs) and
between network and network (NNIs), respectively.

The paper is organized as follows. Section II presents the paradigm of nested-
networks and addresses the concepts of UNIs and NNIs that will be elaborated
upon in the next sections. Section III is devoted to the seamless QoS-IP ser-
vice setup, and includes the definition of the Multi-protocol Access Inter Do-
main (MAID) architecture and of the corresponding UNI (single MAID do-
main) and NNI (multiple MAID domains). Section IV discuss the key aspects of
a MPLS/Diffserv backbone architecture in this scenario. An alternative solution
to address critical scalability issues and network resilience is presented. Section
V presents the results of functional tests carried out on the experimental test-bed
developed in the framework of TANGO project. Finally, Section VI concludes
the paper with final remarks.

2 The Nested-Networks Paradigm

The currently operational networks feature a mature IP Data Plane, in which
QoS-IP network services are statically configured (and, consequently, under- or
over-provisioned) through the Management Plane. These networks are provided
with a flat Network Interface (NI) hierarchy, thus in most cases the different NI
functions, such as policing and traffic conditioning, are summed up in a single
point (the accessing router) even if the network service traverses multiple oper-
ators/providers; an example of this single-point Service Level Agreement (SLA)
is the Acceptable User Policy (AUP) agreement at the NRENs User-Network
Interface (UNI). For these networks, the IETF DiffServ architecture [2] has been
largely recognized as a main technology component for QoS-IP networks, due to
its native scalability and flexibility.

The DiffServ specifies only mechanisms for packet forwarding (Per Hop Be-
havior - PHB), flow aggregation rules and traffic conditioning, with a strict Data
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Plane scope [3–5]. Internet Service Providers (ISP) configure with internal poli-
cies the desired intra-domain services from PHBs, in order to fulfill the Service
Level Agreements (SLA) drawn up with their accessing users.

However, although the DiffServ architecture solves, at the Data Plane level,
the scalability problems related to QoS provisioning in a single domain, it is not
a complete end-to-end solution for the enforcement of a globally dynamic and
multi-level chain of SLAs. Different combined solutions (e.g. IntServ/DiffServ,
MPLS/DiffServ) have been proposed to overcome the lack of Control Plane
procedures and several research projects have been carried out to address this
problem (e.g. IST AQUILA [6], IST TEQUILA [7], IST MESCAL [8], IST
MOICANE [9], etc.). In general, in those projects where the focus was on intra-
domain Control Plane, the inter-domain was out of scope, and vice versa; and
this is a major lack for the assessment of an end-to-end seamless framework.

In this scenario, manufacturers can provide network operators with sets of
tools (e.g. Bandwidth Broker-like) for managing the QoS parameters of their own
network elements. These tools rely on the a common management paradigm,
based on standard or, more frequently, on proprietary Management Information
Bases (MIBs). However, these tools cannot prove to be effective in multi-region
signaling-integrated scenarios, due to the lack of generalized interfaces at the
different boundaries of the network (e.g. UNI, NNI), capable of integrating het-
erogeneous protocols from the access network (e.g. MPEG-4 DMIF, RTP, RSVP
or SIP) towards the intra-domain (e.g. RSVP-TE, COPS, SIBS) and, in case,
towards the inter-domain. In the following section an architecture aimed at solv-
ing the critical seamless interoperabilty issue is presented, with focus on control
plane mechanisms and interfaces among different network segments.

3 The Seamless QoS-IP Service Setup

3.1 The MAID Architecture

In current operative IP networks there is a lack of seamless procedures for QoS-
IP service setup. The Multi-protocol Access Inter-Domain (MAID) architecture
is aimed at providing Network Operators with the robust and user-friendly mech-
anisms to support QoS in MPLS/DiffServ networks, hiding the underlying com-
plexity of managing all the involved parameters. Concerning the Data Plane
this architecture provides the mapping and the forwarding of the IP flows from
the access network into the proper DiffServ Label Switched Paths (LSP). On
the other hand, the MAID Control Plane is responsible for Admission Control
(AC) and policy decisions (taken on a per-flow or per-PHB basis) and for LSPs
management. The key elements of the MAID network are the accessing border
router (MA-BR), which triggers the setup of QoS-IP services upon receiving
QoS requests from the access networks, and the Bandwidth Broker (BB), which
manages network resources and policies, as well as inter-domain communications
(Fig. 1). The main functionality of the MA-BR is to provide the inter-working
between the access network and the backbone. Therefore, the MA-BR manages
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Fig. 1. Multiple Access Inter Domain (MAID) network model.

all the service requests from the access network, defined in terms of protocol-
specific QoS semantics, and it conveys them in a generalized and unified service
request (i.e. the UNI request) with a unique QoS syntax. If some resources have
been provisioned by BB for MA-BR, the processing of the UNI requests for QoS-
IP network services (i.e. the AC and policy decisions) can be handled locally to
the MA-BR; otherwise, these requests are directly processed by the BB, accord-
ing to the outsourcing operation model. In any case, BB has pre-emption rights
on each MA-BR decision, since it provides a centralized AC and policy that is
supposed to be optimal with respect to the local AC provided by MA-BR.

The signaling protocol for the communication between an access network and
the MA-BR is application-dependent (e.g. RSVP for IntServ networks, H.323 or
SIP for VoIP, DMIF signaling protocol for MPEG-4 services, etc.). Instead, the
communications between the MA-BR and the BB are based on a extended ver-
sion of the Common Open Policy Service protocol (COPS), detailed in the next
section. It is possible that BB configures directly core and border routers accord-
ing to its criteria (e.g. via SNMP protocol). In order to make the entire system
scalable, it is desirable to tune an optimum mix of static and dynamic resource
allocation (e.g. via MPLS signaling protocols, ref. Fig. 2) to share architectural
complexity between BB and other NEs.

Fig. 2. QoS-IP service setup in a single MAID domain.
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3.2 The COPS-MAID Extensions

Relying on the client-server model, the COPS architecture [10] is based on two
fundamental elements: a policy server, called Policy Decision Point (PDP), also
addressed as COPS server, and one or more policy clients, called Policy Enforce-
ment Points (PEP), addressed as COPS clients. At least one policy server must
exist in each administrative domain, in order to implement a complete COPS
communication with one or more PEPs. A single PEP is able to support multiple
client-types, while, if a client-type is not supported by the PDP, the PDP itself
can redirect the PEP to an alternative PDP via COPS. Different applications
using different protocols may be viewed as different client types. The trend to
define a new client type for each access network protocol results in a hard limit
to the system scalability, because of the duplication of the states installed both
in the PDP and in the PEP. A possible solution for this issue might be the
cluster of PDPs, each supporting one or few client-types; but, all of these COPS
servers have either to exchange management information to perform a coherent
resource allocation and should refer to a higher level ”omniscient” BB.

The novel and original solution we propose through the MAID architecture
is to define a unified and extended COPS semantic, which integrate all the QoS
information carried out by the different access protocols. This semantic is based
on the contents of the UNI service request and it is characterized by a new unique
COPS Client Type (i.e. the COPS-MAID one). The proposed extension to the
standard COPS specification can be found in [11]. This solution transfers the
system complexity on the border routers, in which appropriate Inter Working
Units (IWUs) are used to map protocol specific messages into generalized client
messages. Moreover, a unique COPS client-type can transmit all the information
to a unique PDP, which can be located inside the BB itself.

3.3 The Inter-domain Problem

The research community is dealing with a number of open issues regarding inter-
domain communications (e.g. the optimal TE routing, the NNI signaling, etc.).
In this context, the MAID architecture arises as an effective and open solution,
because of the centralized action of the BB and of the modularity of the MA-BR.
Two possible strategies for the inter-domain connection setup are possible and
are sketched here to prove the architectural flexibility: Inter-BB communication
via COPS-MAID interface (ref. Fig. 3(a)), which has network granularity; Inter
BR communications via strict NNI (ref. Fig. 3(b)), which has node granularity.
The solution for the inter-domain communication among MAID domains is an
inter-BB NNI, based on the COPS-MAID. As shown in Fig. 3(a), the request is
processed by MA-BR similarly to the mono-domain case and, thus, propagated
to the domain BB. If the destination is out of the BB scope, the COPS-MAID
request is propagated to the adjacent BBs, waiting for a response. If a route
exist towards the desired destination, it is announced by the downstream BB
with a positive COPS-MAID response. Upon receiving this response, the BB
configures the internal route from the/an ingress point towards the announced
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(a) Via COPS-MAID. (b) Via strict NNI.

Fig. 3. Inter-domain QoS-IP service setup.

egress interface. Thus the inter-domain QoS-IP service setup is provided from the
downstream towards the upstream domains. The inter-BB NNI solution proves
to be more scalable than the classical BGP-based solution, since the space of the
solution (e.g. the number of queries for a route) is limited to the adjacent BBs
and not to all the possible BRs towards a different domain. A possible solution
of the inter-domain communication among heterogeneous domains (such as the
alternative architecture proposed in Section IV) relies on Inter BR communica-
tions. Such a solution guarantees the interoperability among architectures with
centralized and distributed control planes and is still in the process of definition.
A proposed approach to address this issue can be found in [12] [13].

4 The MPLS/DiffServ Backbone

In this section the key aspects of the backbone network architecture developed in
the the TANGO project framework are discussed. The MPLS/Diffserv backbone
here considered is able to support both pre-provisioned and on-demand LSPs es-
tablishment and to provide end-to-end LSP protection by single and double fault.
Three different backbone operation models has been experimented, namely: i)
centralized; ii) partially distributed; iii) fully distributed.

According to the centralized model, the control logic, needed to execute the
Admission Control (AC) algorithm, the LSP route selection algorithm and the
path protection mechanisms resides in a centralized device, i.e. the Bandwith
Broker (BB). In this scenario the centralized device directly interacts with the
backbone routers for LSP setup/tear-down and for network link status informa-
tion retrieving. These interactions could be based on SNMP protocol.

In the partially distributed scheme, the control logic is still centralized, but
the signaling processes for the setup and tear down of the LSPs are handled by
the Edge Router (ER). In this solution, when a service request is presented at an
ER, it informs the BB, via COPS protocol; the BB runs the AC algorithm and
searches an available path to support the LSP request. The result of this phase
are backward communicated to the ER that begins the LSP signaling phase, e.g.
via RSVP-TE protocol.
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In the fully distributed scheme, the control logic is completely distributed
among the ERs. An ER receiving a request computes the route of the new
LSP and locally performs the AC algorithm. The route selection is based on
the information stored in a local Network State Database containing network
topology and link available bandwidth; such information are disseminated by
OSPF-TE flooding. After the route selection, the ER starts the LSP setup by
triggering the RSVP-TE signalling. In this phase, AC must be performed by
each node along the path because the link load information available at ER may
not be synchronized with the current network state.

The following presentation is focused on the AC functions and, coherently
with the scope of the paper, mainly refers to the centralized and partially dis-
tributed solutions, the specific mechanisms developed for the fully distributed
solution for fault protection are given in a companion paper [14].

4.1 LSP Classes of Service

In the MPLS/Diffserv backbone defined within the TANGO project each LSP
is associated to a single DiffServ PHB Scheduling Class (PSC) (corresponding
to the class type defined in [15]) and to a specific protection class.

EF, AF1x and AF2x and standard Best Effort (BE) DiffServ PSC have been
implemented in the test-bed, whereas, five protection classes characterized by dif-
ferent level of resilience and backup bandwidth sharing have been defined. Three
levels of resilience have been defined: Unprotected (UP), Single-Fault Protected
(SFP), Double-Fault Protected (DFP).

For UP demands only a service circuit is established, and no service continuity
is guaranteed after the occurrence of a fault. For SFP demands a service circuit
plus a backup one are allocated. When a failure occurs on the service circuit
traffic can be readily switched on backup path. In case of DFP demands, a service
circuit plus two backup paths are allocated: a primary backup and a secondary
one. In this case when a failure occurs the traffic is switched on primary backup
path. If a double fault occurs, it is then switched on the secondary one. Note that
for DFP the preference order between the two backup paths is fixed a priori. Both
SFP and DFP schemes can be implemented as Dedicated or Shared Protection
[16]. In our model both Dedicated and Shared alternatives are supported for
SFP and DFP, resulting in four different protection classes in addition to the
basic unprotected one, as summarized in Table 1.

In the following we will index by i the DiffServ PSC, including BE. In par-
ticular, i=1,2,3,4 will refer to EF, AF1x, AF2x and BE respectively. For each

Table 1. Protection classes defined within TANGO project.

H Acronym Protection Class Backup Bandwidth

0 UP Unprotected No backup bandwidth

1 Sh-SFP Shared Single Fault Protection Shared

2 De-SFP Dedicated Single Fault Protection Dedicated

3 Sh-DFP Shared Double Fault Protection Shared

4 De-DFP Dedicated Double Fault Protection Dedicated
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generic link, we will denote by vi the current assigned bandwidth to class i, i.e.
the sum of the bandwidth values associated to all current LSPs of class i. Typ-
ically, since no bandwidth reservation is associated to BE LSPs, the assigned
bandwidth is always zero for BE, nevertheless a counter has been associated
to it for notation compactness. The route selection algorithm does not distin-
guish between the bandwidth assigned to working and backup LSPs and simply
prefers the links with the largest residual bandwidth with no regards of work-
ing and backup components. Additionally we define ui as the class i minimum
guaranteed bandwidth. This is a configurable parameter that allows to enforce
a minimum guaranteed cushion to class i on the specific link. Also if no class i
LSPs are established, such a bandwidth cushion can not be taken by other classes
and it is preserved for future class i requests. This is useful to apply bandwidth
isolation between classes, which is an important requirement as stated in [17].
Whether or not apply such a minimum bandwidth cushion is a provider business
policy matter. The default value for ui is zero, except for BE class. In fact, it is
likely that any provider might want to let a percentage of link capacity available
to the BE traffic. From vi and ui, the generic node responsible for the link will
extract the value of the current reserved bandwidth as

ri = max(vi, ui) (1)

For each LSP, the ri counters are used to enforce local AC. The AC function
must ensure that the reserved bandwidth components meet a set of constraints.
These can be defined on the single values of ri (e.g. EF class can not exceed 50%
of the link capacity), on some combinations (e.g. AF1x and AF2x classes jointly
can not exceed 70% of the link capacity), or on their complete sum (e.g. the
sum of reserved bandwidth for all classes can not exceed the link capacity). Each
of such constraints can be dictated by business related policies or QoS related
considerations. The constraints set can be written in a formal way as follows:

r′L ≤ c (2)

wherein r is the column vector r={r1, r2,..} collecting the reserved bandwidth
value for each class. The matrix L is composed of binary elements, each row
represents a single constraint, and c is the column vector of associated limits.
Similarly to r, we will denote by v and u the vectors collecting the vi and
ui components. With the above positions, the AC algorithm can be described
in a simple way. When a LSP of class j and bandwidth b is requested, the
tentative value v∗

j= vj +b (update rule) is computed as well as new value of
vector r∗. Then, it is checked whether constraint(2) holds for the tentative vector
r∗. In the affirmative case the request can be accepted and the new value of vj

recorded. Conversely, the request is refused and the counters are not updated. If
backup bandwidth sharing is NOT applied, the simple update rule given above
is applied to both working and backup LSPs. On the other hand, in case of
bandwidth sharing, the update rule for v∗j for the backup LSP setup must be
revised according to the algorithm detailed in [18].

It is evident that, in centralized and partially distributed solutions, the cen-
tralized logic that performs the AC algorithm exactly knows the actual reserved
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bandwidth on each link. Vice versa, in the fully distributed solution, due to the
concurrent operation of the ERs, a mechanism to continuously inform each ERs
on the status of each link is needed. In such a distributed environment when a
LSP is installed/removed from a link, the local node should advertise through
OSPF-TE flooding the new unreserved bandwidth value for the specific link. In
this way, the ERs can update their local Network State Database and perform
a route selection process coherent with the current network state.

More formally, if r is the currently reserved bandwidth and c the maximum
reservable bandwidth (not necessarily the link capacity), the value of g=c-r is
advertised, where g represents the link residual reservable bandwidth. In order to
avoid a large amount of flooding, the new value of g is not advertised upon each
LSP setup/tear-down. The Opaque LSA generation process is performed ac-
cording to local update policies embedding watermark-based algorithms and/or
hold-down timers [19]. As a consequence, it follows the variations of g less accu-
rately, but flooding overhead decreases. In our model we extend this approach
to a multi-class environment. The residual bandwidth becomes a vector g = {g1,
g2, ...}, whose component gi represents the additional bandwidth that can be
assigned to future class i requests when no new requests from other classes are
performed. The computation of each component gi involves a very simple ma-
nipulation of r, L and c. A trivial optimization problem with a single variable
and linear constraints must be solved. To build the vector g, the computation is
repeated independently for each class except BE. This vector can be advertised
in the sub-TLV Unreserved-bandwidth of OSPF-TE Opaque LSA in confor-
mance with the semantic defined in [20]. Given the independence between the
gi components, the same flooding reduction policy used for g in the single class
environment can be straightforwardly applied to each component separately. In
particular, we use the same mechanism described in [21] based on adaptive wa-
termarks. We notice that, due to composed constraints, a LSP setup/tear-down
impacts the residual bandwidth of all classes and that the sum of the components
gi can exceed the link capacity, since each element has been computed in absence
of new requests from other classes. Such a semantic, coherent with the informa-
tion needed by the route selection algorithm, greatly simplifies g computation
and flooding reduction algorithm application. The proposed model comprises as
special cases the models being currently discussed in IETF, [17] [22] [23], and
is compliant with the requirements given in [22]. In particular, isolation is pro-
vided by ui setting and inter-class sharing can be obtained by an appropriate
constraint design(2). Finally, let us consider the possibility to apply TE to BE
traffic. Even if no bandwidth reservation is associated to BE LSPs, it is possible
to envisage a model where explicit routing capability is applied to these ones.
In order to perform route selection for BE LSPs, a BE residual bandwidth (g4)
is defined as the link measured residual capacity. This value can be derived, for
example, from the local MIB containing the bytes sent in the last measurement
interval. In order to disseminate such an information, the value is inserted in
Unreserved-bandwidth sub-TLV of OSPF-TE Opaque LSA.
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5 The TANGO Platforms Assessment

In this section we describe the experimental activity aimed at assessing a func-
tional validation of the MAID inter-domain mechanisms as well as to test data
plane performance. The tests have been carried out on a distributed test-bed
made up of two inter-connected domains located, respectively, in the laborato-
ries at the Department of Information Engineering of the University of Pisa and
at the META Centre of the Consorzio Pisa Ricerche. The two domains are per-
manently interconnected through a Gigabit Ethernet optical fiber link. At the
network layer, each domain is configured as an independent autonomous system
with proper strategies and policies for QoS provisioning and Traffic Engineer-
ing. The routers in each domain are prototypal routers based on IA32(PC) Linux
OS platforms, equipped with the kernel modules for MPLS and Traffic Control
(TC), and with the MAID-specific modules developed in the TANGO project.
An overview of the test-bed topology is shown in Fig. 4. Each domain has its own
BB, which manages the dynamic configuration of the network resources under its
scope, as well as the inter-domain communication by means of COPS-MAID pro-
tocol. Concerning TC the scheduler used to realize the different DiffServ PSC
is the Hierarchical Token Bucket (HTB) available in the Linux kernel 2.4.20.
HTB is a kind of CBQ (Class Based Queuing) algorithm [24], approximating
service discipline based on the class concept. The access networks/clients have
been configured in order to play the role of source/destination of different kind
of QoS-unaware IP traffic. Two traffic typologies have been injected in the test-
bed: artificial traffic, generated by a specialized application (BRUTEv1.0 [25]),
and real-time traffic, generated by the delivery of multimedia contents (based
on Helix DNA platform [26]). Different tests are carried out for assessing the
performance of the MAID test-bed with respect to the different source appli-
cations and traffic profiles injected into the network. These tests highlight also
MAID data plane critical elements, responsible for an unexpected limitation in
the overall performance. In all the tests traffic is sent after a configuration phase
takes place. This phase is similar to the static resource provisioning provided by
the Network Operator for those QoS-unaware access networks that can not use

Fig. 4. MAID testbed topology.
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the dynamic MAID-UNI features. Configuration consists of the DiffServ LSPs
setup and traffic flows mapping into LSPs by means of a WEB interface. For
each LSP, a QoS class and a reserved bandwidth are signaled. More details about
these tests can be found in [27].

Artificial Traffic. The aim of this test is to identify the critical element on the
MAID data plane. Two traffic flows have been generated from the same source
client: the first to 192.168.50.3:6970 through an EF LSP with a reservation of
1.5Mbps, the latter to 192.168.40.2:7970 through an AF1x LSP with a reserva-
tion of 512kbps. Experiments shows that some packets are dropped even if the
reserved rate equals exactly the nominal mean rate. The policer located on the
ingress MA-BR is the software element responsible for this packet dropping. This
element requires an accurate configuration/tuning of its parameters, in order to
achieve the desired performance, above all when operating in quasi-saturation
conditions. Fig. 5 shows the results obtained when two flows are generated with
a Constant Bit Rate of 1.5Mbps and 512kbps, respectively.

Fig. 5. BRUTE: CBR traffic flows.

Real-Time Traffic. Two types of tests are performed in this testing scenario.
The first one is characterized by:

– a fixed amount of bandwidth reserved for each LSP;
– a single encoded version of the multimedia content, streamed at the encoding

bit-rate of 768kbps;
– a variable connection type configured on the destination client.

The video streaming is flowed to 192.168.50.3:6970 through an EF LSP with
a reservation of 1Mbps and to 192.168.40.2:7970 through an AF1x LSP with
a reservation of 512kbps. Clients connection have been configured with a LAN
connection speed (e.g. 10Mbps) or with a DSL one (e.g. 768 kbps). In the first
case (Fig. 6(a)), after a few seconds in which some packets are dropped on both
connections, due to the server attempt to fill the buffer at the full connection
speed (e.g. 10Mbps), the client attached to the EF LSP perceives a good video
and audio quality. Instead, the client attached to the AF1x LSP experiences a
jerky reproduction because of the packet drops induced by a reserved bandwidth
(e.g. 512kbps) lower than the encoding rate (e.g. 768kbps). In fact, when both
clients have been configured with a DSL connection (Fig. 6(b)), no packet drops
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Fig. 6. RTSP streaming.

for the traffic flow on the EF LSP is experimented, resulting in a optimal per-
ceived quality throughout the whole streaming. Instead, the client that receives
the traffic flow on the AF1x LSP cannot succeed in filling up its buffer at an ac-
ceptable rate and it triggers automatically a PAUSE/PLAY mechanism, waiting
for possibly better network conditions.

The latter type of tests is performed to evaluate performance when the same
multimedia content is available at different encoding rates. In this case, the server
chooses the best fitting encoding bit-rate on the basis of connection information,
collected in the setup phase. These tests are characterized by:

– two different versions of the same multimedia content streamed at encoding
bit-rates of 768kbps or 512kbps;

– a DSL (e.g. 768kbps) connection type configured on the clients.

In Fig. 7, the streaming is flowed to 192.168.50.3:6970 through an EF LSP with
a reservation of 1Mbps and to 192.168.40.2:7970 through an AF1x LSP with a
reservation of 512kbps. In this case, the clients negotiate the proper rate with
the server (e.g. 768kbps for the traffic through the EF LSP and 512kbps for the
other). In this situation no packet loss is experienced and the differences on the
perceived playing quality are due to the different encoding rates.

Fig. 7. RTSP streaming with different multimedia content encoding bit-rates.



Architecture and Protocols for the Next Generation IP Networks 431

6 Conclusions

In this paper a novel end-to-end seamless framework to support end-to-end Qual-
ity of Service and Traffic Engineering. The objective is to provide a complete
end-to-end solution for the enforcement of a globally dynamic and multi-level
chain of SLAs. Such a solution, based on the MPLS/DiffServ paradigm, allows
a seamless QoS-IP service setup, according to both users and network providers
requirements, by means of MAID Control Plane mechanisms. An analysis of key
issues of a MPLS/DiffServ backbone have been also presented, leading to the
formulation of an alternative core network architecture. The problem of inter-
communication between these hetherogenous domains is still under discussion
and possible solutions have been detailed. Finally, a functional validation and
performance analysis of proposed architecture have been carried out on opera-
tional testbeds based on Linux PC platforms.
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inc = 0.1  {Throughput increment} 
dec = 0.5  {Throughput decrement} 
losses = LOSSES {allowed losses threshold} 
throughput {throughput of the active CL mapped flows} 
r  {TSpec flow throughput} 
degradation {QoS flow degradation} 
MaxThroughput {max throughput admitted in DiffServ region} 
npkts_sent {number of packets sent to the DiffServ region} 
npkts_rcv {number of packets received at DiffServ region} 

begin 
  extract_from (DIFFSERV_STATUS object, npkts_rcv); 
  collect_from_local meter (npkts_sent); 
  if npkts_sent – npkts_rcv <= LOSSES then 
    degradation = FALSE; 
    MaxThroughput += inc * MaxThroughput; 
    Remove_flow_from_probing_list; 
  else 
    degradation = TRUE; 
    MaxThroughput = dec * MaxThroughput; 
    Clean_probing_list; 
  end if 
  Remove_flow_from_mapping_list; 
  throughput -= r; 
  Update_policer; 
  Send_upstream_RSVP_reserve_removal; 
end 
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Abstract. Several dynamic QoS routing techniques have been recently
proposed for new IP networks based on label forwarding. However, no
extensive performance evaluation and comparison is available in the lit-
erature. In this paper, after a short review of the major dynamic QoS
routing schemes, we analyze and compare their performance referring
to several networks scenarios. In order to set an absolute evaluation of
the performance quality we have obtained the ideal performance of any
routing scheme using a novel and flexible mathematical programming
model that assumes the knowledge of arrival times and duration of the
connections offered to the network. This model is based on an extension
of the maximum multi-commodity flow problem. Being an integer linear
programming model, its complexity is quite high and its evaluation is
constrained to networks of limited size. To overcome the computational
complexity we have defined an approximate model, based on the multi-
class Erlang formula and the minimum multi-commodity cut problem,
that provides an upper bound to the routing scheme performance. The
performance presented in the paper has been obtained by simulation.
From the comparison of the schemes considered it turns out that the
Virtual Flow Deviation routing algorithm performs best and it almost
reaches, in several scenarios, the ideal performance showing that no much
gain is left for alternate new schemes.

1 Introduction

The current evolution of Internet architecture is towards service differentiation
and Quality of Services (QoS) support [1]. In order to offer guaranteed end-to-end
performance (as bounded delay, jitter or loss rate), it is necessary to introduce
some sort of resource reservation mechanism and traffic control. With classical
IP routing, however, when the resources are not available on the shortest path,
the connection request is rejected even if sufficient resources exist on alternative
paths.

With new label based forwarding mechanisms, such as MPLS (Multi Proto-
col Label Switching) [2] and GMPLS (Generalized MPLS) [3, 4], per flow path
selection is possible and QoS parameters can be taken into account by routing al-
gorithms. The goal of QoS routing schemes is to select a path for each traffic flow
� This work has been partially supported under the grant of MURST Tango project.

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 456–469, 2005.
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(micro-flows or aggregated-flows according to routing granularity) that satisfies
quality constraints based on the actual available resources in the network.

The QoS requirement of a connection can be given as a set of constraints on
link and paths. For instance, bandwidth constraints require that each link on
the path has sufficient bandwidth to accommodate the connection.

The QoS routing algorithms proposed in the literature [5–11] can be classi-
fied into static or dynamic, and online (on demand) or offline (precomputed) [6].
Static algorithms use only network information that does not change in time,
while dynamic algorithms use the current state of the network, such as avail-
able link capacity and blocking probability. In online routing algorithms, path
requests are considered one by one, and usually previously routed connections
cannot be re-routed. Offline routing does not allow new path route computation
and it is usually adopted for permanent connections.

From the user point of view QoS routing algorithms must satisfy the QoS
requirements, while from the provider point of view they have also to maxi-
mize the resource utilization. For online routing schemes the maximum resource
utilization is achieved by minimizing connection rejection probability of future
requests.

This paper is focused on the performance evaluation of dynamic online QoS
routing algorithms [12].

First, we review some of the most popular algorithms proposed in the litera-
ture, such as the Min-Hop Algorithm (MHA) [13], the Widest Shortest Path Al-
gorithm (WSP) [14], the Minimum Interference Routing Algorithm (MIRA) [15],
the Profile-Based Routing algorithm (PBR) [11] and the Virtual Flow Deviation
(VFD) algorithm [17]. We describe in some detail MIRA and VFD algorithms.
These algorithms take explicitly into account the topological layout of the ingress
and egress points of the network. The VFD algorithm, recently proposed in [17],
considers also the traffic statistics. More precisely, VFD exploits the knowledge
of the layout of the ingress/egress nodes of the network, and uses the statistics
information about the traffic offered to the network in order to forecast future
connections arrivals.

Then, to provide a measure of the quality of the performance, we present some
theoretical bounds to the performance achievable by any online QoS routing
algorithm by means of two novel and flexible mathematical models.

The first one, Ideal Routing (IR), is an Integer Linear Programming model
and is based on an extension of the maximum multi-commodity flow prob-
lem [18]. It provides an optimal routing configuration capable of accommodating
the traffic offered to the network. The model minimizes the number of rejected
connections assuming that the connection arrival times and their durations are
known. Accepted connections are provided a single path which is maintained for
the whole connection lifetime (no re-routing is allowed). The IR model describes
an ideal routing scheme that achieves the minimum connection rejection prob-
ability. However, due to the complexity of its formulation, the solution of this
model requires long computing time and large memory, even with state of the
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art optimization tools [19]. Therefore, its applicability is limited to small size
network scenarios.

The second model, based on the multi-class Erlang formula and on the mini-
mum multi-commodity cut problem [20–22] (Min-Cut model), is an approximate
one and provides a looser lower bound to the connection rejection probability. It
can be applied to larger and more complex network topologies since its memory
occupation and computing time are considerably lower than in the first model.

The numerical results on the performance of the algorithms considered have
been obtained by simulating a set of relevant network scenarios. The comparison
of these results with the bounds obtained with the IR and Min-Cut models shows
that the VFD algorithm performs quite close to the ideal algorithm.

The paper is structured as follows: in Section 2 we address the QoS routing
problem and we review some existing routing algorithms. In Section 3 we review
the Virtual Flow Deviation algorithm, pointing out its innovating features. In
Section 4 we illustrate the IR model, discussing the problem of setting the objec-
tive function parameters, and the Min-Cut model. In Section 5 we analyze and
discuss the performance of online algorithms under a variety of network scenar-
ios, comparing their performance to the theoretical bounds calculated using the
mathematical models. Section 6 concludes the paper.

2 Dynamic Online QoS Routing Schemes

In this section we review some of the most relevant dynamic QoS algorithms
proposed in the literature. In the following we assume that all the quality pa-
rameters requested by incoming connections can be controlled by defining an
equivalent flow bandwidth as discussed in [23, 24]. This assumption allows us to
focus only on bandwidth constraints.

Let a network be represented by a graph G(N,A), where the nodes N rep-
resent routers and arcs A represent communication links, as shown in Figure 1.

The traffic enters the network at ingress nodes Si and exits at egress nodes
Ti. Each connection requires a path from Si to Ti. The capacity Cij and the
actual flow Fij are associated to each link (i, j). The residual bandwidth of link
(i, j) is defined as Rij = Cij − Fij .
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Fig. 1. QoS Network State.
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A new connection can be routed only over links with Rij greater or equal
to the requested bandwidth. Referring to a new connection k with requested
bandwidth dk, a link is defined as feasible if Rij ≥ dk. The feasible network for
connection k is the sub-graph of G obtained by removing all un-feasible links. A
connection can be accepted if at least one path between Si and Ti exists in the
feasible network. The minimum Rij over a path defines the maximum residual
bandwidth of that path.

The Virtual Flow Deviation (VFD) is a new routing algorithm, recently pre-
sented by the authors [17], that aims to overcome the limitations of the routing
algorithms just reviewed by exploiting all the information available when a route
selection must be taken.

To better describe the current state of the network and to forecast its future
state, VFD exploits the topological information on the location of ingress/egress
pairs, used by MIRA, as well as the traffic statistics obtained by measuring the
load offered to the network at each source node. This information plays a key
role in choosing the best route of a new request in order to prevent network
congestion.

To account for the future traffic offered to the network, VFD routes not only
the real call, but also some virtual calls which represent an estimate (based on
measured traffic statistics) of the connection requests that are likely to interfere
with the current real call. The number of these virtual calls, as well as the origin,
destination, and the bandwidth requested should reflect as closely as possible the
real future conditions of the network. These parameters can be estimated based
on the past traffic statistics of the various ingress/egress pairs, as detailed in [17].

The accuracy of the measured traffic statistics is an important factor for the
performance of the algorithm. However, even if the traffic statistics are not very
accurate, the use of this information has shown to be effective and to provide
better performance than simply using the topological information about the
position of source and destination nodes as performed by MIRA.

All the information on the network topology and the estimated offered load
is used to select a path which uses at best the network resources and minimizes
the number of rejected calls. Such a path selection is performed in VFD by the
Flow Deviation method [25, 26], which allows to determine the optimal routing
for all connections entering the network.

3 Mathematical Models

In this Section we introduce two novel mathematical models that provide bounds
to the performance achievable by any dynamic online routing algorithm.

The first model, Ideal Routing (IR), assumes the exact knowledge of future
traffic. The routing decisions are taken to optimize the operation of the network
loaded with the actual present and future traffic. No practical routing scheme
can perform better. The model is based on an extension of the maximum multi-
commodity problem and its solution obtained by ILP.
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The second model, Min-Cut, releases all the constraints due to the network
topology and optimizes the call acceptance assuming that the min-cut capacity
of the network can be fully exploited. Its solution, based on minimum multi-
commodity cut problem, is easier to obtain than IR. However, it provides a
looser lower bound to the rejection probability that can anyway be used as a
performance benchmark for large networks scenarios.

3.1 Ideal Routing Model

The basic assumption of the IR model is the knowledge of future traffic offered
to the network. Let K = {1, . . . , Nc} be the set of connections, each one rep-
resented by the triplet (Sk, Tk, dk) that specify source node, destination node
and requested bandwidth. Connection k is further characterized by its arrival
time, tk and its duration τk. Given Nc connections (Fig. 2 shows an example for
Nc = 4), the time interval from the arrival of the first connection and the last
ending time of a connection is subdivided in a set I of 2Nc − 1 time intervals.

1

2

3

4

1 4 5 6 732

Fig. 2. Arrival time and duration of the connections offered to the network.

In each time interval, t, the number of active connections M(t) remains
constant. This number changes by one from interval to interval: it increases
if a new connection arrives, and decreases if a connection ends. Let us denote
with B(k) the time interval beginning at the arrival time of connection k, and
with Ik the set of time intervals in which connection k is active.

Given the function M(t), the optimum routing must minimize the call rejec-
tion probability. This optimization problem can be formulated as Integer Linear
Programming (ILP) if the following notations and definitions are adopted.

Let G = (N,A) be the direct graph representing the network. Let n = |N |
and m = |A| be the number of nodes and arcs, respectively. The capacity Cij is
associated to each arc (i, j).

For each connection k, k ∈ K, create two new nodes SSk and TTk and two
new directed arcs, (SSk, Sk) and (Tk, TTk), of infinite capacity. Let SN and
TN be the sets of the added nodes containing all SSk and TTk, respectively.
Similarly, let ASN and ATN be the sets of arcs containing all (SSk, Sk) and
(Tk, TTk), respectively.

Finally let G′ = (N ′, A′) with N ′ = N ∪SN ∪TN and A′ = A∪ASN ∪ATN .
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Based on the above definitions and notation, we establish the ILP formulation
of the IR model. To this purpose, let us define the following decision variables:

xk
ijt =

{
1 if connection k is routed on arc (i,j) in time slot t
0 otherwise

for (i, j) ∈ A′, k ∈ K and t ∈ I. We force xk
ijt = 0, ∀t /∈ Ik.

Since the goal is to minimize the connection rejection probability, we can
equivalently maximize the number of connections accepted by the network. The
problem can thus be formulated as follows:

Maximize
∑
k∈K

bk · xk
SSkSkB(k) (1)

s.t.
∑
k∈K

dk · xk
ijt ≤ Cij ∀(i, j) ∈ A, t ∈ I (2)

∑
(j,l)∈A′

xk
jlt −

∑
(i,j)∈A′

xk
ijt =

⎧⎨⎩
1 if j ∈ SN
0 if j ∈ N

−1 if j ∈ TN
∀k ∈ K, j ∈ N ′, t ∈ I (3)

xk
ijt = xk

ijB(k) ∀k ∈ K, (i, j) ∈ A′, t ∈ Ik (4)

xk
ijt ∈ {0, 1} ∀k ∈ K, (i, j) ∈ A′, t ∈ Ik (5)

The objective function (1) is the weighted sum of the connections accepted
in the network, where bk represents the benefit associated with connection k.
Different settings of bk are possible, and they reflect different behaviors of the
model as discussed later.

Constraints (2) ensure that, at each time slot, the total flow due to all the
connections that use arc (i, j) does not exceed the arc capacity, Cij , for all
(i, j) ∈ A.

Constraints (3) represent the flow balance equations expressed for each node
belonging to the extended graph G′, in each time slot t ∈ T . Note that these
constraints define a path for each connection between its source and destination
nodes.

Constraints (4) impose that the accepted connections cannot be aborted or
rerouted for their entire lifetime.

Finally, requiring that the decision variables in (5) are binary implies that
each connection is routed on a single path.

The online QoS routing algorithms we are considering in this paper do not
reject a new connection with (Sk, Tk, dk) if at least one path with a residual
available bandwidth greater than or equal to the requested bandwidth dk exists.

To account for this feature, the objective function (1) must be properly set.
To this purpose it is sufficient to set:

bk = 2Nc−k (6)

having numbered the Nc connections from 1 to Nc according to their arrival
times. With such a setting of bk the benefit to accept connection k is always
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greater than the benefit of accepting, instead, all the connections from k + 1 to
Nc, since:

2Nc−k >

Nc∑
i=k+1

2Nc−i (7)

This choice of the weights bk allows the mathematical formulation to model
very closely the behavior of real online routing algorithms. To verify the accuracy
of the model we have considered a simple scenario where a single link connects a
source-destination pair. We have obtained the performance in the case of channel
capacity equal to 20 bandwidth units and assuming the bandwidth bk to be uni-
formly distributed between 1 and 3 units and the lifetime τk to be exponentially
distributed with mean 15 s.

In this simple case all the routing algorithms provide the same performance
since only one path exists between source and destination. The rejection prob-
ability shown in Fig. 3(a) has been computed using the multi-class Erlang For-
mula. The bound provided by the IR model completely overlaps the online rout-
ing performance. Note that different choices of bk provide different IR Model
performance. For instance, selecting bk = 1 for all k we obtain the performance
shown in Fig. 3(b). The large reduction in rejection probability is expected since
the optimization of the objective function will result in rejecting connections with
high bandwidth requirements and long lifetime in favor of smaller and shorter
ones. The difference between the bound and the real performance increases as
the network load increases.
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Fig. 3. Connection rejection probability versus the average total load offered to a single
link with (a) bk = 2Nc−k (b) bk = 1.

3.2 Min-Cut Model

In this Section we propose a second mathematical model that allows to deter-
mine a lower bound to the connection rejection probability. The solution of this
model has computing times and memory occupation considerably lower than the
previous one. However, in some scenarios, the bound obtained can be quite lower
than the value provided by IR.
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Let us consider a directed graph G = (N,A) defined by a set of nodes,
N , and a set of arcs, A each one characterized by a capacity Cij . A set of
source/destination pairs K = {1, ..., Ns}, indicated by Si and Ti, respectively,
i ∈ K, is also assigned. Each source Si generates a flow αfi, towards destination
Ti, that can be split over multiple paths. The problem is to find the maximum
α, indicated by α∗, such that for all i ∈ K the flow quantities α∗fi can be routed
to their destinations.

The solution to this problem, obtained via linear programming techniques,
provides the maximum multi-commodity flow Fmax =

∑
i∈K α

∗fi. Note that
Fmax represents a lower bound to the capacity of the minimum multi-commodity
cut of the network, as discussed in [21, 22].

Once Fmax has been obtained, the connection rejection probability for the
given network scenario is obtained by using the multi-class Erlang formula with
Fmax servers [20] that is briefly reviewed in the following.

Let us consider N different traffic classes offered to a network system with
C servers. The connections belonging to the class i request di bandwidth units.
The connections arrival process is a Poisson process with average λi, while the
connections duration is distributed according to a generic distribution fΘi(θi).
Let Λ =

∑N
i=1 λi be the total load offered to the network.

An appropriate state description of this system is n = (n1, ..., nN ), where
ni, i = 1, ..., N is the number of connections belonging to the class i that occupy
the servers. The set of all the possible states Ω is expressed as Ω = {n|X ≤ C},
where X , the total occupation of all the servers, is given by X =

∑N
i=1 nidi.

If we indicate with Ai = λiE[Θi] the traffic offered to the network by each
class, the steady state probability of each state is simply given by the multi-class
Erlang formula:

π(n) =
1
G

N∏
i=1

Ani

i

ni!
(8)

where G is the normalization constant that ensures that the π(n) sum to 1 and
it has therefore the following expression:

G =
∑
n∈Ω

π(n) =
∑
n∈Ω

(
N∏

i=1

Ani

i

ni!
) (9)

Using the steady state probability calculated with equation (8) we can derive
the loss probability of the generic class i, Πi, as follows:

Πi =
∑

n∈Bi

π(n) (10)

where Bi is the set of the blocking states for the class i, defined as Bi = {n|C −
di < X ≤ C}. The overall connection rejection probability, prej , is then given
by:

prej =
N∑

i=1

AiΠi∑N
i=1Ai

(11)
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If we substitute C with the maximum multi-commodity flow value Fmax in
all the above expressions, we can compute the connection rejection probability
using equation (11).

In network topologies with high link capacities, Fmax can assume high values,
and the enumeration of all the allowed states becomes computationally infeasible,
since the cardinality of Ω is of the order of FN

max [27]. In these network scenarios,
equations (8)-(11) are computationally too complex so we propose to apply the
algorithm described in [27, 28] that computes recursively the blocking probability
based on the peculiar properties of the normalization constant G. For network
topologies with very high link capacities we implemented the inversion algorithm
proposed in [29] to compute the blocking probabilities for each class.

4 Numerical Results

In this Section we compare the performance, measured by the percentage of re-
jected calls versus the average total load offered to the network, of the Virtual
Flow Deviation algorithm, the Min-Hop Algorithm and MIRA with the bounds
provided by the mathematical models presented in the previous Section refer-
ring to different network scenarios in order to cover a wide range of possible
environments.

The first scenario we consider is illustrated in Figure 4. In this network
the links are unidirectional with capacity equal to 120 bandwidth units. In the
following capacities and flows are all given in bandwidth units. The network
traffic, offered through the source nodes S1, S2 and S3, is unbalanced since
sources S2 and S3 generate a traffic four times larger than S1. Each connection
requires a bandwidth uniformly distributed between 1 and 3. The lifetime of
the connections is assumed to be exponentially distributed with average equal
to 15s.

S

S

S

T

T

T

Fig. 4. Network topology with unbalanced offered load: the source/destination pairs
S2-T2 and S3-T3 offer to the network a traffic load which is four times higher than that
offered by the pair S1-T1.
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In this simple topology connections S1-T1 and S3-T3 have one path only,
while connections S2-T2 have two different paths.

The rejection probability versus the offered load for MIRA, MHA, VFD, IR
and Min-Cut models are shown in Fig. 5. The poor performance of MIRA is
due to its lack of considering any information about the load distribution in the
network. In this particular topology, due to critical links (1,2), (2,3) and (8,9),
S2-T2 connections are routed on the path (5-8-9-6) that contains the minimum
number of critical links. MHA, that selects for connections S2-T2 the path with
the minimum number of hops, routes the traffic as MIRA and their performances
overlap. Better performance is achieved by VFD. Since its behavior depends on
the number of virtual connection N ′

v used in the routing phase, we have consid-
ered three cases: N ′

v = 0, N ′
v = 0.5 ·Nv and Nv = �(Nmax −NA)�. In the first

case, even if no information on network traffic statistics is taken into account, the
VFD algorithm achieves much better performance than previous schemes due to
the better traffic balance provided by the Flow Deviation algorithm. Only when
the offered load reaches very high values the improvement reduces. The third
case corresponds to the VFD version described in Section 3.2 that takes most
advantage from traffic information. The best performance has been measured
and the gain over existing algorithms is provided even at high loads. An inter-
mediate value of N ′

v (case 2) provides, as expected, intermediate performance.
As far as the performance of the two mathematical models, we observe that
the approximate Min-Cut model curve overlaps that of the IR model. Note that
VFD performs very close to the theoretical bounds in this scenario.

To investigate the impact of connection lifetime distribution, we have con-
sidered a Pareto distribution with the same average as the previous exponential
distribution and several shape parameters (α = 1.9, 1.95, 2.1, 3). The perfor-
mance observed in all cases are within 1% of those shown in Fig. 5.
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Fig. 5. Connection rejection probability versus the average total load offered to the
network of Figure 4.
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To test the sensitivity of the performance to the network capacity, we have
considered, for the network in Fig. 4, different parameters. The results, shown in
Fig. 6, are very similar to those of Fig. 5. It is worthwhile to observe that in all
the different scenarios considered the approximate model provides results very
close to IR. This validates the approximate model that can be easily evaluated
even in more complex networks.
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Fig. 6. Connection rejection probability versus the average total load offered to the
network of Fig. 4 (a) with link capacity equal to 24 and bandwidth requests always
equal to 1 (b) with link capacity equal to 60 and bandwidth requests always equal to 1.

A more realistic scenario that was first proposed in [15] is shown in Fig. 7.
The links marked by heavy solid lines have a capacity of 480 while the others
have a capacity equal to 120, in order to replicate the ratio between OC-48 and
OC-12 links. The performance for the case of balanced offered traffic, considered
in [15], are shown in Figure 8(a).

VFD and MIRA achieve almost the same performance and are much better
than MHA. VFD presents a slight advantage at low load since it starts rejecting
connections at an offered load 10% higher than MIRA. We have measured that a
rejection probability of 10−4 is reached at an offered load of 420 connections/s by
MIRA as opposed to 450 connections/s for VFD. Also in this case the IR model
is computationally too demanding. Therefore, we applied the Min-Cut model
with the inversion algorithm proposed in [29], as the maximum multicommodity
flow is equal to 1200 bandwidth units.

If we consider on the same topology an unbalanced load where for instance
traffic S1-T1 is four times the traffic of the other sources, the improvement in the
performance obtained by VFD is much more significant. The results shown in
Figure 8(b) confirm that unbalanced situations are more demanding on network
resources and the rejection probability for the same given offered load is much
higher. In these more critical network operations VFD has proved to be more
effective providing improvements of the order of 20% and well approaching the
lower bound provided by the Min-Cut model.
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Fig. 7. Network Topology with a large number of nodes, links, and source/destination
pairs.
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Fig. 8. Connection rejection probability versus the average total load offered to the
network of Fig. 7 (a) where all sources produce the same amount of traffic; (b) where
the traffic between S1-T1 is four times higher than the traffic produced by the other
pairs.

5 Conclusions

We have discussed and analyzed the performance of online QoS routing algo-
rithms for bandwidth guaranteed connections in MPLS and label switched net-
works.

To provide a theoretical bound on the performance achievable by dynamic
online QoS routing algorithms we have proposed two novel mathematical models.
The first is an Integer Linear Programming model that extends the well known
maximum multi-commodity flow problem to include connections arrival-times
and durations, while the second, which has a much lower complexity, is based on
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the application of the multi-class Erlang formula to a link with capacity equal
to the residual capacity of the minimum network multi-commodity cut.

We have shown that the Virtual Flow Deviation scheme not only allows to
reduce remarkably the blocking probability with respect to previously proposed
routing schemes, but it also well approaches the lower bounds provided by the
mathematical models in the considered network scenarios.
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Abstract. The Internet Emergency Preparedness (IEPREP) working
group of the Internet Engineering Task Force (IETF) is investigating to
provide solutions for emergency systems based on IP networks. With the
emergence of new applications in heterogeneous network environment,
the need of adaptation to serve in emergencies with acceptable Quality
of Service (QoS) is urgently required. With the help of IETF’s integrated
and differentiated services extending over best effort Internet, it is possi-
ble to reach certain Service Level Agreement (SLA) but not sufficient to
serve all applications. In this paper we proposed a dynamic differentiated
service approach for emergency traffic so that during emergency situa-
tion the routers in the source-destination shortest path tune themselves
using Software based Router Agent (SRA) to serve the emergency traffic
with optimum effort. With QoS assurance infrastructure, applications
specify what they want and network tries to honor their request. Here
we presented how SRA and XML based Quality of Service sPecification
(XQSPec) played important role to tune IP routers in access and transit
network to get better QoS for time sensitive emergency traffic over the
best effort Internet.

1 Introduction

An important factor during emergencies is to contact the service professional
rapidly to minimize the loss of life and property. Communication systems can
help in three different roles: emergency calling, emergency communications, and
emergency alerting [1]. Public systems like PSTN and mobile telephones are al-
ready used for these purposes. But Next Generation Internet (NGI) demands
system which uses only IP. We hope future networks will be a heterogeneous
access medium where IP will be the common denominator [2]. Internet based
communications offer new challenges as since there are no such acceptable sys-
tems running that exploits end-to-end IP devices. Internet does not use signaling
to transfer message as fixed telecommunication does. But to ensure the call setup
we need signaling mechanism which can establish the communication within an
agreeable time limit. Different research works are under consideration to solve
these problems. SIP, H.323 is one of such signaling protocol used in internet.
Ensuring the call setup is not necessarily solving the overall problem.

Different applications can be used to reach emergency center and among
them IP telephone is the most usable and user friendly. Internet telephony has
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a significant growth in last few years due to its low price calls compared to
PSTN and mobile telephones. Different VoIP application services like net2phone
is also very popular for their low cost and easily accessible from any multime-
dia PC connected with the Internet. PSTN based service is already equipped
but emergency service using IP still lacking some infrastructural components
to provide ultimate user satisfaction especially in emergency cases. The voice
traffic in PSTN network suffers propagation delay but becomes stable as soon as
the circuit establishes. On the other hand Internet is still the best effort service
and provides no end to end guarantee unless it is carefully considered. With the
advancement of technology the call setup delay is reduced in recent years but
no preferential treatment is taken in contrast to service guarantees. The overall
problem of service assurances for Internet emergency communications consists
of addressing the following technical areas “unpublished” [3].

1. Authentication, authorization, and privacy for users of emergency service
capabilities.

2. Application level signaling and service control for voice, conferencing, instant
messaging, video, web browsing, etc.

3. Network level packet delivery and performance.

To address this problem, here we propose an on demand XQSPec for DiffServ
network architecture which works as a dynamic probe to establish the QoS path
between the source-destination peer based on the application preference. The
type of service (ToS) byte in IPv4 or traffic-class byte in IPv6 or DS-Code
Point (DSCP) provides packet marking mechanisms which we adopted here to
differentiate the emergency traffic from traditional Best Effort (BE) traffic.

This paper is organized as follows. In Section 2, existing QoS mechanism is
given. In Section 3 and 4, the detail system design is described. Finally, some
considerable issues, conclusion and future directions are given in Section 5 and 6.

2 Preliminaries

2.1 Quality of Service

IETF proposed three models to facilitated true end to end QoS viz. best effort,
integrated and differentiated services. The primary goal of QoS is to provide pri-
ority including dedicated bandwidth, controlled jitter and latency (required by
some real-time and interactive traffic), and improved loss characteristics [4]. For
the best effort service, the network delivers data without any kind of assurance
for reliability. Integrated Service (IntServ) is a multiple service model that can
accommodate multiple service requirements. In this type of model, the applica-
tion requests a specific kind of service from the network before it sends data.
Intserv explicitly relies on Resource Reservation Protocol (RSVP) to signal the
network about its traffic profile and reserve the required QoS for each flow in
the network. Transmission takes place only after the confirmation of reservation
from the network is confirmed. Differentiated Service approach works in a way
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to set up elements of the network to serve multiple classes of service. It oper-
ates in the network layer of the Open Systems Interconnection (OSI) model and
defines a packet marking technique to distinguish between packets belonging to
different classes of service based on QoS [5].

2.2 QoS vs. Signaling

Implementing QoS for internet’s packet handling is not as simple as we sketch
it. However the separation of signaling at the application layer from the QoS
signaling at the IP layer does not reduce the interaction between the two sig-
naling layers. Because messages of Session Initiation Protocol (SIP) [6] which
is widely used for signaling in Internet can take different paths than the media
packet travel and as a consequence SIP servers have no access to the media
path. Previously, call signaling on a circuit-switched network was sufficient to
provide preferential call setup and a clear sounding call. This is because sig-
naling reserves resources for a voice channel along the path between caller and
callee [7]. It is assumed that the network infrastructure works correctly and that
emergency communications are to be given preferential treatment to remaining
resources. However, IP networks do not function in the same way and hence
new analysis is required. In general the access to Internet can be classified in
three top categories. Source access network, core transit network and destina-
tion access network. The access devices in these areas are called Edge, Core and
Border router respectively. Different research stated that there are no significant
changes in call setup time even if we use QoS signaling with SIP during call ini-
tiation phase. Actually session establishment is independent of QoS with generic
call flow of SIP methods. Therefore, prioritized SIP signaling does not solve the
call quality issues rather it requires special mechanism to handle the packets in
the media stream. IP QoS assurance or over provisioning network resources can
give better call quality. QoS is available in IP network but no integration is done
yet over multiple ISP for guaranteed flow [7] . So a new business rule is neces-
sary to integrate the Service Provider (SP) to create QoS responsive system for
emergency traffic.

Various reservation oriented approaches can be adopted to provide prefer-
ential treatment for emergency traffic such as resource conservation approach,
preemption approach, delay based policy, etc. [3]. But in the most cases we faced
some disadvantage of adopting the policy to deploy it in practical situation. On
the other hand, changes in packet handling will help provide QoS support in IP
network. So rather using per flow signaling, it is desirable to use packet level
signaling, so that the router can handle it dynamically.

2.3 QoS Monitoring

Existing QoS estimation techniques either make use of administrative control
abilities or assume no cooperation from the core network and attempt to perform
estimations from the network edges by sending probes to other end. SNMP
(Simple Network Management Protocol) and RMON (Remote Monitoring) are
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most widely used administrative methods for observing traffic characteristics in
large domain. Edge-based estimation is the inference of network QoS by sending
probes across the network and observing the treatment they receive in terms of
variability of delay and loss in delivery to the destination. A large variety of such
tools exists to estimate performance in terms of delay, jitter, packet loss, and
bandwidth. They generally either use Internet Control Messaging capabilities or
packet dispersion techniques [8].

2.4 Why XML with QoS?

The Extensible Markup Language (XML) is a textual markup language subset of
SGML that is defined in 1996 by W3C (World Wide Web Consortium) [9]. The
XML-based information channel isolates the platform from the various database
structures. It enables the platform independent interchange to any database via
a unified language. It is human friendly and easily deployable irrespective to
device capability and also platform independent. It is also a universal hub for
information exchange. The XML specification has the following properties:

1. It can be used to store any kind of structured information, and to enclose or
encapsulate information in order to provide different abstraction level.

2. XML makes it easy to generate new data automatically and dynamically (i.e.
transformation rules) and to ensure that the data structure is unambiguous.

3. XML is self describing and offers a modular data structure.

In this paper, XML is used to manage QoS profile which enables network to
provide guaranteed service in on demand basis.

3 Design Overview

Our proposal has following breakdowns. Packet marking for emergency dispatch
in both application and network layer, QoS based route selection between source-
destination pair, and adjust the DiffServ architecture that allows the Emergency
Traffic (ET) with guaranteed QoS.

3.1 Traffic Marking

There are different ways to marking IP packets for respective classes. Among
them one technique is to set TOS bit in the IP header for each traffic flow and
another one is to specify traffic trunks with the specified class of service and
associate the traffic trunk at the ingress router. To ensure SLA for any class of
service, SP needs to define Per Hop Behavior (PHB) policy for different classes.
In IP DiffServ architecture with different queuing scheme such as WFQ, PQ,
FIFO, RED/WRED etc. IP packet is allowed to process differently by PHB
rules. But it requires the agreement between the SP along the passage where
the packet travels to reach the destination. Therefore a predefined agreement is
necessary to treat the various classes in different way based on their priority. But
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</Session>

<?xml version="1.0" encoding="UTF−8"?>
<!−−XQSpec for End−to−End QoS−−>
<Session xmlns:xsi=http://www.w3.org/2001/XMLSchemainstance>
<Application Information>
       <flow type="IP telephony" source_addr="133.9.109.218"
       Source_port="2005" destination_addr="200.10.109.200"
       Destination_port="8000"
       </flow>
</Application Information>
<Network Parameter
        resource_id="XYZ"  Protocol="UDP"
        Reliability="full"     Priority="High"
        DSByte="11111100"  Bandwidth="r Mbps"
        Latency="None" Jitter="None"  Delay="None"
        Packet Loss="2%"  QueuingMethod="WFQ"
        Scheduling="non−Preemptive"
</Network Parameter>
<Cost value="X"  Condition="Y"</Cost>

Fig. 1. XML based QoS Specification.

such a static agreement between different ISP does not show satisfactorily con-
sistent with all sorts of traffic. The SP also not interested to do it permanently.
Therefore we classified the traffic in two major classes- ET and non-emergency
traffic (nET). IP’s TOS byte (or DSCP) is used for the packet classification.
The classification is performed by application that process emergency requests
to a specific destination. Next a scheme is proposed to generate XML based
probe packet which dynamically configure routers those indeed take part in the
transmission of ET between source-destination pair during media/data packet
transmission.

3.2 XML Based QoS Specification (XQSPec)

Generating QoS specification from user end emergency application is one of the
important schemes in our proposal. According to this proposal ET will create its
own XQSpec based on ET type, class of service(COS), TOS or DS Code Point
(DSCP) information, queuing methods, priority over other traffic, dropping or
shaping policy, required resources etc. The application attributes and relevant
network parameters that we used to form XML based QoS specification can be
grouped as shown in Table 1.

The SRA adjusts them on time when they receive XQSpec to handle ET. The
processing of the XQSpec is distributed and depends on the authoritative SRA.
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Table 1. Classification of data and network parameter.

Parameter Classification Description

Media control parameter sampling rate, sampling bit, frame rate, resolution,
etc.

Traffic control parameter bandwidth, delay, lost, rate, bit error rate, jitter,
etc.

Whenever router receives XQSpec, SRA handovers it to the XSLT processor and
retrieves the detail description of the session and takes the decision instantly for
either acceptance or rejection. So the role of SP is vital for better QoS agreement
which is solved here by creating a trade off between the network QoS and cost.
But in future the government and standard body should regulate a minimum
rule to serve ET using Internet. A typical XQSpec in XML serialization could
be an example shown in Fig. 1.

3.3 User Interface (UI) with QoS Support

Emergency application generates traffic and sends them through sockets to trans-
port layer (TCP or UDP) and then on to the network layer (IP). In this IP layer,
the kernel looks up the route to the host in either from the routing cache or it’s
Forwarding Information Base (FIB). For our case, we know the destination IP
during the call setup phase through the signaling method. Here UI generates
different service classes depending on user’s application preference. To behave
properly, all packets are given tag by the application to differentiate them from
BE traffic before they put in the physical medium. UI also generates QoS sen-
sible XQSpec probe with required parameters to satisfy the transmission of ET
for ensuring specified QoS and SLA between the communication peer.

3.4 Dynamic QoS Routing Algorithm

Initialization: Let, assume the initial QoS aware path is R[partial]={Source,
intermediate path, Destination}, while the intermediate path is empty. To find
a complete path, source requests with the XQSpec to the next hop router that
falls in the so called shortest path to destination and do the same in each node
at intermediary routers with the help of traditional routing table until it reaches
the destination.

When Destination Reached: Whenever XQSPec probe reaches the destina-
tion, it completes the path and sends back the complete QoS route information
R[complete] using the reverse unicast route, it discovered from source to desti-
nation.

Visiting Intermediary Routers: As in (Fig. 2) i, j,k,l,m,n are intermediary
routers between the source-destination pair and let the current visiting node is i.
Using the existing shortest path algorithm, s → i −→ l −→ d is the shortest
path from source to destination. In our proposed system, SRA is tightly coupled
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Fig. 2. How XQSpec discovers path.

with existing router entity and works based on the existing routing information.
As soon as router i (in Fig. 2) gets the XQSpec from last hop router (any router
exclusive destination) s (predecessor of i in the shortest path) two things may
happen:

1. If i agrees with the requested XQSpec, it sends ACCEPT reply to the last
requested router and insert the node identity in route vector R. Or

2. If i is incapable to accept the offer then replies DENY message back to the
requester router.

The SRA of requester router (here s) waits time, Tw = RTTs−→i (round
trip time from node s to i) + internal processing time (required time to check
XQSpec using XSLT processor) for either ACCEPT or DENY or XQSpecn (the
network/logical resource parameters the current visiting node can support other
than the requested one) reply. If the ACCEPT/DENY or negotiable XQSpecn

reply does not reach within time Tw, then the requester router (here s) performs
one of the following below.

If Visiting Router Agree with the Offer: If the current visiting router i
agrees to accept the offer then it inserts its address in R[s, i, ..., d] and forwards
the information (R[s, i, ..., d],XQSpec) to the immediate next hop router l along
the shortest path to destination.

If the Visiting Router Rejects: If i REJECT the offer from s, two things
may happen,

1. If SRA finds totally unable to serve the requested XQSpec then it simply
sends back DENY reply. Then the last hop will try for alternate path to
destination in next available shortest path. But if there is no available short-
est path from current visiting node (s) after the DENY reply from i, then it
trace back until it finds any alternate path to destination from correspond-
ing visiting router. Every time when it backs, it purges the duplicate node
information from the route R.

2. But if SRAv (visited) finds some option which is near to satisfy the offered
XQSpec, then it sends the XQSpecni (which is a new XQSPec at node i, that
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Fig. 3. New XQSpec with alternate path.

can be supported by the currently visited node) back to last immediate hop.
The SRA of the requester router holds this information until it finds any
feasible alternate path. When it faces same experience from other visiting
router in alternate path, it compares XQSpecn1 and XQSpecn2 to find the
QoS path as shown in Fig. 3 and selects the best one. SRA ensures one more
thing that ET will never blocked even if the XQSpec is not strictly served
by all routers in the source to destination route.

Although we are thinking about the rejection from any node due to resource
unavailability but the chance to happen this is very small in NGI while most
of the links will be Gigabit enabled. But the concept of all-IP network merges
almost all access technology in a single point. But bandwidth is still a scarce
resource for wireless network. In our future work we will provide detail algorithm
for wireless medium with simulated result using the same concept.

To find the QoS route using XQSpec properly it requires a set of standards
which is necessary to implement SRA in all router hardware before it is deployed.
The minimal functionality requirements of SRA are to check the XQSpec and
take decision immediately and intelligently based on the request/reply from the
neighbor hops. Extensive simulation can provide optimal configuration to choose
best XQSpec by emergency user application. Another advantage of the approach
is that SRA can tune only those sub interface where ET actually flows and
others IP interface can be remain untouched. When a live session terminates,
SRA can readjust the router state for usual operation according to SP’s need.
Moreover SRA can send advance warning message to other same priority or low
priority streams to inform them to choose either different path or slow down
their transmission to avoid congestion and loss of transmission quality.

4 Router’s Functionality

The overall system architecture is scalable. It requests for necessary changes in
runtime with related parameters and data format to only those nodes who take
part in ET transmission. It is possible that all routers in transit network may
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Table 2. Service level agreement for traffic classes.

Traffic class Conforming Traffic
treatment

Non-conforming Traffic
treatment

Emergency Traffic (ET) Set High priority
and continue

Transmit

Non Emergency
traffic (nET)

Mark as BE traffic
and continue

Drop

not aware of TOS or DSCP regarding emergency and non-emergency traffic. The
XQSpec in this case is a notification to bind dynamically with the desired policy
so it can ensure the guarantee for ET. Also the method described here is non
preemptive priority model with dynamic queuing mechanism which prevents the
unprecedented drop of nET. The policy that is maintained for ET and nET
is given in Table 2. Edge or core router can change their configuration based
on XQSpec while others in neighbor network remain untouched. Routers those
receive XQSpec, check each packets pass through them and can remark if it is
impersonated to take extra advantage. Token bucket is used with high priority
queue so that no ET is dropped even in high traffic load.

4.1 Edge Router

Although packet tagging is initially done by the application layer for emergency
traffic before it placed in the access link, they are checked in the edge router
again and retagged if found incorrect. Non emergency packets are always placed
in normal, medium or low priority queue based on how they classified for trans-
mission. The ET is never discarded as it passes through a token bucket interface
while a leaky bucket interface is used for nET in edge router. So in case of
overflow they will be discarded at least during the high volume of ET trans-
mit. But most of the cases, SRA informs the inbound nET to slow down their
transmission until it completes the transmission of the ET. For separate queues
exhaustive scheduling mechanism is chosen for ET but FIFO scheduling is fol-
lowed for individual queue. The exhaustive in this case means emergency queue
is served and finished before any other queues in the system. There is a possi-
bility of context switching overhead due to irregular packet arrival and one of
the bottlenecks of performance of this method. But in most cases ET comes in
succession and dispatched as soon as their arrival due to exhaustive scheduling
method. Non preemptive scheduling prevents dropping of nET whose services
started before the arrival of ET and consequentially reduces the packet loss ratio
of nET that may occur in preemptive scheduling. The other rules and policies
like shaping and dropping, bandwidth allocation, latency, jitter, queue type etc.
can be decided in run time by SRA if corresponding router entity agrees with
the XQSpec.

4.2 Core Router

The job of core router is bit simpler. Because a dedicated path based on XQSpec
is already set and traffic is also controlled. It further checks the packet tag using
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its PHB (Per Hop Behavior) rule and place packets in appropriate queue. It also
retags packets if it finds impersonated. Other functionality of SRA is almost
same.

4.3 Border Router

The processing of the best effort nET and ET in border router is similar to edge
and core router. The SRA in border router informs all other routers in QoS route
R, when the destination node terminates the session.

5 Few Factors

Our proposal requires less overhead than those methods that keep detail net-
work information (like delay, bandwidth, cost, etc.) for the whole network. SRA
keeps information about the outgoing links and its related parameters only. The
processing is distributed and scalable as all the SRA works independently and
does not depend on others to make any decision. The main short coming of the
proposed system is the implementation of SRA in routers hardware. But this
problem will no longer exist as hardwares are becoming cheaper and also the
processing power is increasing day by day.

Therefore, the performance of the system depends on the two key factors. A
good XQSpec selection and good design of SRA. Common standard for a class
of service is necessary for ET as a set of standards. The developer of router
will follow the rules to give special attention to ET by SRA at run time. So a
common regulation is needed which will promote the development of SRA and
mass implementation so in NGI we can use IP as communication medium for SOS
(Save our Soul). Internet in future will be so pervasive, reliable and transparent
that it will be a seamless part of our life like electricity. The proposal opens a
new dimension of business horizon including dynamic charging facilities which
will interest the SP to make necessary arrangement for QoS based transmission.
Information highway in near future will be treated as an expressway similar to
highway of developed countries where user can choose path according to their
choice and demands.

6 Conclusion and Future Work

We have described a dynamic QoS mechanism for high priority traffic especially
for emergencies in IP network. We have identified the necessity for such a system.
With the presentation of the framework we have shown how to achieve end-to-
end QoS guarantee for time critical information based on user’s selection. The
article also emphasizes the importance of software based dynamic routing which
can support QoS transmission. In NGI SOS through public Internet is obvious.
We have described one positive indication of how IP can serve as lifeline. At the
end the system should be realized by mass people so that they can take forward
step to secure their life.
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In further work we will simulate all queuing mechanisms to verify which
methods work best for ET along with the traditional traffic. We have also a
plan to develop a robust dynamic QoS based algorithm which can maximize the
throughput as well as minimize the loss of non emergency traffic in integrated
wired and wireless environment.
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Abstract. We explore techniques for efficient Quality of Service Rout-
ing in the presence of multiple constraints. We first present a polynomial
time approximation algorithm for the unicast case. We then explore the
use of optimization techniques in devising heuristics for QoS routing both
in the unicast and multicast settings using algorithmic techniques as well
as techniques from optimization theory. We present test results showing
that our techniques perform very well in the unicast case. For multicast
with multiple constraints, we present the first results that we know of
where one can quickly obtain near-optimal, feasible trees.

1 Introduction

As diverse applications such as online conferences, video broadcast, online auc-
tions appear in the Internet, the demands by the application owners regarding
the delivery of data have become more extensive and varied. Currently the de-
livery of such data primarily focuses on minimizing the path length, or obeying
a given policy. However, the needs of the applications involve other issues such
as latency, packet loss, jitter avoidance, etc. Such requirements of the applica-
tions from the network can be formally expressed in terms of Quality of Service
(QoS) constraints. The satisfaction of these constraints comes at a cost of using
valuable network resources such as buffer space, bandwidth, etc. The focus of
QoS routing is to select the routes by taking into account the requirements of
the applications while being efficient in terms of link costs.

Most QoS constraints are additive, such as delay, packet loss etc, i.e., they
accumulate along the path. Given such constraints, in this paper, we explore
QoS routing in unicast and multicast settings. Unicast QoS routing involves
finding a min-cost path from a source to a destination node satisfying a set of
constraints generally given as upper bounds that the path must respect. These
problems are NP-complete when the number of constraints is one or higher[5].
In multicast QoS routing, given a source node and a set of multicast nodes, we
seek to find a min-cost tree such that the constraints are satisfied along the path
from the source to each multicast node. Even without constraints, this problem
is NP-complete [10].

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 481–494, 2005.
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The prohibitive hardness of these problems, and the requirements of a high-
traffic network makes it necessary to develop techniques that efficiently generate
near-optimal solutions. In this paper we investigate provably good, as well as
practically feasible schemes. First, we present an ε-approximation algorithm for
unicast routing withK constraints that runs in polynomial time for small K. We
then develop heuristics for unicast and multicast QoS routing using algorithmic
and optimization techniques with the goal of finding good solutions efficiently
regardless of the number of constraints. We give out two heuristics for the uni-
cast case, one of which is flexible with respect to optimality or feasibility. This
is desirable since finding a feasible path is NP-complete if we have more than
one constraint. Our algorithm explores the trade-off between cost and feasibil-
ity. As shown through our simulation results, our algorithms are very fast and
obtain over 92% success rate for the unicast case. We also show with multicast
multiconstraint routing, which is far more difficult than unicast routing, how to
obtain a feasible solution with a high success rate.

1.1 Previous Work

Since this field is quite mature, we give a sample of the related work. Samples
of abundant recent work can be found in [11, 2, 6, 3, 9], and their references.
Recently several related work have appeared that use optimization techniques.
In [11] a simple application of the technique is used for multiconstraint unicast
routing and in [9] the technique is discussed for one constraint unicast problems.
Our approximation algorithm builds on top of several work; for a full description
of the algorithm see [14] and [4].

The Steiner Tree Problem is the simplest form of multicast routing and is
well-studied [12, 8]. The heuristic KMB that we use as a building block is given
in [12], and performs always within a factor 2 and usually within 10% of the
optimal [15]. There are several results on single constraint QoS multicast routing,
examples are in [13, 15], and their references.

2 The Multivariate QoS Routing Problem

We model our network as an undirected graph G = (V,E), where V is the set of
nodes, and E is the set of links; we assume |V | = n, and |E| = m throughout.
Each link e is associated with a cost c(e) and K different QoS parameters,
denoted w1(e) . . . wK(e) representing end-to-end restrictions on the routes such
as delay, packet loss, etc. Nodes s and t refer to the source and destination; for
multicast the set Vt = {t1, t2, . . . , tL} refers to the set of multicast destinations.
We denote by P (s, t) the set of s → t paths in G and by T (s, Vt) the set of
multicast trees rooted at s with destinations Vt in G.

A constraint is an upper bound on the value of a QoS parameter for each
destination1: Wij refers to constraint i for destination tj . When there is a single

1 We use the terms “constraint” and “upper bound” interchangeably.
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destination (unicast), we simplify constraint i as Wi. A path or a tree that
satisfies all of the K constraints is said to be feasible; the least cost feasible
path/tree is called optimal.

Unicast QoS Routing. Given source and destination nodes s, t, we aim to find
the minimum s→ t path p such that the sum of parameter wi along p is upper
bounded by Wi (for all i = 1, . . . , k). The above can be formulated as follows.

min
p∈P (s,t)

∑
e∈p

c(e)

s.t.
∑
e∈P

wi(e) ≤Wi where i ∈ 1 · · ·K

Multicast QoS Routing. Given a source node s and a set of destinations Vt =
{t1, · · · tL}, we aim to find the min-cost multicast tree T rooted at s such that
the sum of parameter wi along path s → tj is upper bounded by Wij for each
i, j. Formally, multicast QoS routing problem is as follows.

min
t∈T (s,Vt)

∑
e∈t

c(e)

s.t.
∑

e∈Pt(s,tj)

wi(e) ≤Wij for i ∈ 1 · · ·K, j ∈ 1 · · ·L

3 An ε-Approximation Algorithm for Unicast

In this section we give a polynomial time approximation algorithm that solves
unicast QoS routing with K constraints. When K = 1, the problem is called
Restricted Shortest Path (RSP), for which there are ε-approximation algorithms
(see [14], [4] for the latest results).

Our algorithm has the following specifications. If a feasible path exists and
the cost of the optimal feasible path is OPT , the algorithm is guaranteed to
return a path p of cost ≤ (1+ ε)OPT such that (i) the total value for parameter
w1 on p is at mostW1, and (ii) for i = 2 . . .K, the total value for QoS parameter
wi across p is at most (1 + ε)Wi. Note that a slight violation of all constraints
except w1 is allowed.

We construct an approximation algorithm for K = 2; the technique gen-
eralizes easily to any K. We express the problem as a dynamic program. For
node v, let V (cc, d, v) denote the minimum value of parameter w2 along an
s-v path with total cost ≤ cc and total value of parameter w1 at most d.
Then, V (cc, d, v) = mine=(v′,v)∈E{V (cc − c(e), d − w1(e), v′) + w2(e′)}.2 The
base cases are that ∀ d, cc, V (cc, d, s) = 0 (s-s path is trivial), ∀ cc, v �= s,
V (cc, 0, v) = ∞ (parameters are positive), and ∀ d, v �= s, V (0, d, v) = ∞ (costs
are positive). To solve the problem, we need to compute the smallest cost cc

2 We assume all parameters are integers.
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where V (cc,W1, t) ≤W2; the actual path is implicit in the formulation and can
be obtained from the steps leading to this particular value.

Our approximation algorithm generalizes [7] by first approximately testing
whether a feasible solution for a fixed budget V exists and using this test to
search for the optimal solution. We proceed below by scaling down costs and w2,
and running the dynamic program on the scaled parameters.

procedure TestMult(V, ε)
Step 1 ∀d, ∀cc, V (cc, d, s) = 0; ∀d, ∀v �= s, V (0, d, v) = ∞;

∀cc,∀v �= s, V (cc, 0, v) = ∞;
Step 2 ∀e ∈ E, c′(e) = � c(e)n

εV �; w′
2(e) = �w2(e)n

εW2
�.

Step 3 for cc = 1 . . . n/ε
V (cc, d, v) = mine=(v′,v)∈E{V (cc− c′(e), d− w1(e), v′) + w′

2(e
′)}.

Step 4 if V (cc,W1, t) ≤W2 return “SMALLER”
else return “GREATER”.

We now show that TestMult is efficient and effective.

Lemma 1. If TestMult (V, ε) returns “SMALLER” there is a path of cost ≤
V (1 + ε), total value of w1 ≤ W1, and total w2 ≤ W2(1 + ε). If it returns
“GREATER”, then there is no path of cost at most V where parameter w1 is at
most W1 and w2 at most W2. The running time of TestMult is O(mn2/ε2).

Proof. If the procedure returns “SMALLER”, then it must have found a path
whose scaled total cost and scaled w2 are ≤ n/ε and sum of w1 is ≤ W1. That
W1 is satisfied follows from the dynamic program. The scaled cost and w2 values
can be restored in the end by multiplying the values on the output path by
εV/n and εW2/n respectively. This way, on a path implicitly found feasible by
TestMult, the cost is underestimated by at most εV/n per link and the sum of
the w2 values are underestimated by at most εW2/n. Since a path can have at
most n links, the actual cost can be at most (n/ε) · (εV/n)+n(εV/n) = V (1+ ε).
A similar argument can be made for w2. Now consider cases where TestMult
returns “GREATER”. Since the inaccuracy caused by the scaling only results in
underestimation, clearly there cannot be a feasible solution with cost ≤ V . The
running time follows from the size of the table that one needs to keep for the
dynamic program.

Equipped with a test, we can now search for the optimal cost with a multi-
plicative binary search. For this, we establish upper and lower bounds UB and
LB for the cost, and search between them for the smallest cost that will make
the test return a positive (“SMALLER”) answer.

procedure ApproxMult(ε)
Step 1 Determine UB, LB
Step 2 while UB/LB > 2

V =
√
UB × LB.

if TestMult(V, ε)= “GREATER” LB = V else UB = V (1 + ε)
Step 3 Run a modified TestMult(LB, ε) with the loop in Step going up to 2n

ε ,
return path with smallest cc where V (cc, n

ε , t) ≤W1
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Next we show that this is an ε-approximation algorithm3.

Theorem 1. ApproxMult is an ε-approximation algorithm for QoS routing with
two parameters which returns a path P that satisfies the following. The sum of
w1 along P is at most W1, the sum of w2 along P is at most W2(1 + ε), and the
total cost is at most OPT (1 + ε), where OPT is the cost of the cheapest path.
ApproxMult runs in time in time O(mn2 log log(UB/LB)/ε2).

A trivial initial value for LB is 1; one for UB is nC where C is the highest
link cost in the network G. If one is willing to do some extra work, one can
establish tighter lower and upper bounds. In fact, a generalization of the upper-
bounding technique in [14] helps reduce the overall running time. The technique
proceeds as follows. Initially we run Restricted Shortest Path on the network,
trying to find a path that minimizes the sum of parameter w2 such that the
parameter w1 adds up to W1. (Recall that Restricted Shortest Path is the one
constraint QoS routing problem and can be approximated in time O(mn/ε)[4].)
If the total value of w2 on the path returned exceedsW2, we conclude that there
is no feasible solution and stop.

Otherwise we sort all links based on their costs. After that, we start removing
links from the graph in order of their cost, starting from the one with the highest
cost. After each link is removed, we run RSP as above, minimizing total w1 and
bounding the sum of w2. At some point, it will become impossible to find a path
whose total w1 is under W1. This means that the last link removed, say e, is a
bottleneck link. We now make the following observation regarding the upper and
the lower bounds with respect to the bottleneck link.

Lemma 2. Let e be the bottleneck link. (1) There exists an s-t path P such that
the sum of w1 across P is at most W1, the sum of w2 is at most (1 + ε)W2 and
the total cost of P is at most nc(e). (2) There exists no path of cost less than
c(e) that satisfies both constraints W1, W2 exactly.

Proof. (1) By definition, RSP must have returned a path of total w1 value at
most W1 and total w2 at most (1 + ε)W2. In addition, since the cost of the
most expensive link in the graph where P was found was c(e) the overall cost of
the path was at most nc(e). (2) RSP could not find a solution after link e was
removed, and could find one before. Thus, e must be part of the solution, and
thus, the total cost of the solution must be at least c(e).

One can easily see that, by setting LB = c(e) and UB = nc(e) as above,
we guarantee that a feasible solution (where, as described in the specification of
the approximation algorithm, W1 is satisfied and W2 is not exceeded by more
than an ε fraction) is known to exist for all costs above UB and an exactly
feasible path does not exist with a total cost under LB. This initial step involves
running at most m RSP executions, which are dominated by the other terms in
the running time, giving the following running time.

Corollary 1. ApproxMult has running time O(mn2/ε2) log logn.
3 The proof of the following theorem can be found in the full version of this paper[16].
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One can easily generalize this result to K parameters, by scaling down
the costs and K − 1 the parameters w2, . . . , wK , obtaining a running time of
O(mnK/εK) log logn.

4 Optimization Techniques for QoS Routing

Since the intrinsic difficulty of QoS routing is due to the constraints, we consider
heuristics whose performance are independent of constraints in this section.

4.1 Optimization Techniques for Unicast QoS Routing

QoS routing problems are instances of integer programming, which are in general
NP-complete to solve, with efficient solutions only under certain restrictions.
Our goal thus is to transform unicast QoS routing into one or multiple integer
programming problem/s which can be solved in polynomial time, while ensuring
that the answer that we obtain is good enough for the original problem.

For efficiency, we will make sure that our integer programs are free of any
“difficult” constraints, by using new cost functions which incorporate “penalties”
for violating the (now omitted) constraints. The choice of the set of constraints
to be relaxed into the objective function is made by the assumption that after
relaxing them, the problem becomes easy. First there is a hidden constraint in
the integer programming described in the above section, i.e. the solution for the
problem must be a path. Therefore, instead of using e, our unicast problem can
also be formalized as follows:

P : min c(p) s.t. wi(p) ≤Wi, i ∈ 1 . . .K

where c(p) is the total cost, and wi(p) is the sum of constraint i along path p.
To solve this problem, we give out two heuristics.

Algorithm LRA. We relax all the constraints and construct a new problem
as follows:

P ′ : maxλ L(λ) = min c(p) +
∑K

i=1 λi(wi(p) −Wi)

Intuitively, λi determines how much we penalize the violation of ith constraint.
A simple observation is that L(λ) is a lower bound for P for λ ≥ 0 since∑K

i=1 λi(wi(p) −Wi) ≤ 0. Clearly, finding a suitable λ to maximize the above
expression will bring us closer to the optimal solution.

First, to ensure that the links we choose indeed form a path, we run Dijkstra’s
shortest path algorithm as the basic building block of our algorithm. Second,
for quick convergence on an iterative search for the best λ, we need a good
starting value. For this, we would like a quick upper bound on the cost, which,
unfortunately, is usually as computationally difficult to solve as the original
problem. As a solution, we use a two-phase approach.

In Phase 1 we inject a feasible path q into the input such that c(q) = ∞. (q
is an upper bound for the solution.) The algorithm then efficiently improves q
to use it as the initial state in Phase 2.
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In Phase 2, the artificial path is removed, and the parameters are reset.
Using the output of Phase 1 as the initial state, it is now possible to process the
parameters in a fine-grained manner, to converge to a good solution quickly.

procedure LRA
Step 1 Find the min-cost path pc using Dijkstra. if pc is feasible, return pc.
Step 2 for each parameter wi find the minimum weight path pwi w.r.t. wi using

Dijkstra. if total weight for pwi > Wi, return “no solution”.
Step 3 Find a feasible path as a starting point.

if failed return “no solution”.
Step 4 Set the combined cost cλ(e) = c(e) +

∑K
i=1 λ

k+1
i wi(e). Find the min cost

path by Dijkstra using cλ.
Adjust λk and repeat Step 4.

Step 3 corresponds to Phase 1. It starts off by establishing (for> 1 constraint)
an artificial feasible path. This result is then refined by running a shorter instance
of Phase 2 (Only step 4 is performed), resulting in a nested repetition of Phase
2 with different parameters. In Step 4 we adjust λ iteratively as λk+1 = λk +
θk(w(p) −W ) where the step size is θk = L(λk+1)−L(λk)

‖wi(p∗)−Wi‖2 .4

Algorithm SRA. In the above algorithm we relax all the constraints into the
object function. Even though the solutions are often quite satisfactory, the prob-
lem tends to become oversimplified. For example, given a reasonable amount of
running time, LRA can not guarantee to return a solution. For applications
which may require a high chance of finding a solution, a trade-off between low
cost and feasibility is preferred. Motivated by the above, we develop a variant of
LSA which relaxes all the constraints into one single constraint. Our reasoning
is that for one-constraint QoS routing, finding a feasible path is easy, whereas
for two or more constraints, this task is NP-complete. Therefore, reducing the
number of constraints to one (and not to any higher value) makes the feasibility
aspect of the problem easier to handle. In addition, research on one-constraint
QoS routing is mature enough that we are given a choice of several approxi-
mation algorithms and heuristics. Our approach involves using a solution for
one-constraint QoS routing as a building block in our algorithm to solve the
multi-constraint case.

Again consider our problem formulation P as shown in the previous subsec-
tion. We can derive a new problem P ′(λ) : min c(p) s.t.

∑K
i=1 λi(wi(p) −Wi) ≤ 0

where λ = (λ1, λ2, · · · , λK) is a vector of norm 1 with all λi > 0. Intuitively λ rep-
resents the weight of different constraints. In contrast to LRA, we start with an
initial (normalized) weight vector λ which gives equal weight to each constraint
since we do not know how each parameter behaves. Instead of using Dijkstra, we
use QOSONE(λ) as a building block which returns an optimal path p for problem
P ′(λ), i.e. the algorithm that solves the one-constraint, min-cost problem. Notice
that in practice QOSONE can not return a real optimal solution. In our simu-
lation, we test different QOSONE, focusing on feasibility or optimality or both.

4 The derivation of this parameter is in the full version of this paper[16].
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procedure SRA
Step 1. λ← ( 1√

K
, 1√

K
, . . . , 1√

K
)

Step 2. Combine the constraints by λ, find a min cost path by QOSONE.
if p == NULL return “No Solution”
if p satisfies all the constraints then return p

Step 3. Adjust λ and repeat Step 2.

4.2 Optimization Techniques for Multicast QoS Routing

Algorithm LRATree. For multicast QoS routing, we simplify the integer pro-
gram (which is similar to that for unicast except with K constraints/multicast
node) and build a cost function which encompasses penalties for QoS constraint
violations. In addition, we can think that each destination is an additional con-
straint to the integer problem and we also associate the penalties to these “con-
straints”. Our algorithm requires that we solve a minimum-Steiner tree problem.
Since the problem is NP-complete, instead we use a heuristic KMB [12]. Our mul-
ticast algorithm also uses the two phases approach as described in the unicast
case. Here we point out a few notable differences5. To obtain an initial feasible
tree, we use our unicast algorithm to find a feasible path to each destination and
then combine these paths to obtain a tree. If this results in a cycle, we insert
an artificial feasible tree into the graph, and then improve this tree to obtain a
feasible tree that exists in the original graph. When updating λ, we take into ac-
count how many paths share a given link. This makes sure that, if a particularly
“bad” link was being shared by many paths in the tree obtained in the previous
iteration, the new tree will likely not include this link, or some of the branches
which do not satisfy the constraint upper bounds will avoid using this link.

5 Observations and Analysis

Efficiency of the Heuristics. As seen in Figure 3, a constant number of
iterations yields high accuracy, since the improvement reduces exponentially at
each iteration. As a result, we show below that our algorithms scale well in terms
of both the number of constraints and the network size.

Theorem 2. Let K be the number of constraints. The running time of LRA is
O(K+Dijkstra). The running time of LRATree is O(LK +KMB), where L is
the number of multicast nodes. The running time of SRA is O(QOSONE).

Quality of the Heuristics. We now argue about the quality of our algorithms.
First notice that for unicast and multicast routing with a single constraint, LRA
and LRATree are guaranteed to return a feasible path or tree if one exists.

We next try to obtain an intuition about why our technique is expected
to work well. For the next lemma, assume that all costs and weights (we will
call them delays) are uniformly chosen from the same range (if the ranges are
different, they can be normalized). It shows that “better” paths will be favored.
5 Pseudocode for LRATree can be found in the full version of the paper [16].
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Lemma 3. For single constraint unicast routing, let the minimum cost path p0
have cost C0 and delay d0. Let p1 and p2 be two paths, with costs C1 < C2 and
total delay d1 < d0 and d2 < d0. Assume that d0 > W , thus, the minimum cost
path is not feasible. Let λ be the step size. Then, for λ = 1, if one of p1 and p2
is returned at the next step (if both are feasible), the probability that p1 will be
returned rather than p2 is at least 75%. In addition, there exists a λ > 0 which
will cause p1 to be picked over p2 with probability 1.

Proof. After adjusting λ, the new costs for p1 and p2 will be C′
1 = C1 + λd1

and C′
2 = C2 + λd2 respectively. Since the delays are uniformly chosen, with

probability 0.5, d2 > d1, which trivially satisfies C′
1 < C′

2. If d2 ≤ d1 (with
probability 0.5), however, we must have C1 +λd1 < C′

2 = C2 +λd2, i.e., we need
C2−C1
d1−d2

> 1. Since the delays and the costs were uniformly picked from the same
range, by symmetry the likelihood of this is at least 0.5. Thus, the probability
that C′

1 < C
′
2 is at most 0.5 + 0.25 = 0.75. Note that C′

1 < C
′
2 can always be

satisfied if λ < C2−C1
d1−d2

.

This simplified analysis seems to support small λ. However, note that C0 <
C1 < C2, and d0 > W . Thus, if λ < C1−C0

d0−d1
, then under the new cost function,

p0 will have cost C′
0, less than C′

1, thus, p0 will seem better than both p2 and
p1, even though it is not feasible. Also note that the likelihood of this scenario
depends on C0 − C1, thus the need to adjust λ depending on how close to the
solution we are. This analysis generalizes to any number of paths. For example, if
there are 3 paths with C0 < C1 < C2 < C3 one can show that the probability p1,
p2, and p3 will be preferred to the other paths after the adjustment is 11

18 ,
5
18 ,

2
18

respectively. This tells us that the likelihood that one of the least costly paths
will be chosen is high. Our simulations reaffirm this property.

Theorem 3. If QOSONE returns an exact solution to P ′, every time a feasible
solution is found by SRA, it must also be optimal.

Proof. Assume a feasible path p is found and p is not optimal. Let opt denote
the optimal path. Then c(opt) ≤ c(p), p and opt satisfy all the upper bounds. By
design, our algorithm will next find a positive λ. Since opt is feasible for P ′′, i.e.
∀i, wi(opt) −Wi ≤ 0, summing up, we have

∑K
i=1 λi(wi(opt) −Wi) ≤ 0. Thus

opt is also a feasible path for the one-constraint QoS routing, P ′(λ). Since p is
the optimal path for P ′(λ), then c(p) ≤ c(opt). Thus p = opt.

Corollary 2. If the output of SRA is a feasible path, the corresponding path
from QOSONE is a non-optimal feasible path.

The above theorem and corollary clearly show that our algorithm can control
the performance of QoS routing by the choice of QOSONE. If QOSONE is more
likely to find an optimal path, SRA is more likely to find an optimal solution.
This gives us a chance of improving multi-constraint QoS routing by focusing
on improving single-constraint QoS routing. On the other hand, if QOSONE is
focusing on finding a feasible path, the probability of finding a feasible path in
a certain amount of time for multi- constraint problem is also improved.
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Multicast. For multi-constraint multicast routing, the number of the desti-
nations has a significant effect on the accuracy. This is because early in the
algorithm we need to find feasible paths for each destination. As the number
of destinations increases, the likelihood that LRA will succeed on all of these
destinations drops exponentially, thus increasing the probability that LRATree
will fail. Instead we notice from the above analysis that SRA can obtain high
feasibility by choosing QOSONE as an algorithm focusing on feasibility. There-
fore in the first phase of our algorithm where the goal is to find a feasible tree
as a starting point for further minimization, we use SRA in our experiments.

6 Simulation Results

Simulation Environment. To test our technique, extensive simulations have
been carried out. We used two different methods to generate the network topol-
ogy. First we used ANSNET [3], shown in Figure 1. The cost of each link was
set uniformly in the range [1, 1000]. The delays (constraints) of each link were
set uniformly in the range [0, 100]. The delay upper bounds were set to a ran-
dom number uniformly in range [100, 200], [100, 300], . . . [100, 500] for different
simulations. Next we used the widely adopted Waxman Model [17] to generate
random networks. The network consisted of 40 to 90 nodes where the two pa-
rameters α and β were set to 0.3 and 0.2 respectively, and the grid was 30 × 30.
The cost on each link was generated by the model itself as the Euclidean dis-
tance. The delays and delay upper bounds on each link were chosen the same as
ANSNET model. Each data point obtained in our figures represents the average
of 150 runs on different random networks.

For SRA we chose different algorithms for single constraint problem as a
building block for our algorithm. The sample building blocks represent the trade-
off between accuracy and efficiency, and are as follows. 1) SRA-Dijkstra: we find
the shortest path based on the single combined constraint. 2) SRA-LARAC:
a relaxation heuristic algorithm for one constraint unicast QoS routing [9]. 3)
SRA-Exact: we use dynamic programming to obtain an exact solution to one
constraint unicast QoS routing. Here, Dijkstra and Exact are two extremes in
that Dijkstra has no claim to optimality, but is efficient, whereas Exact always
returns the optimal solution for QOSONE, but runs in super-polynomial time.
We use Exact just to show how our algorithm perform. In practice, people can
use approximation algorithm, e.g. [4] to achieve similar result instead or use
LARAC which is an in-between algorithm.

We compare our algorithm with the optimal solution both for unicast and
multicast routing. However, obtaining an optimal solution for multivariate mul-
ticast routing in a large network has proven to be an unconquerable task, as
mentioned in [15]. For a 10-node graph, the computation for every single point
in our figures took many hours. To overcome this problem, for large multicast
problems we insert a random feasible tree into the network and test our algo-
rithm based on the modified network.
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Interpreting the Results. The outcome of the algorithm will fall within one of
the following cases. (S) Optimal answer found, or no feasible solution exists.
(F1) Feasible but not optimal answer found. (F2) Feasible answer exists, but
not found. Note that by design the algorithm never returns a non-feasible path.
We evaluate our algorithms with respect to the following criteria: (i)Full suc-
cess = S/(S+F1+F2), the ratio of fully correct answers. (ii) Partial success =
(S+F1)/(S+F1+F2), the ratio of fully correct and feasible answers. (iii) Excess,
the percentage excess (over optimal) cost of a returned solution.

Fig. 1. ANSNET Network. Fig. 2. ANSNET model.

6.1 Unicast Routing Simulations

LRA. In our simulations, we observed that partial or full success rates were very
much independent of the number of parameters and above (usually, well above)
92% and 90% respectively. Increasing the range for the constraints led to a small
(around 2-5%) drop in the full success rate, which we attribute to the increase
in the number of feasible paths in the network. This can be seen in Figure 2.
Figure 3 shows that increasing the number of the iterations yielded diminishing
returns due to the exponentially decreasing step size with no gain beyond 16
iterations. We also explored the effects of the correlation (Figure 4) between the
QoS parameters with two (as well as four, grouped into two) random, positively
correlated (with a small random difference between the values), and negatively
correlated (two parameters adding up to a constant plus a small random num-
ber). Even though our partial success rates was high throughout, correlation
affected the total success rate (over 97%, 96%, 90% for positive, random, nega-
tive correlation). Finally, in Figure 5, we observed that the percentage value of
the excess as a measure of the effectiveness of our partial successes compared to
the full successes, and found average excess rates are extremely low.

SRA. We then investigated the effects of using different one-constraint QoS
routing algorithms. In Figure 6, we observe the full success ratio. This indicates
how well the algorithm performs in achieving optimality. As expected, SRA-
Exact outperformed all other QOSONEs in terms of full success rates, followed
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Fig. 3. Waxman model, 90 Nodes, 3 con-
straints.

Fig. 4. Waxman model, 2 constraints.

Fig. 5. Waxman model, 3 constraints.

by SRA-LARAC. LRA (Lagrange) was a very close third, and SRA-Dijkstra
performed the worst. With the partial success rate (Figure 7), SRA-Dijkstra was
the best with a near-perfect performance in finding a feasible path. SRA-LARAC
was the second and LRA the third. As we expected, SRA-Exact performed the
worst. We can conclude that SRA maintains the properties of the one-constraint
algorithm; therefore one can choose different one constraint unicast algorithm
based on their requirements.

6.2 Multicast Routing Simulations

Our experiments for multivariate multicast routing were similar to those with
unicast routing. Due to the prohibitive running time of finding the optimal so-
lution we tested our algorithms on small graphs. The number of iterations was
set to be 8 for the main program, and 8 for finding an upper bound.

In general, while the running times remained fast, the accuracy dropped
when we wanted to satisfy all of the constraints for all of the nodes. Part of this
was due to cases where the KMB algorithm failed. In addition, as argued before,
with more destinations a fully feasible multicast tree is difficult to find. We thus
used SRA in some experiments. Test results are given in Figures 8-11.



Unicast and Multicast QoS Routing with Multiple Constraints 493

Fig. 6. Upper bounds [100, 400], 2 con-
straints, full success ratio.

Fig. 7. Upper bounds [100, 400], 2 con-
straints, partial success ratio.

Fig. 8. Waxman, 2 constraints. Fig. 9. Waxman, 10 nodes 6 destinations.

Fig. 10. Waxman model, 10 nodes. Fig. 11. ANSNET, SRA with Dijkstra.

Even though our success rates were lower than those for unicast, our results
remained desirable: one must consider the enormous difficulty of solving this
problem exactly, our extremely low running times, as well as the absence of
known efficient algorithms for this problem. The figures show that network size,
the number of multicast nodes, and the number of constrains all lead to a fairly
small drop in accuracy. The excess cost is upper bounded by 17%, higher for
increased number of multicast nodes.
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We also tested our algorithm on ANSNET. Since we could not obtain the
optimal solution, we focused on feasibility. To maximize feasibility we chose
SRA for each destination and for SRA we chose Dijkstra for QOSONE which
had shown a nearly perfect feasibility ratio previously, i.e. 100% ratio for up to
90 nodes. We see that in Figure 11, we had a high success to reach a feasible
tree.
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Abstract. The increasing use of wireless networks and the popular-
ity of multimedia applications, leads to the need of Quality of Ser-
vice support in a mobile IP-based environment. This paper presents
Q-MEHROM, which is the close coupling between the micromobility
protocol MEHROM and a resource reservation mechanism. In case of
handoff, Q-MEHROM updates the routing information and allocates
the resources for receiving mobile hosts simultaneously. Invalid routing
information and reservations along the old path are explicitly deleted.
Resource reservations along the part of the old path that overlaps with
the new path are reused. Q-MEHROM uses information calculated by
QOSPF. Simulation results show that the control load is limited, mainly
QOSPF traffic and influenced by the handoff rate in the network. Q-
MEHROM uses mesh links and extra uplinks, present to increase the
link failure robustness, to reduce handoff packet loss and improve the
performance for highly asymmetric network loads.

1 Introduction

Today, wireless networks evolve towards IP-based infrastructures to allow a
seamless integration between wired and wireless technologies. Most routing pro-
tocols that support IP mobility, assume that the network consists of an IP-based
core network and several IP domains (also referred to as access networks), each
connected to the core network via a domain gateway. This is illustrated in Fig. 1.

In contrast to wired networks, the user’s point of attachment to the network
changes frequently due to mobility. Since an IP address indicates the location of
the user in the network as well as the end point of its connections, user mobility
leads to several challenges. Mobile IP (IPv4 [1],IPv6 [2]), which is standardized
by the IETF, is the best known routing protocol that supports host mobility.

While Mobile IP is used to support macromobility, i.e. the movements from
one IP domain to another, much research is done to support the local movements
� Liesbeth Peters is a Research Assistant of the Fund for Scientific Research – Flanders

(F.W.O.-V., Belgium).
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IP-based core network
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Fig. 1. General structure of an all IP-based network.

within one IP domain, called micromobility. Examples of micromobility protocols
are per-host forwarding schemes like Cellular IP [3] and Hawaii [4], and tunnel-
based schemes like MIPv4 Regional Registration [5] and Hierarchical MIPv6 [6],
proposed within the IETF, and the BCMP protocol [7], developed within the
IST BRAIN Project. These protocols try to solve the weaknesses of Mobile IP
by aiming to reduce the handoff latency, the handoff packet loss and the load of
control messages in the core network. Low Latency Handoff protocols, like Low
Latency MIPv4 [8] and Fast MIPv6 [9], were developed by the IETF to reduce
the amount of configuration time in a new subnet by using link layer triggers in
order to anticipate on the movement of the mobile host.

Most research in the area of micromobility assumes that the links of the
access network form a tree topology or hierarchical structure. However, for rea-
sons of robustness against link failures and load balancing, a much more meshed
topology is required. Although the above mentioned micromobility protocols
work correctly in the presence of mesh links, the topology has an important
influence on their performance. E.g. Cellular IP and MIPv4-RR do not use the
mesh links, while Hawaii takes advantage of the mesh links to reduce the hand-
off latency and packet loss. However, the use of Hawaii in a meshed topology
results in suboptimal routes and high end-to-end delays after several handoffs.
In our previous work, MEHROM (Micromobility support with Efficient Hand-
off and Route Optimization Mechanisms) was developed, resulting in a good
performance, irrespective of the topology, for frequent handoffs within an IP
domain. This handoff scheme consists of two phases. During the first phase, a
fast handoff is made in order to limit the handoff latency and packet loss. If
necessary, the second phase is executed, which guarantees the set up of an op-
timal new path between the domain gateway and the current access router. For
a detailed description of MEHROM and a comparison with Cellular IP, Hawaii
and MIPv4-RR, we refer to [10] and [11].

In a mobile IP-based environment, users want to receive real-time applica-
tions with the same QoS (Quality of Service) as in a fixed environment. Sev-
eral extensions to RSVP under macro- and micromobility are proposed in [12]
and [13]. However, the rerouting of the RSVP branch path at the cross-over node
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under micromobility again assumes an access network with tree topology. More-
over, for mobile receivers, the cross-over node triggers a PATH message after a
route update message was received, introducing some delay. Current work within
the IETF NSIS (Next Steps in Signaling) working group includes the analysis
of some of the existing QoS signaling protocols for an IP network [14] and the
listing of Mobile IP specific requirements of a QoS solution [15].

In this paper, we present Q-MEHROM, which is the close coupling between
MEHROM and a resource reservation mechanism. Hereby, the updating of rout-
ing information and the allocation of resources for mobile receivers is performed
at the same time, irrespective of the topology. Information gathered by QOSPF
(Open Shortest Path First protocol with QoS extensions [16], [17]) is used. In
what follows, we assume that the requested resource is a certain amount of
bandwidth.

The rest of this paper is structured as follows. Section 2 presents the frame-
work used. Section 3 describes which information, obtained by the QOSPF pro-
tocol, is used by Q-MEHROM. In section 4, the operation of Q-MEHROM is
explained. Simulation results are presented in section 5. The final section 6 con-
tains our concluding remarks.

2 Micromobility and Resource Reservations

In Fig. 2, the framework, used for a close interaction between micromobility
routing and resource reservations, is presented. A micromobility protocol updates
the routing tables to support data traffic towards mobile hosts. In this paper,
we consider the resource reservations for data flows towards mobile hosts.

The central building block is responsible for the propagation of mobility and
requested resources information through the access network. Frequent handoffs
within one IP domain are supported by MEHROM [11]. This is a per-host scheme
and every router along the path between the domain gateway and the current
access router has an entry in its routing table indicating the next hop to the
mobile host. At the time of handoff, the necessary signaling to update the routing

Packet Classifier Packet Scheduler

Admission

Control

Routing Agent

QOSPF

Q
-M

E
H

R
O

M

Micromobility Protocol

MEHROM

Resource Reservation

MEHROM extensions

Fig. 2. Framework for micromobility routing and QoS support in an IP access network.
The grey building blocks are the focus of this paper.
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tables is kept locally as much as possible. New entries are added and obsolete
entries are explicitly deleted, resulting in a single installed path for each MH
(mobile host). This micromobility scheme is very suitable to be closely coupled
with a resource reservation mechanism for traffic towards the mobile hosts. When
a mobile host performs a handoff, we want to propagate the necessary QoS
information as fast as possible to limit the degradation of the delivered QoS.
Hereby, we want to restrict the signaling to the part of the new path that does
not overlap with the old path and explicitly release reserved resources along the
unused part of the old path. By defining the resource reservation mechanism as
an extension of MEHROM, resources can be re-allocated at the same time that
the routing tables are updated after handoff. The combination of MEHROM and
its resource reservation extensions is referred to as Q-MEHROM.

In order to obtain information about the topology of the access network and
the state of the links, we use QOSPF, as described in [17]. This is presented by
the upper left building block of the framework.

The interaction between both grey building blocks is as follows. QOSPF
computes paths in the access network that satisfy given QoS requirements and
provides this information to Q-MEHROM. Every time Q-MEHROM reserves
or releases resources on a link, QOSPF is informed so that updated link state
advertisements can be spread throughout the access network.

The upper right block represents the admission control policy. Although a
variety of mechanisms is possible, we have chosen for a simple admission control
priority mechanism: when a new request for resources is made by a mobile host,
the access router decides whether the access network has sufficient resources to
deliver the required QoS. If not, the request is rejected. At the time of handoff,
priority is given to handoff requests above new requests. When the required
resources for an existing connection can not be delivered via the new access router
at the time of handoff, the handoff request is not rejected, but the delivered
service is reduced to best-effort. For simplicity, only at the time of a next handoff,
the availability of resources is checked and reservations can be made again. The
admission control mechanism gives QOSPF information about the resources that
were reserved by the mobile host before handoff (these resources can be reused).
QOSPF in its turn provides information about paths with sufficient resources in
the access network.

Finally, the lower building blocks are the packet classifier and scheduler.
When Q-MEHROM updates the routing tables, these routes are installed in the
packet classifier so that data packets are mapped towards the correct outgoing
link. As scheduler, a variant of CBQ (Class Based Queueing) is used [18]. When
resources are reserved for a mobile host, Q-MEHROM inserts a class for that
mobile host. When these resources are released after an handoff, the class is
removed again. One class that is never removed is the class for all control traffic.
To reduce complexity, we assume that the routing decision is only based on the
mobile host’s care-of address, irrespective of the amount of flows. For simplicity,
we consider one class for all flows to a specific mobile host.
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3 Information Calculated by QOSPF

QOSPF advertises link metrics, like link available bandwidth and link delay,
across the access network by Link State Advertisements (LSAs). As a result, the
domain gateway, all routers and all access routers have an updated link-state
database that reflects the access network state and topology. To provide useful
information to Q-MEHROM, QOSPF calculates, in each node of the access
network, several QoS routing tables from the database, see also Table 1.

Delay Table. The Delay table is used during the first phase of the Q-MEHROM
handoff algorithm, when the new access router sends a route update message
towards the old access router as fast as possible. The Delay table of a router has
this router as source and an entry for every access router (AR) as destination.
Therefore, the router calculates the path with smallest delay to a specific AR,
using a single objective path optimization. The next hop to that AR is then
put in the Delay table. As the delay characteristics are not expected to change
frequently, the Delay table needs no frequent recalculation.

Bandwidth Table. A Bandwidth table is used when resources are reserved for
a new traffic flow. Hereby, the available bandwidth on the links of the access
network is taken into account. As we consider traffic towards the mobile hosts,
a router calculates a Bandwidth table with the domain gateway as source and
itself as destination. The Bandwidth table gives the last node on the path before
reaching the router. A double objective path optimization is used, taking also
the hop count into account. For a certain value of the hop count, the path with
at most this amount of hops and with maximum bandwidth (BW) is calculated.
When the amount of available bandwidth in the access network changes, the
Bandwidth tables should be recalculated.

Reuse-Bandwidth Table. A Reuse-Bandwidth table is used for handoff reser-
vations. When a mobile host performs handoff, a new path must be set up. It is

Table 1. Delay, Bandwidth and Reuse-Bandwidth table for router R2 of Fig. 3.1.

Delay table

destination next hop

oAR R1
nAR nAR

Bandwidth table (for new traffic flow)

max. hops last hop max. bandwidth

1 – –
2 R3 2 Mbit/s
3 R3 2 Mbit/s

Reuse-Bandwidth table (if MH performs handoff)

max. hops last hop max. bandwidth

1 – –
2 R3 5 Mbit/s
3 R3 5 Mbit/s
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possible that the new path partly overlaps with the old path. Resources along this
common part should be reused and not be allocated twice. Therefore, QOSPF
must consider the resources, reserved for the mobile host before handoff, also
as available resources and calculate another bandwidth table, called the Reuse-
Bandwidth table. This table can only be calculated at the time of handoff and
needs as input the old path and the amount of reserved bandwidth for a specific
mobile host. This table has the same structure as the Bandwidth table.

4 Q-MEHROM Mechanism

The basic operation of Q-MEHROM is explained using the example in Fig. 3.
There are three successive situations:

Bandwidth Reservations. When a MH powers up in the access network, only
basic MEHROM is used to set up a (best-effort) path for the MH in the access
network. This path is a path with minimum hop count between the domain
gateway (GW) and the current access router.

When a traffic flow is set up towards a MH, this MH requests an amount of
bandwidth (information obtained from the application layer) for that flow at its
current access router. After a positive admission control, the access router starts
the resource reservation mechanism, using its Bandwidth table. If the MH is the
receiver of multiple flows, the requested bandwidth is the sum of the individually
amounts of bandwidth requested by the applications.

Handoff Phase 1 – Fast Handoff. After the receipt of a Mobile IP regis-
tration request, the new access router (nAR) (we describe the case of a positive
admission control) adds a new entry for the MH in its routing cache and sends a
route update message towards the old access router (oAR) in a hop-by-hop way.
Like basic MEHROM, Q-MEHROM is capable to detect if the new path will be
optimal, using an optimal path parameter in the route update messages.

When R2 processes the route update message, it checks the optimal path
parameter in this message. This parameter has value 1, i.e. the node is part
of the optimal path between the GW and the nAR. Therefore, the necessary
resources are reserved on the link between R2 and the nAR. As a next step, it
looks up the next hop on the path with smallest delay towards the oAR in the
Delay table (i.e. R1). Furthermore, it retrieves in the Reuse-Bandwidth table
the last node before reaching R2 on the optimal path between the GW and
R2 (i.e. R3). As both nodes are different, the optimal path parameter is set
to 0, indicating the path will be suboptimal. Once this parameter contains the
value 0, it remains 0 and only the Delay table must be consulted. The route
update message is forwarded using the next hop from the Delay table.

R1 has an old entry for the MH. Therefore R1 is considered as the cross-over
node (CN), and the route update message is not forwarded further. The CN
sends a suboptimal handoff acknowledgment (ACK) back to the nAR. The CN
also deletes the reservation on the link from R1 to oAR and sends a route delete
message to the oAR, to delete the invalid entry in its routing cache.
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Fig. 3. Example of bandwidth reservation for a mobile host. 1) the MH requests re-
sources for its traffic flows, 2) the MH performs handoff which consists of phase 1 and
3) phase 2. The arrows indicate entries for the mobile host and point to the next hop
in the path. A dashed arrow indicates an entry without resource reservations on the
next link. [x,y] = [link delay (ms), available bandwidth (Mbit/s)]; [z] = [requested
bandwidth (Mbit/s)].

The nAR is informed through a suboptimal handoff ACK that a suboptimal
path is found during phase 1. As data packets can reach the MH via this subop-
timal path, the nAR sends first a Mobile IP registration reply to the MH. Next,
the nAR starts the route optimization phase.

Handoff Phase 2 – Route Optimization. The nAR sends a new route
update message towards the GW, also in a hop-by-hop way, to establish an
optimal path. During phase 2, the optimal path parameter is set to value 2,
indicating that the route update message must be forwarded towards the node
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retrieved in the Reuse-Bandwidth table (the Delay table is not consulted). As
R2 has already a new entry in its routing table, the entry is refreshed and the
message is simply forwarded. This route update message finds a new CN, R3.
R3 updates its routing cache, allocates resources on the link from R3 to R2 and
deletes the reservation on the link from R3 to R1. At that time, an optimal path
is set up: an optimal handoff ACK is sent back to the nAR and a route delete
message is sent to R1.

5 Evaluation

In order to evaluate the performance of Q-MEHROM, the protocol is imple-
mented in the network simulator ns-2 [19]. QOSPF is simulated by extensions,
for the calculation of the QoS routing tables, to the implementation of [20].
Unless otherwise mentioned, the following parameter values are chosen:

Wired and Wireless Links. The wired links of the access network have a
delay of 2 ms and a capacity of 2.5 Mbit/s. For the wireless link, IEEE 802.11
is used with a physical bitrate of 11 Mbit/s.

Access Routers and Mobile Hosts. Every access router broadcasts beacons
at fixed time intervals Tb of 1.0 s. The distance between two adjacent access
routers is 200 m, with a cell overlap do of 30 m. All access routers are placed
on a straight line. Mobile hosts move at a speed vMH of 20 m/s and travel from
one access router to another, maximizing the overlap time. They reside thus in
an overlap region during 1.5 s.

Traffic. CBR (constant bit rate) data traffic patterns are used, with a bitrate
of 0.5 Mbit/s. For every mobile host, one UDP connection is set up between
the sender (a fixed host in the core network directly connected to the domain
gateway) and the receiver (the mobile terminal).

Access Network Topology. Tree, mesh and random topologies are investi-
gated. The topologies that are used for the simulations, are given in Fig. 4.

5.1 Load of Control Traffic in the Access Network

For the different topologies of Fig. 4, the average amount of control traffic on a
wired link of the access network is investigated. The leftmost figure of Fig. 5 gives
the results for an increasing number of mobile hosts, while the rightmost figure
shows the influence of the speed of a single mobile host. The mobile hosts move
randomly from one access router to another during 300 s, requesting 0.5 Mbit/s.
Randomly means that a mobile node moves towards a randomly chosen access
router. When arriving, the mobile host stays there for maximum 1 second before
a new access router is chosen as destination. The Q-MEHROM control load con-
sists of Route Update, Route Delete, Acknowledgment and Power Up messages.
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Fig. 4. Tree, mesh and random topology of the access network, used during the simu-
lations. The mesh topology consists of the tree structure (full lines) with the indicated
additional mesh links (dashed lines), while the random topology is formed by adding
extra uplinks (dotted lines) to the mesh topology.
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Fig. 5. Average amount of control traffic on a wired link of the access network as a
function of the number of mobile hosts (left figure) and the speed of a single mobile
host (right figure).

The QOSPF control traffic consists of two parts. The first part is formed by the
QOSPF messages at the start of the simulation, advertising the initial link state
information through the network. The second part consists of QOSPF traffic
caused by resource reservations and resource releases during the simulation as
they change the available bandwidth of some links.

The load of control messages specific to Q-MEHROM is very low compared
to the load of QOSPF traffic. The QOSPF traffic in the absence of mobile hosts
contains only the first part, with messages to spread the initial link state infor-
mation. This part depends purely on the topology and the number of links. The
second part of the QOSPF load, with messages triggered by resource reservations
and releases, is also determined by the number of handoffs and their location in
the topology.
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The required amount of bandwidth for QOSPF control traffic increases for
higher handoff rates, i.e. the number of handoffs in the network per time unit.
This handoff rate grows for higher number of mobile hosts, illustrated in the
leftmost figure of Fig. 5 and for higher speeds as shown in the rightmost figure.
Note that this is the worst case, as every change in available bandwidth triggers
QOSPF LSAs. Periodically triggering of LSAs or triggering only after a signif-
icant change in available bandwidth can reduce the control load, at the cost of
the accuracy of link state information. The required amount of bandwidth for
control traffic remains low compared to the link capacities (±0.05% for 8 mobile
hosts with a speed of 20 m/s). In what follows, we reserved 1% of the given link
capacity for the control traffic class of CBQ. This is sufficient to support more
than 100 mobile hosts with a speed of 20 m/s.

5.2 Handoff Performance

To investigate the handoff performance, the following scenario is considered: dur-
ing 1 simulation, a single mobile host moves from the leftmost to the rightmost
access router of Fig. 4, performing 7 handoffs. The results in Fig. 6 are average
values of a set of 200 independent simulations, i.e. there is no correlation between
the sending of beacons by the access routers, the movements of the mobile host
and the arrival of data packets in the access routers.

The leftmost figure of Fig. 6 shows the loss of data packets as a function of the
speed of the mobile host. The data flow has a packet size of 500 bytes and a rate
of 1 Mbit/s. Results are given for beacons sent at time intervals Tb = 1.0 s, 0.75 s
and 0.50 s. The packet loss is independent of the velocity, as long as the mobile
host resides long enough in the overlap region to receive at least one beacon
from a new access router while still connected to its previous access router.
Otherwise, packet loss increases rapidly. In the considered situation, where the
mobile host moves on a straight line through the center of the overlap regions,
this requirement is fulfilled when

vMH ≤ do/Tb . (1)

In this case, Q-MEHROM takes advantage of mesh links and extra uplinks to
reduce the packet loss compared to the tree topology.

The rightmost figure of Fig. 6 gives the results for the data packet loss as
a function of the data rate. The mobile host moves at a speed of 20 m/s and
the access routers send beacons at time intervals of 1.0 s. The used packet sizes
are 500 bytes, 1000 bytes and 1500 bytes. For a given packet size, the packet
loss increases for higher data rates and is higher for the tree topology compared
to the other topologies. The use of IEEE 802.11 and collisions on the wireless
link limit the achievable throughput. For a wireless bitrate of 11 Mbit/s, the
use of the RTS/CTS mechanism and a data packet size of x bytes, the TMT
(Theoretical Maximum Throughput) is given by [21]:

TMT(x) =
8x

ax+ b
· 106 bps with a = 0.72727 and b = 1566.73 . (2)
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Fig. 6. Average packet loss as a function of the mobile host’s speed for several beacon
time intervals (left figure) and as a function of the data rate for several packet sizes
(right figure).
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Fig. 7. Received bandwidth by the mobile hosts in highly loaded networks for the tree
topology.

This explains the rapid increase of packet loss for a packet size of 500 bytes and
data rates higher then 1.85 Mbit/s.

5.3 Highly Loaded Access Networks

In order to investigate how well Q-MEHROM can handle the mismatch between
traffic load and network capacity, we consider the following scenario: at the start
of the simulation, the network is symmetrically loaded by a single mobile host
in each of the eight cells of Fig. 4. During one simulation, those mobile hosts
move randomly from one access router to another during 300 s. Each mobile
host is the receiver of a CBR data flow with a packet size of 1500 bytes and
a bitrate of 0.5 Mbit/s. These values are chosen so that the wireless channel
is not a bottleneck for the received bandwidth (TMT = 4.515 Mbit/s), even if
all mobile hosts move into the same cell. Figure 7 gives the average bandwidth
received by each mobile host during the last 3.0 seconds as a function of time
for the tree topology, Fig. 8 for the random topology.

For the tree topology, only one possible path between the domain gateway
and a specific access router exists. So both in case of best-effort (left figure) as in
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Fig. 8. Received bandwidth by the mobile hosts in highly loaded networks for the
random topology.

case of Q-MEHROM (right figure) the data packets for mobile hosts residing in
the same cell are routed via the same path. The capacity of the links closest to the
domain gateway limits the amount of bandwidth that can be allocated for mobile
hosts residing in the underlying cells. As a small part of the total link bandwidth,
2.5 Mbit/s, is reserved for control traffic, only four reservations of 0.5 Mbit/s
can be made on a single link. For best-effort, the available bandwidth is shared
between all mobile hosts using the same link. In case of Q-MEHROM, mobile
hosts that made a reservation, receive their requested bandwidth irrespective of
newly arriving mobile hosts. As a result, more mobile hosts receive 0.5 Mbit/s
compared to best-effort.

For the random topology, the difference between best-effort (left figure) and
the use of Q-MEHROM (right figure) is much more significant. Due to the pres-
ence of extra uplinks, more than one path with minimum hop count may be found
between the domain gateway and a specific access router. In case of best-effort,
one of these possible paths is chosen without taken into account the available
bandwidth. Only for mobile hosts in cell 15, ns-2 uses the path via the right
link closest to the domain gateway. Q-MEHROM chooses a path with enough
resources, if available. Due to mesh links and extra uplinks, the capacity of the
links closest to the domain gateway forms no longer a bottleneck. Q-MEHROM
uses the presence of these extra links, to support asymmetric network loads and
to spread the data load over the network.

6 Conclusions

In this paper we presented Q-MEHROM, which is the close coupling between
the micromobility protocol MEHROM and a resource reservation mechanism. In
case of handoff, the updating of routing information and resource reservations for
traffic flows towards the mobile host are performed at the same time. Hereby,
invalid routing information and reservations along the old path are explicitly
deleted. Resource reservations along the part of the old path that overlaps with
the new path are reused. Q-MEHROM uses information gathered and calculated
by QOSPF.
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Simulation results showed that the amount of control overhead caused by
Q-MEHROM and QOSPF is mainly QOSPF traffic. The control load increases
for higher handoff rates in the network, which is influenced by the number of
mobile hosts and their velocity. For the studied topologies and scenarios, this
load remains very low compared to the link capacities. The first phase of Q-
MEHROM takes advantage of extra links, present to increase the robustness
against link failures, to reduce the handoff packet loss compared to a pure tree
topology. This handoff packet loss is independent of the speed of the mobile hosts
and increases with the data rate. For high network loads, simulations indicated
that by the use of Q-MEHROM, mobile hosts can make reservations and protect
their received bandwidth against newly arriving mobile hosts. Furthermore, Q-
MEHROM takes the available bandwidth into account by choosing a path and
is able to use mesh links and extra uplinks to improve the balancing of data load
in the access network.

The study of resource reservations for traffic flows sent by mobile hosts and
the study of different classes per mobile host are subject of future work. Also the
influence of inaccurate link state information on the Q-MEHROM performance
is an important issue that will be investigated.
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Abstract. The IEEE 802.11 standard currently does not offer support
to exploit the unequal perceptual importance of multimedia bitstreams.
All packets affected by channel errors, in fact, are simply discarded,
irrespective of the position and percentage of corrupted bits. The ob-
jective of this paper is to investigate the effect of bit error tolerance in
WLAN speech communications. More specifically, we introduce QoS sup-
port for sensitive multimedia transmissions by differentiating the scope
of the standard MAC error detection step in order to discard multime-
dia packets only if errors are detected in the most perceptually sensitive
bit class. Speech transmission using the GSM-AMR speech coding stan-
dard is simulated using a set of experimental bit-error traces collected
in various channel conditions. Perceived speech quality, measured with
the ITU-T P.862 (PESQ) algorithm, is consistently improved with re-
spect to standard link layer technique. In other words, the results show
that the negative effect of errors in the less perceptually important bits is
clearly counterbalanced by the lower number of speech packets discarded
because of retransmission limits. In fact, the number of received pack-
ets is consistently doubled throughout all the simulation conditions with
quality gains that reach 0.4 points of the MOS scale in noisy scenarios.

1 Introduction

In recent years the IEEE 802.11 wireless standard has been adopted in an increas-
ing number of places: many shopping malls, airports, train stations, universities,
have now wireless infrastructures to provide people with tetherless access to the
Internet. This emerging scenario is creating the basis of a new set of services
based on the communication opportunities offered by ubiquitous network ac-
cessibility. In particular a great deal of interest is focusing on interactive voice
communication applications over Wi-Fi links.
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However several challenges need to be addressed to provide successful speech
services over a network originally intended for generic data traffic and character-
ized by potentially high error rates. While for data transfers, in fact, throughput
is the main parameter for measuring the network performance, multimedia ser-
vices depend on strict quality of service (QoS) requirements in terms of packet
loss and delay. Moreover, in current data-oriented WLAN’s, packet losses are
also due to the need of data integrity during transfers, i.e., every hop discards
all packets affected by channel errors, irrespective of the percentage of corrupted
data. This approach does not exploit what modern multimedia compression al-
gorithms offer, namely, a certain degree of error resilience, so that the decoder
can still benefit from corrupted packets. As a consequence a new error tolerant
extension to the MAC layer is advisable for multimedia transmission in wireless
environments.

In this paper we analyze the advantages of modifying the link layer of IEEE
802.11 networks allowing partially corrupted speech packets to be forwarded
(and not discarded) without requiring additional retransmissions. We find that
this new functionality enables differentiated treatment of voice streams and can
be tuned to meet speech QoS requirements of low delay and losses.

IEEE 802.11 Medium Access Control (MAC) layer [1] provides a checksum
to prevent forwarding of erroneous frames: if a bit or more are corrupted the
packet is discarded and the sender will retransmit the data until a maximum re-
transmission limit is reached. Since speech data bits are known to have different
perceptual importance [2], they can be packed in sensitivity order and a check-
sum applied only to the most important subset. Partial checksum will prevent
useful frames to be dropped and will reduce the number of retransmissions, thus
reducing the network load and delay when the error probability is high.

Previous work addressed the problem of multimedia transmission over lossy
networks suggesting to apply selective checksums to the UDP transport proto-
col [3]: if the packet is received with errors, it is delivered to the application only
if the checksummed bits are correct, otherwise the packet is dropped. First pro-
posed by Larzon in [4], for progressive coding schemes, PCM audio, and MPEG
video, UDP-Lite has then been studied by Singh [5] and Reine [6]. UDP-Lite
has been shown capable of providing less end-to-end delay, reduced jitter, higher
throughput, less packet losses, and better video quality than plain UDP.

According to the current IEEE 802.11 MAC standard UDP-Lite cannot be
effectively employed on wireless networks because erroneous frames are dropped
by the link layer before reaching the UDP layer. Also the recent 802.11e exten-
sion to the MAC standard [7], specifically proposed for multimedia applications,
does not allow the adoption of partial checksum techniques. However the idea
of an error tolerant 802.11 network has already been discussed in the literature.
The performance of the UDP-Lite protocol is, in fact, evaluated for a WLAN
scenario in [8] where the checksum coverage is limited to protocol headers, and
the 802.11 MAC level error checking feature is completely disabled (thus dis-
abling the retransmission mechanism too). [9] and [10] take a step forward with
the idea of reflecting the UDP-Lite policy of sensitive and insensitive data in the
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Sequence
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Address2Address1 Address3 Frame Body FCS

bytes: 2 62 6 6 2 40−2304

Fig. 1. Frame format of an 802.11 data frame MPDU. Each data-type frame consists
of a MAC Header, a variable length information Frame Body, and a Frame Check
Sequence (FCS). The MAC overhead due to the MAC header and the FCS is 28 bytes
in total.

MAC protocol. That permits to detect, discard, and retransmit heavily “percep-
tually” corrupted packets not only at the receiver-end, but also at every wireless
hop. As stated in these papers, the link-layer implementation of selective error
detection can be more effective especially in case of high end-to-end delay sce-
narios, where end-to-end retransmission would not be applicable. Hop-by-hop
retransmission is, in fact, a prompter solution that enables the delivery of an
“acceptable” packet with lower delay. The results obtained by means of network
simulations in infrastructure [9] and in ad-hoc [10] scenarios show that error
checking only the most sensitive part of the multimedia payload is very effective
when speech transmission is considered: delay, packet loss and network load are
significantly reduced. Substantial gains are also reported for video transmission,
notably in [11], where the H.264 coder is considered.

In comparison with previous works, the original contribution of this paper is
in the simulation and evaluation method. Instead of using a model to generate
a realistic 802.11 bit-error behavior, we use experimental 802.11b error traces
collected under various network conditions. Moreover our performance analysis
is not limited to consider the overall packet loss rate, but the perceptual quality
of GSM AMR-WB [12] coded speech transmission is measured using the ITU-T
P.862 standard, i.e., the Perceptual Evaluation of Speech Quality (PESQ) [13].
Network simulations show that the speech distortion introduced by decoding
partially corrupted packets is clearly lower than the distortion that would have
been caused by their discarding.

The paper is organized as follows. In Section 2, we introduce the wireless
Voice over IP scenario and we describe the selective bit error checking MAC
protocol for wireless multimedia. Performance evaluation and quality results are
presented in Section 3 followed by the conclusions in Section 4.

2 Selective Error Detection in 802.11 WLAN’s

The wireless case is a quite challenging environment for packet communications.
Hop-by-hop transmissions are affected by high error probability because of inter-
ference with others signal sources as well as fading. To overcome this problem the
current 802.11 medium access control implementation forces a receiver station
to discard every erroneous packet and a simple retransmission control policy is
used to reduce end-to-end packet loss.

In this scenario Voice over IP applications can tolerate few losses (< 3%);
above that threshold, the communication quality becomes unacceptable. If many
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retransmissions are employed to reduce losses, the positive effects of receiving
more packets is undone by the consequences of higher end-to-end delays that re-
duce the communication interactivity. Delays are influenced also by the shared
nature of the wireless link, in fact, stations contend for a transmission opportu-
nity for each packet transmitted, a severe problem in congested scenarios.

2.1 IEEE 802.11 MAC Protocol

The IEEE 802.11b physical layer describes a Direct Sequence Spread Spectrum
(DSSS) system with an 11 Mbps bit-rate [1] operating in the industrial, sci-
entific, and medical (ISM) band at 2.4 GHz. The fundamental transmission
medium defined to support asynchronous data transfer on a best effort basis
is called Distributed Coordination Function (DCF). It operates in a contention
mode to provide fair access to the channel for all stations. If two or more sta-
tions initiate their transmission at the same time, a collision occurs. A collision
avoidance mechanism based on a random backoff procedure is meant to reduce
this problem.

Because of collisions and channel noise, each station must be informed about
the success of its transmission. Therefore each transmitted MAC protocol data
unit (MPDU) requires an acknowledgment (ACK). Acknowledgment are sent by
the receiver upon successful and error free packet reception. To verify the data-
unit integrity the frame format, shown in Fig. 1, provides a 4-byte Frame Check
Sequence (FCS) field. The destination station compares the packet FCS with a
new one computed over all the received MAC bits. Only if all the bits are correct
the two FCS’s match each other and the packet is positively acknowledged by
sending an ACK frame back to the source station. If this ACK frame is not
received right after the transmission the sending station may contend again for
the channel to transmit the unacknowledged packet until a maximum retry limit
is reached. For each retransmission the random backoff time increases because
drawn from a double-sized time window (up to a maximum defined value), so
that the probability of repeated collisions is reduced.

2.2 Selective Error Detection

The adoption of selective error detection in the IEEE 802.11 MAC layer, pro-
vided that packet discarding can be avoided as long as errors do not affect
important bits of the multimedia payload, can produce several positive effects
on the network.

To illustrate the behavior of the proposed technique let us consider an n-bit
long frame with m bits covered by the checksum. For simplicity’s sake, only
in the current section, we assume that the bit error probability is uniform and
equal to p, and each bit is independent of the others. The packet loss rate (PLR)
of a packet with m checksummed bit is expressed by the equation PLRm =
[1 − (1 − p)m], independently by its size n. For a full checksum scheme, m is
equal to n. If selective error detection is implemented then m < n and a partial
checksum, that do not covers all data bits, is employed.
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If a maximum of N − 1 retransmissions are allowed then the packet loss
rate, that is the probability of N unsuccessful transmissions, is PLRm(N) =
(PLRm)N . Finally, consider the expected number of transmissions T for each
packet when maximum N attempts are allowed:

E{T } =
N−1∑
i=1

i(1 − PLRm)PLRm
i−1 +N · PLRN−1

m

=
1 − PLRN

m

1 − PLRm
=

N−1∑
n=0

PLRn
m. (1)

As expected, the reduction of checksummed bits effectively decreases the packet
loss and the total number of transmissions. Consequently end-to-end delay and
network load are reduced with positive effects on the quality of service that can
be achieved by all the transmissions in the network.

Among the effects of selective error detection we should also introduce the
concept of corrupted packet that refers to a packet where errors occur only outside
the checksum coverage. The packet corruption rate (PCR) is then defined as [11]

PCRm(N) = (1 − p)m · [1 − (1 − p)(n−m)]
N−1∑
i=0

[1 − (1 − p)m]i. (2)

For the case of N = 1 the equation simply becomes: PLRn(1) = PLRm(1) +
PCRm(1). With no retransmissions, in fact, the sum of corrupted and lost pack-
ets for selective detection shall be the same as the number of lost packets if
the whole data is checksummed. The complex effect of retransmissions will be
further investigated in Section 3. Retransmissions play a fundamental role in
favoring full or partial checksum techniques. The latter solution guarantees a
lower PLR often accepting lightly corrupted packets, while the former presents
more packet losses, but it ensures the integrity of the received ones.

Performance evaluation of the proposed technique should not only be limited
to considering the packet loss rate, but should also include the effect of decod-
ing partially corrupted packets. Hence, in the following, we drop the simplistic
assumption of uniform bit error probability, and we derive bit error rate and lo-
cation from actual transmission measurements to prove the effectiveness of the
proposed technique in a real scenario.

3 Performance Evaluation for Speech Transmission

Selective error detection performance is evaluated for speech transmission over a
wireless channel using the wideband GSM Adaptive Multi Rate (AMR) coder [12].
Different channel conditions and maximum number of retransmissions are con-
sidered. Objective speech quality measures are then employed to compare the
perceived speech quality of the received streams.

Figure 2 shows the error detection coverage in a 802.11 data MPDU with
speech payload. At the application level voice is encoded by the 23.85 kb/s GSM
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MAC
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Fig. 2. Standard (1) and modified (2) MAC checksum coverage.

AMR-WB coder in frames of 477 bits. Speech encoder output bits are ordered
according to their subjective importance and divided in two classes: Class A and
Class B (as defined in the standard [14]). Class A (first 72 bits) contains the bits
most sensitive to errors and any error in these bits typically results in a corrupted
speech frame which should not be decoded without applying appropriate error
concealment. Class B contains bits where increasing error rates gradually reduce
the speech quality, but decoding of an erroneous speech frame is usually possible
without annoying artifacts.

Real-time Transport Protocol (RTP) is used according to RFC 3267 spec-
ification for AMR encoded speech signals: ten control bits are present at the
beginning of the speech payload and additional bits are added to the end as
padding to make the payload byte aligned for a total of 61 bytes. For the RTP,
UDP, and IP headers, Robust Header Compression is assumed that allows the
40-byte header to be compressed in 2 bytes. Then each data-type MPDU com-
prises a 24-byte header plus a 4 byte checksum. To support partial checksum in
the modified MAC proposal an additional two-byte fixed-length field should be
introduced to specify the number of covered bit, starting from the beginning of
the MAC data unit.

3.1 Wireless Bit-Error Trace Collection

Characterizing the error behavior of the 802.11 channel is a fundamental issue
that strongly influences wireless network simulations. While it is well known that
wireless links have typically higher error rates than their wired counterparts,
the detailed characteristics of wireless errors are not easy to reproduce in a
computer simulation [15]. Lacking of a widely acknowledged model for simulating
the wireless 802.11b bit-error behavior, we decided to use an experimental, trace-
based approach.

The basic idea, for bit-error trace collection, has been to transmit a well-
known packet stream over an 11 Mbps 802.11b wireless network using specially
formatted UDP packets that include in the payload information for error detec-
tion such as a redundant sequence number and a repeated signature. For our
modeling of packet errors, we decided to send sequences of 100-byte packets
every 20 ms.

All the bit-error traces were collected at the receiver by modifying the wireless
device drivers. More specifically, the receiver was a Linux box using a Prism2
wireless 802.11b PCMCIA-Card and Wlan-Ng (ver. 0.2.1-pre20) device drivers.
When in monitoring mode the modified device drivers passed all packets to the
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Fig. 3. Measured 802.11 error pattern mapped on transmitted speech data. Each line
corresponds to a 23.85 kb/s GSM AMR-WB frame (the block on the left represents
Class A bits). Erroneous bits are marked as black points.

upper network layers, thus the traces collected at the client by the network sniffer
(ethereal ver. 0.10.0a, with libpcap 0.7.2) included successful (i.e., packets with
no errors) and unsuccessful (i.e., packets failing the 802.11 standard MAC layer
checksum) transmissions.

Due to our interest in analyzing bit errors inside corrupted packets, our traces
provided bit-level information about all transmissions by bit-wise comparing sent
and received packets. These bit-level traces were analyzed to study the wireless
channel error characteristics and then used in the simulations to generate bit
errors. Packet losses are simulated by using non overlapping windows on the bit
error traces: any window with one or more errors (in the checksummed bits) is
classified as a lost packet.

The bursty nature of the wireless channel is visible in Figure 3, where part of
a trace is illustrated and bit errors are represented by black boxes. Error bursts
clearly appear as bit sequences with errors at their ends but that allow few
corrected bits within them. Bit-level errors are, in fact, a consequence of errors
in decoding symbols of the Complementary Code Keying (CCK) modulation
scheme used for the 11 Mbps data rate, where each symbol represents 8 bits of
information. Thus, assuming a sequence of at least nine correct bits as a burst
delimiter, the burst length distribution for an entire trace is as in Figure 4. The
plot confirms what is already noticeable in Figure 3, the vast majority of bit
error bursts last from 13 to 16 bits.

3.2 Results

MPDU transmission is simulated between two wireless 802.11 hops. Packet loss
and corruption are modeled using the collected bit error traces and retransmis-
sions are scheduled based on the error detection technique under examination.
Corrupted speech frames are decoded as is without further processing by the
AMR-WB decoder, lost frames are concealed as defined in the standard [16].
Perceived quality results are expressed my means of the objective quality mea-
sure given by the PESQ-MOS. Speech samples have been taken from the NTT
Multilingual Speech Database. We chose 24 sentence pairs spoken by 2 English
speakers (male and female). 9600 packets are transmitted in the simulations for
a total of 192 seconds of speech.
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Fig. 4. Cumulative distribution and probability density function for burst error lengths
in a trace. Mean burst length is 14.81 bits. An error burst begins and ends with an
error and does not contain more than eight consecutive correct bits.

In the first simulation scenario two error detection strategies with different
data coverage (see Figure 2) are tested without any link-level retransmission: the
standard MAC checksum technique drops packets wherever a bit error occurs,
while the modified MAC with partial checksum forwards packets only if errors
occur in the perceptually least important part of the speech payload. Figure 5
presents the simulation results in terms of lost and corrupted packets (top) and
objective speech quality (bottom) for different error traces. The percentage of
lost frames is not always proportional to the bit-error rate because of the non-
uniform nature of wireless errors, i.e., for the same BER, a lower number of
packets is lost if bit errors have a higher burstiness. However, with selective error
detection the percentage of lost frames is consistently lower. The PESQ score
of the corresponding decoded speech also confirms that, for the scenarios under
consideration, it is better to receive and decode partially corrupted packets than
to lose them altogether. Improvements that range from 0.2 to 0.5 on the PESQ-
MOS scale are clearly noticeable, proving modified MAC checksum particularly
efficient at high error rates. This quality gain is motivated by the presence of a
great number of bits only lightly sensitive to errors in the speech frame.

In the second simulation scenario, see Figure 6, a maximum of three retrans-
missions are allowed: the two techniques under analysis present different loss
behavior (top) and quality (middle) , but also different number of retransmis-
sions (bottom) given a particular BER. The modified MAC with partial checksum
on speech data reduces the network load because in case of slightly corrupted
packets it does not require a retransmission but forwards them to the next hop.
Accepting a damaged packet proves to be a better solution than relaying on an-
other uncertain transmission (especially at high bit error rates), provided that
the most sensitive speech bits are correct and useful. The benefits are twofold:
the perceived speech quality at the receiver is significantly increased, 0.3 on
the MOS scale with 8% of packet losses, and the channel utilization due to re-
transmissions is roughly reduced by one third, with also positive effects on the
end-to-end delays.
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IEEE 802.11 GSM AMR-WB speech transmission at 23.85 kb/s, with standard and
modified MAC checksum, for different bit error rates. Link-level retransmissions are
disabled.

4 Conclusions

A selective error detection technique to enhance the IEEE 802.11 link-layer effec-
tiveness in supporting QoS sensitive speech communications has been presented.
Since speech decoders can often deal with corrupted frames better than with
lost ones, the standard 802.11 MAC-level error detection on the whole packet
has been limited to the most perceptually sensitive bits of a speech frame. Re-
transmissions are then not required when bit errors occur outside the checksum
coverage, on the assumption that they will result in only minor distortion. Full
and partial checksum strategies have been simulated using 802.11b bit-error
traces measured in different scenarios. Speech transmission shows a clear qual-
ity improvement if error detection is applied only to the most sensitive part of
the payload. Furthermore, the proposed error detection technique also reduces
end-to-end delays and network load, since successful packet delivery requires, on
average, less retransmissions.
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Abstract. IEEE 802.11 Wireless Local Area Networks (WLANs) are a
fundamental tool for enabling ubiquitous wireless networking. Their use
has been essentially focused on best effort data transfer because the ba-
sic access methods defined in the 802.11 standard cannot provide delay
guarantees to real-time flows. To overcome this limitation, the 802.11e
working group has recently proposed the Hybrid Coordination Function
(HCF), which is an enhanced access method that allows service differ-
entiation within WLAN’s. While the 802.11e proposal gives a flexible
framework to address the issue of service differentiation in WLAN’s, it
does not specifies effective algorithms to really achieve it. This paper
compares the performance of standard access methods proposed by the
802.11e working group with a novel Feedback Based Dynamic Scheduler
(FBDS), which is compliant to 802.11e specifications. Simulation results,
obtained using the ns-2 simulator, have shown that FBDS guarantees
bounded delays to real-time flows for a very broad set of network loads
and packet loss probabilities, whereas, analogous algorithms proposed by
the 802.11e working group fail in presence of high network load.

1 Introduction

The continuous growth of the Wireless LAN (WLAN) market is essentially due
to the leading standard IEEE 802.11 [1], which is characterized by easy instal-
lation, flexibility and robustness against failures. At present, IEEE 802.11 has
been essentially focused on best effort data transfer because its radio access
methods cannot provide delay guarantees to real-time multimedia flows [2–5].
In particular, the 802.11 Medium Access Control (MAC) employs a manda-
tory contention-based channel access scheme called Distributed Coordination
Function (DCF), which is based on Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA) and an optional centrally controlled channel access
scheme called Point Coordination Function (PCF) [1, 6]. With PCF, the time
is divided into repeated periods, called SuperFrames (SFs), which consist of a
Contention Period (CP) and a Contention Free Period (CFP). During the CP,
the channel is accessed using the DCF whereas, during the CFP, is accessed
using the PCF.
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Recently, in order to support also delay-sensitive multimedia applications,
such as real-time voice and video, the 802.11e working group has enhanced the
802.11 MAC with improved functionalities. Four Access Categories (ACs), with
different priorities, have been introduced and an enhanced access function, which
is responsible for service differentiation among different ACs and is referred to as
Hybrid Coordination Function (HCF), has been proposed [7]. The HCF is made
of a contention-based channel access, known as the Enhanced Distributed Co-
ordination Access (EDCA), and of a HCF Controlled Channel Access (HCCA).
The use of the HCF requires a centralized controller, which is called the Hybrid
Coordinator (HC) and is generally located at the access point. Similarly to the
PCF, the time is partitioned in a infinite series of superframes. Stations operat-
ing under 802.11e specifications are usually known as enhanced stations or QoS
Stations (QSTAs).

The EDCA method operates as the basic DCF access method but using
different contention parameters per access category. In this way, a service differ-
entiation among ACs is statistically pursued [8].

EDCA parameters have to be properly set to provide prioritization of ACs.
Tuning them in order to meet specific QoS needs is a current research topic. A
method to set these parameters to guarantee throughput of each TC has been
described in [9]. Regarding the goal of providing delay guarantees, several pa-
pers have pointed out that the EDCA behavior is very sensitive to the value of
the contention parameters [10, 11] and that the Interframe-space-based priority
scheme used by the EDCA mechanism can provide only a relative differentiation
among service classes, but not absolute guarantees on throughput/delay perfor-
mance [8]. Finally, in the paper [12] it has been shown that that EDCA can
starve lower priority flows. To overcome these limitations, adaptive algorithms
that dynamically tune EDCA parameters have been recently proposed in [13,
14], however, the effectiveness of these heuristic schemes have been proved only
using simulations and no theoretical bounds on their performance in a general
scenario have been derived.

The HCCA method combines some of the EDCA characteristics with some
of the PCF basic features as it is shown in Fig. 1. Each superframe starts with
a beacon frame after which, for legacy purpose, there could be a contention free
period for PCF access. The remaining part of the superframe forms the CP,
during which the QSTAs contend to access the radio channel using the EDCA
mechanism. After the medium remains idle for at least a PIFS interval during
the CP, the HC can start a Contention Access Phase (CAP)1. During the CAP,
only QSTAs polled and granted with a special frame, known as QoS CF-Poll
frame, are allowed to transmit during their TXOPs. Thus, the HC implements
a prioritized medium access control. CAP length cannot exceed the value of the
system variable dot11CAPLimit, which is advertised by the HC in the Beacon
frame when each superframe starts [7].

1 HCCA can be also enabled during the CFP with a procedure similar to the one
described in this Section.
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Fig. 1. Scheme of a superframe using the HCF controlled access method.

The IEEE 802.11e specifications allow QSTAs to feed back queue lengths of
each AC to the HC. This information is carried on a 8 bits long subfield contained
in the QoS Control Field of each frame header, during data transmission both
in the CAPs and in the CPs; queue lengths are reported in units of 256 octets.
This information can be used to design novel HCCA-based dynamic bandwidth
allocation algorithms using feedback control [15, 16], as will be shown in this
paper. In fact, the 802.11e draft does not specify how to schedule TXOPs in
order to provide the required QoS; it only suggests a simple scheduler that uses
static values declared in TSPECs for assigning fixed TXOPs (more details about
this scheduler can be found in [7] and [17]). In particular, the simple scheduler
designed in the draft [7] states that the TXOPi assigned to the ith queue should
be computed as follows:

TXOPi = max
(
Ni · Li

Ci
+O,

M

Ci
+O

)
(1)

where Li is the nominal MAC Service Data Unit (MSDU) size associated with
the ith queue; Ci is the physical data rate at which the data of the ith queue
are transmitted over the WLAN; O is the overhead due to ACK packets, SIFS
and PIFS time intervals; M is the maximum MSDU size; and Ni =

⌈
TSI ·ρi

Li

⌉
,

where ρi is the Mean Data Rate associated with the ith queue and TSI is the
Service Interval. This scheduler does not exploit any feedback information from
mobile stations in order to dynamically assign TXOPs. Thus, it is not well
suited for bursty media flows [17]. An improved bandwidth allocation algorithm
has been proposed in [18], which schedules transmission opportunities by taking
into account both the average and the maximum source rates declared in the
TSPECs. However also this scheme does not consider the dynamic behavior of
the multimedia flows. An adaptive version of the simple scheduler, which is based
on the Delay-Earliest Due-Date algorithm, has been proposed in [17]. However,
this algorithm does not exploit the explicit queue length to assign TXOPs, but
implements a trial and error procedure to discover the optimal TXOP to be
assigned to each station.

Recently, a Feedback Based Dynamic Scheduler (FBDS) has been proposed
in [19] in order to address the first-hop bandwidth allocation issue in WLAN’s. It
is based on a closed-loop control scheme based on feeding back queue levels [20].
Preliminary investigations reported in [19, 21] have shown that FBDS is able



Performance Evaluation of a Feedback Based Dynamic Scheduler 523

to provided bounded delays to real-time multimedia flows over an ideal loss-
free WLAN channel. The present paper will evaluate the performance of FBDS
also in the presence of a noisy WLAN channel affected by bursty frame losses.
The rest of the paper is organized as follows: Section 2 proposes and analyzes
the dynamic bandwidth allocation algorithm, and illustrates the proposed CAC
scheme; Section 3 shows simulation results; finally, the last Section draws the
conclusions.

2 FBDS: Theoretical Background

FBDS distributes the WLAN bandwidth among all the multimedia flows by
taking into account the queue levels fed back by the QSTAs [19]. Bandwidth al-
location is pursued by exploiting the HCCA functionalities, which allows the HC
to assign TXOPs to the ACs by taking into account the specific time constraints
of each AC.

We will refer to a WLAN system made of an Access Point (AP) and a set of
quality of service enabled mobile stations (QSTAs). Each QSTA has N queues,
with N ≤ 4, one for any AC in the 802.11e proposal. Let TCA be the time
interval between two successive CAPs. In every time interval TCA, assumed
constant, the AP must allocate the bandwidth that will drain each queue during
the next CAP. We assume that at the beginning of each CAP, the AP is aware
of all queue levels qi, i = 1, . . . ,M at the beginning of the previous CAP, where
M is the total number of traffic queues in the WLAN system. The latter is a
worst case assumption, in fact, queue levels are fed back using frame headers,
as a consequence, if the ith queue length has been fed at the beginning of the
previous CAP, then the feedback signal might be delayed up to TCA seconds.

The dynamics of the ith queue can be described by the following discrete
time linear model:

qi(k + 1) = qi(k) + di(k) · TCA + ui(k) · TCA, i = 1, . . . ,M, (2)

where qi(k) ≥ 0 is the ith queue level at the beginning of the kth CAP; ui(k) ≤ 0
is the average depletion rate of the ith queue (i.e., the bandwidth assigned to
drain the ith queue); di(k) = ds

i (k) + dRTX
i (k) − dCP

i (k) where ds
i (k) ≥ 0 is the

average input rate at the ith queue during the kth CAP, dRTX
i (k) ≥ 0 is the

amount of data retransmitted by the ith queue during the kth CAP divided by
TCA, and dCP

i (k) ≥ 0 is the amount of data transmitted by the ith queue during
the kth CP divided by TCA.

The signal di(k) is unpredictable since it depends on the behavior of the
source that feeds the ith queue and on the number of packets transmitted during
the contention periods. Thus, from a control theoretic perspective, di(k) can be
modelled as a disturbance. Without loss of generality, the following piece-wise
constant model for the disturbance di(k) can be assumed [15]:

di(k) =
+∞∑
j=0

d0j · 1(k − tj) (3)

where 1(k) is the unitary step function, d0j ∈ , and tj is a time lag.
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Due to the assumption (3), the linearity of the system (2), and the super-
position principle that holds for linear systems, the feedback control law can be
designed by considering only a step disturbance: di(k) = d0 · 1(k).

2.1 The Control Law

The goal of FBDS is to drive the queuing delay τi experienced by each frame
going through the ith queue to a desired target value τT

i that represents the QoS
requirement of the AC associated to the queue.

In particular, we consider the following control law:

ui(k + 1) = −ki · qi(k) (4)

which gives the way to compute the Z-transform of qi(k) and ui(k) as follows:

Qi(z) =
z · TCA

z2 − z + ki · TCA
Di(z); Ui(z) =

−ki · TCA

z2 − z + ki · TCA
Di(z) (5)

whit Di(z) = Z[di(k)]. From eq. (5) the system poles are zp = 1±√
1−4ki·TCA

2 ,
which give an asymptotically stable system if and only if |zp| < 1, that is:

0 < ki <
1
TCA

. (6)

In the sequel, we will always assume that ki satisfies this asymptotic stability
condition stated by (6).

To investigate the ability of the control system to provide a queuing delays
approaching the target value τT

i , we apply the final value theorem to Eq. (5).
By considering that the Z-transform of the step function di(k) = d0 · 1(k) is
Di(z) = d0 · z

z−1 , the following results turn out:

ui(+∞) = lim
k→+∞

ui(k) = lim
z→1

(z − 1)Ui(z) = −d0; qi(+∞) =
d0
ki
,

which implies that the the steady state queueing delay is:

τi(+∞) =
∣∣∣∣ qi(+∞)
ui(+∞)

∣∣∣∣ =
1
ki
. (7)

As a consequence, the following inequality has to be satisfied in order to achieve
a steady-state delay smaller than τT

i :

ki ≥ 1
τT
i

. (8)

By considering inequalities (6) and (8) we obtain that the TCA parameter has
to fulfill the following constraint:

TCA < min
i=1..M

τT
i . (9)
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2.2 TXOP Assignment

We have seen in Sec. 1 that every time interval TCA the HC allocates TXOPs to
mobile stations in order to meet the QoS constraints. This sub-section shows how
to transform the bandwidth |ui(k)|, defined above, into a TXOPi assignment.
In particular, if the ith queue is drained at data rate Ci, the following relation
holds:

TXOPi(k) =
|ui(k) · TCA|

Ci
+O (10)

where TXOPi(k) is the TXOP assigned to the ith queue during the kth service
interval and O is the time overhead due to ACK packets, SIFS and PIFS time
intervals (see Fig. 1). The extra quota of TXOP due to the overhead O depends
on the number of MSDUs corresponding to the amount of data |ui(k) · TCA| to
be transmitted. O could be estimated by assuming that all MSDUs have the
same nominal size specified into the TSPEC. Moreover, when |ui(k) · TCA| does
not correspond to a multiple of MSDUs, the TXOP assignment will be rounded
in excess in order guarantee a queuing delay always equal or smaller than the
target delay τT

i .

2.3 Channel Saturation

The above bandwidth allocation algorithm is based on the implicit assumption
that the sum of the TXOPs assigned to each queue is smaller than the max-
imum CAP duration, which is the dot11CAPLimit ; this value can be violated
when the network is saturated. When a network overload happens, it is neces-
sary to reallocate the TXOPs to avoid exceeding the CAP limit. Thus, when∑M

i=1 TXOPi(k0) > dot11CAPLimit, each computed TXOPi(k0) is decreased
by an amount ΔTXOPi(k0) to satisfy the following capacity constraints:

M∑
i=1

[TXOPi(k0) −ΔTXOPi(k0)] = dot11CAPLimit. (11)

In particular, the generic amount ΔTXOPi(k0) is evaluated as a fraction of
the total amount

∑M
i=1 TXOPi(k0) − dot11CAPLimit, as follows:

ΔTXOPi(k0)=
TXOPi(k0)Ci

M∑
i=1

TXOPi(k0)Ci

(
M∑
i=1

TXOPi(k0)−dot11CAPLimit

)
. (12)

Notice that Eq. (12) provides a ΔTXOPi(k0), which is proportional to
TXOPi(k0)Ci, in this way connections transmitting at low rates are not pe-
nalized too much.
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3 Performance Evaluation

In order to test FBDS in realistic scenarios, computer simulations involving
voice, video and FTP data transfers have been run using the ns-2 simulator
[22]. We have considered the reference scenario shown in Fig. 2 where a 802.11a
WLAN network is shared by a mix of 3α voice flows encoded with the G.729
standard [23], α video flows encoded with the MPEG-4 standard [24], α videos
encoded with the H.263 standard [25], and α FTP best effort flows. For the
video flows, we have used traffic traces available from the video trace library
[26]. For voice flows, we have modelled G.729 sources using Markov ON/OFF
sources [27], where the ON period is exponentially distributed with mean value
350 ms, and the OFF period is exponentially distributed with mean value 350
ms [28]. During the ON period, the source sends 20Bytes sized packets every
20ms (i.e., the source data rate is 8 kbps) however, by considering the overheads
of the RTP/UDP/IP protocol stacks, the rate becomes 24 kbps during the ON
periods. During the OFF period the rate is zero because we assume a Voice
Activity Detector (VAD).

We have used the HCCA access method during the CFP, and the EDCA
access method during the CP. EDCA parameters have been set as in [7].

Fig. 2. Scenario with multimedia flows.

In the ns-2 implementation, the TCA is expressed in Time Unit (TU), which
in the 802.11 standard [1] is equal to 1024μs. We assume a TCA of 29 TU. The
proportional gain ki is set equal to 1/τT

i . Main characteristics of the considered
multimedia flows are summarized in Table 1.

To take into account also the effect of random bursty losses, we have consid-
ered a Gilbert two state discrete Markov chain to model the loss process affecting
the WLAN channel [29]. In particular, we assume a frame loss probability equal
to 0, when the channel is in the Good state, and ranging from 0 to 0.1 when

Table 1. Main features of the considered multimedia flows.

Type of flow Nominal (Maximum)
MSDU Size

Mean (Maximum) Data
Rate

Target
Delay

MPEG-4 HQ 1536(2304) byte 770 (3300) kbps 40 ms

H.263 VBR 1536(2304) byte 450 (3400) kbps 40 ms

G.729 VAD 60(60) byte 8.4 (24) kbps 30 ms
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Fig. 3. CDF’s of the one way packet delay experienced by the MPEG4 flows when
α = 5, obtained using the (a) DCF; (b) EDCA; (c) Simple scheduler; (d) FBDS.

the channel is in the Bad state. The permanence times in the Good and Bad
states are geometrically distributed with mean values equal to 0.1 s and 0.01
s, respectively. The transition probabilities between the two states have been
set equal to 0.1. When a MAC frame gets lost due to interference or channel
unreliability, it is retransmitted up to a maximum number of times equal to 7.

We have evaluated the performance of FBDS, Simple scheduler, EDCA, and
DCF for a very broad set of values for the load parameter α. Herein we report
significant comparisons obtained for α = 5 (α = 10), which represents the case
of a low(high) loaded WLAN. Fig. 3 shows the CDF of the one-way-packet delay
experienced by the MPEG flows for all the considered medium access schemes
when α = 5. In particular, it shows that all the considered schemes are able to
ensure a bounded delay, which is less than 30ms for the 90% of the packets. This
result is due to the low load offered to the WLAN, which is able to drain all
the transmittng queues also with the basic DCF access function. For the same
reason, the impact of the loss rate on the one-way packet delay is negligible.

Similar results have been obtained for the H.263 flows (see Fig. 4). Results
for the G.729 flows are reported in Fig. 5, which shows that the one-way packet
delay is less than 6 ms for the 90% of the packets. In this case, we observe
delays smaller than those obtained for the video flows because G.729 packets are
smaller than those generated by the video streams.

Results are very different when α = 10 due to the higher load. In this case,
only the FBDS scheduler ensures bounded delays for all kinds of flow. In fact,
Fig. 6 shows that, when DCF or ECDA or the Simple scheduler are used, the
MPEG flows experience delays larger than hundreds of milliseconds for more
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Fig. 4. CDF’s of the one way packet delay experienced by the H.263 flows when α = 5,
obtained using the (a) DCF; (b) EDCA; (c) Simple scheduler; (d) FBDS.

Fig. 5. CDF’s of the one way packet delay experienced by the G.729 flows when α = 5,
obtained using the (a) DCF; (b) EDCA access function; (c) Simple scheduler; (d)
FBDS.
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Fig. 6. CDF’s of the one way packet delay experienced by the MPEG4 flows when
α = 10, obtained using the DCF, EDCA, Simple scheduler, and FBDS.

Fig. 7. CDF’s of the one way packet delay experienced by the H.263 flows when α = 10,
obtained using the DCF, EDCA, Simple scheduler, and FBDS.

than a half of the received packets. On the other hand, FBDS provides bounded
delays. It is worth to note that delays provided by FBDS increase with the loss
rate because a fraction of the channel capacity is used for retransmissions at the
MAC layer. Similar results have been obtained for the H.263 flows as shown in
Fig. 7. Delays experienced by the G.729 flows exhibit a different behavior with
respect to the video flows (see Fig. 8). The reason is that when the EDCA access
method is used, a higher priority is given to the voice flows [7]. This effect was
not evident in the previous simulations with α = 5 because the network load was
small, so that also flows with a lower priority got enough bandwidth to drain
their respective transmission queues. It is worth to point out that with EDCA
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Fig. 8. CDF’s of the one way packet delay experienced by the G.729 flows when α = 10,
obtained using the DCF, EDCA, Simple scheduler, and FBDS.

the performance improvement for the G.729 flows is obtained at the expense
of the video flows; on the other hand, with FBDS the WLAN bandwidth is
properly distributed among all streams, thus obtaining bounded delays for all
kind of flows.

4 Conclusion

In this paper, the performance of a novel Feedback Based Dynamic Scheduler
have been evaluated in comparison to the simple scheduler proposed by the IEEE
802.11e working group, the EDCA and the DCF access methods, in a wide range
of traffic load conditions and frame loss probabilities. Results have shown that
the FBDS allows a more cautious usage of the WLAN bandwidth with respect
to the others schemes, giving better results also in the presence of high network
load.
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Transient QoS Measure for Call Admission
Control in WCDMA System with MIMO�
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Abstract. This paper presents an efficient capacity evaluation algo-
rithm of the WCDMA with multiple-input multiple-output (MIMO) sys-
tem for quality of service (QoS) support. To define the capacity of the
system, we derive the Eb/No gain taking into account MIMO concept
and the outage probability as the QoS measure using central limit ap-
proximation, Chernoff bound and the refined large deviation approach.
Based on the QoS measures, we propose an efficient transient call ad-
mission control (CAC) algorithm. Numerical results show that there is a
substantial increment in system capacity by adopting MIMO system and
the theory of the refined large deviation approach is a good approach for
transient QoS support.

1 Introduction

Third-generation mobile wireless systems are often referred to as universal mobile
terrestrial telecommunication systems (UMTS’s). The UMTS system intends
to integrate all forms of mobile communications, including terrestrial, satellite,
and indoor communications. Consequently, UMTS must support a number of
different air interfaces [1]. One of the main air interfaces for this system is referred
to as wideband code division multiple access (WCDMA), which is the topic of
this paper. WCDMA is based on CDMA scheme by which multiple users are
assigned radio resource using spread spectrum techniques. Although all users are
transmitting in the common bandwidth, individual users are separated from each
other via the use of orthogonal codes. If total energy from all users, however,
is over the given threshold (signal-to-noise ratio (SNR) or energy per bit per
bandwidth), the system can not admit any more users [2, 3].

Here we focus on MIMO system to increase the system capacity. Wireless
channel using multiple antennas at each ends is commonly referred to as a MIMO
channel. Technology built around MIMO channels resolves the fundamental issue
of having to deal with two practical realities of wireless communications: a user
terminal of limited battery power, and a channel of limited bandwidth. Given
fixed values of transmit power and channel bandwidth, this new technology offers
� This work wasṡupported by theKOSEF through the grant No. R08-2003-000-10922-0.
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a sophisticated approach to exchange increased system complexity for increasing
the capacity (i.e., the spectral efficiency of the channel, measured in bits per
hertz) up to a value significantly higher than that attainable by any known
method based on a single-input single-output (SISO) channel. More specifically
the MIMO channel capacity is roughly proportional to the number of transmitter
or receiver antennas, whichever is smaller. That is to say, we have a spectacular
increase in spectral efficiency, with the channel capacity being roughly doubled
by doubling the number of antennas at both ends of the link [1, 4, 5].

Up to now, the capacity analysis was investigated individually MIMO and
CDMA. The MIMO spectral efficiency increases linearly with antenna number
and the capacity of CDMA system decreases by transmitted user’s power [2].
In this paper, we focus on the MIMO technology and on the calculating simul-
taneous user numbers in the WCDMA systems with MIMO. Then this paper
presents how much more increase users in this system by numerical result. We
apply the fluid flow queuing model for CAC in WCDMA system with MIMO.
Traffic control is necessary to avoid possible congestion at each network node and
achieve the QoS requirement by each connection. Due to real time constraints
and the dynamic behavior in the system, preventive (e.g. predictive) control is
more suitable then reactive control [6]. CAC is form of the preventive traffic
control. The CAC is responsible for deciding whether or not a new call can be
accepted while maintaining QoS in the network. We choose the transient outage
probability as measure of QoS and desire a scheme which optimizes both the
transient and steady state performance [7, 8]. So, we provide a complete tran-
sient solution of the system starting from a given initial condition. This paper
present a general theory to deal with the transient analysis of multiple types of
traffic. In order to cope with the computational complexity, a general theory of
approximations and bounding approaches should be explored. In this paper, we
propose new approximations and bounds for the transient fluid model [9] to deal
with requirement of real time computation.

This paper is organized as follows: Section II discusses the spectral efficiency
of WCDMA system with MIMO. We discuss CAC algorithm and derive the
outage probability and cell loss ratio for CAC in section III. Section IV presents
numerical result and finally come to conclusion in section V.

2 Spectral Efficiency of the WCDMA System
with MIMO

2.1 MIMO in Gaussian Channel

When we use nT transmit antennas and nR receive antennas, m =min(nT , nR)
and n=max(nT , nR), the MIMO capacity increases linearly with m. The average
SNR per nR receiver antenna [10, 11] is given by

SNR = g
E[|Hx|2]
E[|n2]

(1)
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where 1/g indicates the average path loss. Assume AWGN, the ergodic capacity
in flat fading channel is

C = E[log2 det(InR +
SNR

nT
HH†)] (2)

where † is transpose conjugate and InR denote (nR x nR) identity matrix. The
ergodic capacity of a MIMO link involves the matrix product HH†. We assume
that transmission at each antenna performs with constant power over the burst
of vector symbols and that each antenna transmits with the same power. Then
we make the statistical assumption that the transmitted symbols are identically
and independently distributed (i.i.d.). According to [1], we may rewrite Eq. (2)
in the equivalent form

det(InR +
SNR

nT
HH†) =

nR∏
i=1

(1 +
SNR

nT
λi) (3)

where λi is i-th eigenvalue of finally, Eq. (3) into Eq. (2)

C = E[
nR∑
i=1

log2(1 +
SNR

nT
λi)] = nRlog2(1 +

SNR

nT
)[bits/s/Hz]. (4)

For simplicity, in the ideal case the eigenvalue λi = 1 (which means an ideal
propagation environment) [4, 5], we can achieve maximum data rate

C = nRlog2(1 +
SNR

nT
)[bits/s/Hz]. (5)

Eq. (5) shows spectral efficiency of MIMO system. If the number of antenna
increases, the spectral efficiency increases.

2.2 Eb/No Gain

Naturally, Shannon’s formula about capacity in AWGN channel is

C = log2(1 + SNR)[bits/s/Hz]. (6)

Here, SNR is same to received power P per noise N (i.e. SNR = P/N). In band-
limited channel, we assume that transmit information k bits using bandwidth
W Hz and time T sec and define Eb, No as energy per bit and one sided noise
spectral density, respectively. So it is able to transpose

P =
E

T
=
Ebk

T
[watt], (7)

N = NoW [watt], (8)

and use following this

C =
k

WT
[bits/s/Hz]. (9)
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We can achieve

SNR =
P

N
=
Ebk/T

NoW
=
Eb

No
· k

WT
=
Eb

No
· C. (10)

Therefore we obtain this

Eb

No
=

SNR

C(SNR)
(11)

where C(SNR) is the capacity which is function of SNR [12]. Then the required
Eb/No in the MIMO system, (Eb/No)MIMO, can be achieved by substituting
Eq. (5) to Eq. (11)

(
Eb

No
)MIMO =

SNR

nR
log2(1 +

SNR

nT
). (12)

When the SNR level is equal, we get the Eb/No gain, M, when MIMO system is
considered

M =
( Eb

No
)MIMO

( Eb

No
)SISO

=
log2(1 + SNR)
nRlog2(1 + SNR

nT
)
. (13)

The antenna number increases, the gain M decreases. At same SNR, therefore,
the MIMO user requires small Eb/No. It means that total energy decreases in
the MIMO system and the system can accept more users in the points of system
capacity.

2.3 Calculating the Maximum Number of Connections

While there are many models of CDMA capacity in the current literature, we
present a description of WCDMA system capacity using the amount of user
interference in the band. The actual capacity of a WCDMA cell depends on many
different factor, such as power-control accuracy, and actual interference power
introduced by other users in the same cell and in neighboring cells. We assume
that reference cell is in the multi-cell environment and sectorized cell. Also we
assume that the user in the reference cell is uniformly distributed and perfect
power control is adopted. In digital communication, we are primarily interested
in a link metric called Eb/No, or energy per bit per noise power density. This
quantity can be related to the conventional SNR. The SNR is

SNR = (
Eb

No
)SISO · Rm

W
(14)

where Rm is data rate[bits/sec]of class-m users.
In the MIMO system Eb/No get gain M by Eq. (13) when the SNR is fixed,

the maximum number of class-m user in the MIMO system, Nmax, m, is

Nmax, m = 1 +
1
M

· W/Rm

( Eb

No
)SISO

(
1

1 + η
)λ(

1
a
) (15)
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where W is chip rate[Hz], η is loading factor, respectively. The inverse of the
factor (1+η) is known as the frequency reuse factor, λ is sectorization gain which
is typically around 2.55 for three-sector configured systems. a is activity factor,
speech statistics shows that a user in a conversation typically speaks around 45%
of the time. This equation shows that the WCDMA system with MIMO antenna
is able to accept more users.

3 Call Admission Control

It is very important that the decision to accept or reject connections is made in
real time. To do this, we need a simple and approximated CAC scheme.

3.1 Model Assumptions

For simplicity, we assume that the received power at the Node B which is same
base station transceiver system would be the same for each user equipment (UE)
and that the number of UEs and active connections at each cell are same. UEs
are interconnected via a Node B and a wired IP network with output buffer-
ing located in the radio network controller (RNC). The RNC provides bridg-
ing functions for connecting to IP packet-switched networks. These platforms
can share the back-end infrastructure, which includes home location registers
(HLR), 3G service GPRS support nodes (SGSN) and gateway GPRS support
modes (GGSN). Suppose that N users are connected to the WCDMA uplink.
A virtual path can be modeled as a single server system with uplink capacity.
A QoS predictor at the RNC predicts outage probability. We assume that the
uplink distance between the UEs in the reference cell and the RNC is same.
Fig.1 shows the WCDMA radio access network architecture. We consider that
the network consists of a RNC and multiple users associated with RNC. CAC
is performed by the RNC when one of the associated users generates a request
to open a new connection. At connection set-up the RNC knows what type of
connection is requested and thus knows the typical peak rate for this kind of
application. A new connection is admitted if the available resource can admit
the new calls peak rate. It is calculated every time by RNC’s QoS predictor.
Although the traffic characteristics of future wireless IP networks are hard to
predict with complete accuracy, there are a number of voice and video models
reported as On-Off source models, and this On-Off model has been commonly
used to model a voice source with speech activity detection [9]. Suppose that
N(= N1+. . .+Nm+. . .+NM ) independent heterogeneous On-Off sources (calls)
are connected to a uplink (from user to Node B), where Nm denotes the number
of connections of class-m. Therefore it can be modeled as a single server system
with uplink capacity of C = min(Nmax, 1 ·R1, Nmax, 2 ·R2, · · · , Nmax, m ·Rm),
where the maximum number of users in class-m, Nmax, m · Rm, which is cal-
culated from Eq. (15). So we can find the link capacity, in the worst case, to
support QoS for all traffic classes.

A QoS predictor at the uplink predicts outage probability for a time t ahead.
We assume that a series of packets arrive in the form of a continuous stream of
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Fig. 1. IP-based WCDMA radio access network architecture.

bits or a fluid. We also assume that ‘ON’ and ‘OFF’ periods of sources of class-
m are both exponentially distributed with parameters μm and, λm, respectively.
The transitional flow rate from the ‘ON’ state to the ‘OFF’ state is μm and from
‘OFF’ to ‘ON’ is λm. In this traffic model, when a source is in the ‘ON’ state, it
generates packets with a constant inter-arrival time, 1/Rm seconds/bit. When
the source in the ‘OFF’ state, it does not generate any packets. We assume that
Nm, class-m sources of the calls sharing a uplink have the same traffic parameters
(μm, λm, Rm).

3.2 CAC Algorithm

We propose the predictive CAC algorithm. The CAC function is network spe-
cific. Each user who requests a connection is subject to CAC. The connection
is admitted into the radio access network if the QoS requirements can be met
for both the new connection and the existing connections. The CAC algorithm
is implemented in the RNC and executed for each radio cell. The algorithm is
executed whenever we have a new connection request. The connection accep-
tance decision must be made within the required allowable connection set-up
latency time in accordance with the received connection set-up request. This
means that the CAC must operate in real-time, even when various kinds of traf-
fic are multiplexed. A flow chart of the proposed CAC algorithm is depicted in
Fig. 2.

3.3 Calculating Exact QoS Measure [13]

We use a statistical bufferless fluid model to predict the Pout(t) at a future
point in time t. Let Λm(t)(= RmYm(t)) be aggregate arrival rate from Ym(t)
active sources. In a bufferless system, outages occur when Λ(t)(=

∑M
m=1Λm(t))

exceeds the link capacity of C. The number of active class-m sources forms
a birth-death process, with birth and death rates dependent on the state of
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Fig. 2. Flow chart of the CAC algorithm for a new (N + 1)-st connection request.

the process λkm = (Nm − k)λm and μkm = kμm. Without loss of generality,
we assume that we have two classes traffic. Let Pk,j(t) denote the probability
that k class-1 and j class-2 sources are active. The conditional transient outage
probability is then given by

Pout(t) = P (Λ(t) > C|Y1(0), Y2(0))

=
N1R1+N2R2∑

k,j∈k,j|(kR1+jR2−C)≥0

Pk,j(t) (16)

where Λ(t) = kR1 +jR2 denotes the aggregate arrival rate of the k active class-1
sources and the j active class-2 sources at time t. Taking into consideration the
fact that each of N(= N1 + . . .+Nm + . . .+NM ) existing calls belongs to one of
the M call classes, given by an arbitrary initial condition Y (0) = I = [Y1(0) =
i1, Y2(0) = i2, . . . , YM (0) = iM ], we obtain the conditional moment generating
function of Λm(t), s ≥ 0 :

GΛm(t)|Ym(0)(s) = E[esRmYm(i)|Ym(0) = im]

= [pm(t)(esRm − 1) + 1]Nm−im [qm(t)(esRm − 1) + 1]im (17)

where pm(t) and qm(t) are defined [13] as

pm(t) =
λm

λm + μm
[1 − e−(λm+μm)t] (18)

qm(t) =
λm

λm + μm
+

μm

λm + μm
e−(λm+μm)t (19)
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where pm(t) is the transition probability that a class-m source is active at a
future point in time t, given that the source is active at time 0. qm(t) is the
transition probability that a class-m source is active at a future point in time
t, given that the source is idle at time 0. It is difficult to apply these results to
real time CAC scheme for wireless networks. They need a matrix inversion and
convolution which involve heavy computation. So we need approximation and
bound approaches for a QoS measure, QoSout.

3.4 Bounded QoS Measure

Central Limit Approximation: In order to provide a practical CAC mecha-
nism, we consider bounds of QoS measures. A central limit approximation (CLA)
for transient outage probability is considered. Let us assume that the conditional
aggregate traffic rate has a Gaussian distribution. The CLA is quite accurate for
predicting the distribution of the aggregated traffic within a few standard de-
viations from the mean. For the class-m On-Off sources, the conditional mean
arrival rate is

Am(t) = G′
Λ(t,m)|Ym(0)=im

(0)
= Rm[imqm(t) + (Nm − im)pm(t)], (20)

and conditional variance of arrival rate is

σ2
m(t) = G′′

Λ(t,m)|Ym(0)=im
(0) − [G′

Λ(t,m)|Ym(0)=im
(0)]2

= R2
m[(Nm − im)pm(t)(1 − pm(t)) + imqm(t)(1 − qm(t))]. (21)

By the CLA, Λ(t) is approximated by a normal random process with conditional
mean and variance,

A(t) =
M∑

m=1

Am(t), σ2(t) =
M∑

m=1

σ2
m(t). (22)

Namely,

Λ(t) = N(A(t), σ2(t)). (23)

With established traffic model, Pout(t) may now be easily computed from the tail
of the normal distribution [14, 15]. Given a specific QoS requirement Pout(t) ≤
QoSout, where QoSout is small number such as 10−3, the QoS requirement
Pout(t) ≤ QoSout is met and only if.

Pout(t) = Q(
C −A(t)√
σ2(t)

) ≤ QoSout (24)

where Q(.) denotes the Q-function defined as

Q(a) =
1√
2π

∫ ∞

a

e
−x2

2 dx. (25)
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Using this admission rule Eq. (24), a new (N+1)-st connection is established. We
update A(t)←A(t)+AN+1(t), σ2(t)←σ2(t)+σ2

N+1(t), where AN+1(t), σ2
N+1(t)

are computed from traffic descriptor specified by new user. We then admit the
new connection if and only if the connection in Eq. (24) is met.

Chernoff Bound: To predict small Pout(t), which is several standard deviations
away from the mean, other approximations such as the Chernoff bound (CB) and
the large deviations theory can be used. For small tail probabilities, the CLA
can underestimate the outage probability. In the subsection, we provide an upper
bound for Pout(t). To this end, for any random process Λ(t) and constant C, let

μΛ(t)|Y (0)(s) = ln GΛ(t)|Y (0)(s) = ln E[esΛ(t)|Y (0) = I]

=
M∑

m=1

μΛ(t,m)|Ym(0)=im
(s). (26)

Note that μΛ(t)|Y (0)(s) is the logarithm of the conditional moment generating
function for Λ(t). μΛ(t,N+1)|YN+1(0)=1(s) is the logarithm of the conditional mo-
ment generating function for Λ(t,N + 1), associated with a new connection re-
quest. The CB gives an upper bound for P (Λ(t) > C|Y (0) = I). Assume that
E[Λ(t)] exists and C ≥ E[Λ(t)] ≥ −∞. Then the supreme in Eq. (27) is obtained
within values s∗ ≥ 0, and minimizing the right hand side of Eq. (27) with respect
to s yields the Chernoff upper bound

Pout(t) = P (Λ(t) > C|Y (0) = I) ≤ e−s∗CGΛ(t)|Y (0)(s∗)

= e−s∗C+μΛ(t)|Y (0)(s
∗), for s∗ ≥ 0 and C ≥ E[Λ(t)] (27)

where s∗ is the unique solution to

μ′Λ(t)|Y (0)(s
∗) =

d
ds∗GΛ(t)|Y (0)(s∗)
GΛ(t)|Y (0)(s∗)

=
M∑

m=1

(Nm − im)pm(t)Rme
s∗Rm

pm(t)(es∗Rm − 1) + 1

+
M∑

m=1

imqm(t)Rme
s∗Rm

qm(t)(es∗Rm − 1) + 1
= C. (28)

The CB can be used to predict the number of connections that is needed to satisfy
a given the conditional outage probability bound, QoSout, at the downlink, i.e.,
P (Λ(t) > C|Y (0) = I) ≤ QoSout. The CB gives the admission control condition:

e−s∗C+μΛ(t)|Y (0)(s
∗) ≤ QoSout. (29)

Using Eq. (29), the admission control condition scheme operates as follows. The
logarithms of conditional moment generating function, μΛ(t,m)|Y (0)(s), are first
calculated off line for all connections. Now, suppose a new connection N + 1
is requested. We update μΛ(t)|Y (0)(s) ←− μΛ(t)|Y (0)(s) + μΛ(t,N+1)|YN+1(0)=1(s)
and find the s∗ that satisfies Eq. (28). Finally, we admit the connection if and
only if Eq. (29) is satisfied.
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Refind Large Deviation Approximation: Theupper bound given by Eq. (27)
is often in the correct order of magnitude. But the bound can be converted to
an accurate approximation by applying the theory of large deviation and the
CLA [7, 16, 17]. The shifted distribution can be approximated very accurately
by a normal distribution around its own mean.

Pout(t) ≈ 1

s∗
√

2πμ′′Λ(t)|Y (0)(s
∗)
e−s∗C+μΛ(t)|Y (0)(s

∗) (30)

where

μ′′Λ(t)|Y (0)(s
∗) =

M∑
m=1

(Nm − im)pm(t)R2
me

s∗Rm(2pm(t)es
∗Rm − pm(t) + 1)

(pm(t)(es∗Rm − 1) + 1)2

+
M∑

m=1

imqm(t)R2
me

s∗Rm(2qm(t)es
∗Rm − qm(t) + 1)

(qm(t)(es∗Rm − 1) + 1)2
. (31)

A refined large deviation approximation (RLDA) for Pout(t) gives the following
admission control condition:

Pout(t) ≈ 1

s∗
√

2πμ′′Λ(t)|Y (0)(s
∗)
e−s∗C+μΛ(t)|Y (0)(s

∗) ≤ QoSout. (32)

4 Numerical Results

For the N × N MIMO system, we evaluate the performance of the proposed
CAC based on the transient outage probability. So we consider the multiple
classes of traffic. For this, two different traffic classes are examined. Speech data
rate is 9.6Kbps and packet data bit rate is 384Kbps, respectively. Consider the
following system factors shown in Table 1. Actually required Eb/No in the SISO
system for voice communication is 7dB. The simulation results in Fig. 3 are
given for class-1 voice service. And the simulation results for each class is given
in Table 2. The 4 × 4 MIMO system in the voice service can accept more calls

Table 1. Simulation parameter.

Parameter Value

W 3.84Mchips/sec

R 9.6Kbps, 384Kbps

η 0.5

λ 2.55

a 0.45

Eb/No 7dB

The number of antenna 1 × 1, 2 × 2, 3 × 3, 4 × 4
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Table 2. Maximum number of connections.

Traffic type Data rate QoSout 1 × 1 2 × 2 3 × 3 4 × 4

Speech 9.6Kbps 0.05 748 1, 066 1, 264 1, 402

Data 384Kbps 10−5 7 11 14 16
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Fig. 3. Outage probability vs. number of active users on speech.

around 87% than SISO system. The 4× 4 MIMO system in the data service can
accept more calls around 128% than SISO system. This result shows that if we
adopt the MIMO concept, there can be a significant increment in capacity for
WCDMA system with MIMO technology. Also we consider a voice traffic sources,
for example data rate=9.6kbps, QoSout = 0.05, λ = 0.5 and μ = 0.833. Fig. 4
depicts the proposed transient outage probability as a function of the prediction
time for various values of the initial conditions, Y (0). We observe that after
approximately 4 seconds the predicted outage probability will converge to the
steady state value, Pout(∞). We observe differences in the results obtained as a
function of the different initial conditions. In Fig. 4, at t=1 sec, we observe that
the predicted Pout(t) at Y (0) = 200 is around 3.1× 10−4, while the steady state
Pout(∞) is around 4.8 × 10−2 when CLA is adopted. The transient approaches
are more complex than the steady state approaches. The nonlinear equation,
Eq. (28), can be solved by the standard Newton-bisection method. Whenever
we increase the initial number of active sources, the value s∗ is decreased. The
steady state outage probability using the CLA and CB give us the upper bound
of RLDA. The RLDA is an optimistic admission policy. We, therefore, conclude
that the computation of QoS measures using the RLDA is more accurate and
can lead to significant different values of the QoS measures and consequently of



556 Cheol Yong Jeon and Yeong Min Jang

1 2 3 4 5 6 7

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Predicted time, t[sec]

O
ut

ag
e 

pr
ob

ab
ili

ty

CB
CLA
RLDA

Y(0)=300 

Y(0)=200 

Fig. 4. Predicted outage probability.

3 4
380

400

420

440

460

480

500

520

540

560

580

Number of class−2 connections

N
um

be
r 

of
 c

la
ss

−
1 

co
nn

ec
tio

ns

RLDA
CB
CLA

Fig. 5. The maximum number of class-1 connections vs. the number of class-2 connec-
tions.

the connection control decisions. We also obtain the performance of the proposed
connection control algorithm to obtain the maximum number of connections. We
assume the following parameters: t = 4, R1 =9.6kbps, R2 =384kbps, QoSout =
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10−3, λ1 = λ2 = 0.5 and μ1 = μ2 = 0.833. In Fig. 5 we observe that as
the number of class-1 connections decreases, the maximum number of class-2
connections will decrease. Recall that we already assumed to find the worst
link capacity to support QoS. The CB is always conservative connection control
policy under the light load situation. For the large number of active sources,
CLA may be used because we can avoid the solution for Eq. (28) which has
been used for the RLDA and CB. The RLDA very closely coincides with CLA
for transient and steady states but, It can always admit more connections. We,
therefore, conclude that the connection control using the RLDA is more accurate
and simple for QoS support.

5 Conclusions

In this paper, we have evaluated the capacity for WCDMA with MIMO system
and introduces the efficient CAC algorithm for WCDMA systems with QoS
support. It is necessary to study outage performance of the system. Therefore,
we focused on the reverse link performance of WCDMA systems with MIMO. So
we derived the spectral efficiency of MIMO system and showed the effect of the
Eb/No gain. We evaluated the transient outage probability using the proposed
CAC algorithm using CLA, CB and RLDA. Our analytical results show that
there can be a substantial increment in system capacity by adopting MIMO and
that the optimal number of connections can be utilized for CAC and the RLDA
based CAC is more accurate and simple algorithm.
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Abstract. In this paper we investigate the end-to-end performance of
an optical burst switched (OBS) network that adopts a core router archi-
tecture with no fiber delay lines and limited set of wavelength converters.
In particular, by evaluating both the node and a reference network per-
formance in terms of burst blocking probability we want to determine the
end-to-end performance when a transport protocol like TCP is employed.
Core node analysis is employed to identify the blocking experienced by
incoming bursts, under the assumption of exponentially distributed burst
interarrival times and arbitrarily distributed burst durations.

1 Introduction

The huge increase of capacity in optical transmissions allowed by Dense Wave-
length Division Multiplexing (DWDM), capable of accommodating hundreds of
wavelengths per fiber, and the advances in integrated optics, for passive and
active optical components design, have pushed for the study and the develop-
ment of transfer modes suitable to deal with very high bit rates. The ultimate
goal is the development of a fully optical Internet, where signals carried within
the network never leave the optical domain [1]. A first important step in this
direction is to have optical networks transparent at least for data, with the con-
trol part converted and processed in electronics. In this paper the focus is on
a particular transfer mode, the Optical Burst Switching (OBS) solution [2–4]
where data never leave the optical domain: for each data burst assembled at
the network edge, a reservation request is sent as a separate control packet, well
in advance, and processed within the electronic domain. The key idea behind
OBS is to dynamically set up a wavelength path whenever a large data flow is
identified and needs to traverse the network: a separate control packet, carrying
relevant forwarding information, therefore precedes each burst by a basic offset
time. This offset time is set to accommodate the non-zero electronic processing
time of control packets inside the network. In addition, offset time allows the
core switches to be bufferless, avoiding thus the employment of optical memories,
e.g. fibre delay lines, required on the other hand by optical packet switching.
� This work has been partially supported by MIUR within the framework of the

national project “INTREPIDO: Traffic Engineering and Protection for IP over
DWDM”.
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In a previous paper [5] the authors have evaluated the performance of OBS
networks, when the Just Enough Time (JET) reservation mechanism is em-
ployed, in terms of burst loss and delay with several mechanisms for service
differentiation. This study was basically carried on by simulation evaluating
separately the edge switches with the assembly function from the core network.

The aim of this paper is to present some results on the performance of TCP
over an OBS network. We also propose a simple yet significant analytical model
for bufferless core switches. Limited range wavelength converters [6] have been
investigated in [7] and [8]. Here we investigate the behavior of a core node, whose
key feature is to be equipped with a limited set of full range optical wavelength
converters. The metric figure we focus onto is the burst blocking probability,
where the event of blocking occurs whenever the request of bandwidth at the
traversed optical node cannot be fulfilled.

The rest of the paper is organized as follows. In Section II we present the
examined architecture and describe the blocking probability analysis while in
Section III the core network with the related routing algorithms is shown. Section
IV provides the framework for the end-to-end performance evaluation when a
transport protocol like TCP is employed. Analytical and simulation results are
then collected in Section V while concluding remarks are in Section VI.

2 Core Node Analysis

The core optical router examined is equipped with M ×M optical interfaces
capable of supporting N wavelengths each. We suppose that the size of the
pool of converters is limited and that the optical node is bufferless, i.e., no fiber
delay lines (FDLs) are present in order to resolve contention for an output fiber,
output wavelength (Figure 1). It is however reasonable to assume the use of a
set of input FDLs [9], whose exclusive task is to re-align the OBS data burst and
its control packet, so as to guarantee a minimal offset time at any intermediate
node.

Let wc be the number of wavelength converters the node is equipped with.
Whenever an incoming burst enters the node on the λj wavelength (j ∈ 1 . . .N),
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Fig. 1. General core router architecture.
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an attempt is made to forward it to the desired output fiber on that same
wavelength λj . If this is not available, the core router looks for a free output
wavelength λi, i �= j, on that same output fiber, but has to resort to a converter,
in order to successfully forward the burst. We aim at analytically determining the
blocking probability a generic burst experiences in traversing such a bufferless
optical node, when a limited number of wavelength converters is available.

The assumptions we work under can be summarized as follows:

– equal traffic on each incoming wavelength
– the burst arrival process to the core router is modelled by a Poisson process,

whereas the burst duration is arbitrary.

Let M/G/m/m be the queueing system with exponentially distributed in-
terarrival times, service times obeying a generic distribution, m servers and no
queueing available. For such system, denote by B(m,A) = Am/m!∑m

i=1
Ai/i!

the block-

ing probability a generic customer experiences, provided A represents the traffic
load, defined as the ratio between the mean service time and the mean interar-
rival time.

Let A0 be the (Poisson) traffic on the single incoming wavelength. As all
routes are chosen with equal probability, A0 is uniformly split among the M
output fibers. Recall that the burst that cannot be forwarded onto the same
output wavelength, as this is found busy, attempts to grab an available – if any
– wavelength converter and to leave the node onto the same output fiber, but
on a different wavelength.

Indicate by A+
0 the fraction of A0 traffic that, once rejected, finds a free wave-

length converter and can therefore be redirected on any alternative wavelength
of the same output fiber. Let A

′
0 be the traffic load on each outgoing wavelength,

given by
A

′
0 = A0 +A+

0 . (1)

Under the hypothesis of Poisson traffic on the outgoingwavelengths, Pr{λj busy},
the probability of finding the desired output wavelength busy, is expressed by
the Erlang B formula referring to the M/G/1/1 queueing system loaded by A

′
0,

i.e.,

Pr{λj busy} = B(1, A
′
0) =

A
′
0

1 +A′
0

. (2)

It follows that the fraction of input traffic A0 that attempts to resort to
wavelength conversion is A0B(1, A

′
0).

Indicate by Pr{no wc free} the probability that a burst is not able to find
a free wavelength converter: then,

A+
0 = A0B(1, A

′
0)(1 − Pr{no wc free}) . (3)

In order to determine Pr{no wc free}, Awc, the traffic loading the pool of con-
verters, is first obtained. To this regard, observe that Awc is given by the overall
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traffic that cannot be immediately accommodated on the desired output fiber
because of the unavailability of the same input wavelength, i.e.,

Awc =M ×N ×A0B(1, A
′
0) =M ·N A0A

′
0

1 +A′
0

. (4)

If the traffic loading the pool of converters is assumed Poisson as well,
Pr{no wc free} = B(wc,Awc), so that, recalling (2) and (3), (1) becomes

A
′
0 = A0 +A0 · A

′
0

1 +A′
0

(
1 −B

(
wc,M ·N A0A

′
0

1 +A′
0

))
. (5)

Expression (5) is an equation in the unknown A
′
0: for any given value of

A0, it can be numerically solved, adopting, e.g., the iterative procedure briefly
described in the Appendix.

Having determined the effective load A
′
0 onto the generic output wavelength,

next step is to evaluate the blocking probability experienced by a burst which
arrives the node on the incoming wavelength λj of a generic fiber. Given that the
same wavelength on the desired output fiber is busy, the burst can be blocked
under two circumstances: either no wavelength converter is available, or there
is at least one converter free, but all the remaining (N − 1) wavelenghts of the
fiber are already in use. Hence:

Pb = Pr{λj busy} · {Pr{no wc} + Pr{wc} ·
·Pr{all remaining (N − 1) wavelengths busy}} . (6)

The circumstance that all the remaining (N − 1) wavelengths are taken occurs
with probability:

Pr{all (N − 1) wavelengths busy} = B(N − 1, (N − 1) · A′
0) , (7)

so that replacing (7), as well as (2) and Pr{no wc free} expression into the
burst blocking probability in (6) leads to:

Pb = A
′
0

1+A
′
0
· {B(wc,Awc) +

+[1 −B(wc,Awc)] · B(N − 1, (N − 1) · A′
0)} . (8)

In Section V this outcome will be checked against some simulative results,
with the following objective: demonstrate that it is feasible and accurate to
analytically predict the optical node behavior.

3 Routing and Network Topology

Regarding the network as a whole, information flows are made of bursts routed
within the network by means of the Dijkstra algorithm. Bursts are created at the
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Fig. 2. The reference network.

edge nodes according to three, for simplicity but in general k, classes of service,
class 1 carrying time-sensitive data, class 2 and 3 loss-sensitive data. Class 1 and
2 bursts can make use of the limited set of wavelength converters within the core
routers. Routing is modified in order to better meet the performance required
by each class and a simple QoS routing criterion is introduced: class 2 and 3
bursts are allowed to be deflected and thus re-routed in case of unavailability of
a wavelength in the desired output fiber and this may lead to variable edge-to-
edge delays. However, this solution is better than increasing the loss of this type
of bursts. It is worth noting that variable delays can be managed by the node
architecture assumed (Figure 1), employing input FDLs.

In summary, class 1 bursts are given the highest priority through an ad-
ditional extra-offset and the use of wavelength converters; class 2 bursts have
medium priority by using the converters; class 3 bursts have low priority since
they have no extra offset and cannot exploit wavelength conversion; on the other
hand, class 2 and 3 can use alternative sub-optimal variable delay paths. Also,
p1, p2 and p3 represent the occurrence probabilities of bursts of the three classes.

In this paper the network considered covers most European countries (Fig-
ure 2). Each node operates as a core router and, in addition, nodes A (London),
B (Oslo) and C (Stockolm) are sources of information flows, whereas nodes O
(Madrid), P (Rome) and Q (Athens) are the possible destinations; moreover, no
flow is supposed to enter or leave the network at intermediate steps.

Section V will show the performance, in terms of overall edge-to-edge burst
blocking probability for the three classes of bursts in the OBS network described
above, when each node implements the JET reservation mechanism with a lim-
ited set of wavelength converters available, under different mixtures of traffic.
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4 End to End Performance

The throughput is here studied on end-to-end basis when TCP is assumed as
transport layer protocol. In fact, in wide area data networks like Internet con-
gestion control mechanisms have a fundamental role for the global functioning.
TCP is a reliable window-based acknowledgment-clocked flow control protocol,
thought to avoid to overload the network and to react to a possible congestion
at network level. In the system under investigation TCP Reno is assumed to be
employed by hosts. TCP Reno is modeled following the approach detailed in [10]
where the throughput (bit/s) is approximated by:

ThrTCP =
MSS

RTT
√

2bp
3 + T0min

(
1, 3
√

3bp
8

)
p(1 + 32p2)

(9)

being MSS the maximum segment size expressed in bits, RTT the round trip
time, p the segment loss probability, T0 the time out and b the number of packets
acknowledged by ACKs.

The performance of TCP over OBS networks have been studied in some
previous works [11, 12] but it can still be considered an open issue and thus a
challenge for the research community. Here we want to add some thoughts to the
discussion. Considering the OBS network previously described where the core
nodes are bufferless, the edge nodes where the bursts are generated represent the
place of greatest impact for the end-to-end performance. Of course, this depends
on the burst assembly algorithm adopted but anyway the delay introduced must
be taken into account.

Let us assume, as classified in [11], to have only slow TCP sources which emit
at most one segment during the interval (0, Tmaxj

), where Tmaxj
is the maxi-

mum class j assembly time, meaning that a burst is anyway emitted regardless
the amount of collected packets once the first arrived packet of the burst has
already experienced a delay equal to Tmaxj . This also means that at most one
segment for each connection is contained in a burst generated by edge nodes
and injected into the OBS network. Therefore, even if approximated, for this
type of sources the segment loss probability p can be assumed equal to the burst
blocking probability.

Now, considering the reference network topology (Figure 2) an average link
length of 800 Km can be assumed and the number of hops, Nhops, is in the
range [3..5]. Since the light propagation speed in the fibers is roughly 70% the
speed of the light in the vacuum, the propagation delay for each hop, Thop, is 4
ms. Concerning the edge nodes, the general class j assembly time Tassj

is upper
bounded by Tmaxj

. Therefore the one-way delay edge-to-edge, from entering the
ingress edge to leaving the egress edge, Te2e1way in the OBS network is:

Te2e1way = Tassj
+Nhops × Thop + Tdisassj

(10)

which can be bounded to 30 ms, when Tmaxj
is in the msecs range. If in addition

the network has a symmetric behavior RTT is approximately 60 ms. Actually,
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RTT has also to consider the delays given by the access networks before entering
the OBS network: this means that 60 ms can be considered as a kind of lower
bound.

In next Section the behavior of TCP throughput will be shown referring to
the above assumptions for p and RTT .

5 Numerical Results

The results we first present refer to various symmetric M ×M OBS core nodes
featuring a different number of incoming and outgoing fibers. Each of the out-
going fibers is chosen with equal probability pF = 1/M ; N = 8 wavelengths per
fiber are considered. The performance of the optical routers has been investi-
gated by analysis and by simulation, relying upon an ad-hoc event-driven C++
object oriented simulator. In order to describe the burst duration, as well as the
interarrival time between bursts, the simulator adopts an ON/OFF model with
exponentially or Pareto distributed ON (burst duration) and OFF (interarrival
time) periods. Figure 3 reports the burst blocking probability Pb, when M is
varied from 8 to 16, 32 and 64, for a number of converters equal to wc = 8.
Note how satisfyingly analysis matches simulation, where simulation results are
with ON/OFF sources with exponentially distributed ON and OFF periods. Re-
garding performance, we outline that, once wc is fixed, the blocking worsens for
larger values of M : indeed, an increasing fraction of the overall input traffic,
M ×N ×A0, is unable to find one – out of the very few available – free convert-
ers. It is also interesting to observe that the ultimate upper bound to this set
of curves is given by Pb = A0

1+A0
, i.e., the blocking probability experienced when

no converters are available at the optical node. Next, Figure 4 shows the burst
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Fig. 3. Burst blocking probability from analysis and simulation as a function of the
offered load, when varying the optical node size. M = 8, 16,32 and 64, wc = 8.
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for the three burst classes, with reference to the (B,P) pair.

blocking probability values obtained by analysis and simulation for an M ×M
node,M = 64, when wc is varied: wc = 8, 32, 64. Again, analysis closely matches
the simulation results. Next, a few words about performance. It is possible to
affirm that the optical router provides, by properly limiting its load, reasonable
values of Pb: when, e.g., wc = 64, Pb is approximately 2 × 10−4 for A0 < 0.2,
10−3 for A0 < 0.25 and 10−2 for A0 < 0.31.



582 Maurizio Casoni and Maria Luisa Merani

350000

500000

1e+06

1.5e+06

2e+06

3e+06

0.01 0.05 0.1 0.15 0.2 0.25

T
C

P 
th

ro
ug

hp
ut

 [
bp

s]

RTT [sec]

Fig. 6. Throughput of TCP as a function of RTT for MSS = 1500 bytes and p = 1%.
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Fig. 7. Throughput of TCP as a function of RTT for MSS = 4000 bytes and p = 1%.

Consider now the network reported in Figure 2. The following values for p1,
p2 and p3 are considered, (0.5, 0.2, 0.3); moreover, incoming traffic is supposed
to have ON/OFF periods with OFF exponentially distributed and ON following
the Pareto distribution with the same parameters as above. It is worth reminding
that only class 1 and 2 bursts exploit a set of 20 wavelength converters; however,
class 2 and 3 can be re-routed in case of unavailability of wavelengths on the
outgoing fibre along the least-cost path. Figure 5 shows the total burst blocking
probability for the three burst classes having node B as source and node P as
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Fig. 8. Throughput of TCP as a function of RTT for MSS = 4000 bytes and p = 10%.

destination. In order to have loss values in the range of 10−3 for class 1, 1% for
class 2 and 50% for class 3, the overall load ρ must be less than 0.4.

Let us now discuss the consequences of the above values of burst blocking
probability and network design on end to end performance. Figure 6 shows the
throughput of TCP Reno given by (9) as a function of RTT for T0 = 1.0 s,
b = 2, MSS = 1500 bytes and p = 1%. As mentioned in Section IV, for slow
TCP sources p can be approximated with the burst blocking probability. Also,
the RTT values of interest fall reasonably in the [60..200] ms range, depending
on the type of access network. This figure says that even if a very high speed
core network is employed the best we can get is a throughput of 1.3 Mbps and
it remarkably decreases at 750 kbps as soon as the RTT doubles, or at 500
kbps when the RTT becomes three times, i.e. 180 ms. In order to increase the
TCP throughput, some authors [12] have considered a bigger value for MSS.
In particular, they suggested MSS = 4000 bytes. Of course this impact the
TCP implementation and the operating systems but, if widely adopted, can lead
to performance improvements. As a matter of fact, Figure 7 reports the TCP
throughput with the same previous operating conditions except for MSS =
4000. The throughput is roughly three times better than for MSS = 1500 for
the values within the considered range. Last, Figure 8 shows the effects of a
degraded burst blocking probability: if it raises to 10% the TCP performance
deteriorates to such values to make the optical backbone much less attractive.

6 Conclusions

This work has evaluated the end-to-end performance of TCP over OBS networks.
A model to analytically predict the burst blocking probability of an OBS buffer-
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less node with a limited set of wavelength converters has also been proposed. The
corresponding outcomes have been satisfyingly checked against simulation, and
have demonstrated that the model can be profitably employed to assess node
performance. The model can be used for system design, in order to properly size
the node main parameters, such as number of optical interfaces, wavelengths
on each fiber and converters. A reference European optical network has been
investigated by simulation as well. Burst loss probabilities obtained both from
analysis and from simulation can be used not only for node and network design
but also to provide insights regarding end-to-end performance. In a WAN like
the reference European optical network here considered, burst loss values up to
1% do not penalize too much TCP throughput being the RTT values not criti-
cal. By limiting the overall traffic at 0.4 it is possible to achieve high bandwidth
end-to-end pipes for both class 1 (for which burst loss is 10−3) and class 2 bursts.
On the other hand class 3 experiences losses between 20% and 50% which re-
markably reduce the TCP throughput. In summary, it is possible to design both
the single node and the overall network to provide different levels of end-to-end
quality of service by properly controlling the respective performance.
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Appendix

The iterative procedure starts by setting A
′
0 = A0, A+

0 = 0, eps = 0.001. Then,
a loop begins, which terminates as soon as the required accuracy – dictated by
eps – is reached.

do{
Aref = A+

0

Pr{λj busy} =
A

′
0

1+A
′
0

Awc = M × N × A0 × Pr{λj busy}
A+

0 = A0 × Pr{λj busy} × (1 − B(wc, Awc))

A
′
0 = A0 + A+

0

}while (A+
0 − Aref > eps)
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Abstract. The use of loss differentiation schemes within the congestion
control mechanism of TCP was proposed recently as a way of improv-
ing TCP performance over heterogeneous networks including wireless
links affected by random loss. Such algorithms provide TCP with an es-
timate of the cause of packet losses. In this paper, we propose to use
the Vegas loss differentiation algorithm to enhance the TCP NewReno
error-recovery scheme, thus avoiding unnecessary rate reduction caused
by packet losses induced by bit corruption on the wireless channel.
We evaluate the performance of the so-enhanced TCP NewReno source
(TCP NewReno-LP) with both extensive simulation and real test bed
measurements, and we compare it with that achieved by existing solu-
tions, namely TIBET [1], TCP Westwood [2] and the standard TCP
NewReno. For that purpose, Linux implementations of TCP NewReno-
LP, TIBET and TCP Westwood have been developed and compared with
an implementation of NewReno.
We show that TCP NewReno-LP achieves higher goodput over wire-
less networks, while guaranteeing fair share of network resources with
classical TCP versions over wired links. Finally, by studying the TCP
behavior with an ideal scheme having perfect knowledge of the cause
of packet losses, we provide an upper bound to the performance of all
possible schemes based on loss differentiation algorithms. The proposed
TCP enhanced with Vegas loss differentiation algorithm well approaches
this ideal bound.

1 Introduction

The Transmission Control Protocol (TCP) performs well over the traditional
network, that is constructed by purely wired links. However, as wireless access
networks (like cellular networks and wireless local area networks) are growing
rapidly, a heterogeneous environment will get wide deployment in the next-
generation wireless networks, thus posing new challenges to the TCP congestion
control scheme.

The performance degradation of existing versions of TCP in wireless and
wired-wireless hybrid networks is mainly due to their lack of the ability to differ-
entiate the packet losses caused by network congestions from the losses caused by
wireless link errors. Therefore, the standard TCP congestion control mechanism
reduces, even when not necessary, the transmission rate. To avoid such limitation
and degradation, several schemes have been proposed and are classified in [3].
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A possible approach to this problem is to modify the TCP congestion control
scheme implementing explicit bandwidth estimation [1, 2] and loss differentiation
schemes [4–8]. Note that these two approaches are deeply interwined, as we
showed in [4] that the most efficient loss differentiation algorithms base their
functioning on bandwidth measurements to estimate the cause of packet losses.

We analyzed and discussed in detail the first approach in [1] where we pro-
posed TIBET, a new bandwidth estimation algorithm that allows to obtain
accurate and unbiased estimates of the TCP trasmission rate.

In this paper, we propose a new TCP scheme, called TCP NewReno-LP,
which is capable of distinguishing the wireless packet losses from the conges-
tion packet losses, and reacting accordingly. TCP NewReno-LP implements an
enhanced error-recovery scheme as proposed in [4–8], based on the Vegas Loss
Predictor (LP) [9], and it avoids unnecessary rate reduction caused by packet
losses induced by bit corruption on the wireless channel. TCP NewReno-LP can
be implemented by modifying the sender-side only of a TCP connection, thus
allowing immediate deployment in the Internet.

We evaluate the performance of TCP NewReno-LP with both simulation
and real test bed measurements. For that purpose, Linux implementations of
TCP NewReno-LP, TIBET and TCP Westwood have been developed and com-
pared with an implementation of NewReno. We compare the performance of
TCP NewReno-LP with that achieved by TIBET, TCP Westwood and stan-
dard TCP NewReno, showing how the proposed enhanced TCP source achieves
higher goodput over wireless networks, while guaranteeing fair share of network
resources with current TCP versions over wired links.

We also evaluate the behavior of TCP enhanced with ideal loss prediction,
assuming perfect knowledge of the cause of packet losses, thus providing an
upper bound to the performance of all possible schemes based on different loss
differentiation algorithms. The TCP enhanced with Vegas loss predictor well
approaches this ideal bound.

The paper is structured as follows: Section 2 presents TCP NewReno-LP.
Section 3 presents the simulation network model. Section 4 analyzes the accu-
racy of TCP NewReno-LP in estimating the cause of packet losses under several
realistic network scenarios. Sections 5 and 6 measure the performance of TCP
NewReno-LP in terms of achieved goodput, friendliness and fairness, using both
simulation and real Test bed scenarios, respectively. The performance of TCP
NewReno-LP is compared to existing TCP versions, like TCP NewReno, TI-
BET and TCP Westwood [2, 10], over heterogeneous networks with both wired
and wireless links affected by independent and correlated packet losses. Finally,
Section 7 concludes this paper.

2 TCP NewReno Enhanced with Vegas Loss Predictor

The Vegas loss predictor [9] decides whether the network is congested or uncon-
gested based on rate estimations. This predictor estimates the cause of packet
losses based on the parameter VP , calculated as:
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VP = (
cwnd

RTTmin
− cwnd
RTT

) · RTTmin (1)

where cwnd/RTTmin represents the expected flow rate and cwnd/RTT the actual
flow rate; cwnd is the congestion window and RTTmin is the minimum Round
Trip Time measured by the TCP source.

Given the two parameters α and β [segments], when VP ≥ β, the Vegas loss
predictor assumes that the network is congested; when VP ≤ α, possible losses
will be ascribed to transmission random errors. Finally, when α < VP < β,
the predictor assumes that the network state is the same as in the previous
estimation.

We propose to use this predictor within the congestion control of a TCP
source as follows: when the source detects a packet loss, i.e. when 3 duplicate
acknowledgements are received or a retransmission timeout expires, the Vegas
predictor is asked to estimate the cause of the packet loss.

If the loss is classified as due to congestion, the TCP source reacts exactly as
a classical TCP NewReno source [11], setting the slow start threshold (ssthresh)
to half the current flight size. This allows TCP NewReno-LP to behave as fairly
as the standard TCP protocol in congested network environments.

On the contrary, if the loss is classified as due to random bit corruption on
the wireless channel, the ssthresh is first updated to the current flight size value.

Then, if the packet loss has been detected by the TCP source after the
receipt of 3 duplicate ACKs, the TCP sender updates the cwnd to ssthresh+ 3
Maximum Segment Sizes (MSS) and enters the fast retransmit phase as the
standard TCP NewReno. This allows the source to achieve higher transmission
rates upon the occurrence of wireless losses, if compared to the blind halving of
the transmission rate performed by current TCP implementations.

If the packet loss has been detected by the TCP source after a retransmission
timeout expiration, the congestion window is reset to 1 segment, thus enforcing
a friendly behavior of the TCP source toward current TCP implementations.

3 Simulation Network Model

The TCP NewReno-LP scheme described in the previous Section was simulated
using the Network Simulator package (ns v.2 [12]), evaluating its performance
in several scenarios as proposed in [13].

We assume, as in the rest of the paper, that the Maximum Segment Size
(MSS) of the TCP source is equal to 1500 bytes, and that all the queues can store
a number of packets equal to the bandwidth-delay product. The TCP receiver
always implements the Delayed ACKs algorithm, as recommended in [14].

The network topology considered in this work is shown in Fig. 1. A single
TCP NewReno-LP source performs a file transfer. The wired link S ←→ N
has capacity CSN and propagation delay τSN . The wireless link N ←→ D has
capacity CND and propagation delay τND.

We considered two different statistical models of packet losses on the wireless
link: independent and correlated losses. To model independent packet losses, the
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Fig. 1. Network topology in simulations for TCP performance evaluation.

link drops packets according to a Poisson process, causing a packet error rate
(PER) in the 10−5 to 10−1 range.

To account for the effects of multi-path fading typical of wireless environ-
ments, we also considered links affected by correlated errors. From the existing
literature [15], we modeled the wireless link state (Good or Bad) with a two-state
Markov chain. The average durations of the Good and Bad states are equal to
1 and 0.05 seconds, respectively. In the Good state no packet loss occurs, while
we varied the packet error rate in the Bad state from 0% to 100%, to take into
account different levels of fading.

Finally, we considered two different traffic scenarios: in the first one, no cross
traffic is transmitted over the wired link S ←→ N ; in the second scenario, the
TCP source shares the wired link with 30 UDP sources having the same priority
as the TCP source. Each UDP source switches between ON and OFF states,
with Pareto-distributed periods having shape parameter equal to 1.5 and mean
durations equal to 100 ms and 200 ms, respectively. During the ON state, each
source transmits packets with 1500 byte size at constant bit rate equal to RUDP

Mbit/s, while in OFF period the UDP sources do not transmit any packet. In
every network scenario with cross traffic on the wired link, the value of RUDP is
chosen to leave to the TCP source an available bandwidth that varies randomly
during the simulation, with an average equal to half the bottleneck capacity.

4 Accuracy Evaluation

The key feature of Loss Predictor schemes (LP) is to be accurate in estimating
the cause of packet losses, as the TCP error-recovery algorithm we introduced in
Section 2, based on the Vegas Predictor, reacts more gently or more aggressively
than existing TCP sources depending on the LP estimate. Evidently, when the
packet error rate is low and most of packet losses are due to congestion, LP
accuracy in ascribing losses is necessary to achieve fairness and friendliness with
concurrent TCP flows. On the other hand, when the packet error rate is high such
as on wireless links, LP accuracy is necessary to achieve higher goodput, defined
as the bandwidth actually used for successful transmission of data segments
(payload).

TCP sources detect loss events based on the reception of triple duplicate
acknowledgements or retransmission timeout expirations. We define wireless loss
a packet loss caused by the wireless noisy channel; a congestion loss is defined
as a packet loss caused by network congestion.

The overall accuracy of packet loss classification achieved by a loss predictor
is thus defined as the ratio between the number of correct packet loss classifica-
tions and the total number of loss events.
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We measured the accuracy of the Vegas predictor in the network topology of
Fig. 1, with CSN = 10 Mbit/s, τSN = 50 ms and CND = 10 Mbit/s, τND = 0.01
ms. We considered both the scenarios with and without cross traffic on the wired
link and both uncorrelated and correlated errors on the wireless link.

As explained in Section 2, the Vegas predictor detects congestion and wire-
less losses based on two thresholds, α and β. We tested several values for the
parameters α and β and we found the best performance for the accuracy of the
Vegas predictor for α = 1 and β = 3. We presented a detailed analysis of the
accuracy of the Vegas predictor and other loss differentiation algorithms in [4].
In this paper, we summarize only some of the most significant results.

Fig. 2(a) shows the accuracy of packet loss classifications of the Vegas predic-
tor with these parameters as a function of the packet error rate in the scenario
with no cross traffic and independent packet losses. Each accuracy value has
been calculated over multiple file transfers, with very narrow 97.5% confidence
intervals [16]. The vertical lines reported in all Figures represent such confidence
intervals for each accuracy value.

(a) No cross traffic. (b) With cross traffic.

Fig. 2. Accuracy of classification of packet losses for the Vegas loss predictor as a
function of PER in two scenarios: (a) no cross traffic on the wired link (b) with cross
traffic on the wired link.

Fig. 2(b) shows the accuracy for the Vegas predictor in the scenario with
cross traffic on the wired link (RUDP = 0.5 Mbit/s). We observed that the
Vegas predictor is very accurate in discriminating the cause of packet losses for
the whole range of packet error rates we considered.

Finally, Fig. 3 shows the accuracy of the Vegas predictor when transmission
errors are correlated and modeled as described in Section 3. The Vegas predictor
provides high accuracy and approaches an ideal estimator for the whole range
of packet error rates.

We have also extended our analysis to more complex network scenarios, with
a varying number of TCP connections and multiple hops. For the sake of brevity
we do not report these results. In all the scenarios we examined, the accuracy of
the Vegas predictor has always been higher than 70%.
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Fig. 3. Accuracy of classification of packet losses for the Vegas loss predictor as a
function of PER in the Bad state in the scenario with no cross traffic on the wired
link.

5 TCP Performance over Wireless Links

So far, this paper has shown that TCP NewReno-LP performs an accurate es-
timation of the cause of packet losses in various network scenarios. However, as
this algorithm is mainly designed to achieve high goodput in the presence of
links affected by random errors, a study was made of the performance of this
algorithm over wireless links.

To measure TCP NewReno-LP performance, and compare it with other TCP
versions, we first considered several simulated network scenarios with long-lived
TCP connections, typical of FTP file transfers. In the following we discuss the
results obtained by simulation.

5.1 Uncorrelated Losses

Following the guidelines proposed in [13], we considered the topology shown in
Fig. 1. We analyzed three network scenarios with different capacity of the wired
and wireless link: CSN = 2, 5 or 10 Mbit/s and CND = 10Mbit/s. The Round
Trip Time (RTT) is always equal to 100 ms and the queue can contain a number
of packets equal to the bandwidth-delay product. We considered independent
packet losses, modeled as described in Section 3. For each scenario we measured
the steady state goodput obtained by TCP NewReno-LP (the bold line), TCP
Westwood with NewReno extensions [17] and TCP NewReno. All goodput values
presented in this Section were calculated over multiple file transfers with a 97.5%
confidence level [16]. The results are shown in Figures 4(a), 4(b) and 5, where
the vertical lines represent, as in all the other Figures, the confidence interval
for each goodput value.

It can be seen that for all packet error rates and at all link speeds TCP
NewReno-LP achieves higher goodput than TCP NewReno. This is due to the
Vegas loss predictor that prevents, most of the time, confusion between real
network congestion signals, due to queue overflow, and signals due to link errors.

Note that for packet error rates close to zero, when congestion is the main
cause of packet losses, TCP NewReno-LP achieves practically the same good-
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(a) CSN = 2 Mbit/s, CND = 10 Mbit/s. (b) CSN = 5 Mbit/s, CND = 10 Mbit/s.

Fig. 4. Goodput achieved by various TCP versions in the topology of Fig. 1 as a
function of PER.

Fig. 5. Goodput achieved by various TCP versions in the topology of Fig. 1 with
CSN = 2 Mbit/s and CND = 10 Mbit/s as a function of PER.

put as TCP NewReno. This allows TCP NewReno-LP sources to share friendly
network resources in mixed scenarios with standard TCP implementations, as it
will be shown in Section 5.5.

In all the considered scenarios, we also measured the goodput achieved by a
TCP Westwood source with NewReno extensions (TCP Westwood-NR), using
the ns modules available at [17]. In all simulations this source achieved higher
goodput than the other TCP versions, especially when the packet error rate was
high. However, we believe that there is a trade-off between achieving goodput
gain in wireless scenarios and being friendly toward existing TCP versions in
mixed scenarios where the sources use different TCPs. In fact, if a TCP source
is too aggressive and achieves a goodput higher than its fair share over a wired,
congested link, its behavior is not friendly toward the other competing connec-
tions. This behavior will be analyzed, again, in Section 5.5.

To provide a comparison, Figures 4(a), 4(b) and 5 also report the performance
achieved by a TCP NewReno based on an ideal estimator that always knows the
exact cause of packet losses (TCP NewReno-Ideal-LP). This scheme provides
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(a) CSN = 2 Mbit/s, CND = 10 Mbit/s. (b) CSN = 5 Mbit/s, CND = 10 Mbit/s.

Fig. 6. Goodput achieved by various TCP versions in the topology of Fig. 1 as a
function of PER in the Bad state.

an upper bound on the performance achievable by every scheme based on loss
predictors. Note that our scheme approaches this bound for all the considered
scenarios.

5.2 Correlated Losses

To account for the effects of multi-path fading typical of wireless environments,
we also investigated the behavior of TCP NewReno-LP in the presence of links
affected by correlated errors, modeled as described in Section 3. We considered
two different scenarios with wireless link capacities equal to 2 and 5 Mbit/s, and
a Round Trip Time equal to 100 ms. Fig. 6(a) shows the steady-state goodput
achieved by the TCP versions analyzed in this paper as a function of the packet
error rate in the Bad state. TCP NewReno-LP achieves higher goodput than
TCP NewReno and practically overlaps to the goodput upper bound achieved
by the ideal scheme TCP NewReno-Ideal-LP.

A similar behavior was observed in Fig. 6(b) where we reported the goodput
achieved by the analyzed TCP versions in the topology shown in Fig. 1 with a
5 Mbit/s link capacity as a function of the packet error rate in the Bad state.
Note that in this scenario the performance improvement of TCP NewReno-LP
over TCP NewReno is higher than in the 2 Mbit/s scenario, as wireless losses
affect more heavily TCP NewReno goodput when the bandwidth-delay product
of the connection is higher [18].

5.3 Impact of Round Trip Time

Packet losses are not the only cause of TCP throughput degradation. Many stud-
ies [19] have pointed out that TCP performance also degrades when the Round
Trip Time (RTT) of the connection increases. TCP NewReno-LP allows to al-
leviate this degradation to improve performance. Fig. 7(a) and 7(b) report the
goodput achieved by TCP NewReno, TCP NewReno-LP and TCP NewReno-
Ideal-LP sources transmitting over a single link with capacity equal to 2 Mbit/s
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Fig. 7. Goodput achieved by TCP NewReno-LP, TCP NewReno-LP with Ideal Pre-
dictos and TCP NewReno over a single link as a function of the RTT of the connection.

and a 5 Mbit/s, respectively, as a function of the Round Trip Time of the con-
nection. The link drops packets independently with a loss probability constantly
equal to 0.5%.

We point out the high goodput gain of TCP NewReno-LP over TCP New-
Reno. This behavior is more evident when the Round Trip Time of the con-
nection increases. Note that, even in this scenario, TCP NewReno-LP practi-
cally overlaps to the goodput upper bound achieved by the ideal scheme TCP
NewReno-Ideal-LP.

5.4 Friendliness and Fairness

So far we have shown that the TCP NewReno-LP scheme estimates accurately
the cause of packet losses and that achieves higher goodput than existing TCP
versions over wireless links with both uncorrelated and correlated losses.

Following the methodology proposed in [10], we evaluated friendliness and
fairness of TCP NewReno-LP in a variety of network scenarios and we com-
pared them by those achieved by TCP Westwood-NR. The term friendliness
relates to the performance of a set of connections using different TCP flavors,
while the term fairness relates to the performance of a set of TCP connections
implementing the same algorithms.

This section shows how the proposed scheme is able to share friendly and
fairly network resources in mixed scenarios where the sources use different TCPs.

To this purpose, we first evaluated TCP NewReno-LP friendliness by consid-
ering two mixed scenarios: in the first one 5 TCP connections using either TCP
NewReno-LP or TCP NewReno share an error-free link with capacity equal to
10 Mbit/s and RTT equal to 100 ms; in the second one the TCP NewReno-LP
sources were replaced by TCP Westwood-NR sources.

By simulation we measured the goodput, for each connection, and for all
cases. The average goodput of n TCP NewReno-LP and of m TCP NewReno
connections, with n+m = 5, is shown in Fig. 8(a).

The goodput achieved by both algorithms is very close to the fair share for
the full range of sources.

The same experiment was performed with TCP connections using either
TCP Westwood-NR or TCP NewReno, and the results are shown in Fig. 8(b).
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(a) TCP NewReno-LP and TCP
NewReno.

(b) TCP Westwood-NR and TCP
NewReno.

Fig. 8. Average goodput of (a) n TCP NewReno-LP and m TCP NewReno connections
and (b) n TCP Westwood-NR and m TCP NewReno connections, with n + m = 5,
over a 10 Mbit/s link with RTT equal to 100 ms.

In this scenario TCP Westwood-NR sources proved more aggressive toward TCP
NewReno sources than TCP NewReno-LP, and achieved a goodput higher than
the fair share practically in every case. This behavior evidences the trade off
that exists between achieving high goodput gain in wireless scenarios and being
friendly in mixed network scenarios.

To measure the level of fairness achieved by TCP NewReno-LP we considered
the same scenario described above first with 5 TCP NewReno-LP connections
and then with 5 TCP NewReno sources sharing a 10 Mbit/s link with RTT
equal to 100 ms. In this scenarios congestion is the only cause of packet losses.
The Jain’s fairness index [21] of 5 TCP NewReno-LP connections was equal
to 0.9987, and that achieved by 5 TCP NewReno sources was equal to 0.9995.
These results confirm that TCP NewReno-LP achieves the same level of fairness
of TCP NewReno.

We also extended our simulation campaign to more complex scenarios with
a varying number of competing connections. The results obtained confirm that
TCP NewReno-LP achieves an high level of friendliness toward TCP NewReno,
thus allowing its smooth introduction into the Internet.

6 Implementation and Test Bed

To get more details on the TCP NewReno-LP implementation we have built a
test bed, shown in Fig. 9 that consists of a PC server, a client and a PC router,
all connected by 10 Mb/s LAN cables. The PC router emulates a wireless link
with the desired delay and packet loss rate using the NIST Net software [22],
thus allowing to control and tune the features of the wireless link.

In the PC server, besides the TCP NewReno that is the current TCP im-
plementation in the Linux kernel version 2.2-20, we have implemented TCP
NewReno-LP, TIBET and TCP Westwood. The choice to implement the TCP
variants detailed above in the Linux kernel version 2.2-20 was motivated by the
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Linux Router 

10Mb/s 10Mb/s

TCP Client TCP Server

Fig. 9. Test bed Topology for TCP performance evaluation.

observation that this version is fully compliant with the standard TCP imple-
mentation as recommended in [14, 11]. Successive versions of the Linux kernel,
starting from 2.4, introduced improved features as the Rate-Halving algorithm
and the so-called undo procedures that are not yet considered standard and can
have a deep impact on TCP performance, thus masking the advantages intro-
duced by bandwidth estimation and loss differentiation techniques.

6.1 Uncorrelated Losses

Running the test bed we measured the goodputs achieved by the four TCP
versions. Fig. 10 compares the steady-state goodput achieved by TCP NewReno-
LP, TIBET, TCP Westwood and TCP NewReno connections transmitting data
between the server and the client, with an emulated round trip time equal to
100 ms versus packet loss rates.

The measures on this real scenario validate the results obtained by simulation
(see Fig. 4(a) and 4(b)) and provide a further support on the advantages of TCP
NewReno-LP over TCP NewReno. Fig. 10 also shows the improvement achieved
by TCP NewReno-LP over TIBET, more evident for PER values in the 1% to
4% range.

Note that in this scenario, as well as in all the simulated scenarios presented
in this Section, TCP Westwood obtained a higher goodput than any other TCP
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NewReno in the Test Bed.



Loss Differentiation Schemes for TCP over Wireless Networks 597

version. This behavior is due to its overestimate of the available bandwidth,
that leads to aggressive behavior and unfair sharing of network resources, as we
showed in the previous Section and as we discussed in detail in [1].

6.2 Correlated Losses

We then considered the same two-state Markov model described in Section 3 to
model correlated losses, and we measured the goodput achieved by TCP sources
as a function of the packet error rate in the Bad state, to take into account
various levels of fading. The results are reported in Figure 11.

These results confirm the improved performance achieved by TCP NewReno-
LP even in this network scenario that models very closely real wireless link
conditions.
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Fig. 11. Goodput Achieved by various TCP versions in the presence of correlated
losses.

7 Conclusions

In this work we have discussed and analyzed issues related to the use of Loss
Differentiation Algorithms for TCP congestion control. We proposed to use the
Vegas loss predictor to enhance the TCP NewReno error-recovery scheme, thus
avoiding unnecessary rate reductions caused by packet losses induced by bit cor-
ruption on the wireless channel. The performance of this enhanced TCP (TCP
NewReno-LP) was evaluated by extensive simulations and real testbeds, exam-
ining various network scenarios. Two types of TCP connections were considered,
namely long-lived connections, typical of file transfers, and short-lived connec-
tions, typical of HTTP traffic. Moreover, we considered two different statistical
models of packet losses on the wireless link: independent and correlated losses.
We found that TCP NewReno-LP achieves higher goodput over wireless net-
works, while guaranteeing good friendliness with classical TCP versions over
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wired links. Moreover, we found that the Vegas loss predictor, embedded in
TCP NewReno-LP, proved very accurate in classifying packet losses. Finally, we
also defined an ideal scheme that assumes the exact knowledge of packet losses
and provides an upper bound to the performance of all possible schemes based
on loss differentiation algorithms. The TCP enhanced with Vegas loss predictor
well approaches this ideal bound.
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Abstract. This paper presents an adaptive resource allocation model
that is based on the DRR queuing policy. The model ensures QoS re-
quirements and tries to maximize a service provider’s revenue by ma-
nipulating quantum values of the DRR scheduler. To calculate quantum
values, it is proposed to use the revenue criterion that controls the al-
location of free resources. The simulation considers a single node with
the implemented model that serves several service classes with different
QoS requirements and traffic characteristics. It is shown that the total
revenue can be increased due to the allocation of unused resources to
more expensive service classes. At the same time, bandwidth and delay
guarantees are provided. Furthermore, the adaptive model eliminates the
need to find the optimal static quantum values because they are calcu-
lated dynamically.

1 Introduction

The current development of communication networks can be characterized by
several important factors: a) the growth of the number of mobile users and b) the
tremendous growth of new services in wired networks. While at the moment most
mobile users access services provided by mobile operators, it is possible to predict
that they will be eager to use services offered by wired networks. Furthermore, as
the throughput of wireless channels grows, more users will access them. In this
framework, it is important that users obtain the required end-to-end guarantees,
which are referred to collectively as the Quality-of-Service (QoS) requirements.
The provision of QoS implies that appropriate arrangements are taken along
the packet path, that comprises of network access points, one or more core
networks, and interconnections between them. As a packet moves from a source
to a destination point, it spends most time in the core networks. As a result, the
efficient provision of resources in the core networks is the essential part of QoS.

By now, IETF has proposed several architectures to realize QoS in packet net-
works. While Integrated Services (IntServ) [1] relies upon the per-flow approach,
Differentiated Services (DiffServ) [2] perform the allocation of resources on the
per-class basis, thus providing more scalable solutions. However, the presence

M. Ajmone Marsan et al. (Eds.): QoS-IP 2005, LNCS 3375, pp. 600–612, 2005.
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Revenue-Based Adaptive Deficit Round Robin 601

of services, such as VoIP and video conferencing, imposes additional constraints
on the DiffServ framework. As the output bandwidth is allotted for each service
class by the queuing policy in routers along a path, the provided QoS guarantees
depend on a scheduler and its parameters. In most cases, static configuration is
used, which makes the scheduler irrespective of the number of flows within each
traffic class. As a result, a service provider has to overprovide its network with
resources to meet all the QoS requirements, regardless of the current number of
active flows within each service class. Such an approach results in inefficient allo-
cation of resources. Though, it may not be a significant issue for wired providers,
it is very critical for the core wireless network, in which resources should be al-
located in an optimal way.

The problem of effective allocation of the network resources can be solved
if a router exploits adaptive service weight assignment. It means that the min-
imum departure rate should be adjusted dynamically to reflect changes in the
bandwidth requirements of service classes. Obviously, it requires the DiffServ
framework to track the number of active data flows within each service class.
One possibility is to use the Resource Reservation Protocol (RSVP) from the
IntServ framework [3, 4]. Also, other proprietary solutions can be used.

This paper presents a resource sharing model that ensures the QoS require-
ments and maximizes a service provider’s revenue. The objectives of the model
are somewhat similar to those considered in [5]: a) to share bandwidth between
various service classes with the required level of QoS and b) to distribute free re-
sources in a predictable and controlled way. However, we propose more rigorous
bandwidth allocation. While the QoS requirements determine the minimal re-
quired amount of resources, prices of network services can control the allocation
of free bandwidth. It is intuitively understandable that it is worth of providing
more bandwidth for those classes for which end-users are willing to pay more.
Furthermore, such an approach may interest wireless providers as they use to
charge for all kind of services that are accessed from mobile devices. Thus, the
goal of the proposed model is to increase the total revenue by allocating free
resources to certain service classes and reducing bandwidth, previously assigned
to the other ones.

The proposed adaptive model is based on the Deficit Round Robin (DRR)
queuing discipline and functions as a superstructure over that scheduling policy.
In fact, the adaptive model is an integer linear programming (ILP) task that
calculates the optimal quantum values, based on the QoS requirements of data
flows and the pricing information. This approach has been used successfully in
our adaptive models for the Weighted Fair Queuing (WFQ) and Weighted Round
Robin (WRR) scheduler [6, 7], and in related network optimization problems [8,
9]. In this work, we refine the adaptive model for the DRR scheduler.

The rest of this paper is organized as follows. Section II surveys the basic
queuing disciplines, section III describes the adaptive model, and section IV
presents the carried out simulation. Finally, the conclusions chapter summarizes
the results and discusses about the future research plans.



602 Alexander Sayenko et al.

2 Queuing Disciplines

The choice of an appropriate service discipline is the key in providing QoS be-
cause the queuing policy is the basis for allocating resources [10]. The most
popular and fundamental queuing policies are First-Come-First-Served (FCFS),
Priority Queue (PQ) [11], WRR [12] and WFQ [13]. FCFS determines service
order of packets strictly based on their arrival order. Therefore, this policy can-
not perform necessary bandwidth allocation and provide the required QoS. The
PQ policy absolutely prefers classes with higher priority and, therefore, packets
of a higher priority queue are always served first. Thus, if a higher priority queue
is always full then the lower priority queues are never served. This problem can
be eliminated by using WRR, in which queues of all service classes are served in
the round-robin manner. However, if some queue has a longer average packet size
than the other queues, it receives more bandwidth implicitly. This disadvantage
was overcome with the WFQ technique, which schedules packets according to
their arrival time, size, and the associated weight.

Though WFQ provides a way to specify precisely the amount of output band-
width for each traffic class, it is complicate in implementation. From this view-
point, WRR does not introduce any computational complexity, but it fails to
take the packet size into account. The DRR policy [14] came as the tradeoff
between the implementation complexity and precise allocation of resources.

3 Adaptive Model

3.1 Deficit Round Robin

The DRR scheduler works in a cyclic manner serving consequently input queues.
During a round, a certain number of packets, determined by the value of the
deficit counter, are sent from each queue. As all queues are served, the DRR
scheduler updates the deficit counter using the quantum value and begins the
next cycle.

Suppose, each physical queue of the DRR scheduler has the associated quan-
tum value Qi. If there are m input queues, then the following expression esti-
mates the average amount of data transmitted from all queues during one round:

m∑
i=1

Qi. (1)

If B is the bandwidth of the output interface, then it is possible to approxi-
mate the bandwidth allocated for the given kth queue:

Qk∑
i

Qi
B (2)

3.2 QoS Requirements

Bandwidth. Assume that each service class is associated with a queue of the
DRR scheduler. Then, (2) represents the bandwidth allotted for the whole service
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class. If class k has Nk active data flows with identical bandwidth requirements,
then each data flow obtains the following bandwidth1:

Bf
k =

Qk

Nk

∑
i

Qi
B (3)

Here Bf
k can be treated as one of the QoS parameters that specifies the

bandwidth to be provided for each data flow. Thus, if Bf
k is given, then a router

must allocate a certain amount of resources to satisfy requirements of all flows
within each service class.

Qk

Nk

∑
i

Qi
B ≥ Bf

k , ∀k = 1,m (4)

Since quantum values control the allocation of the output bandwidth between
service classes, the task is to find such values of Qk that all the QoS requirements
are satisfied.

Qk ≥ Bf
kNk

B−Bf
kNk

m∑
i=1
i�=k

Qi, ∀k = 1,m (5)

Delay. Along with bandwidth requirements, certain service classes must be
provided with delay guarantees. Since the DRR scheduler serves input queues
in a cyclic manner, processing of a packet can be delayed by

∑
Qi/B seconds.

To decrease this delay, it is possible to introduce the Low Latency Queue (LLQ)
that can work in two modes [16]: strict priority mode and alternate priority
mode. In the strict priority mode, the DRR scheduler always outputs packets
from LLQ first. However, it is difficult to predict the allocation of bandwidth for
other queues in this case. Thus, the alternate priority mode will be considered, in
which LLQ is served in between queues of the other service classes. For instance,
if there are 3 input queues, numbered from 0 to 2, and queue 0 is LLQ, then
queues are served in the following order: 0–1–0–2–. . . . In this case, processing of
a packet can be delayed by

max
i

{Qi}/B
seconds. As in the DRR scheduler, each queue is allowed to transmit no more
than Qi bytes during a round.

If a router implements LLQ, it is necessary to reformulate (5). Suppose, LLQ
is identified by index l, where 1 ≤ l ≤ m. Then, it is possible to approximate
the amount of data that the DRR+ scheduler2 outputs in a round.
1 A router has to deploy appropriate mechanisms to provide fairness between data

streams within each service class. One of the possible solutions is to combine Stochas-
tic Fair Queuing (SFQ) [15] with the DRR scheduler.

2 Introduced in [14], the term DRR+ corresponded to the DRR scheduler with LLQ
that works in the absolute priority mode. For the sake of simplicity, we use DRR+

to denote the DRR scheduler with LLQ in the alternate priority mode
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(m−1)Ql +
m∑

i=1,i�=l

Qi (6)

Taking account of the presented above considerations, it is possible to derive
an expression for the minimum quantum values that satisfy all the bandwidth
requirements of each service class.

Qk ≥ Bf
kNk

B−Bf
kNk

⎛⎜⎝(m−1)Ql+
m∑

i=1
i�=k,i�=l

Qi

⎞⎟⎠, k �= l (7)

Ql ≥ Bf
l Nl

(m−1)(B−Bf
l Nl)

m∑
i=1,i�=l

Qi (8)

These constraints only reserve bandwidth for normal queues and LLQ, but
they do not provide any delay guarantees. Suppose, that each data flow, which
belongs to the class that has the delay requirements, is regulated by the Token
Bucket policer [17] with the mean rate ρ and the burst size σ. Thus, it takes
the DRR scheduler σ/B seconds to transmit the received burst under ideal
conditions. However, if σ is bigger than Ql, then more time is needed to output
the data burst because LLQ will be interrupted by another queue. While the
scheduler serves that queue, packets in LLQ can de delayed by

max
i,i�=l

{Qi}/B

seconds at most. Thus, the queuing delay of packets in LLQ can be estimated
by:

Dl ≤ σ

B
+ max

{
σ

Ql
− 1, 0

} max
i,i�=l

{Qi}
B

(9)

Here Dl stands for the worst-case delay, experienced by packets in LLQ. The
previous inequality does not consider the fact that the initial processing of LLQ
can be delayed by the other queue being processed when a LLQ packet arrives
to an empty queue. Thus, it is possible to introduce a corrected estimation.

Dl ≤ σ

B
+ max

{
σ

Ql
−1, 0

} max
i,i�=l

{Qi}
B

+
max
i,i�=l

{Qi}
B

=
σ

B
+ max

{
σ

Ql
, 1
} max

i,i�=l
{Qi}
B

(10)

Based on the value of σ and Ql, it is possible to consider two distinctive
cases.

Dl ≤

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1
B

(
σ + max

i,i�=l
{Qi}

)
, σ ≤ Ql (11)

σ

B

(
1 +

max
i,i�=l

{Qi}
Ql

)
, σ > Ql (12)
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The first inequality corresponds to the case when a burst is output completely
in one round. However, as a service class aggregates multiple data flows, one could
expect that the resulting burst size of the whole service class is bigger than σ
and is not bigger than Nlσ. Since the latter value is usually larger than Ql, we
will consider (12). It is possible to rewrite it in the following form:(

B

Nlσ
Dl − 1

)
Ql − max

i,i�=l
{Qi} ≥ 0 (13)

Constraints (7), (8), and (13) form the set of solutions [7] that satisfy the
given QoS requirements. However, a criterion is necessary to choose the best
solution from a certain viewpoint.

3.3 Charging

As in our previous research [6, 7], we propose to use the revenue criterion to con-
trol the allocation of free resources between service classes. To charge customers,
a service provider uses a pricing function. As presented earlier, (1) approximates
the amount of data the DRR scheduler outputs during a round. Suppose, each
class has the associated price Ci() measured in monetary units per one unit
of data. The price can remain fixed or change over the course of time. It can
depend on parameters, such as the time of day, congestion level, and provided
bandwidth. Furthermore, in telecommunication networks, it is often the case
that price depends on the amount of data transferred. In this study, we assume
that price is almost constant, i.e. it changes vary rarely compared to the duration
of a round. Thus, the mean revenue, which a service provider obtains during a
DRR round, can be given by:

r(Q1 . . . Qm) =
m∑

i=1

Ci()Qi [monetary units/round] (14)

The value of function r depends only on the quantum values Qi because Ci

is constant during a round. Thus, by manipulating Qi, different instantaneous
revenue is obtained.

If the DRR scheduler implements LLQ, then (14) can be modified to the
form:

r(Q1 . . .Qm) = (m−1)Cl()Ql +
m∑

i=1,i�=l

Ci()Qi (15)

3.4 General Model

The general model consists of the pricing function (15) and constraints (7),(8)
and (13). It should be noted that the constraints are written in a different form
to be suitable for calculating the optimal quantum values.

max

⎧⎨⎩(m−1)γlCl()Ql +
m∑

i=1,i�=l

γiCi()Qi

⎫⎬⎭ (16)
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subject to:

(m−1)Bf
kNkQl +Bf

kNk

m∑
i=1

i�=k,i�=l

Qi + (Bf
kNk−B)Qk ≤ 0, ∀k, k �= l

(m−1)(Bf
l Nl −B)Ql +Bf

l Nl

m∑
i=1,i�=l

Qi ≤ 0(
B

Nlσl
Dl − 1

)
Ql −Qk ≥ 0, ∀k = 1,m, k �= l

Alternatively, if a provider has to provide only bandwidth guarantees, then
the given above model can be simplified, i.e. (14) and constraint (5) should be
used.

max

{
m∑

i=1

γiCi()Qi

}
(17)

subject to:

Bf
kNk

m∑
i=1,i�=k

Qi + (Bf
kNk−B)Qk ≤ 0, ∀k = 1,m (18)

The purpose of a new parameter γi ∈ {0, 1} in the target function is to disable
or enable the allocation of excess resources for the ith service class. Suppose,
there is a service class consisting of applications that generate constant rate data
streams. Although it may be the most expensive class, all the excess resources,
allotted to it, will be shared among the other classes, because the constant rate
sources will not increase their transmission rates. Therefore, the allocation of
the excess resources can be disabled by setting γi = 0. If more bandwidth is
allocated for a service class that consists predominantly of TCP flows, then the
applications will increase their window sizes and, as a result, their transmission
rates. Thus, it makes sense to set γi = 1.

The presented adaptive models are the ILP. One of the methods that can
be used to calculate the optimal values of Qi is the branch & bound algorithm
[18]. These problems are not computationally expensive because the number of
service classes and, as a result, the number of constraints is not usually large. In
the case of (16), the number of constraints is proportional to the number of the
service classes and equals to 2m− 1 (m bandwidth constraints and m− 1 delay
constraints). In turn, the number of constraints is always equal to the number
of the service classes in (17). According to the current DiffServ specification
[2], there are at most six aggregates including the best-effort aggregate, and a
provider is not obliged to implement all of them. In turn, the IntServ architecture
[1] defines only three major classes.

It is worthy of noticing that the adaptive model possesses the characteristics
of the admission control module. As the optimization problem is solved, new
optimal quantum values are obtained that can be passed to the scheduler. If
no feasible solution exists, then a router does not have enough resources and a
newly arrived flow can be rejected.
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4 Simulation Results

In this section, we study the proposed adaptive resource sharing model and
compare it to the ordinary DRR discipline in terms of parameters, such as the
provided bandwidth, queuing delay, and obtained revenue. The simulation is
carried out by the NS-2 simulator [19]. For these purposes, the adaptive model
is implemented in C++ and the appropriate NS-2 interface is created so that
the model can be accessed from a simulation script. Since the implementation of
DRR in NS-2 lacks the class-based resource sharing, we have created our DRR
scheduler that supports the LLQ mode.

R

D

Silver
class

Gold
class

Bronze
class

2.5 Mbps / 2 ms

Max 10 flows

Max 15 flows

Max 30 flows

Fig. 1. Simulation environment.

The simulation environment is illustrated in Fig. 1. It consists of a router
with the adaptive model, a destination point, and a set of client nodes with
applications. To simplify the simulation and avoid mutual interference of ap-
plications, each node hosts exactly one application that generates exactly one
stream of data, addressed to a destination node. Every node is connected to
the router with a link, whose bandwidth and delay are set to 1 Mbps and 2
ms, respectively. It should be noted that the router classifies packets only when
they move to the destination node. All responses are sent back to the source
applications unclassified.

All client applications are divided into service classes that are referred to as
the Gold, Silver, and Bronze class. The details of each service class are presented
in Table 1. The Gold class corresponds to the real-time audio and video services.
It is simulated by the constant-rate traffic that is transferred over the UDP
protocol. The Silver and Bronze classes represent the general purpose services.

Table 1. Parameters of service classes.

Class
Price for
1Mb

Max
flows

Flow parameters
ON/OFF
time (s)

Band.
(Kbps)

Delay
(ms)

Gold 2 10 100 20 5–10/8
Silver 1 15 50 – 10–20/5
Bronze 0.5 30 10 – 15–25/10
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These classes are simulated by FTP-like applications that generate bulk data
transferred over the TCP protocol. The rate in Table 1 specifies the minimum
bandwidth that a flow must obtain within its service class. To produce a random
number of active flows, the simulation uses the on-off model, parameters of
which are given in Table 1. The ON-time represents a uniformly distributed
random number, taken from an appropriate interval, and the OFF-time follows
the exponential distribution with an appropriate mean value.

It should be noted that the simulation scenario does not consider any specific
signalling protocol that the client nodes, the router, and the destination node
can use to exchange information about the required resources. Instead, inner
possibilities of the simulation environment are used to keep track of the number
of active flows at the routing node. Though it does not correspond to a real-life
scenario, the amount of additional signalling information, which the nodes would
exchange in presence of such a protocol, is not great. In the real-life scenario, the
adaptive model should work in tight cooperation with the network management
entities and signalling protocols, such as Bandwidth Broker and RSVP.

To compare the adaptive model to the ordinary DRR scheduling policy, inde-
pendent simulation runs were made. Furthermore, the adaptive model was tested
in two modes: a) with bandwidth and delay guarantees (16), b) with bandwidth
guarantees only, as if the Gold class has no delay requirements at all (17). For
the sake of simplicity, we will refer to these modes as A-DRR+ and A-DRR
respectively. In order to make this comparison a fair one, the same behaviour
patterns of data flows were submitted in each case (see Fig. 2).

When DRR is applied, static quantum values are used. They are chosen so
that each service class always has enough bandwidth, regardless of the number of
active data flows. It corresponds to the case when the network is overprovisioned.
As opposite to this, when the number of flows changes within each service class,
the adaptive model recalculates the quantum values for the DRR scheduler.
Fig. 3 shows the dynamics of the calculated quantum values. As can be seen,
regardless of the type of the adaptive model, the latter always tries to allocate as
much resources as possible to the Silver class. Though the Gold class is the most
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Fig. 2. Dynamics of the number of flows.
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Fig. 3. Dynamics of quantum values.

expensive one, it consists of UDP flows, for which there is no sense to provide
excess resources (the value of γi for this class is 0). The difference between
Fig. 3(a) and Fig. 3(b) is that A-DRR+ imposes additional constraints on the
quantum values of the Silver and Bronze classes. That is why the quantum value
of the Silver class is not as high as in the case of A-DRR.

Table 2 shows statistical data collected during the simulation. As follows from
these results, the same number of Gold packets are transmitted under DRR,
A-DRR, and A-DRR+. Thus, the Gold class is provided with the required rate
(compare it to the rate in Table 1). The number of the transmitted packets of the
Silver and Bronze classes are different. Since DRR relies upon the static quantum
values, resources are not allocated optimally. Though all the QoS requirements
are guaranteed, the Bronze class has a higher mean per-flow rate than required.
As a result, the total revenue is lower than in the A-DRR case. Since the adaptive
model calculates the quantum values based on the number of flows and their
QoS requirements, better resource allocation is achieved. The Silver class has

Table 2. Simulation results.

Quantity Discipline
Classes

Gold Silver Bronze

Packets departed
DRR 12418 21540 9196
A-DRR 12418 25740 3666
A-DRR+ 12418 23065 7176

Mean per-flow rate
DRR 99.04 149.58 26.73
A-DRR 99.06 177.48 11.17
A-DRR+ 99.08 162.28 19.49

Total revenue
DRR 247.6
A-DRR 261.7
A-DRR+ 252.7
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a larger number of transmitted packets, and a smaller number of packets are
transmitted within the Bronze class. Such an adaptive allocation of resources
results in the highest total revenue. As mentioned earlier, A-DRR+ imposes
additional constraints on the quantum values. Thus, the adaptive model tries to
increase the revenue by allocating more resources to the Bronze class and less
resources to the Silver class. The total revenue is bigger than under DRR but
less than under A-DRR.
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Fig. 4. Per-flow rate.

Fig. 4 illustrates the dynamics of the per-flow rate within each service class.
The per-flow rate is calculated by dividing the amount of transmitted data during
a sufficiently small time interval by the number of active data flows within a
service class. As can be seen, there is a warm-up period that lasts approximately
10-20 seconds. During that period new TCP flows of the Silver and Bronze classes
are injected into the network. Under A-DRR and A-DRR+, the Gold class has a
per-flow rate that fluctuates near the value of 100 Kbps. The rate fluctuations are
explained by the nature of the transmitted data packets and by the fact that flows
appear and disappear. The way the DRR scheduler works also has an impact
on the rate fluctuation. However, it is noticeable that there are less fluctuations
under A-DRR+. Since LLQ is served in between other queues, packets are less
likely to be delayed. Depending on the used discipline, different per-flow rates
are provided for the Silver and Bronze classes. As shown in Fig. 4(a), A-DRR
provides the Silver class with the highest rate – it reaches the value of 300 Kbps.
At the same time, less bandwidth is allocated for the Bronze class. Nonetheless,
it is noticeable that the Bronze per-flow rate never goes below the required value
of 10 Kbps (see Table 1). As A-DRR+ tries to provide all the delay guarantees,
the per-flow rate of the Bronze class is slightly larger than the required one.

Fig. 5 illustrates the queuing delay of packets in LLQ when A-DRR+ is
in effect. A-DRR+ guarantees the required queuing delay of 20 ms. As in the
case with bandwidth, packets experience bigger queuing delay at the beginning
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Fig. 5. Queuing delay under A-DRR+.

of the simulation. But as the network stabilizes after the warm-up period, the
Gold class is provided with the required delay guarantees.

5 Conclusions

This paper has presented an adaptive resource sharing model that works as the
superstructure over DRR and uses the revenue criterion to calculate the optimal
quantum values for the scheduler. The model is capable of allocating resources
in such a way that the total revenue is maximized and the QoS requirements
are ensured including bandwidth and delay. The carried out simulations have
demonstrated that the model is capable of working in two different modes. In
both cases, all the QoS parameters for service classes are guaranteed regardless
of traffic characteristics. The proposed model can be applied directly to the
DiffServ and IntServ QoS frameworks.

The adaptive model is capable of working with various linear and non-linear
pricing schemes. Though the simulation has presented the simple case with the
constant price, the presented model increases the total revenue regardless of the
pricing function.

The existent limitation of the model is that only one service class is provided
with delay guarantees. It is not a problem for QoS frameworks, such as DiffServ
or IntServ, in which only one class has the delay requirements. However, it can
be an obstacle for other QoS approaches. Another limitation is that the model
is incapable of providing the required jitter.

Our future plan is to provide a comprehensive analysis of the revenue-based
adaptive models that work on the top of different schedulers. It will enable a
service provider to choose the best solution depending on the requirements of
data flows and network characteristics.
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Abstract. In this paper we propose three new packet delay estima-
tors for an adaptive, delay-bounded HPD (DBHPD) scheduling algo-
rithm in the DiffServ context: simple Exponential Weighted Moving Av-
erage (EWMA) estimator, EWMA estimator with restart (EWMA-r)
and EWMA based on proportional error of the estimate (EWMA-pe).
We compare these estimators with the original, simple sum estimator
with ns2-simulations using several traffic mixes. We show that the sim-
ple sum and EWMA estimators often lead to false scheduling decisions.
On the other hand, the EWMA-r and especially the EWMA-pe estimator
provide good estimates of the packet delay regardless of the traffic mix.

1 Introduction

During the recent years, adaptivity has become a key word in network provi-
sioning and management. Adaptive mechanisms are attractive since they enable
a self-configurable network that is able to adjust itself to different conditions,
such as changes in traffic trends, load fluctuations due to time-of-day effects or
attachment of new customers. The operation of adaptive mechanisms relies on
measurements: the state of the network is monitored either off-line or on-line
to produce an estimate of a desired quantity, such as link utilization, average
packet loss or average queueing delay. These measurements can be used in dif-
ferent time scales of network control, such as in routing and load balancing,
admission control and packet scheduling.

In this paper, we focus on the use of measurements in adaptive packet
scheduling in the Differentiated Services (DiffServ) [1] context. The basic idea
of adaptive scheduling algorithms is to dynamically adjust the class resources
either periodically or on a packet per packet basis, so that the policy chosen by
the operator will be fulfilled regardless of the traffic conditions. A few adaptive
scheduling algorithms have been proposed in the literature: Christin et al. [2]
have proposed a Joint Buffer Management and Scheduling (JoBS) mechanism
that provides both absolute and proportional differentiation of loss, service rates
and packet delay. In JoBS the buffer management and scheduling decisions are in-
terdependent and are based on a heuristically solved optimization problem. Liao
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et al. [3] have defined a dynamic core provisioning method that aims to provide
a delay guarantee and differentiated loss assurance for the traffic classes. The
algorithm utilizes measurement based closed-loop control and analytic models of
an M/M/1/K queue for the resource allocation decisions. Moore et al. [4] have
developed an adaptive scheduling algorithm that also aims to provide a delay
guarantee for one class and loss assurance for the other classes. The idea of their
algorithm is to allocate the resources with a rate based scheduler based on the
calculated theoretical equivalent bandwidth that would be required to support
the delay-bound or loss rate. All these algorithms [2–4] use rate-based schedul-
ing, such as Worst Case Weighted Fair Queueing (WF2Q) [5] or Deficit Round
Robin (DRR) [6] that adapts the capacity allocation of the classes.

Our approach is to base the resource adaptation on packet delay: In [8],
we have proposed a delay-bounded HPD (DBHPD) scheduling algorithm for
combined absolute and proportional delay differentiation. In this algorithm, the
most delay sensitive class is assigned an absolute delay bound. If this bound is
about to be violated, a packet is directly dispatched from this class, otherwise
the operation is based on the delay ratios between classes according to [7]. The
main reason for using delay-based provisioning is that nowadays most of the
traffic is time-critical to some extent. Another important advantage of delay-
based algorithms is that over provisioning of resources is not required in order
to guarantee small delays, which is the case with rate-based algorithms. We have
evaluated the DBHPD algorithm with extensive simulations in [8], [9] and [10]
and showed that it performs better than static scheduling algorithms. However,
the largest problem with the DBHPD algorithm seems to be the robust esti-
mation of queueing delays. The current simple sum estimation approach used in
the algorithm [7] easily leads to overflows in counters and to scheduling decisions
that do not support the policy chosen by the operator.

In this paper, we solve this problem by developing more robust delay estima-
tors for the algorithm. We compare four possible estimation approaches: simple
sum, simple EWMA, EWMA with restart (EWMA-r) and EWMA based on pro-
portional error of the estimate (EWMA-pe), and show that the new estimators
perform better than the simple sum estimator. We propose that the EWMA-
r or EWMA-pe estimator should be used for delay estimation in the DBHPD
algorithm since they give the best results regardless of the traffic mix.

The rest of this paper is structured as follows: Section 2 describes in detail
the DBHPD algorithm and Section 3 presents the possible estimation approaches
for the algorithm. Section 4 describes the simulation setups and Section 5 sum-
marizes the results of the tested estimators. Finally, Section 6 concludes the
paper.

2 The Algorithm

The delay-bounded HPD (DBHPD) algorithm first checks if the packet in the
highest class (class 0) is about to violate its deadline. Denote by dmax the delay
bound in the highest class, by tsafe a safety margin for the delay bound, by
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tin the arrival time of the packet in the highest class queue and by tcurr the
current time. The packet in the highest class queue is considered to be violating
its deadline if

tin + dmax < tcurr + tsafe. (1)

If delay violation is not occurring, the algorithm takes into account the delay
ratios between the other classes. Denote by d̄i the average queueing delay of
class i packets and by δi the Delay Differentiation Parameter (DDP) of class i.
The ratio of average delays in two classes i and j should equal the ratio of DDPs
in these classes

d̄i

d̄j
=
δi
δj
, 1 ≤ i, j ≤ N. (2)

In [7] this is interpreted so that the normalized average delays of traffic classes
must be equal, i.e.,

d̃i =
d̄i

δi
=
d̄j

δj
= d̃j , 1 ≤ i, j ≤ N. (3)

The DBHPD algorithm selects for transmission at time t, when the server be-
comes free, a packet from a backlogged class j with the maximum normalized
hybrid delay [7]:

j = arg max (gd̃i(m) + (1 − g)w̃i(m)), (4)

where d̃i(m) and w̃i(m) denote the normalized average queueing delay and the
normalized head waiting time (i.e. the waiting time of the first packet) of class
i when m packets have departed and 0 ≤ g ≤ 1 is a weighting coefficient.
Thus, the algorithm utilizes measurements of both short and long term queuing
delays (d̃i(m) and w̃i(m)) in the scheduling decisions. The operation of the
algorithm depends largely on how the average delay d̄i(m) is calculated, because
it determines the amount of history that is incorporated into the scheduling
decisions. In the next subsections we will present possible estimators for d̄i(m)
and asses their strengths and weaknesses.

3 The Estimators

An ideal estimator should be stable, agile and simple to implement. Stability
means that the estimator should provide a smoothed, long term estimate of the
desired quantity. Agility on the other hand refers to the ability of the estimator
to follow the base level changes accurately enough. The most well known estima-
tors are the Token Bucket (TB) estimator and the exponential weighted moving
average (EWMA) estimator [11]. The main benefit of these estimators is their
simplicity. However, these estimators can not be tuned to be both stable and
agile, since they rely on a static parameter (a weighting factor) that determines
how much history the estimate will incorporate. Some estimators based on neural
networks have been developed to overcome this problem. However, these esti-
mators are often too complex to implement in router software/hardware. Thus,
our basic idea is to maintain the simplicity of the EWMA estimator but modify
it in such a way that the estimator operates properly in different regions.
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3.1 Simple Sum Estimator

In the original form [7] the average delay of class i after m packet departures,
d̄i(m), is calculated by a simple sum estimator as follows: Denote by Di(m) the
sequence of class i packets that have been served and by di(m) the delay of the
m’th packet in Di(m). Then, assuming that at least one packet has departed
from class i before the m’th packet

d̄i(m) =
∑|Di(m)|

m=1 di(m)
|Di(m)| . (5)

However, this kind of calculation to infinity is not feasible in practice, since the
counter for the sum of delay values easily overflows as enough packets have been
departed from a certain class. Also, we do not want to incorporate infinite history
into the estimator and thus into the scheduling decisions.

3.2 Simple EWMA Estimator

A simple approach to eliminate the overflow problem in the sum estimator is to
update d̄i(m) in each packet departure with exponential smoothing as follows

d̄i(m) = (γidi(m) + (1 − γi)d̄i(m− 1)), (6)

where 0 ≤ γi ≤ 1. Now calculation to infinity is not required and the amount of
history can be determined by the selection of the γi parameters. We believe that
separate γi should be used for each traffic class, since the traffic characteristics of
the classes can be totally different. In principle, the value of γi should be related
to the regeneration period of the class queue, since it reflects the timescales of
the arriving traffic. However, since determining the regeneration period would
require additional measurements, we propose to use a fixed system parameter,
namely the queue size, to determine γi. Denote by qi the physical queue size of
class i. Then, γi can be determined by an approximative function

γi(qi) =
1

N ∗ √
qi ∗ ln(qi) . (7)

If the queue size is small, it can be assumed that the scheduling decision should
not depend too much on history, and the value for γi will be higher. The square
root and logarithm function and the number of classes N are used in Eq. (7) for
scaling the γi values to a reasonable range, assuming that the queue lengths in
a router can range approximately from 10 packets to 10000 packets. It should
be noted that Eq. (7) is not an exact, analytically derived expression. However,
it provides a good guideline for setting the γi values. The value of γ is depicted
as a function of the queue length in Figure 1, assuming 4 service classes.

We also argue that the g parameter in Eq. (4) should be separate for each
traffic class, since the g and γ parameters together determine how much the
scheduling decision depends on history or the current situation. We propose
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Fig. 1. The gamma function.

that the g parameters should be related to the δ parameters defined in Eq. (2)
that reflect the policy of the operator and the real urgency of the packets. The
parameters could be set as follows:

g1 = 0.75, (8)

gi = gi−1 ∗ δi−1

δi
(9)

If according to the policy the packets in some class are urgent, more weight will
be given to the current measurement values than to history. In practice the delay-
bounded class (class 0) will be used for extremely time-critical traffic, such as
VoIP and network control traffic. Class 1 on the other hand will be used for less
urgent real-time traffic, such as video. For video traffic it would be reasonable
that the scheduling decision is based on the current waiting time with 75% and
on history with 25%.

3.3 EWMA Estimator with Restart (EWMA-r)

One problem with both the simple sum and EWMA estimator is that they do
not take into account the times when the queue becomes idle. If the queue of a
traffic class is idle for a long time, the delay history of that class should not be
taken into account. This is because otherwise a class that recently became active
and that experiences only little congestion would be served and steal capacity
from other classes just because it had large delays in the history. Thus, when
a queue becomes active after an idle period, the EWMA estimator should be
resetted. The idea is that after resetting, an average of the queuing delay is
calculated fast until a certain threshold of packets, p tresh, has been departed.
After the threshold has been reached the delay is smoothed again with the low
pass filter, where the γi parameters are determined by Eq. (7). The reason for
not performing smoothing below the threshold is that if smoothing is started too
early, the smoothed value will lag too much behind the real delay experienced.
We set p tresh to 0.25 ∗ qi.
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In order to know when to restart the estimator, it must be determined when
the queue has been empty long enough. Simply restarting each time the queue
becomes empty would result in unstable behavior, especially if the incoming
traffic is bursty. Thus, we define for each class a variable called cyclei that
indicates when the estimator will be restarted:

cyclei =
abs factori ∗ qi ∗ si

C
, (10)

where si is the mean packet size of the class, C is the link capacity and abs factori
is an absorption factor. When absorption factor is 1, cyclei tells how long it would
take to serve the queue of this class if it was full with the capacity of the link.

Denote by qleni the queue length of class i and by q idlei the time when class
i goes idle. Then, EWMA-r operates as follows in traffic class i:

1: Initialization:
2: lowpass delayi = 0.0, p samplesi = 0.0, sample sumi = 0.0, qleni = 0,
q idlei = 0.0

3: Upon each packet departure:
4: if p samplesi < p treshi then
5: p samplesi+ = 1
6: sample sumi+ = di

7: lowpass delayi = sample sumi/p samplesi
8: else
9: lowpass delayi = γi ∗ di + (1 − γi) ∗ lowpass delayi

10: end if
11: if qleni == 0 then
12: q idlei = now
13: end if
14: Upon each packet arrival:
15: if qi == 0 then
16: idle period = now − q idlei
17: end if
18: if idle period ≥ cyclei then
19: lowpass delayi = 0.0, p samplesi = 0.0, sample sumi = 0.0
20: end if

3.4 EWMA Estimator Based on Proportional Error
of the Estimate (EWMA-pe)

The EWMA estimator with restart provides an updated estimate for the delay
when the queue becomes active after an idle period. However, the γi and gi
parameters that determine the timescale of the algorithm are still both static.
This means that the estimator of each class can be tuned to be either agile or
stable but not both. At some point of time the traffic might be bursty and at
some point smooth, even if it is assumed that the traffic in each class consists only
of one traffic type. Thus, a single filter may not be suitable for the estimation,
even if the parameter selection is well argued.
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One alternative is to change also the memory of the estimator, γi (determined
by Eq. (7)) packet per packet based on how much the predicted queuing delay
deviates from the real queuing delay value. The memory of the estimator is
adapted as follows:

d̄i(m) = (n ∗ γidi(m) + (1 − n ∗ γi)d̄i(m− 1)), (11)

where 0 ≤ γi ≤ 1 is the base weight of class i and n is a multiplier for the base
weight. The idea is that the base weight (n = 1) determines the longest possible
memory for the estimator. The base weight estimator is suitable when there
are only little changes in the traffic process and the system is stable. However,
if the traffic process is more variable, the value of n is increased and thus the
estimator will be more aggressive. The value of n is determined by observing the
proportional error of the estimated average value d̄i(m) to the actual measured
delay value di(m).

n =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

7, if 0.4d̄i(m) > di(m) > 1.6d̄i(m);
6, if 0.4d̄i(m) ≤ di(m) ≤ 1.6d̄i(m);
5, if 0.5d̄i(m) ≤ di(m) ≤ 1.5d̄i(m);
4, if 0.6d̄i(m) ≤ di(m) ≤ 1.4d̄i(m);
3, if 0.7d̄i(m) ≤ di(m) ≤ 1.3d̄i(m);
2, if 0.8d̄i(m) ≤ di(m) ≤ 1.2d̄i(m);
1, if 0.9d̄i(m) ≤ di(m) ≤ 1.1d̄i(m).

(12)

The selection of the regions for different values of n in Eq. (12) determine how
much the estimator reacts to small or to large, sudden changes.

4 Simulations

We have implemented all four delay estimators along with the DBHPD algo-
rithm in the ns2-simulator. We test each estimator with three traffic mixes: pure
CBR-traffic, pure Pareto-ON-OFF traffic and mixed traffic from several real ap-
plications. Different traffic mixes are used in the evaluation since the performance
of the estimators depends largely on the characteristics of incoming traffic. We
want to ensure that our results are applicable to more than one particular traffic
type.

4.1 General Simulation Parameters

The topology used in the simulations for traffic mix 1 and 2 is depicted in
Figure 2. The topology used for traffic mix 3 is the same except that each client
and server has a separate access link. We have kept the topology simple, since
the aim is not to collect end-to-end performance results but to investigate the
queueing delay and delay estimate time-series in the bottleneck link. For this
purpose, a complicated topology would add only of little value. Table 1 shows
the parameters assigned for the scheduler in the bottleneck link. The delay bound



Robust Delay Estimation of an Adaptive Scheduling Algorithm 633

100 Mbps
2 ms

100 Mbps
2 ms

sources

sources

sources

sources

sinks

sinks

sinks

sinks

Class 0

Class1

Class2

class3

Class 0

Class1

Class2

class3

40 ms
10 Mbps

Fig. 2. The topology with traffic mix 1 and 2.

for the class 0 is 5 ms and the target ratio for delays between consecutive classes
is 4. The parameters s and absorption factor are used only in the EWMA
estimator with restart. All other parameters of the different estimators can be
directly derived from the parameters presented in Table 1. The theoretical total
offered load in the bottleneck link is 1.0 in traffic mix 2 and 0.8 in traffic mix
3. The reason for using a smaller total load with traffic mix3 is that the TCP
retransmissions will increase the theoretical load. In traffic mix 1 the load shares
of the classes change over time. The packet sizes with traffic mix 1 and 2 are
following: (class 0: 200 bytes, class 1: 750 bytes, class 2: 1000 bytes, class 3: 1000
bytes). In traffic mix 3, the packet sizes are determined by the applications.

Table 1. Scheduler parameters.

Class dmax(s) δ q (packets) s (bytes) absorptionfactor

0 0.005 0.015625 15 200 1.0
1 – 0.0625 15 750 1.0
2 – 0.25 100 1000 1.0
3 – 1.0 100 1000 1.0

4.2 Traffic Mix 1

Traffic mix 1 represents the most simple setup, where the load in each class
consists of the traffic sent by a single CBR-source. Thus, the incoming stream
will be deterministic during the active periods and easy to predict. We alternate
the load level of each source periodically so that at some point of time the source
sends traffic with a high, constant speed while in another moment the source
is idle. We want to see how the estimators react during the transition periods,
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Fig. 3. Total load and class loads with traffic mix 1.

when the load level is changed dramatically. The total load and the loads of the
individual sources are shown in Figure 3 as a function of the simulation time.
The total simulation time is only 160 s in this scenario, since the traffic process
is fully predictable.

4.3 Traffic Mix 2

Traffic mix 2 consists of 15 multiplexed Pareto-ON-OFF sources for each traffic
class. The parametrization of the sources is shown in Table 2. It has been shown
that multiplexing several Pareto-ON-OFF sources results in self-similarity, which
is a fundamental characteristic in Internet traffic. Prediction of self-similar traffic
is considerably more difficult than prediction of CBR-traffic, since self-similar
traffic is correlated over several time scales. The traffic shares of each class are
set as follows: (class 0: 0.1, class 1: 0.2, class 2: 0.4, class 3: 0.3). The simulation
time with traffic mix 2 is 2000 s.

Table 2. Parameters for the Pareto sources.

class on time (s) off time (s) shape on shape off

0 1.0 1.0 1.2 1.2
1 0.4 0.4 1.5 1.5
2 0.6 0.6 1.4 1.4
3 0.8 0.8 1.3 1.3

4.4 Traffic Mix 3

In traffic mix 3 we use ‘real’ applications in order to produce a realistic mix
of Internet traffic. The mix consists of five different traffic types: FTP, HTTP,
Video, VoIP and control traffic (small and large control messages). FTP transfers
are also used to represent P2P traffic, which is becoming popular in the Internet.
Control and VoIP traffic are mapped to class 0 while Video is mapped to class 1,
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HTTP to class 2 and FTP to class 3. The generation of HTTP-traffic is based
on the webcache-model implemented in ns2. In this model it is assumed that a
HTTP session consists of a number of page requests, each possibly containing
several objects. We have also used the webcache-model for FTP-traffic, except
that in FTP there is no reading time between page requests, and a page always
contains one object. Video traffic generation is based on a real trace of mpeg4
coded BBC news, from which the traffic stream has been regenerated by using
a Transform Expand Sample (TES) process. In the simulations the traffic flows
to both directions: there is one HTTP client and server (constantly creating
new page requests), one FTP client and server, two control traffic sources and
sinks and 10 video and VoIP sources and sinks in both sides of the network.
The simulation time with traffic mix 3 is 1200 s, and the shares of the different
applications are the following: (FTP: 9%, HTTP: 71%, Video: 9%, VoIP: 10%,
Control: 1%). This corresponds to the current situation, where the majority of
traffic is HTTP. However, in the future, the amount of P2P traffic is assumed
to increase dramatically.

5 Results

In this section, we present the simulation results for the different estimators. We
show snapshots of both the instantaneous queueing delay time-series and the es-
timated queueing delay time-series to evaluate the goodness of the estimators. It
should be noted that the estimated delays in the figures are calculated according
to Eq. (4), i.e. the effect of both the head of line packet delay and the long term
delay is taken into account. This is because the scheduling decision is based on
the joint effect of these delays, not only on the filtered delay d̄i(m). Both the
instantaneous and estimated queueing delays are real values, i.e. they have not
been normalized with δi.

5.1 Traffic Mix 1

Figures 4, 5, 6 and 7 depict the instantaneous and estimated queueing delays
with different estimators in simulation scenario 1, where the incoming traffic is
pure CBR. From Figure 4 (a) and Figure 5, it can be observed that the simple
sum estimator leads to false scheduling decisions especially during the moments
when a class becomes active after an idle period. Since the sum estimator incor-
porates an infinite history, the estimate can have a high value even when the real
queueing delays are nearly zero. Thus, a packet will be served from a class that
has virtually no congestion. In Figure 4 (b) the behavior of the EWMA estimator
is shown. For class 1 it leads to a considerably better estimate than the simple
sum estimator. However, this is due to the selection of a separate g parameter for
each class, defined in Eq. (9). For class 2 and 3 that have small g and thus give
only little weight for the head of line packet delay the results resemble closely
the simple sum estimator. Thus, the only advantage that the EWMA estimator
provides compared with the simple sum estimator is the smaller implementation
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Fig. 4. Instantaneous and estimated delays with simple sum (a) and EWMA (b) esti-
mators for class 1.

Fig. 5. Instantaneous and estimated delays with simple sum estimator for class 2 and 3.

Fig. 6. Instantaneous and estimated delays with EWMA-r estimator for class 1 and 2.

complexity. Figure 6 and 7 depict the instantaneous and estimated delay values
with the EWMA-r and EWMA-pe estimator. It is obvious that both of these
estimators lead to an accurate prediction and are able to take into account the
idle periods. Thus, the scheduling decision will follow the selected differentiation
policy.
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Fig. 7. Instantaneous and estimated delays with EWMA-r (a) and EWMA-pe (b)
estimator for class 3.

5.2 Traffic Mix 2

The purpose of simulation scenario 1 was to show how the estimators perform
when the classes become active after an idle period. However, since the traffic
in scenario 1 was CBR, the queueing delays during the active periods remained
almost constant. Thus, a good estimator always matches the actual queueing
delays very closely. In scenario 2 the traffic mix consists of Pareto-ON-OFF
sources that produce variable rate traffic over several timescales. With this kind
of a traffic mix the responsiveness of the estimators to sudden bursts and longer
term variations can be explored. Ideally, the estimator should follow the changes
in queueing delays but not react too aggressively to sudden peaks. We study the
performance of the most promising estimators, the EWMA-r and the EWMA-pe
estimator in this scenario.

Figures 8, 9 and 10 present the behavior of the EWMA-r estimator in two
timescales: 40 seconds (approximately 67000 packet departures assuming a mean
packet size of 750 bytes) and 5 seconds (approximately 8300 packet departures).
In the 40 second timescale the estimator seems to follow the instantaneous queue

Fig. 8. Instantaneous and estimated delays with EWMA-r estimator in two timescales
for class 1.
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Fig. 9. Instantaneous and estimated delays with EWMA-r estimator in two timescales
for class 2.

Fig. 10. Instantaneous and estimated delays with EWMA-r estimator in two timescales
for class 3.

length quite closely in all traffic classes. However, in the 5 second timescale it can
be observed that in class 2 and 3 the estimator smoothes the values quite roughly
at some points and ignores the changes in the queueing delays. In class 1 the
estimated delay matches the real queueing delay even in the shorter timescale
because of the high value for the g parameter (0.75). Figures 11, 12 and 13 show
the corresponding results for the EWMA-pe estimator. This estimator follows
the changes in queuing delay more carefully even in the shorter timescale for
each class without being too aggressive. This is because the weighting factor of
the estimator is adaptively increased if the changes in the queueing delay are
large.

5.3 Traffic Mix 3

The simulation results with traffic mix 2 showed how the estimators respond
to traffic bursts and longer term variations. However, it is still important to
examine the behavior of the estimators with real traffic, where a substantial
part of the total traffic is carried on top of the TCP-protocol.
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Fig. 11. Instantaneous and estimated delays with EWMA-pe estimator in two
timescales for class 1.

Fig. 12. Instantaneous and estimated delays with EWMA-pe estimator in two
timescales for class 2.

Fig. 13. Instantaneous and estimated delays with EWMA-pe estimator in two
timescales for class 3.

Figures 14, 15 and 16 depict the instantaneous and estimated delay time-
series with the simple sum, EWMA-r and EWMA-pe estimator in this scenario
for class 2 and 3. The figures for class 1 are not shown since in EWMA-r and
EWMA-pe estimator the instantaneous and estimated delay time-series are very
close to each other due to the high value for the g parameter. The time-scale
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Fig. 14. Instantaneous and estimated delays with sum (a) and EWMA-r (b) estimator
for class 2.

Fig. 15. Instantaneous and estimated delays with sum (a) and EWMA-r (b) estimator
for class 3.

Fig. 16. Instantaneous and estimated delays with EWMA-pe estimator for class 2
and 3.

used is relatively long (60 seconds). Again, the simple sum estimator is either
considerably below or above the instantaneous queueing delay value. The effects
of the false scheduling decisions can be seen especially for class 3 (FTP traffic):
with simple sum estimator the delays of class 3 remain lower than with EWMA-r
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and EWMA-pe estimator, since the estimated value is much larger than it should
be. Thus, the scheduling algorithm decides that a packet must be selected from
class 3 because it has high delays. This wrong conclusion also reflects to the other
classes, that have correspondingly somewhat larger delays during those periods.
However, it should be noted that the absolute delay values with the different
estimators can not be directly compared, since the estimators result in different
packet loss patterns and thus different queueing delays. To conclude, also with
this traffic mix the EWMA-pe estimator gives the best estimation result in the
sense that it is agile but still stable enough.

6 Conclusions

In this paper we proposed new delay estimators for the delay-bounded HPD
(DBHPD) algorithm: simple Exponential Weighted Moving Average (EWMA)
estimator, EWMA estimator with restart (EWMA-r) and EWMA based on pro-
portional error of the estimate (EWMA-pe). We compared these estimators with
the original, simple sum estimator with ns2-simulations. We used three traffic
mixes in the simulations: pure CBR-traffic, pure Pareto-ON-OFF traffic and
mixed traffic from several real applications.

According to the evaluation the simple sum and EWMA estimators often
lead to false scheduling decisions. Thus, they are not appropriate solutions for
the delay estimation problem. On the other hand, with all traffic mixes the
EWMA-r and especially the EWMA-pe estimator proved to be promising al-
ternatives. Furthermore, both the EWMA-r and EWMA-pe require only small
changes to the original EWMA estimator, which is extremely simple to imple-
ment in practice. However, in order to be able to judge which one of the EWMA-r
and the EWMA-pe estimators is better, network level performance evaluations
with real traffic should be conducted with both estimators: Even if the estimator
approximates the real delays well it might result into undesirable effects such as
correlated packet loss patterns and oscillatory behavior especially for TCP-flows.
This is because the adaptive scheduling algorithm is a closed-loop system: the
estimated delays affect the real queueing delays, and the real queueing delays
affect the estimate.
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