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Foreword

This book is about knowledge, it is about the externalization of human knowl-
edge and about all the attempts we are undertaking to access what we have
externalized before. Thus, the book should be of interest to a wide audience.

On the other hand, there are books about knowledge, knowledge management
and the like galore. There is an even larger flood of journal articles, conference
papers and technical reports, but it is rumored that most are not read by anyone
at all. So, why read the present book or, at least, some of its papers?

In my opinion, it is the idea of memetics which makes these proceedings
special. Not every contribution deals with memetics, but Tanaka’s work and his
current projects are carving out the profile of what you find in the book. Let’s
have a closer look.

Richard Dawkins in his book The Selfish Gene, 1976 coined the term meme;
the term is established now. The Oxford English Dictionary says: ‘meme (mi:m),
n. Biol. (shortened from mimeme . . . that which is imitated, after GENE n.)
An element of a culture that may be considered to be passed on by non-genetic
means, esp. imitation’.

Yuzuru Tanaka has seized upon Dawkin’s suggestion and extended it to-
wards concepts and implementations that set the stage for non-genetic evolution
in computer and network environments. He has coined the term meme media.
His comprehensive book Meme Media and Meme Market Architectures, 2003
summarizes the current state of affairs from the perspecive of information and
communication technologies.

Susan Blackmore’s book The Meme Machine, 1999 is my favorite introduc-
tion into memetics, exhibiting the appealing theory’s reach toward psychology,
philosophy and religion. This book is nicely complemented by Chris Fields’ recent
article entitled Why do we talk to ourselves?, JETAI 14 (2002) 4, pp. 255–272.
Based on results from cognitive sciences, neurosciences and evolutionary psy-
chology, he offers very good reasons for why the human brain has a place in
breeding memes.

As an intermediate summary I would say: Read Dawkins’ seminal book to
know where everything comes from, read Blackmore’s book to understand how
much it affects all of us, and read Tanaka’s book to learn how to exploit memetics
for the benefit of computer-supported knowledge evolution – a term that goes
intentionally far beyond knowledge management. To keep it simple, you might
start by reading some of the contributions collected in this volume.

The ‘knowledge society’ we are living in brings with it a trend toward a
greater role of knowledge in almost every area of our society. Managing knowl-
edge is of growing importance to industry, it is crucial to economic competition,
and it is a requirement for enterprises who want to treat their customers ap-
propriately. From the thousands of arguments explaining and illustrating the
growing value of knowledge just one might be sufficient: the urgent need for
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security in information technologies and, in particular, in IT-based communica-
tion.

I am not going to risk a discussion on the terms knowledge, information and
data, including their mutual relationships. Many readers will know from their
university studies that this involves endless discussions with no proper outcome.

Knowledge is understood quite differently in different areas. Some people
are very much convinced that they are able to encode knowledge into data and
to transmit those data through networks like the Internet to certain addressees
such that the addressees are able to decode the knowledge from the data they
receive. In simple cases this may really work well. You may send to somebody
your address, and in most situations this may succeed such that postings arrive
at your home or your office and visitors come to your party on time.

In more complex situations of interest to us, knowledge is not only wrapped
into data packages so that it can be unwrapped suitably by somebody else, fre-
quently knowledge turns out to be the result of a more or less complex process of
knowledge construction. This phenomenon is currently under in-depth investiga-
tions for the purpose of technology-enhanced learning (slightly differing variants
also named e-learning, computer-based training, Web-based training, . . . ). In
the technology-enhanced learning area, by its very nature you need to ponder
about setting up IT systems filled with bits and bytes such that learners when
dealing with the systems and the bytes prepared for them may acquire knowl-
edge according to the learners’ needs and according to your intentions. Knowl-
edge externalization and knowledge (re-)construction are certainly key issues of
technology-enhanced learning.

Though there have already been a few decades of computer-based instruction
and there is currently a flood of research and development projects, as well as
topical journals and conferences galore, the area seems still to be in its infancy.
The crux is that different learners may acquire different knowledge from one and
the same data.

When knowledge is externalized, there may be a variety of motivations. In
the most simple case, one may externalize knowledge to store it for later use.
Knowledge may be externalized with the intention of making it available to other
humans. The addressees may be very well-known to us, like, for example, a single
communication partner. There may be also a group of addressees more or less
well-known to us like, for instance, co-operation partners in some CSCW envi-
ronment. In the extreme case, addressees may be completely unknown to the
authors, like in certain technology-enhanced learning settings. Another inten-
tion of knowledge externalization is to make the knowledge subject to computer
processing. In the currently most far reaching approach, knowledge may be ex-
ternalized with the aim of launching knowledge evolution.

When knowledge has been externalized, it may be accessed afterwards by a
few individuals, by large communities of varying users, or by computer systems.

The papers collected in this volume were presented at an international work-
shop held at Dagstuhl Castle, Germany. The main concerns of the workshop



Foreword VII

participants were concepts, methods, principles, tools, and problems of mutu-
ally related knowledge externalization and access.

When humans are interested in accessing appropriately what has been exter-
nalized before, the key question is what it is that has been externalized. Memetics
may provide the right basis for a systematic approach, because everything that is
passed from person to person in this way is a meme. This includes all the words
in your vocabulary, the stories you know, the skills and habits you have picked
up from others and the games you like to play. It includes the songs you sing
and the rules you obey. [S. Blackmore, The Meme Machine, p. 7].

But why should we adopt the perspective of memetics? What does it buy us
to see the knowledge world from a meme’s viewpoint?

Memes have lives of their own. Memes spread themselves around indiscrimi-
nately without regard to whether they are useful, neutral, or positively harmful
to us. We can draw advantage from our insights into memetics, and we should
be warned to be careful when releasing memes.

To illustrate that, let me cite Susan Blackmore again: Take the song ‘Happy
Birthday to You’. Millions of people – probably thousands of millions of people the
world over – know this tune. Indeed, I only have to write down those four words
to have a pretty good idea that you may soon start humming it to yourself. Those
words affect you, probably quite without any conscious intention on your part, by
stirring up a memory you already possess. And where did that come from? Like
millions of other people you have acquired it by imitation. Something, some kind
of information, some kind of instruction, has become lodged in all those brains
so that now we all do the same thing at birthday parties. That something is what
we call a meme.

The perspective of memetics is not yet widespread in the scientific community
when dealing with issues like knowledge externalization, access to knowledge
sources and the like. This perspective may widen our horizons remarkably.

The memes took a great step forward when they got into books, as Blackmore
says. But memes are taking enormously greater steps forward when getting into
computers and, in particular, into the Internet.

When designing our systems, when externalizing our ideas, we may benefit
from the living power of memes when shaping the meme media objects we are
launching appropriately. We have to make them fit for lives in the Internet.

In contrast, when accessing what we consider to be knowledge on our com-
puters or in the Internet, we have to ask ourselves what the gist might be in
the series of bytes we are receiving. We should also be careful: It is easy to get
infected by unwelcome memes.

But do not worry too much. Which memes easily nest into your brain depends
very much on the memplexes that are already there. Memes come and go, and
most of them do not reside for a long time. They are not fit enough.

The latter perspective, by the way, provides an important guideline for much
of our work on knowledge externalization. It is particularly relevant to the
technology-enhanced learning endeavor. Whenever we are planning to launch
meme media objects via the Internet, we should think about the memetic envi-
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ronment which they may find at their destinations. It is necessary to tailor our
meme media objects to fit their target environments.

Let me conclude with a hint possibly not surprising to you: If you have not
been infected before, you have caught it now – the meme meme.

Forio d’Ischia, Italy Klaus P. Jantke
September 2004



Preface

Over the next 10 to 15 years, all kinds of intellectual resources ranging from
science and technology through to everyday information will be expressed us-
ing electronic media, and we expect these resources not just to be available for
browsing, as with current Web-based publication, but to be redistributed and
reedited over networks to form large-scale accumulations at the levels of individ-
uals and societies. Like today’s markets brimming with commodities, there will
be a flood of intellectual resources in society.

To handle this, we need to change from information organization and access
based on rational, logical consideration and inference, as used up to now, to
organization and access techniques that make maximum use of human intuitive
sensibilities. By intuition humans can instantly grasp holistic ideas, instantly
narrow or broaden their focus of attention, instantly change the viewpoint or
way of looking at something, and recognize and make judgments about higher-
order structures. There are many cases in which the goal of a search can only be
stipulated in vague terms, but by repeatedly changing one’s viewpoint or focus
one can gradually clarify what the required target object is. This too is a fea-
ture of intuition-based access. In existing rational, logic-based access methods
we have pursued management and search techniques that use categorization and
arrangement of target objects on the basis of their attributes. By contrast, we
believe that for an intuition-based access method it will become effective to pur-
sue management and search not just by focusing on the objects themselves but
also on the process and context of the search that leads to an object. We call the
system approach based on this standpoint an ‘access architecture.’ Organization
and access techniques for intellectual resources are intimately related to the de-
sign and production of distribution spaces for such resources. In this approach
we aim to integrate theories of information design, media structure, and basic
knowledge engineering, pursuing access-architecture-based research and develop-
ment of human interfaces whose presentation and manipulation mechanisms are
suited to human intuitive abilities. Hence we aim to research how best to design
and organize spaces supporting distribution, exchange and access for intellectual
resources, and to establish the fundamental technologies needed for access to the
intellectual assets that will flood the society of tomorrow.

To discuss these issues, to exchange about new theories and technologies
the series of annual international workshops on Intuitive Human Interface for
Organizing and Accessing Intellectual Assets was initiated. This volume contains
selected papers of the 2004 workshop which was held during March 1–5, 2004 at
Dagstuhl Castle, Germany.

To achieve the above goals, research and development are needed in the
areas of construction methods for media spaces supporting organization and
access activities, the process by which vaguely specified requests are gradually
made concrete, design and production methods for media spaces, theories and
simulations of intuitive sensibility as well as for mechanisms for augmenting
receptivity to information. These lead to the following six research topics on
which the workshop focused.
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R&D into visual design and construction methods for media spaces
The media spaces that will act as markets for the distribution, organization
and access to intellectual resources can define the resources available and the
means for making accesses to them. R&D on visual design and construction
methods for media spaces will proceed by research into management and
search methods focused on the process and context of access.

Intuitive interfaces for data science
To address the rapid accumulation of high-volume data in the domain of
science and technology, we will require information visualization techniques
aimed at supporting analysis, synthesis and understanding through provid-
ing display and manipulation mechanisms that fit the mental models and
intuition of the scientists involved.

Research into the information-access formulation process and a system to
support it

Based on concept-formulation techniques, we need to investigate techniques
for handling access requests specified in vague form, and gradually clarifying
such requests during the course of the access process.

Research into design and production of media spaces, and narrative databases
To design and produce distribution spaces with appeal to human intuition,
we will need to elucidate the reasoning used since olden times in storytelling,
establishing theories regarding the special elements of stories such as archety-
pal patterns and arbitrary degrees of semantic compressiveness. As well as
applying these to the design and production of distribution spaces for intel-
lectual resources, research should be carried out into a ‘narrative database’
that could be searched using archetypes and summaries.

Theories and simulation of intuition
This theme involves research based on non-monotonic reasoning to provide
theories for the intuitive information access mechanisms that allow humans
instantaneous grasping of gestalts, narrowing of focus, changing of viewpoint,
and recognition and inferences involving higher-order structures.

R&D into mechanisms for augmentation of information reception ability
This is the research into interfaces that will utilize and enhance the infor-
mation-gathering aspects of the human sensory system.

The papers in this volume cover all these research topics. For the sake of
clarity and since some papers deal with more than one topic they are grouped into
four categories. Within these categories the papers are ordered alphabetically.

The editors want to thank many people who contributed to the success of the
workshop. First of all, we thank the participants for submitting papers, giving
talks and discussing till late in the night. The program committee did a good
job in reviewing and selecting the papers. Finally, we thank the Dagstuhl crew
who (as always) provided a stimulating atmosphere and Springer for making this
volume possible.

July 2004 Gunter Grieser
Yuzuru Tanaka
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Do Knowledge Assets Really Exist in the World
and Can We Access Such Knowledge?

Knowledge Evolves Through a Cycle
of Knowledge Liquidization and Crystallization

Koichi Hori

RCAST, University of Tokyo, 4-6-1 Komaba Meguro-ku Tokyo 153-8904, Japan

Abstract. This paper describes a new view of knowledge and how com-
puter systems can support knowledge evolution. In the classic view of
knowledge, knowledge should be well articulated and universal. In re-
ality, knowledge evolves dynamically depending on context. Computer
systems should support not only the access to the knowledge but also
the knowledge evolution.

1 Introduction

This paper reports the overview of the results of the studies done by the author’s
group in the Japanese research project carried out since 1999 until 2003 led by
Yuzuru Tanaka under the title ‘Intuitive Human Interface for Organizing and
Accessing Intellectual Assets’. The author’s group was assigned the topic of
‘Supporting the Formation of Access’ in the research project. In the project, we
have also used a term ‘knowledge asset’ in the place of ‘intellectual asset’.

The aim of the research entitled ‘supporting the formation of access’ was to
build a system to support humans to form the requirement to access the knowl-
edge asset. Tanaka and the author considered that we need a system to support
the requirement formation because most of the existing systems – knowledge
base, database, and web applications – can only work when the user’s require-
ment is articulated in advance; for example, we cannot search information using
the web search engines if we cannot express what we want to search by key-
words. Actually, the users often cannot express their requirements by keywords
or sometimes they even do not know clearly what they want to search. We need
a system that can help the users to articulate their requirement. The author’s
group has investigated the real communication between sales clerks and cus-
tomers in shops and have found the problem of requirement articulation is more
complicated than we had expected. That is, not only the requirement but also
the knowledge evolves dynamically during the communication. In the following
sections, we introduce a new view of what is knowledge and how we can access
the knowledge. And, we propose concept of knowledge liquidization and crystal-
lization as a model of knowledge evolution process. Finally, we propose the idea
of knowledge nebula crystallizers which are the systems to support the knowl-

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 1–13, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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edge liquidization and crystallization, and show an example of the implemented
system.

2 A Classic View of Knowledge

The classic view of knowledge is that the knowledge by its definition should be
well articulated, objective and universal. However, the researchers in the field
of artificial intelligence have known through the experience of the struggle to
acquire knowledge for building expert systems that the classic view of knowledge
does not necessarily hold in the real world[1]; the experts cannot always verbalize
their knowledge, much part of the knowledge is tacit, and the knowledge is very
often not universal but context dependent. Nevertheless, most of the current
application of the database, knowledge base, and the world wide web still seem
to rely on the classic view of knowledge. We show this situation in Fig. 1. In the
current application systems that aim at providing knowledge or information to
the users, the users are expected to express their requirement in some forms and
access and reach the required knowledge. This situation applies only to some
limited cases such as purchasing music CDs or books where the users know at
least some parts of the indexing data to reach the goal. In our analysis of the
real communication protocols, we have found this classic view does not hold at
all[2]. The difference between the classic view and the real situation is described
in the following sections.

requirement

knowledgeaccess

Fig. 1. A classic view of knowledge and access to the knowledge

3 Goal Change of the Users

In the classic view of knowledge and access to the knowledge, the goal or the re-
quirement of the access should be articulated and fixed in advance. Let’s see what
happens in the real situation. We have found interesting cases in our recorded
protocol of the conversation between customers and sales clerks. We can assume
here that the sales clerk is knowledgeable about the products and the customer
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is accessing the knowledge. In one case of shopping, the customer was looking
for a jacket. She thought the jacket she picked up was too short and asked the
sales clerk if the shop had a longer jacket. If we adopt the classic view of knowl-
edge, this is a very easy case. The customer’s requirement is to know if there
is a longer jacket and the sales clerk who has knowledge on the product sold in
the shop can simply answer yes or no. This actually happened in one case of the
real shopping. One sales clerk answered yes and brought the customer a longer
jacket, but in this case, the customer did not buy the longer jacket. In another
case where the sales clerk seemed to be more expert, she did not answer yes or
no but said the problem was not the length of the jacket but the balance between
the jacket and the skirt, and succeeded in selling both the short jacket and a
long skirt. In the latter case, we can say that the goal of the customer changed;
i.e. the goal of looking for a longer jacket changed into the goal of looking for a
well balanced jacket and skirt as shown in Fig 2.

Knowledge

Fig. 2. The requirement or goal changes through the interaction with knowledge

This case may suggest that the expert sales clerk had not only the knowledge
on the products but also the meta knowledge or the strategic knowledge on how
the knowledge of the products should be applied in the sales. This suggestion
may lead to an idea of the system that has some meta knowledge and can provide
intelligent advice to the user on how the user can access and use the knowledge
stored in the system. Such system may be able to help the user change the
user’s goal appropriately. This idea may be effective and actually there have
been studies on intelligent advisory systems, but we have extended the idea
further to the area of creativity as described in the following sections.
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4 Dynamic Evolution of Knowledge

If the knowledge in this world is fixed and universal, the problem of building
systems to support the user’s requirement formation may be simple. However,
the real problem is not so simple. The case of real shopping conversation shown
in the previous section has suggested that the expert sales clerks have both
the object level knowledge and the meta level knowledge. Further analysis of
the protocol suggests that those knowledge is not fixed but evolves as shown in
Fig. 3.

crystallized
knowledge

knowledge
nebula

Fig. 3. Not only the conceptual world but also the knowledge evolves

We have found many cases that the expert sales clerks and the customers
developed new stories of the customer wearing the clothes to be purchased, e.g.
how the customer may look and can behave in certain situations such as wedding
parties. We can say that the expert sales clerks sell not just the products but
the value or the meaning of the products. The value or the meaning emerges
during the communication between the customer and the sales clerk developing
the story or the expected experience. We can say that this new value can be
new knowledge on the products. The new story cannot be built just relying on
the knowledge stored in the sales clerk but should be built depending on the
customer’s goals. This means that there should be an evolving circle between
the customer’s goal and the knowledge; neither the goal nor the knowledge is
fixed.
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What we have found in the analysis of shopping conversation is same as what
happens when professional designers design new artifacts. The designers do not
design just relying on their knowledge but reflect in action[3]. The conceptual
space is not fixed but sometimes jumps into another new space. This phenomenon
fits the definition of creativity. Gero classified design into 1) routine design,
2) innovative design, and 3) creative design [4]. Routine design was defined as
that design activity which occurs when all the necessary knowledge is available.
Innovative design was defined as that design activity which occurs when the
context which constrains the available ranges of the values for the variables
is jettisoned so that unexpected values become possible. Creative design was
defined as that design activity which occurs when a new variable is introduced
into the design. Boden says an idea is P-creative if the person in whose mind it
arises could not have had it before, and, by contrast, an idea is H-creative if it
is P-creative and no-one else has ever had it before [5].

We can say that creativity takes place even in such daily activity of shopping
and that the systems which are intended to provide knowledge asset should take
this aspect of creativity into consideration.

5 Knowledge Evolution

If it is true that both the user’s goal and the knowledge which was sought by
the user evolve dynamically, what can the computer systems do?

Our basic idea is that knowledge is not a static chunk of information but
dynamically evolves depending on contexts. In this sense, we share Fischer’s
claim that knowledge is not an existing commodity but a work product[6]. Even
though knowledge dynamically evolves, it is obvious that nothing evolves out of
the empty. Then where does knowledge come from? Our answer to this ques-
tion is that knowledge evolves as new relations among the conceptual world,
representational world, and the real world as shown in Fig. 4.

In the real world, real objects including humans exist and certain relations
hold among them. In the representational world, there exist words and texts in
natural language and other forms of representation such as diagrams, graphs
and pictures. The conceptual world exists in the human mind and concepts are
formed there.

Let’s reconsider the example of knowledge evolution in shopping. In the
real world, a short jacket existed and the customer picked it up. The customer
thought it was too short for her. The concept of length was focused in the cus-
tomer’s conceptual world and it was conveyed to the sales clerk using the word
‘length’ in the representational world. But at the same time, though the cus-
tomer did not represent it explicitly, the concept of, say, good looking must have
existed in the customer’s conceptual world. The sales clerk who was not expert
brought a longer jacket in the real world and showed it to the customer. The
expert sales clerk guessed what existed in the customer’s conceptual world, and
moved the customer’s attention from the concept of length to the concept of bal-
ance by using the word ‘balance’ and by showing the real relation held between
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conceptual world

real world

representational world

Fig. 4. Knowledge appears in the triangular relation among the conceptual world,
representational world, and the real world

the short jacket and a long skirt. Then a story of attending at a wedding party
was formed in the representational world. The story evoked other concepts in
the conceptual world. The evoked concepts were represented in some words and
they evoked the search of the corresponding objects or relations in the real world.
The knowledge around the jacket (for example, the value or the meaning of the
jacket) emerged in this spiral evolution of the relations among the conceptual
world, the representational world, and the real world as shown in Fig. 5. We find
that new knowledge emerges even in the experts and this evolution never stops.
We give a model of this evolution process in the next section.

6 Knowledge Liquidization and Crystallization

Let’s try to model the knowledge evolution process in more details.
The knowledge that exists in the triangular relation shown in Fig. 4 is usu-

ally represented in the representational world, which often takes the form of
natural language text such as textbooks and manuals. When one expert sales
clerk has found new knowledge on the balance of jacket and skirt, she may con-
vey it to novice sales clerks in the textbook of sales. If the novice keeps using
the text as it is, she should remain novice. To make her own knowledge, she
should apply some parts of the knowledge represented in the text to the new
real situation and discover new relations among the representational world, con-
ceptual world, and the real world. When applying some parts of the knowledge
to the new real situation, she cannot use the existing knowledge as a whole but
she should divide the existing knowledge into smaller parts and restructure the
combinations of the parts incorporating new parts of representations, concepts,
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conceptual
world

representational
world

real world

field for spiral interaction

Fig. 5. New knowledge emerges through the spiral interaction among the conceptual
world, representational world, and the real world

and real world objects. We name the dividing process of knowledge as knowledge
liquidization, and the recombining process of knowledge as knowledge crystal-
lization. We show this model in Fig. 6. As shown in the figure, the liquidization
and the crystallization is visibly reflected on the liquidization and crystallization
of representation, meanwhile the conceptual world in the human mental worlds
are invisibly liquidized and crystallized at the same time.

Here we encounter the answer to the question of the existence of knowledge
in the world and the possibility of access to the knowledge. The answer is that
knowledge exists not as static chunk but as the evolving relations among repre-
sentations, concepts, and the real world. People do not just access and use the
knowledge but collaboratively build new knowledge at the same time of using
the knowledge.

7 Knowledge Nebula Crystallizer to Enable
the Knowledge Liquidization and Crystallization

Let’s consider what computers can do to promote the process of knowledge
liquidization and crystallization shown in Fig. 6.

Our answer in this paper is to replace one person with a computer system. At
the beginning of our research project, the authors thought of some extension of
existing thinking support tools such as the ones the authors and other researchers
have built since ten years ago[7][8], which were the systems to give the users
fields and stimuli to reconsider the user’s mental world. The previous systems
have been basically passive, that is, only the users could build new knowledge.
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Fig. 6. Knowledge evolves through liquidization and crystallization

In contrast to the previous systems, the Knowledge Nebula Crystallizers the
authors are now building and testing are more active systems, that is, the system
itself liquidizes and crystallizes knowledge. Looking at and interacting with the
process of liquidization and crystallization done by the system, the users also
liquidize and crystallize their knowledge. This is shown in Fig. 7.

The liquidization process is formalized as follows.

1. A chunk of representation designated as T1 is given. The most usual form
of the representation is a natural language text. T1 consists of unit repre-
sentations u11, u12, ,,,u1n, where the size of each unit should be determined
depending on the application domain. For example, T1 may be a narrative
story written in natural language and each u1i may be a sentence in the
story.
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Fig. 7. A computer system named Knowledge Nebula Crystallizer (KNC) liquidizes
and crystallizes knowledge

2. Each u1i may or may not include key representations which can be grounded
on real world objects or connected to firmly fixed key concepts. Such key rep-
resentations are given in an application-dependent dictionary and extracted
from the representation units u1i.

3. The original connection between u1i and u1i+1 is often achieved by cohe-
sive relation (i.e. surface structure connection such as using pronouns). The
cohesive relation should be replaced by the representation which represents
coherent connection(i.e. connection in the real world or conceptual world).

4. The anterior unit u1i is connected to the posterior unit u1i+1 under the
context of T1. The context emerged from the sequence of the units and
the context constrained the sequence of the units; a circular relation held
between the context and the units.
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5. Depending on applications, a partial context, i.e. a partial sequence of the
units, can be given a name to represent the context.

6. The database of liquidized knowledge stores
– the connection between the anterior unit and the posterior unit.
– the relation between the unit and the key representations.
– the name of a partial context and the units in it.

Let’s consider an example of T1 being a text of scientific report of an ex-
periment. By liquidizing T1, we extract units u11, u12,,,u15. u11 is a unit to
represent hypothesis. u12 is a unit to represent experiment settings. u13 is a
unit to represent tested condition. u14 is a unit to represent the experiment re-
sult. u15 is a unit to represent the relation between the hypothesis and the result.
Each unit has key representations that are grounded in the real world. Assume
that we have also liquidized other texts T2, T3,,,,. The sequence of the ante-
rior unit u13 to represent experimental condition followed by the posterior unit
u14 to represent experimental result composes the partial context of scientific
experiment report. Let’s name it as scientific experiment report context.

If we exchange the positions of u13(experimental condition) and u14(exper-
imental result) and form the contrary sequence of u14 followed by u13, it may
start the composition of a new partial context of, for example, engineering design
– required properties followed by the conditions to satisfy the requirement. And
this new partial context constrains new possible connection that should follow
the u13, which may come from the liquidization of another text Tj. In this way,
new knowledge can be crystallized.

The liquidization and crystallization of knowledge never stops because new
texts continue to come in. A new text Tk may include new key representations,
so the dictionary of the key representations should be always updated. The
new text Tk may give a new partial context and that may trigger the whole
recrystallization of the old knowledge along with the new context.

The crystallization process can be formalized as follows.

1. A new partial context is given. The new partial context is given as a se-
quence of some key representations and this works as the kernels to start the
crystallization.

2. Units which are connected to the kernels are retrieved from the liquidized
knowledge base. They are called kernel units.

3. Other units which can be connected to the kernel units are retrieved from
the liquidized knowledge base. The connection possibility is calculated by
application-dependent rules.

4. Partial connections between the units are selected from the candidate con-
nections. This partial connection composes a partial context.

5. The composed partial context is checked against the liquidized knowledge
base. If it has some match, the further possible connection growth is biased by
the context; since the knowledge base has the relation between the context
and the units, the units that matches the context has more priority than
other units.

6. The selection of possible connections and the composition of partial context
is iterated.
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We are now trying several types of automatic and manual liquidization and
crystallization. The next section shows one type of knowledge nebula crystallizer
we have implemented and tested.

8 An Example of a Knowledge Nebula Crystallizer

In this section, we show one type of knowledge nebula crystallizer we have im-
plemented and tested. Amitani in the author’s group has built a system named
KNC4ED (Knowledge Nebula Crystallizer for Exhibition Design)[9]. Fig. 8 shows
a screen shot of KNC4ED.

Fig. 8. Knowledge Nebula Crystallizer (KNC) for exhibition design

The system liquidizes and crystallizes knowledge on exhibition design. We
have tested the system in the actual design of Tokyo Motor Show in collaboration
with Dentsu corporation. At first, we interviewed designers of one booth of an
automobile company in the Tokyo Motor Show 2001. In the interview, we asked
the designers the design rationale of the booth design – what was the concept
to be conveyed to the visitors and which configuration of which objects in the
booth was how designed to convey which concept. The results of the interview
were transcribed as natural language texts. We can say that the text is a sort of
narrative story the designers wanted to share with the visitors. Then during the
period of the actual Tokyo Motor Show, we employed subjects and asked to visit
the exhibition wearing a wearable apparatus which recorded all the behavior of
the subject. After each visit, we carried out retrospective report analysis by
showing the subjects the recorded behavior video and asking the mental process
of the subjects. We transcribed the retrospective report protocols, and they
formed the stories of the user’s experience.
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The window named ChronoSpace in Fig. 8 shows one story of one visitor
along with the behavior trace in the map of the exhibition booth. The story was
liquidized using the exhibition object in the booth to determine the unit size
of liquidized knowledge representation. The story (the retrospective protocols
of the visitors or the design intention talked by the designers) was divided into
units based on the objects in the booth. The key representations of the objects
and the key concepts of the designers were provided in the dictionary. Clicking
each object in the booth shown in the chronospace, the system shows what the
visitor thought or the designer intended around the object. In the chronospace,
each context of each visit to the booth is preserved.

The context map in Fig. 8 shows possible crystallizations of the liquidized
knowledge. Looking at the chronospace, the designer sometimes finds unex-
pected representation of impression of the visitor. Then the designer can try
re-crystallization of the visitors’ story using the unexpected representation as the
starting kernel of the crystallization. When the system’s dictionary of contexts is
empty yet, the system calculates the distance among the liquidized units based
on the co-occurrence of the same words and shows the designer the calculated
configuration. Looking at and interacting with the context map, the designer
can give the partial crystal the name of partial context, for example, ‘context of
astonishing the visitor’. In the next crystallization, the designer and the system
can use the dictionary on the partial contexts to bias the crystallization starting
from other kernels.

Testing the system, we have confirmed the designer can build new knowledge
on exhibition design. The new knowledge is the knowledge that could never
be accessed using the previous knowledge base systems. The full details of the
system and the experiment are given in Amitani’s thesis[10].

9 Conclusions

The author’s group was assigned the research topic of ‘Supporting the formation
of access to knowledge asset’ and we have studied what can be knowledge asset
and what should be the access to the knowledge asset. We have found that nei-
ther the access requirement nor the knowledge is fixed in advance but that both
of them evolve dynamically. We have built a system to enable the dynamic evo-
lution process of knowledge. The system liquidizes existing knowledge and shows
new possible crystallization. We are now building and testing several types of
knowledge liquidization and crystallization systems. This paper described basic
concepts of those systems.
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Abstract. When exploring online resources, users often make many sep-
arate retrievals – specifying in turn various parameter values to make up
a request, and examining the corresponding results. Any interface that
supports only one retrieval at a time, i.e., one set of parameter values
and the corresponding results, places a heavy burden on a user who
wants to compare available results, or simply to try a range of retrievals.
A subjunctive-interface approach may reduce this burden. Subjunctive
interfaces support the setting up, viewing and adjustment of multiple
scenarios in parallel, leading to more efficient iteration through related
scenarios, and the opportunity for side-by-side instead of temporally sep-
arated viewing. We examine how these facilities can be applied in a range
of information-access applications, and the benefits that can be obtained.

1 Introduction

People explore online resources in a wide variety of domains – notionally as wide
as the variety of databases, or of Web applications. However, many resource-
access applications only deliver results in response to explicit, pinpoint requests.
For example, interfaces for flight enquiries typically require the user to specify
exactly one destination city; while this is convenient for users with precisely for-
mulated travel plans, someone who wants to compare the deals and schedules
available for a range of destinations must embark on an exploration: submitting
various requests and analysing their respective results. Depending on the appli-
cations available, such explorations can present the following kinds of challenge:

Poor support for covering a range of requests. When a user wants to
submit a range of requests, the details of those requests often follow some
pattern. For example, when searching for flights, a user might request infor-
mation for several routes on a given date, or for a single route over many
dates, or combinations of a few routes and dates.
If the interface only supports the handling of a single request at a time,
this burdens the user not only with a potentially high number of interface
actions to specify and submit the requests, but also mental effort in plan-
ning the requests, remembering which requests have been made so far, and
remembering where interesting results were found.

� Since May 2004. The work reported here was partly carried out during earlier em-
ployment at the same laboratory (1997–2001), and partly at the Natural Sciences
ICT Competence Centre, University of Copenhagen, 2200 Copenhagen Ø, Denmark.

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 14–32, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



Benefits of Subjunctive Interface Support 15

Poor support for comparing results. Few things in life can be evaluated in
isolation. In many kinds of information exploration, comparing the results
of alternative requests is what gives meaning to those results – for example,
in judging whether a given flight is good or bad value for money.
However, many application interfaces only display the results from the latest
request; each request replaces the previous one. Therefore comparing results
requires the user to remember – or to have written down, or to request again
– the details of those that are currently out of sight. This again can constitute
both a physical and a mental burden.

Poor support for ambiguous retrievals. A well known challenge in the field
of Information Retrieval is sense disambiguation. For example, because the
word ‘bank’ might refer to a financial institution or the edge of a river, results
retrieved for one sense may be completely unhelpful for a user interested in
the other. Similarly, in the burgeoning field of context-sensitive information
delivery, the provided information can be tailored in accordance with details
of the user’s current context. But context is subject to interpretation, so
again the results may not be what the user expects.
A common tendency is for application designers to invoke some form of
heuristics in deciding on a single way to interpret the situation. In some cases,
inevitably, users will feel that they have been offered irrelevant information.
The situation is even worse if there is no way to remove the heuristic bias,
in order to access the information that was intended.

This paper reviews how applications equipped with ‘subjunctive interface’
facilities [1–3] may help to relieve these problems. The idea of a subjunctive
interface is to let the user of a computer application set up multiple scenarios
that can then be viewed and adjusted in parallel; the concept was inspired by
Hofstadter’s [4] playful notion of a Subjunc-TV – a magical television whose
tuning knobs would provide access to alternative versions of a given broadcast,
based on arbitrarily different circumstances chosen by the viewer.

Before going any further, we should clarify our use of the term ‘scenario’.
Taking an abstract view of an application, as a program that computes some
outcome on the basis of user-specified inputs, a scenario comprises a combination
of inputs and the corresponding outcome. In some applications time is also sig-
nificant – in the timing of input specifications, evolution of the outcome, or both.
Typically scenarios that have different inputs will also have different outcomes;
in addition, if a computation depends on factors other than the user’s inputs,
such as some randomisation within a simulation, scenarios may have different
outcomes even if their inputs are identical.

The key features of an application with a subjunctive interface are as follows:

Multiple scenarios can co-exist. At any given time, the application can sup-
port multiple independent scenarios. Typically these are created by a user
(though exceptions will be shown later). For example, when choosing a value
for some application input, the user may be equally interested in several al-
ternative values, such as alternative destination cities; creating a separate
scenario to cater for each value allows all those interests to be captured.
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The user can view scenarios side by side. The application can display all
its currently existing scenarios side by side, in a way that lets the user com-
pare them, or read the values (inputs and outcomes) for each scenario indi-
vidually.

The user can adjust scenarios in parallel. The user can control scenarios
in parallel, for example by adjusting an input parameter that is shared by
many scenarios and seeing simultaneously how this adjustment affects each
scenario.

How might such facilities help in addressing the three information-exploration
challenges outlined above?

– For a start we can expect that covering a range of retrievals will become
less laborious, at least if there is some repeating pattern in the retrievals.
For example, consider a user who is interested in several possible dates of
travel, and wants to enquire about several possible destinations for each of
those dates. This can be achieved by setting up a scenario for each city, then
successively working through the various dates in all the scenarios in parallel
(or the converse: setting up a scenario for each date, then changing the city
in all those scenarios). In either case, the number of interface actions needed
will be reduced, as will the burden of remembering which retrievals have
been run so far.

– Comparison is supported, because of the ability to see multiple scenarios
(i.e., multiple retrievals) side by side rather than having to remember their
contents or revisit them repeatedly.

– In a situation where the specified retrieval is ambiguous, the ability to estab-
lish multiple scenarios can be used to deliver alternative results reflecting the
various available interpretations. Seeing those scenarios, the user can evalu-
ate which of them reflect(s) the most relevant interpretation for the current
occasion – especially if each scenario is annotated with the reasoning used
by the system in offering it.

In the following section we introduce five applications that demonstrate
multiple-scenario support applied to information exploration. These applications
have been implemented primarily to test out concepts and interface approaches,
rather than to stand as generally useful tools; that said, the census browser
described in Sect. 2.1 has undergone several design iterations in response to
user trials, and even the prototype Web-application clipping tool described in
Sect. 2.2 turns out to be capable of addressing a wide range of situations.

After the application descriptions, in Sect. 3 we outline related work, while
Sect. 4 looks to a generalisation of the findings reported here.

2 Sample Applications

In this section we introduce five applications that illustrate how the use of mul-
tiple scenarios, as supported by subjunctive interfaces, can provide benefits to
users pursuing explorations among online resources. The applications are as fol-
lows:
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1. A browser for census records, in which the use of multiple scenarios helps
the user to view and compare trends among the records.

2. C3W: a framework that lets users extract and reuse elements of Web appli-
cations, for which multiple scenarios allow for efficient execution and viewing
of multiple Web retrievals.

3. TopicaBrush: an interface for highlighting subsets of data in a multi-faceted
repository, where linked scenarios help the user to compare data subsets
based on subtly differing criteria.

4. HIBench: a simple framework for setting up queries against a database of
multi-attribute data items; scenarios are used to represent parallel searches
requested by the user, or implied by ambiguity in such requests.

5. ScheduleBlender: a prototype of a calendar that would support experimen-
tation with alternative placements of events – or, as shown here, could use
tailoring information to calculate and deliver event-related data.

The applications can be broadly categorised according to whether the cre-
ation of scenarios is entirely on the user’s initiative (1–3), or can also be triggered
by the system (4, 5). The demonstrations of the latter, mixed-initiative systems
address situations in which a user’s request turns out to be ambiguous.

2.1 Browsing Census Records

First we describe a simple browser for census data, that we extended with a
subjunctive interface. We have evaluated the relative performance of the browser
with and without this extension.

Figure 1 shows a browser based on the ‘simultaneous menus’ interface created
by Hochheiser and Shneiderman [5], for browsing census data on commercial ac-
tivities in the state of Maryland. The data set contains 828 records, holding
statistics for nine industry areas in each of twenty-three counties over four suc-
cessive years. Each record specifies the number of employees, the number of
establishments, and the total annual payroll. The user specifies a record by se-
lecting a county, industry and year in the three menus in the upper part of the
browser; the statistics appear in the result displays below those menus.

However, this browser does not provide good support for iterative retrievals,
or for comparisons. For example, a user who wants to compare the statistics
for a given county and industry over several years must click each year in turn,
read off the statistics for that year, and remember them (or write them down)
for comparison with the other years. To make the equivalent comparison for the
same county but a different industry, the user must change the industry selection
and again work through the years.

Establishing Multiple Scenarios. In this application a scenario comprises
a selection in each menu, and the corresponding statistics. Figure 2 shows a
subjunctive-interface version of the application, in which the user has estab-
lished four scenarios – for two years’ records in each of two counties. Therefore
the three result displays are each showing four values, and instead of the one-
marker-per-menu style of the simple interface, the menus’ markers can now show
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Fig. 1. A ‘simultaneous menus’ style of exploration interface for census data, after [5].
For each combination of County, Industry and Year specified on the three ‘menus’ of
links, the dataset contains the three statistics that are retrieved and displayed across
the lower part of the browser.

Fig. 2. A subjunctive-interface version of the browser in Fig. 1. The browser is showing
four scenarios corresponding to the Construction statistics for both Allegany and Bal-
timore, in 1993 and 1994. Correspondence between menu selections and result values
is indicated with position and colour cues in the result displays and in the markers
next to menu items; for example, the values 805, 22594 and 148 at the top of the result
displays are for Allegany in 1993.
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→

Fig. 3. A user cloning four scenarios that relate to Construction, giving the new sce-
narios the value Manufacturing. At top left, the user has picked up the menu marker for
Construction while holding the Ctrl key, and is about to drop it onto Manufacturing;
at top right is the menu state after this operation. Below are corresponding snapshots
of one of the result displays, showing the increase in the number of scenarios.

when several scenarios have the same setting. As shown in Fig. 3, a user creates
new scenarios by cloning existing ones, through interaction with these mark-
ers. Picking up a marker while holding the Ctrl key, and dropping it on some
other item within the same menu, will clone the scenarios shown in the dragged
marker. The new scenarios are identical to the originals, except for having the
setting of the menu item where the marker was dropped.

Side-by-Side Viewing. The interface in Fig. 2 is based on a refinement of our
‘widget multiplexer’ approach [2], that allows an application to show multiple
scenarios without wastefully replicating the parts of its interface that are identi-
cal in all cases. Each multiplexer handles the presentation of and interaction with
a single input or output widget, and provides side-by-side display of the widget’s
various states in the existing scenarios. In this application, multiplexers are used
for the menus and the result displays. All multiplexers within an application use
correlated geometrical layout and colouring for the scenarios’ values, to help the
user locate the values that constitute each scenario; here the menu markers are
designed to be correlated easily with the values in the statistics displays.

Parallel Adjustment. The only kind of ‘adjustment’ supported in the original
application is changing which census record is retrieved, by changing the selection
within some menu. For example, having requested the statistics for Allegany
Construction in 1994, as shown in Fig. 1, the user might click on Dorchester to
retrieve that county’s corresponding statistics instead.

In the subjunctive interface, clicking within a menu can affect more than
one scenario at a time, according to the following two rules: (1) When none of
a menu’s items is selected, a click on any item sets that value in all scenarios;
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(2) Further clicks in a menu affect just the scenarios shown in the currently
highlighted marker within that menu. This feature is shown in Fig. 4.

In some situations, a user might explicitly want to adjust only a single sce-
nario, avoiding the parallel adjustment that would happen with a mouse click.
Figure 4 also shows the interface mechanism that enables this.

Fig. 4. Left: By default, a mouse click in a menu updates the scenarios shown in the
menus’s currently highlighted marker. Here the marker for 1994 is highlighted (shown
by its dark blue outline, and replicated in the mouse pointer), so a click on 1995 would
switch the two 1994 scenarios to that value. The user can highlight a different marker
by clicking on it. Right: Clicking and holding the mouse button on a menu item creates
a pop-up that lets the user choose a single scenario to receive the clicked value. Here
the user has clicked on 1996; releasing the mouse in its present position would set the
year to 1996 in just the second scenario.

Benefits. We briefly describe two experiments that we ran to compare the us-
ability and performance of the original and subjunctive-interface census browsers.

The experimental tasks used by Hochheiser and Shneiderman to evaluate
the simultaneous-menus browser [5] were all simple two-case comparisons. For
this experiment we defined more complex retrieval and comparison tasks, of the
following three types:

Intra-set comparison. These tasks require pairwise comparisons between
many combinations of the records in some set. For example, one task asks:
‘Considering Wholesale Trade in [five named counties] in 1993, find how the
counties are ordered in terms of number of Employees. In order from fewest
Employees to most, what are the Payroll values for these counties?’

Iterative examination. These tasks call for examination of records that lie in
a repeating pattern. For example, ‘In 1996, for which of the industries do
[three named counties] all have 1000 or more Employees?’

Iterative comparison. These tasks are similar to iterative examination, but
call for comparison between the records rather than merely checking whether
each record satisfies some criterion. For example, ‘In which counties does the
Payroll for Wholesale Trade fall in every year from 1993 to 1996?’
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We expected that, for each task type, appropriate use of the subjunctive
interface would provide some benefit over using the simple interface. For intra-
set comparisons the benefit is merely in being able to keep values on view rather
than having to remember them or write them down. For iterative examinations
and comparisons, the iteration can be performed more efficiently if the user first
sets up scenarios that express the repeating pattern required by the task.

In the first experiment, twenty subjects were each given sets of tasks to com-
plete with each interface. The subjects significantly preferred the subjunctive
interface, and rated it as being more satisfying to use. When using the sub-
junctive interface they depended less on writing down or remembering data, as
suggested by fewer interim marks made on paper and by reports of lower mental
workload. They also used fewer interface actions to complete the tasks. However,
we found no corresponding reduction in task completion time, mainly because
some subjects encountered problems in using the facilities for setting up and
controlling scenarios.

By examining the subjects’ interface logs, we found a number of commonly
made mistakes and difficulties that seemed to stem from the interface design.
In addition, many subjects commented that they would probably become more
effective at using the subjunctive interface if they had more practice. We there-
fore ran a second experiment, using an interface that was modified to address
the most common difficulties, and incorporating a considerably longer period of
use. Our main hypothesis was that, after extended practice with both the simple
and subjunctive interfaces, the subjunctive interface would become significantly
faster than the simple interface.

In the second experiment, seven subjects performed tasks using the simple
interface and the modified subjunctive interface, over five sessions each lasting
approximately one hour. In the final session, the tasks were completed 27% more
quickly when tackled with the subjunctive rather than with the simple interface
– and for some of the iterative comparison tasks, the subjunctive interface was
more than twice as fast. Our hypothesis was thus confirmed.

2.2 C3W: Capturing and Reusing Web-Application Behaviour

In this section we describe C3W (Clip, Connect and Clone for the Web) [6], a
prototype that enhances access to resources provided by Web applications. C3W
is being developed by Hokkaido University Ph.D. student Jun Fujima.

Part of the motivation for developing C3W was that Web applications often
exhibit the problems outlined in the Introduction – i.e., handling only precisely
specified requests, thus making it hard for users to cover a range of requests or
to compare results. A further challenge is that the Web pages serving as the
interfaces to these applications are often cluttered with elements of no interest
to the user; finding the relevant elements among that clutter incurs a cognitive
load, especially in repeated use. Finally, we noticed a chance to automate the
setting of inputs for one Web application based on results from others.
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True to its name, C3W is based on the following three facilities:

Clipping. By drag-and-drop manipulation, a user can select and extract input
and result elements from the pages of a Web application. Placing the ele-
ments on a substrate called a C3Sheet turns them into cells that work as
viewports onto the original Web pages. Clipped input elements continue to
support user input, and clipped result elements display the Web applica-
tion’s corresponding results. Thus the user can create compact, customised
applications based on processing facilities offered over the Web.

Connecting. A single C3Sheet can hold input and result cells taken from mul-
tiple Web applications. For any input cell that takes a text-string value,
the user can define a formula to derive its value from the values of other
cells – typically, cells that hold results from other applications. This allows
independent applications to be connected in user-specified ways.

Cloning. The user can set up multiple scenarios – i.e., different settings for
the Web-application inputs, leading to different results – to be shown at
the same time. Each cell displays, side by side, its contents in the various
scenarios. This provides an efficient way for a user to explore and compare
the different results available through a given Web application, or the user’s
own custom-built application combinations.

Establishing and Using Multiple Scenarios. Cloning, the key to C3W’s
subjunctive-interface support, is supported as follows:

Creating scenarios. The user creates new scenarios by cloning a cell that rep-
resents an input value. All cells downstream of the cloned input – either in
terms of captured Web-application behaviour, or through formulas added by
the user – are cloned too, so that they can display distinct results for each
scenario. Cells that do not depend on the cloned cell’s value are not cloned,
and maintain their current value in every scenario.

Cloning additional inputs. When multiple scenarios have been created by
cloning, the user can ask to clone another input cell that is not currently
cloned. That cell is automatically given a clone for each existing scenario, as
are any cells downstream of it. The number of scenarios does not change1.

Adjusting scenarios. Entering a new value in one clone of a cloned cell will
only affect the scenario corresponding to that clone. Entering a new value in
an uncloned cell will affect all scenarios simultaneously.

Deleting scenarios. The user can delete a scenario. This removes all cell clones
associated with that scenario.

Benefits. Figure 5 shows a simple instance of C3W in use. By cloning cells,
the user has set up an interface that allows three different Google searches to
be run automatically whenever new search keywords are supplied. Even this
1 An alternative approach would be to multiply the number of existing scenarios.

However, since Web-based retrieval is still a relatively resource-hungry activity, we
are reluctant to lead users down this path.
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Fig. 5. Use of multiple scenarios in C3W. Left: A user has set up three cells containing
elements extracted from a search at www.google.fr: the keyword input field; the switch
that selects whether the search should cover the whole Web, just pages in French, or
just pages in France; and the top result (showing page name and keyword context)
from a sample search. Right: The user has cloned the switch cell to create three
instances, and has given each instance a different setting. Because the state of this
switch potentially affects the value for the top result, that cell has automatically been
cloned too. Entering new search keywords into the keyword cell will therefore execute
three Google queries with different scopes, and display the three respective top results.

simple example shows a clear benefit to the user: no matter how easy it is, in a
normal browser, to re-run a given Google search with each position of the search-
scope switch, the actions required to do so – adjusting the switch, re-running
the search, figuring out whether the results have changed – stand as a barrier.
A setup such as the one shown in the figure can, in effect, remove this barrier.

When a user has connected multiple applications using formulas, the labour-
saving afforded by processing multiple scenarios in parallel becomes even more
significant.

2.3 TopicaBrush: Dynamic Exploration of Relational-Data Subsets

Under the Topica [7] approach, information providers gather diverse resources
into a relational table, then combine that table with a Web-page-like presentation
object. The resulting assembly is called a Topica Document. Within a Topica
Document’s presentation, each column of its underlying relational table appears
as a ‘topos’ (plural ‘topoi’) – an interactive region of the presentation, through
which a user gains access to the values in that column. If a user examines the
contents of one topos and marks an interest in some subset of the resources
shown there, then resources at other topoi, correlated through the underlying
table, will automatically be marked too.

TopicaBrush was built to explore Topica-Document interaction; in essence,
how to support a user in marking and examining portions of relational tables.
TopicaBrush combines two well known data-exploration techniques: brushing (a
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feature of, for example, Visage [8]), in which an object coloured by the user
in one view carries that same colour wherever else it appears; and aggregation
(in the sense of [9]), by which a user creates new subsets of a multi-attribute
data collection in terms of constraints on the attributes’ values. By applying the
same coloured mark to selected values in one or more columns, the user specifies
the bounds of a subset of the underlying data table; this subset then reveals its
colour on all the data values it contains.

We now describe how the features of TopicaBrush for letting a user pursue
a range of requests, and compare their results, are based on a multi-scenario
approach.

Establishing and Using Multiple Scenarios. Figure 6 shows TopicaBrush
being used to investigate a dataset describing travel packages. The four lists
across the bottom of the figure are topoi whose contents the user has chosen to
view; these lists support mouse-click selection to indicate values that are of inter-

 * 
prohibitrequire

hidefish-eyeprobe

Shinjuku
area:

Ginza
area:

 = everything compatible with: good location

good location

2 people 2 nights

August dep month: 

 of:all compatible with everything = August trip

good location

2 people 2 nights

July dep month: 

 = everything compatible with: July trip

X Exploration status

Fig. 6. Highlighting data subsets in TopicaBrush, on a database of travel packages.
The user has set up and marked four main sets, addressing the months May to August
respectively. Their markings are seen in the topos lists; in the price topos, for example,
it is seen that both May and June have deals at the same low prices, while some other
prices in May are high. The criteria defining each of the month sets include both the
‘2 person 2 night’ set (definition not shown here) and the ‘good location’ set, currently
defined as a disjunction of Ginza and Shinjuku. If the definition of ‘good location’ were
changed, all four derived sets and their marking would be updated simultaneously.
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est. The ‘exploration status’ view supports the further operations needed to ma-
nipulate and combine the subsets identified in the topoi, and to assign coloured
marks to whichever derived sets are of interest. It is these sets, representing
potentially complex relational queries, that are the scenarios in TopicaBrush.

The sets are displayed by drawing the user-assigned marks against the ap-
propriate values within the topos lists. Rather than use a widget-multiplexer
approach, displaying numerous copies of the lists, TopicaBrush takes advantage
of the fact that the lists themselves have static content. Each element within
a list is tagged with markers representing all the sets of which that element
is a member; as shown in the figure, elements with no marking can be shown
at reduced size to save screen space while maintaining context for the other
elements.

Allowing the sets to be displayed independently gives more information to
the user than if the system could only support a single set at a time. In the case
shown in Fig. 6, for example, the user could have specified a single set where
the month was ‘May OR June OR July OR August’ – but this would contain a
mass of undifferentiated prices, with no clues as to the seasonal variation.

TopicaBrush supports users in adjusting multiple scenarios in parallel, in
that sets can be defined in terms of other sets. If many scenarios include some
common set S within their definition, any update to S will simultaneously affect
all those scenarios.

Benefits. The concepts explored in TopicaBrush seem promising for the general
challenge of retrieval from faceted repositories, where even recent interfaces (such
as [10]) embody the dubious assumption that a user is always willing to define
his or her interests as a single – albeit complex and evolving – query.

2.4 HIBench: Browsing Relationships in Multi-attribute Data

Whereas the previous examples all involve explicit request of alternative scenar-
ios by the user, this and the next are examples of mixed initiative; the application
itself can generate supplementary scenarios to assist the user. The typical pat-
tern of use is that a user makes a request for some information, and the system
provides a number of equally appropriate but distinct results, along with infor-
mation that clarifies how each result has arisen.

Figure 7 shows a display detail from HIBench, a specialised retrieval interface
inspired by, and built around, an online historical-event collection that mirrors
the contents of [11]2. The notional goal in building HIBench was to help people
understand the context of any event in the repository, by using queries to discover
similar events in its chronological vicinity.

Like C3W (Sect. 2.2), HIBench is a spreadsheet-like framework in which users
can create cells whose contents are derived from other cells. However, in addition
2 In total there are approximately fifty thousand items; we used just the latter half,

covering events in the 20th century. All information in the repository is in Japanese;
the English place-name translations seen here were added to assist non-Japanese
explanation.
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Fig. 7. Matching in HIBench, with ambiguity. The cell called Related is deriving its
contents by applying the matchers in the cell Threads to the reference event currently
held in Event. Because Threads specifies both ‘place’ and ‘category’ matching, and be-
cause the current reference event belongs to two categories (7 and 6), matching events
are found for each category as well as for the place (America). The three results are
marked with coloured tags whose meanings are listed in the ‘Opinions’ view.
Key/translation: Category 7 covers corporate business, while 6 is international trade.
The reference event here comments on Chevrolet production. The top related item (an-
other corporate business item) is an announcement by the Porsche company; the next
(matching international trade) tells of the export of Volkswagens; the last (matching
America) is a round-the-world flight by an American B50 bomber.

to standard arithmetic and string functions as normally found in spreadsheets,
HIBench offers specialised functions for searching against the event repository.
One such function takes a reference event and a match condition, specified by
the user as a combination of property-specific matchers, and retrieves the next
event (in the repository’s chronological sequence) that matches the reference
event in the specified way. The properties available for matching against an event
are its news-headline-like description, a date, one or more locations (typically
countries) affected by the event, and one or more categories (denoting fields such
as politics, education, various branches of science and technology, literature and
so on) assigned by the repository’s editors.

Establishing and Using Multiple Scenarios. HIBench supports both user-
requested and system-generated creation of scenarios. Figure 7 shows a case
involving both. The user has set up matching based on the contents of the cell
labelled Threads, into which two matchers (‘place’ and ‘category’) have been
dropped. At the top of the Threads cell is a menu, in which the value each
is currently selected. This menu, which also contains the values any and all,
specifies how multiple matchers within the cell are to be combined. The any
setting is like a relational OR; the compound condition will be satisfied by the
first event to satisfy any matcher. All is like AND, only matching an event that
satisfies all matchers. The setting each forces a separate search to be performed
for each matcher, in separate scenarios, and the distinct matches (which may
coincidentally be the same event) to be collected and displayed together.
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In addition, the system has detected that in this case a ‘category’ match
is ambiguous, because the reference event happens to be registered under two
categories. Correspondingly, separate scenarios have been created to perform
matching for each category. The total number of scenarios is thus three: one for
place, and one for each of the two categories. These three scenarios have each
delivered a different matching event for display in the Related cell.

HIBench, like TopicaBrush (Sect. 2.3), does not use widget multiplexers to
create multi-scenario displays. Cells containing multiple values are presented as
lists, with each list element marked to show which scenario(s) it is related to.

HIBench supports parallel adjustment of scenarios in the sense that, when the
user has set up compound match conditions using the each setting, a replacement
of the reference event will automatically cause multiple retrievals to be executed
in parallel. This can be applied at nested levels. For example, although not shown
in Fig. 7, the ‘place’ matcher is itself defined as a compound condition involving
matchers for city, country and continent; it is up to the user to decide whether
those matchers are combined using any, all, or each.

Benefits. We believe that HIBench’s transparent, open way of handling am-
biguous queries is helpful for users. Rather than silently adopting some default
behaviour – resolving the ambiguity in an arbitrary way in order to deliver a ‘best
guess’ result – we believe it is appropriate for systems to highlight and capitalise
on ambiguity; offering distinct results that arise from distinct interpretations,
and letting the user choose.

2.5 ScheduleBlender: Tailoring in the Face of Ambiguous Context
Finally we show another system that, like HIBench, offers mixed-initiative cre-
ation of scenarios to support user exploration. ScheduleBlender is a demonstra-
tion of how a tool might support provisional factors in one’s personal calendar,
such as undecided placement, duration and order of events. It also demonstrates
how a system can behave in situations that demand a context-specific, tailored
response – but where the system cannot determine, at any given time, which
elements of the detected context are most relevant to the user.

Figure 8 shows a user experimenting with a travel itinerary, while the system
performs lookups to provide an overall hotel-price estimate for the nights desig-
nated as being in foreign cities. However, this lookup involves an ambiguity: the
application has access to travel policies set up in the past by this user – relating
to business trips, single-person tourism, or tourism as a couple – but the user
has not specified which of those policies applies to the current trip. Common
approaches to such ambiguity would be to force the user to choose a policy, or
for the system to choose one based on some heuristics (such as whichever policy
was used most recently) and leave the user to change that choice if wanted. As
in the case of HIBench, our belief is that explicitly revealing and working with
the ambiguity is more helpful.

Establishing and Using Multiple Scenarios. By creating multiple scenar-
ios, ScheduleBlender can apply all the applicable policies in parallel, dynamically
updating them all as the trip details are changed.
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Fig. 8. A ScheduleBlender display showing a tentative travel plan, where the user
has not yet specified who will be travelling. The display on the left shows the user’s
proposed order and duration of visits on a multi-city trip. Underneath are two pieces
of information supplied by the system: a check for overlaps between the dates, and
an estimate of the total hotel cost. For the hotel cost, the system is proposing three
alternative values. The reason for this is shown in the display on the right: hotel price
depends on the requested hotel class and room type, for which the system has three
stored policies – and the user has not yet specified which policy to apply for this trip.
The system has therefore applied all three in turn, providing the corresponding values
for the user to consider.

One difference between ScheduleBlender and the preceding examples is that
it shows how multiple scenarios are sometimes relevant in a highly localised way.
While a hotel-cost calculation may need to take account of travel policies, other
lookups within the same situation may call on other context elements – such
as the preferred airlines to use for international flights, or the format to use in
displaying dates. We are now in the early days of investigating how such localised
scenario-management should best be presented to users.

Benefits. Today’s computing environments include many features designed to
help users by suggesting parameter values that, according to some designers’
heuristics, are believed to be of interest to the user. One common example is the
suggestion of which folder to use as the destination for saving a file. When the
heuristics match an individual’s pattern of use, these suggestions are welcome;
when there is a mismatch, the same suggestions can become a great frustration.

Explicit enumeration and offering of alternatives, as demonstrated here, in-
creases the chance that the value wanted on a given occasion is among those
offered by the system. There are also cases where the alternatives may remind
the user of forgotten options, or lead to serendipitous discoveries – for example,
happening to find a trip for which the cost of business-class travel is so near the
tourist price that it’s worth making the upgrade.

The gathering momentum of context-aware ubiquitous computing brings
many new opportunities for such tailored suggestions – and many opportuni-
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ties for frustration. We believe that subjunctive-interface techniques have an
important role to play in helping users to feel in control of the options available
to them.

3 Related Work

The origin of the subjunctive interface research theme was the observation that
users often want to explore alternatives, and that this is poorly supported by
applications that always require the user to commit to unambiguous input val-
ues. Terry and Mynatt [12], examining this issue in the domain of open-ended
design tasks, characterised existing applications as being tied to a ‘single state
document model’ that works against the legitimate need of designers to work
by experimentation, branching, evaluation and iteration. Terry et al. [13] later
demonstrated an interface that supports a form of simultaneous development of
alternative versions of a graphical design.

Recognising a corresponding need for exploration and experimentation in in-
formation access also has a long history: in 1989, Bates [14] argued against the
classic model of information retrieval, that posits a user iteratively refining the
definition of a query, with the goal of arriving at a single precise expression of his
or her information needs. Instead, Bates argued, interfaces should support the
less tidy reality of information-seeking in which users may adjust their expec-
tations, try alternative approaches, and benefit from relevant information that
they gather (‘berrypick’) along the way. Facilities for pursuing queries in parallel,
as described in this paper, at least free users from having to encapsulate their
interests in a monolithic query.

The emphasis on presenting alternatives in parallel can be seen as help-
ing users to place alternatives into context. This concern has been addressed
in various fields within HCI, including information visualisation [15] and the
development of direct-manipulation interfaces [16]. For viewing and comparing
alternatives within tabular data, for example, interfaces such as Polaris [17] pro-
vide rich facilities for constructing and reconfiguring tables, while the Table Lens
[18] lets a user visualise chosen rows relative to each other and to the full range of
values in each column. These tools, however, are limited to data suitable for row-
and-column display, while the goal of subjunctive interfaces is that alternatives
can be handled for any input or display region in an application.

Tools specifically designed to support interactive experimentation include
the Influence Explorer [19] and Spotfire [20], both of which project numerical
or ordinal data onto a two-dimensional graphical layout and provide interac-
tive controls allowing a user to highlight data elements or ranges. Comparison
is supported by the user’s ability to switch the display rapidly and reversibly
among different settings for the highlighting. Such dynamic switching is good
for drawing attention to subtle distinctions, especially along some continuous
range, but in other cases comparison may be better supported by simultaneous,
side-by-side presentation of a set of key cases as provided by a subjunctive in-
terface. In particular we believe that the use of widget multiplexers constitutes
an instance of the ‘small multiples’ approach, which Tufte [21] supports with
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the comment that ‘Multiples directly depict comparisons, the essence of statis-
tical thinking’ (p.105). Roberts [22] likewise recommends view multiplicity in
computer interfaces as a way to encourage users to try out alternatives.

The cell-and-formula approach of C3W and HIBench aims to capitalise on
users’ familiarity with the spreadsheet model. Other well known spreadsheet-like
systems include Forms/3 [23] and the Information Visualization Spreadsheet [24].
In general, such projects selectively adopt or abandon various features of what
could be called the traditional spreadsheet. Our use of formulas conforms to
the tradition that each formula determines the value of just one cell; on the
other hand, our implementations are not alone in breaking free of the restriction
that cells should contain only text or numbers, or the idea that cells should be
positioned and named according to a tabular grid. And while we do use Microsoft
Excel r©’s API to support formulas in C3W, our handling of multiple scenarios
is quite different from Excel’s scenario management facilities – most notably in
our insistence that cells’ contents always be manipulated and displayed in place,
rather than by calling on specialised input dialogues or pivot tables.

4 Future: Recipe-Based Exploration

As was mentioned in the Introduction, the example applications presented here
have been developed in a spirit of exploring and illustrating interface concepts.
While the studies carried out on the census browser show that users can un-
derstand facilities of the kind offered in a subjunctive interface, and that for
certain tasks such an interface can give large, statistically significant perfor-
mance benefits, clearly much remains to be done in delivering this work as a
general contribution to HCI research.

Our main efforts are now focussed on the concepts demonstrated in the two
spreadsheet-like systems: C3W (Sect. 2.2) and HIBench (Sect. 2.4). We consider
these as early examples of tools supporting Recipe-Based Exploration – a spe-
cialisation of the subjunctive interface concept, suited to applications that can
be characterised as spreadsheet-like acyclic graphs of cells and formulas. This
application model, which we believe can subsume a wide range of today’s appli-
cations (including, not least, spreadsheets), offers opportunities to simplify the
handling of knock-on effects of alternative values assigned to cells within the
dependency graph.

One goal for recipe-based exploration is to make effective use of mixed-
initiative variation – i.e., where the system can take the initiative in creating
alternative scenarios to help a user understand the range of possibilities on offer.
We believe this will be important in handling the increasing amount of infor-
mation offered by the systems pervading our working and living environments.
When context-sensing computational agents clamour to provide people with in-
formation, recommendations, connections and a cornucopia of other services,
no heuristics could sensibly boil down all these offers to a single recommended
source. Users must be given the opportunity to explore and evaluate the alter-
natives that are on offer; in doing so, they should be supported by the multiple-
scenario capabilities of subjunctive interfaces.
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Eye Movement Navigation Interface
Supporting Reading

Satoru Morita
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Abstract. To read Japanese document fast, it is important to decrease
the time required the understanding and the number that viewpoint
moving backward. In this paper, we propose the navigating interface to
read Japanese document fast and the eye movement information pro-
cessing model in reading Japanese document. We show that the reading
speed becomes to be fast if human is navigated by using the interface
such as the distance between neighbor fixation points become to be long.
The result measured for human is similar to the computer simulation.
This computer simulation is realized by introducing the mechanisms that
the viewpoint moves backward based on the resolution and the short-
term memory integrated by using feature matching to the traditional
eye movement model. The eye movements according to the 24 kinds of
information processing models are realized and evaluated using the navi-
gation interface. Human eye movements for 15 experiments are measured
using the navigation interface. We show the effectiveness of the eye move-
ment model from these results. Moreover, it is found that the reading
time can be shortened by using the eye movement navigation interface
with the colored marker in the text window.

1 Introduction

In order to read quickly, it is necessary to decrease fixation time, fixation fre-
quency, and the number of times the viewpoint moves backward on a line. It may
be considered useful for increasing reading speed to place marks at constant in-
tervals along the printed line, with the eye being trained to decrease fixation
frequency.

On the other hand, the interface to get viewpoint positions has been stud-
ied[1]. And the method how to control the text scrolling using the viewpoint
information is proposed[2]. We can click the scrolling bar and the icon displayed
in the screen using the viewpoint. We generate an eye movement navigation in-
terface that is composed of a laptop computer, the stand fixing the head, and an
eye mark camera. We set the mark position at a constant interval. We introduce
a method in which a document cannot be read without looking at colored fonts.
Initially, 20 characters are concealed from the viewpoint in the forward direction
using an × mark. As soon as the viewpoint is on the mark, the letters can be
looked at. Eye movement is navigated using the moving colored font and mask
according to the current viewpoint.

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 33–48, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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The relation between the short-term memory[3] and reading is discussed[4,
5]. On the other hand, the relation between the short-term memory and vision
is discussed[6]. In this paper, we take the attention to the relation between the
short term memory and vision in reading. We regard the image saved in the
short-term memory as the image which human looks at[7, 8]. We cannot read
the letter due to its low resolution at the periphery of foveated vision. If the
resolution of the short-term memory is is under the constant resolution, the
viewpoint moves backward along the line because we cannot read the letters.
If the resolution of the short-term memory is over the constant resolution, the
viewpoint moves forward along the line because we can read the letter. The
document is not recovered from the short-term memory image if the document
is integrated without considering the movement by scrolling the text. The short-
term memory image can be recovered by matching features. It is confirmed
that that decreasing the load of the feature-matching task and decreasing the
resolution necessary for the understanding of the clauses results in a fast reading
speed. We apply for the eye movement model based on the short-term memory
to that in reading English [9–12]. In this paper, we extend the eye movement
model to that in reading Japanese.

The psychology related to reading speed is studied[13]. The properties of the
duration time to read a word is duscussed. The first fixation position on a word
resulting in identifying the word most quickly has been called OVP. This phe-
nomenon that OVP appears has been called OVP effect[14–22]. Psychological
aspect of eye movement in reading such as the OVP is sumulated[11, 12]. The
relation between the reading speed and the factor is analyzed using the eye move-
ments simulated for the several situations. In order to increase reading speed, I
found that the average resolution required for the understanding of the clause
region should be decreased, the distance between the mark and the viewpoint
should be increased, and the saccad distance along the line should be increased.
We measure human eye movement navigated by mark and examine features.
We show this method’s effectiveness by comparing human eye movement to the
simulated eye movement.

We explain the navigation mark and scrolling method in section 2, and the
eye movement information processing model reading Japanese in section 3. Eye
movement is simulated according to the eye movement model based on the nav-
igation interface described in section 4. Human eye movement measured using
the eye movement navigation interface is shown in section 5. Finally, we examine
a method for shortening reading speed.

2 Scrolling Text and Navigation Interface
Using Colored Letter

Scrolling texts are used in such applications as movie credit and as passenger
guides in mass transit systems. Scrolled text is commonly used to convey infor-
mation using a small display and large letters. Generally, the text scrolls in the
forward and upward directions.
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– Text scrolls in the backward direction in reading.
– Text scrolls in the upward direction.

It is known that the speed of reading normal non-scrolled text is faster than
the speed reading a scrolled text. Reading the scrolling text has been studied
based on psychological measurement[2]. The average speed for reading normal
printing is 278 (letter/minutes). The average speed for reading scrolled text is 96
(letter/minutes). But we find that the understanding degree between normal
non-scrolled text and scrolled text do not differ. It is found that we read the
scrolling text slower than the normal text which does not scroll. The speed for
reading scrolled text is 20 pixels and 60 pixels per 200ms in the forward reading
direction. The speed of scrolled text is 5 pixels per 200ms in the upward direction.
Upward-scrolled text is used for movie credits text, and text scrolling forward is
used for the passenger guidance on public transportation.

In general, the eye movement in reading is composed of fixations, eye move-
ments in which the viewpoint moves forward and backward along a line and
movement of the eye to the next line. As a child develops reading skill, the fixa-
tion frequency and backward eye movements decrease as shown in Table 1. The
important factors necessary for text to be read quickly are the following.

a. smooth movement to the next line
b. decreasing fixation frequency
c. shortening fixation time
d. decreasing fixation frequency of backward eye movement

The viewpoint is always navigated by putting the mark are constant distance
from the viewpoint along the line in consideration of these factors. Human can
be trained to reduce the fixation frequency decreases by lengthening the distance
between mark and the current viewpoint. We extend this to the method which
navigates actively according to the viewpoint derived using an eye mark camera.
It is useful to use the navigating mark and scrolling based on the viewpoint shown
in this paper. We must know the viewpoint in order to realize the present system.
In this paper, we generate an eye movement navigation interface composed of an
eye mark camera, a laptop computer and a stand fixing the head. The eye mark

Table 1. Development of eye movement

Grade Fixation Frequency Fixation reading
frequency viewpoint moves time letters

backward
/100letter /200letter time num/s

1 136.2 21.9 330 2.14
2 97.6 15.2 291 3.45
3 64.6 8.4 267 5.78
4 51.7 5.4 203 8.92
5 44.4 4.1 228 9.41
6 45.7 2.7 198 9.30
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(a)

(b) (c)

Fig. 1. (a) Eye movement navigation system (b)The navigation display scrolling for-
ward (c)The navigation display scrolling upward and not scrolling

camera used in the experiment is EMR-8 generated by the NAC corporation.
Figure 1(a) shows the eye movement navigation interface. The colored fonts are
used for the current candidate viewpoint and the next candidate viewpoint. The
20 letters in the forward reading direction from the current candidate viewpoint
are concealed using × marks. The background color, the normal font color, and
the special font color are black, green, and white, respectively. It is necessary
to move the viewpoint according to the current candidate viewpoint shown by
the navigation interface. Figure 1(b) shows the display in the case of scrolling
text in the forward direction and Figure 1(c) shows the case of scrolling the text
in the upward direction. Rayner and Bertera found that when foveal vision was
masked, reading was still possible from parafoveal vision but at a rate of only 12
words per minute using the moving-window technique[23]. Similarly, the × mark
and the colored font moves actively according the current viewpoint position in
our proposed system.

3 Eye Movement Model in Reading Japanese

Reading speed is determined by fixation frequency, fixation time, backward and
forward eye movement, and the smoothness with which the viewpoint moves
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to the next line. In this paper, we simulate human eye movement reading the
scrolled text. The information processing model in reading Japanese differs from
that in reading English because Japanese does not have spaces between words
while English does[11, 12]. We propose an eye movement information model of
reading Japanese.

3.1 Foveated Vision

People perceive objects by sensing light via eyesight. The light coming into the
eyeball from the pupil is received by photoreceptor cells which exist at the back
part of the retina. Then the ionic permeability of the cells’s membrane changes
and negative potential occurs in the cells. The change of the potential is trans-
ferred to ganglion cells, which exist over the surface of the retina, through hori-
zontal cells, bipolar cells, and amacrine cells. A ganglion cell receives the electric-
ity from more than one photoreceptor cell in the receptive field of the ganglion
cell. The ganglion cell generates impulses of different frequency according to the
potential occurring in the cell. From the eye ball, the impulsed travel to the optic
nerve. Photoreceptor cells are classified as cones or rods. Rods work in a dim
light and do not exist at the fovea. Cones work in light and many cones exist at
the fovea. The density of cones is 150000 cells/mm2 at the center of the fovea
and are reduced to 10000 cells/mm2 at the periphery of the fovea[24]. Therefore,
people can distinguish objects in detail at the fovea only. In this paper, we realize
foveated vision based on the following sampling model. We use the ratio of the
number of sampled pixels to the number of pixels in an area as the resolution of
the area. Reso(x) gives the resolution at a position x pixels away from the center
of the fovea. If this value is 0.1, the receptive fields exist at 100 points among
1000 points. We generating the receptive field randomly according to statistics.
The resolution is represented using %.

Reso(x) is shown below using the sigmoid function,

Reso(x) =
1 + exp (−ab)

1 + exp (a(x − b))
(1.0 − 0.067) + 0.067. (1)

The decrease of resolution depends on two parameters a and b. a = 1.0, b = 70.0.
Reso(x) is 1.0 at the center of the fovea and is reduced to 10000/150000≈0.067
on the periphery due to the decrease of the cone’s on the human retina. A fovea
image is generated by sampling each pixel on an original image according to the
resolution at the pixel. The pixel where the resolution is 0.8 is sampled at 80%.
Figure 2 shows the change of Reso(x). The horizontal axis is the distance between
the fovea center and the sampling point. The vertical axis is the probability
which the receptive field exists. If the probability which the receptive field exist
is high, the resolution of the seeing image is high. We explain how to generate
the attention region. A 150× 24 pixels rectangle is situated forward and behind
the current viewpoint. The unit of resolution is %. 100% is the highest of all
resolutions and the point is on the receptive field. The radius of the viewpoint
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Fig. 2. The resolution change in foveated vision

Fig. 3. Calculation of the attention region

field is 250 pixels. The attention region is generated using a rectangle size of
150 × 24 pixels as shown in Figure 3.

3.2 Short-Term Memory

It is considered that information saved in the short-term memory for adequately
20 seconds plays an important role. Recently, the importance of the relation
between vision and the working memory has been investigated[6]. In the present
paper, we examine the relation between the short term memory and vision, and
regard the image saved in the short-term memory as that image which the human
recognizes. A human does not apprehend movement though his or her eye moves
quickly. Similarly, a human feel that the image at which he or her looks does
not suddenly move though his or her eye moves quickly. The reason is that the
image that human looks at is not the instant image, but the image integrated
some foveated images in the short-term. Thus, while the instant image changes
suddenly, it is difficult to change the integrated image quickly[8]. So we think
it adequate that the image which a human recognizes is a integrated image. So
we generate the integrated 2D image while the eye moves quickly. We call this
a short-term memory image.

First, we generate a short-term memory image. The receptive field is defined
using the statistics calculated from the distance between the center of retina
and the sample point. The color of each pixel is the same as the color in the
neighbor receptive fields. Initially, an image in foveated vision is generated, and
it overlaps with the current viewpoint in the short-term memory. If the pixel
resolution of the current foveated image is greater than that in the previous
short-term memory image, the pixel value is updated. If not, the pixel value is
not updated. The size of the short-term memory is limited. We use the time
value to give the limit for each pixel. We delete the old pixels in the short-term
memory image.
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We calculate the geometric distance between the RGB values of neighbor
edges. We define E(x, y) as the weight of the edge feature. Resolution Reso(x)
is the probability that the sample point is on the receptive field. If the value
is 0.0, it is not a receptive field. If the value is 0.5, the receptive fields tend
to exist in two positions. We define the eye movement probability so that the
eye movement probability becomes to be high for the object which you do not
observe carefully. Thus we define a viewpoint using short-term memory image,

Sum = Σ(x,y)∈Fe(1.0 − Reso(x, y)).

F e is the set of feature points in the short-term memory image. The probability
P (x, y) by which the feature point (x, y) is selected as the next viewpoint are
defined in the following:

P (x, y) =
E(x, y) · (1.0 − Reso(x, y))

Σ(x′,y′)∈FeE(x′, y′)(1.0 − Reso(x′, y′))
.

We define the next viewpoint according to P (x, y). The next viewpoint tends
to exist on an edge in which the color difference between the neighbor points is
high and the resolution is low.

3.3 Eye Movement Model in Which the Viewpoint Moves Backward

Subjects were asked to look at a string consisting of 9 letters presented on a
monitor for 20ms, and to determine by pressing a response key whether or not
a prespecified letter was in the string. Nazir, O’Regan and Jacobs[25] examined
the relationship between the frequency of identifying a prespecified letter and
the distance between a viewpoint and the letter. The farther away a letter was
from a viewpoint, the lower the probability of identifying the letter was. If the
distant between the viewpoint and a letter is far, the resolution of the foveated
image on the letter is low. We think that the resolution related to identify the
letter as well as the distant between the viewpoint and a letter.

We propose a model in which viewpoint moves backward along the line if
the average resolution required to understand the content of the clause region
is not over the constant value. Generally, backward eye movement is related to
understanding; the viewpoint moves backward along the line if a human cannot
understand the text content. In this paper, we regard the short-term memory
image as the image that human looks at. The reason why the frequency of back-
ward eye movements decreases is that a human can become to understand the
letters in the clause even if the resolution is low. As shown Figure 3, human
looks at a rectangle with a size of 150 × 24 pixels in the forward and backward
directions during reading. If the average resolution is required to understand the
content within the rectangle region is over a constant value, the attention region
is only right rectangle. If not, the attention region is fixed both the right and
left rectangles. Edge number is calculated inside the 150 × 24 pixel rectangle.
The edge intensity is the geometrical distance between neighbor colors. We re-
alize the eye movement that the viewpoint moves backward along the line. In
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this experiment, we use 60% and 90% as the average resolution’s required to
understand the content of the clause region. If the average resolution is low, we
can understand the clause’s content. If the average resolution is high, we cannot
understand the clause content. In the proposed information processing model,
the document can be read quickly by gradually decreasing the average resolution
required to understand the clause’s content. Figure 4 shows the clauses used in
the experiment.

Fig. 4. Clauses of the document used in the experiment

3.4 Memory Integration Using Feature Matching

Human can read scrolled text as easily as they can read non-scrolled text. The
letters cannot be adequately recovered in the short-term memory image if the
image is integrated without considering the letter movement by scrolling. So it
is difficult to read the short-term memory image recovered without matching
features. The short-term memory image can be adequately recovered in the case
of reading a scrolling text. It is necessary to match features to make up the
gap caused by scrolling. Edge densities are compared for all pixels of the two
images and the optimal position is calculated. If the short-term memory image
is regarded as the understood image, the letter cannot be understood because
the short-term memory image is not recovered. It takes the time required for
the feature matching to recover the short-term memory. This is a reason why
the time necessary to read scrolling text is three times longer than the time
necessary to read the normal text.

4 Simulating Eye Movement Based on Navigation

We simulated eye movement for 24 settings in which the distance between the
viewpoint and the mark varies from 100 to 125 pixels or from 75 to 100 pixels, and
the scrolling speed is ether 20 pixel/s or 5 pixel/s and the average resolution is
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Fig. 5. (a)Display of eye movement navigation system. (b)Short-term memory im-
age.(c)Foveated vision.(d)Short-term memory edge image in which viewpoint moves to
the next line.(e)Short-term memory edge image in which viewpoint moves along the
line.(f)Short-term memory image of the 100th viewpoint

ether 90% or 60% while feature matching is used to generate images in the short-
term memory, as shown in Table 5 and Table 6. Figures 5 (a), (b), (c), (d), (e),
and (f) show the image of the eye movement navigation interface, the short-term
memory image, the foveated vision image, the short-term memory edge image
necessary for the viewpoint to move to the next line, the short-term memory
edge image along the line, and the short-term memory image, respectively.

Normal non-nscrolled text is used from model1 to model6. Upward-scrolling
text is used from model8 to model12. Forward-scrolling text is used for model8
and from model13 to model24 . Fixation frequency, the eye movement frequency
that viewpoint moves forward and backward, the saccad distance of eye move-
ment, the average distance, skip frequency, and the time are shown in Table
3. The time units are converted to seconds based on the numbers. The average
fixation time in terms of seconds is calculated by multiplying 200ms which is the
average time in a fixation. The order of the reading speed is model6, model4,
model2, model1, model5 and model3. The frequency in which the viewpoint
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moves backward increases in the case that the distance between mark and the
current viewpoint is from 125 pixels to 150 pixels.

Especially, in the model that the average resolution required to understand
the content of the clause region is not over 90%, the frequency of the eye move-
ment that viewpoint moves backward in reading becomes to be much.

Table 2. Eye movement experiments us-
ing eye movement information processing
model

model scrol match guide region reso.
lution

1 × − use 75 − 100 90
2 × − use 75 − 100 60
3 × − use 125 − 150 90
4 × − use 125 − 150 60
5 × − × − 90
6 × − × − 60

7 ← 20 − use 125 − 150 60
8 ↑ 5 − use 125 − 150 60
9 ↑ 5 use use 75 − 100 90
10 ↑ 5 use use 75 − 100 60
11 ↑ 5 use use 125 − 150 60
12 ↑ 5 use use − 60

13 ← 20 use use 75 − 100 90
14 ← 20 use use 75 − 100 60
15 ← 20 use use 125 − 150 90
16 ← 20 use use 125 − 150 60
17 ← 20 use × − 90
18 ← 20 use × − 60

19 ←60 use use 75 − 100 90
20 ←60 use use 75 − 100 60
21 ←60 use use 125 − 150 90
22 ←60 use use 125 − 150 60
23 ←60 use × − 90
24 ←60 use × − 60

Table 3. Results of eye movement simu-
lated using the eye movement information
processing model

no. gaze for back for back time
num word word word skip

num num pixel pixel num num

1 352 246 106 105.9 107.3 96 355
2 176 156 20 107.8 103.0 40 178
3 367 243 124 118.4 113.3 125 374
4 164 139 25 127.4 117.9 70 165
5 359 250 109 110.5 118.5 119 372
6 167 147 20 112.7 94.3 47 159

7 − − − − − − −
8 − − − − − − −
9 225 182 43 101.3 113.8 64 241
10 136 135 1 99.65 94.00 32 153
11 118 118 0 116.1 − 37 133
12 129 128 1 107.9 64.00 29 145

13 271 179 92 128.2 89.47 99 278
14 141 128 13 124.7 97.00 47 142
15 285 181 104 136.4 95.80 112 287
16 130 118 12 136.6 113.5 55 131
17 321 200 121 132.3 96.64 103 327
18 148 129 19 128.7 98.05 53 150

19 258 140 118 159.0 63.69 98 283
20 109 90 11 159.7 80.55 48 178
21 224 124 100 173.9 67.38 86 254
22 97 89 8 172.8 72.63 52 100
23 259 143 116 159.4 69.82 89 294
24 100 91 9 169.1 69.89 51 103

Figure 7(a), (b), (c), and (d) show the short-term memory image for model16,
model7, model11, and model8, respectively. We cannot read the short-term mem-
ory image without matching features in model7 because the short-term memory
image moves. In model7 and model8, we cannot read the short-term memory im-
age without matching features, because the short-term memory image moves by
scrolling text. We cannot recognize the letter because the short-term memory im-
age becomes distorted. As the letters are adequately recovered in the short-term
memory image by integrating the foveated vision images using feature matching,
a human can understand the document’s contents. In model16 and model11, the
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Fig. 6. Tracking results for eye movement generated by eye movement information pro-
cessing models: (a)model1, (b)model2, (c)model3, (d)model4, (e)model5, (f)model6,
(g)model16, (h)model7, (i)model11, (j)model8

(a) (b)

(c) (d)

Fig. 7. Short-term memory image for (a)model16, (b)model17, (c)model11, (d)model8
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time is required to integrate the foveated vision images using feature matching;
this takes about three times as long as the reading time. But the time necessary
for understanding for the scrolling text does not change in comparison with the
time necessary for understanding the normal text in the case of using matching
features.

As Table 2 and Table 3 show, many letters can be read in the case that
the distance between the mark and the viewpoint is from 125 to 150 pixels and
the average resolution required to understand the content of the clause region is
90% in a scrolling text. On the other hand, more letters can be read in the case
that the distance between the mark and the viewpoint is from 125 to 150 pixels
and the average resolution required for understanding the content of the clause
region is 60% and the scrolling speed is 20 (pixel/200ms). More letters can be
read in the case that the distance between the mark and the viewpoint is from
75 to 100 pixels and the average resolution required to understand the content of
the clause region is 60% and the scrolling speed is 60 (pixel/200ms). This is the
reason why the resolution does not become high and the eye movement in which
the viewpoint moves backward increases if the distance between the viewpoint
and the mark is too long.

5 Measuring Human Eye Movement Based on Navigation

We measure a eye movements when the subjects read 580 Japanese. The image
size is 1220 × 920 pixels and the letter size is 24 × 24 pixels. We executed the
experiments of the 15 settings shown in Table 4.

In no. 1, no. 2, no. 3, and no. 4, the subjects read normal text which does not
scroll. In no. 5, no. 6, no. 7, and no. 8, the subjects read text which scrolls in the
forward direction in reading. In no. 9, no. 10, no. 11 and no. 12, the subjects read
the text which scrolls in the upward direction in reading. The distance between
viewpoint and the mark used for the navigation is 9(cell), 19(cell),29(cell), and
39(cell) which are the same as 4.5 letters, 9.5 letters, 14.5 letters, and 19.5
letters, respectively. In no. 12, no. 13 and no. 14, the subjects read the text that
does not scroll, and the text that scrolls backward and upward without the eye
movement navigation, respectively. We regard the viewpoint movement as the
fixations. The subjects were instructed to look at the mark which is the current
candidate viewpoint. 20 letters are concealed using ×. The subjects could read
the document, if the viewpoint is on the next mark. We got a result as the
averages of the five measurements, after we measure five times a experiment.
The background color was black and the font color was green. The colored font
was white because the difference between black and white is important for eye
movement navigation. The cell size was 24 × 12 pixels which is 0.5 letters.

Table 5 shows the result measurements. The reading time in the case of the
text scrolling in the left direction is two times as long as the normal reading time.
On the other hand, the difference of reading speed is not remarkable in the case
of the text scrolling upward. In the case in which the subject read a static image,
the reading speed for a 9.5 letter distance is slower than the reading speed for a
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Table 4. Experiments measuring hu-
man eye movement using a navigation
interface

no. mark scroll scroll mark mask
direct speed distance width

(cell) (cell) (cell)

1 o − − 9 40
2 o − − 19 40
3 o − − 29 40
4 o − − 39 40

5 o ← 3.0 9 40
6 o ← 3.0 19 40
7 o ← 6.0 29 40
8 o ← 6.0 39 40

9 o ↑ 0.2 9 40
10 o ↑ 0.2 19 40
11 o ↑ 0.2 29 40
12 o ↑ 0.2 39 40

13 × − − − 40
14 × ← 6.0 − 40
15 × ↑ 0.2 − 40

Table 5. Results of measurement of human
eye movement using navigation interface

no. gaze for back for back time
word word word word skip

num num pixel pixel num s

1 523 331 192 101.4 70.20 53 75.7
2 433 281 152 133.0 70.47 18 57.4
3 367 224 143 113.5 81.51 7 48.6
4 345 230 115 95.44 94.65 9 42.0

5 841 300 541 282.3 75.08 212 120.8
6 847 374 473 266.7 84.26 113 113.5
7 512 152 360 208.5 48.61 22 58.2
8 508 177 331 211.7 57.24 26 59.1

9 206 147 59 96.26 95.10 37 36.7
10 212 142 70 86.80 90.21 13 32.3
11 241 144 97 84.83 91.65 5 35.4
12 228 131 97 79.02 95.10 3 29.6

13 291 212 79 132.9 67.76 40 50.9
14 809 360 449 179.6 61.05 170 111.5
15 232 170 63 139.2 96.08 35 42.5

4.5 letter distance and faster than the reading speed for a 19.5 letter distance.
If the mark position from the viewpoint is distant from 9.5 letter to 19.5 letter,
the reading speed is comparatively fast.

The speed required to read the text scrolling forward is twice as slow as
the speed required to read the normal text which does not scroll. This is the
same as the speed required to read when not using the navigation mark. As the
distance between the mark and viewpoint increases, the reading speed increases.
The reading speed for upward-scrolling text decreases as the distance between
the mark and the viewpoint increases. The reading speed for normal text which
does not scroll is the fastest.

We can define the optimal saccad distance required to increase the reading
speed. The human reading speed measured without a navigation interface is
optimal for a distance between 14.5 and 19.5 letters. The human reading speed
measured without a navigation interface is faster for the a 4.5 letter distance for
upward-scrolling text.

Eye movement in which the viewpoint moves backward is related to word
understanding[5]. Low resolution is required for words used frequently while the
high resolution is required for words used occasionally in order to understand a
text’s contents. We can define the resolution of all words. Thus we can include
the properties necessary for the understanding for words in the eye movement
information processing model. When human reads a document, the viewpoint
sometimes skips frequently used short words because the resolution required for
the understanding is low.
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6 Training and Reading Speed

Table 6 shows the reading speed and the average resolution required to un-
derstand the content of the clause region. If the average resolution required to
understand clauses is high, the reading speed is slow. Table 7 shows the average
resolution over 180(num) for all distances between the viewpoint and the mark
position.

Table 6. Relation between reading speed and the average resolution required for un-
derstanding

(re gaze for back for back time
sol word word word word skip
uti
on) num num num pixel pixel num num

0.5 154 140 14 114.1 92.07 50 156
0.6 167 147 20 112.7 94.30 47 169
0.7 190 160 30 111.4 104.0 47 193
0.8 183 153 31 119.3. 118.6 59 187
0.9 359 250 109 110.5 118.5 119 362

Table 7. Resolution between the navigation mark position and the average resolution
required for understanding

pos. 0 − 25 25 − 50 50 − 75 75 − 100 100 − 124 125 − 150

res. 0.6 0.6 0.6 0.7 0.7 0.8

In order to increase reading speed, the average resolution should be decreased,
the distance between the mark and the viewpoint should be increased, and the
saccad distance along the line should be increased. However a decrease in average
resolution cannot be achieved suddenly. In order to do this, we examine the
optimal mark positions that allow the document to be read quickly. Next, we
gradually lengthen the distance between the viewpoint and the position of the
mark. Thus reading speed can be increased.

The fixation point movement in reading the Japanese document include in
580 letters is measured for a university student. The image size is 1220×920 pixels
and the letter size is 24 × 24 pixels. The head of the subject with the eye mark
camera is fixed to the jaw stand. The some simple questions are requested after
the subject read the document. If the result dose not reach to the point required
for the understanding the document, the data is rejected. The width between
the viewpoint and the mark changes from 3 letters to 10 letters per a half letter.
The data is measured 5 times for each width. The data is measured 10 times
without supporting the navigation interface before the experiment. Similarly,
the data is measured 10 times without supporting reading with the navigation
interface after the experiment. Table 8 shows the medium result in 10 data. no.1
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shows the result before supporting reading with the interface. no.2 shows the
result after supporting reading with the interface. The reading time change from
59.15 (s) to 33.40 (s), and you can find that the reading time decrease. While
the average forward distance become to be long, the number that viewpoint
moves backward decreases. As a result, the reading time decreases. Thus, it is
found that the reading speed can be increased by training with the viewpoint
navigation interface.

Table 8. The results of human eye movement measured without navigation interface
and with navigation interface

no. gaze for back for back skip time
num word word word

num num num pixel pixel num s

1 287 217 70 78.93 118.0 56 59.15

2 133 112 21 112.2 76.71 45 33.40

7 Conclusions

We show that the reading speed becomes to be fast if human is navigated by
using the interface such as the distance between neighbor fixation points become
to be long. But the reading speed become to be slow if human is navigated using
the interface such as the distance between neighbor fixation points is longer than
the constant time. The result measured for a human is the same as the computer
simulation. This computer simulation is realized by introducing the mechanisms
that the viewpoint moves backward based on the resolution and the short-term
memory generated by using feature matching to the traditional eye movement
model. Moreover, it is found that the reading time can be shortened by using the
eye movement navigation interface with the colored marker in the text window.
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Abstract. The concepts of memetics and the development of meme me-
dia implementations have set the stage for a new generation of knowledge
processing systems in which knowledge evolution may take place. When
the evolution of knowledge goes beyond the imagination of humans, we
will arrive at a new quality of human-computer co-operation.
The evolution of knowledge is of a particular interest in domains where
the future is clearly unforeseeable, but where a rapid growth of knowledge
is highly desirable. Medical therapy is such an area of a particularly great
importance.
IntelligentPad technologies as a form of meme media implementation are
used to formulate and represent medical therapy knowledge, to set up
meme pools and to allow for the evolution of knowledge beyond human
expectations.
This paper is reporting about the authors’ first steps and is intended to
lay the cornerstone of a related research and development program.

1 Introduction and Motivation

Memetics is seen as outlined in the truly exciting books by Richard Dawkins [4],
Susan Blackmore [3] and Yuzuru Tanaka [9]. Richard Dawkins has attracted the
world’s attention to the phenomena of cultural inheritance and has introduced
his seminal concept named meme. Susan Blackmore has taken the initiative to
discuss the relevance of Dawkins’ perspective from a psychological and from a
somehow philosophical point of view telling all of us that we are affected by
Dawkins’ work. It is, naturally, up to you whether or not you feel personally
affected by memetics, and this might easily become a slightly esoteric discussion.

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 68–87, 2004.
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But Yuzuru Tanaka, fortunately, has seized Dawkins’ suggestion and devel-
oped it towards concepts, implementations and applications in computer science.
He has coined the key term meme media.

The present approach relies on Tanaka’s trend-setting work taking Dawkins’
and Blackmore’s contributions seriously.

We want to contribute to the endeavour of enabling computer systems to
foster true knowledge evolution – the benefit for humans will be paramount.
This may be understood as a contribution to new knowledge media in action as
envisaged by Mark Stefik [8].

There are two more or less independent starting points from which to under-
take such an endeavour. One is technology development as an inevitable basis;
see [6] for a recent publication of the second author. Another one is identifying
existing meme pools and working on evolution-driving forces. For the present
investigation, the first author has brought in the domain and currently under-
takes corresponding work on knowledge processing and, in particular, knowledge
generation as previously done by the third author; see [2], e.g.

In particular, the application domain chosen is medical therapy planning;
Based on former work in planning for complex dynamic domains (see [1], [2]).

2 Peculiarities of the Application Domain

We briefly describe characteristics of the application domain to reveal it’s ap-
propriateness for a meme media based approach to foster knowledge evolution.

Planning is a traditional research area of Artificial Intelligence. Traditional
planning was dominated by logical approaches and by procedures more or less
deductive in spirit. Conventional actions in deductive planning have so-called
preconditions and postconditions. Their executability can be logically verified,
and they change the world in a deterministic manner such that corresponding
effects can be logically recorded.

In contrast, many practically relevant application domains are complex and
dynamic such that deductive planning is inadequate by nature.

Oksana Arnold [1] (see also [2]) has investigated planning in complex and
dynamic environments like industrial process control. Chemical installations are
characteristic application cases.

In those domains, automated reasoning, in general, and computer-assisted
planning, in particular, is invoked when the underlying process is in trouble.
Then, there is typically some lack of data and complete knowledge for deductive
reasoning is not available. The most exciting planning tasks are inductive in
spirit – planning is learning [2].

Reasoning over those application domains, especially computer-assisted or
fully automated reasoning like diagnosis and control, is complicated by a number
of peculiarities classified into three groups as follows [1]:

[i] fundamental peculiariries characterizing dynamics and complexity,
[ii] domain-specific dynamics,
[iii] derived, but essential peculiarities.
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For every class of peculiarities, we are giving a few instances to illustrate the
type of difficulties we are facing and going to attack by means of meme media
technologies.

[i] Fundamental Peculiarities
• Several target parameters can not be controlled directly. For instance,

a human’s blood pressure can only be controlled through a number of
indirect medications.

• There are several process parameters of which one can not regularly
access current values. Repeated tests, though possible in principle, may
by physically exhausting and mentally unacceptable to human patients.

• The execution of some actions may depend on external resources the
availability of which may be locally undecidable. This is particularly true
for actions which depend on environmental details like communication
channels, transportation facilities and administrational customs.

[ii] Domain-Specific Dynamics
• Certain constraints underlying the executability of actions need to be

satisfied throughout the whole execution period of some action. For in-
stance, some medication may necessarily require the absence of fever.

• The execution of actions is time-consuming. The amount of time neces-
sary to complete some actions can not be estimated, in general. Usually,
so-called time-outs serve as an upper time limit for executing actions.

• Usually, there are alternative actions. Those actions may have advantages
and disadvantages; there might be no clearly preferred decision.

[iii] Derived Peculiarities
• So far, the human body is only insufficiently understood. There are far

too many process parameters to be taken into account. Data has to be
dropped and, thus, all information is incomplete by nature.

• The state of the human body changes even in case no actions at all are
executed. There is no assumption of persistency.

• There are many interacting processes, and even if a current plan is per-
fect, it may fail by an unexpectable interaction with some other process.
For instance, a schedule of surgery may be perfect, but break down if
some doctor falls ill. It may also surprisingly turn out that some therapy
treatment is more exhausting for a patient than initially expected.

The domain of planning in complex, dynamic environments, in general, resp.
medical therapy planning, in particular, is deemed highly appropriate for meme
media applications. First, the building blocks of knowledge available in the area
can be reasonably mapped to meme media objects. Second, a central type of
knowledge manipulation in practice truly consists in plugging those building
blocks together. Third, due to the complexity of the domain, the evolution of
knowledge through successful assembly of building blocks and application of
composite meme media objects is essentially unforeseeable. Fourth, the domain
– especially the restricted medical case – is of great practical importance and
does attract sufficient public interest such that there is hope to bridge the gap
from academic cutting-edge investigations to sufficiently large application cases.
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3 Therapy Plan Generation and Execution Scenarios

Before going into the details of memetics for medical therapy planning, we need
a vision of the future of memetic knowledge processing and evolution.

In the medical domain, the importance of decisions to human beings, to
their health and life, and the derived liability of decision makers form particular
obstacles to automated knowledge processing. This is beyond the present paper,
but it has to be taken into account.

The current state of affair is characterized by therapy planning completely
done by humans who, at most, use computers as tools for typewriting, printing
and documentation purposes.

In contrast to the current state of affair, information and communication
technologies offer the prerequisites for automated knowledge processing ([1], e.g.).
We are on the cusp of bringing memetics to work in this area, driven by our own
interest to see knowledge evolution taking place.

How to proceed gradually? How to introduce memetic knowledge processing?
How to embed science and technology under development into a quite complex
environment?

The plan generation may be seen as a separated task depicted as a box in
an IT infrastructure visualization. Other components are constraint evaluation
having, so to call, a particular dynamic logic as plug-in, plan execution, and
monitoring (see Figure 1).

Fig. 1. Therapy Plan Generation in a Knowledge Processing Infrastructure

At a first stage, one may see Therapy Plan Generation as a task performed
by hand. A meme media based planning tool may be invoked to support plan
generation based on the Planning Meme Pool. If the employed logic is specified,
Constraint Evaluation may be fully automated from the early beginning.

Re-planning is invoked when Plan Monitoring identifies invalid constraints.
On later stages of the implementation process, further components may be

transformed into autonomous knowledge processing devices. But in contrast to
process control [1], Plan Execution might never be completely automatic.
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4 Medical Therapy Memes and Meme Pools

There is an enormous amount of knowledge in medical therapy which is currently
more or less available. The authors are aware of the problem that making this
knowledge available to computerized processing may take some time. Especially,
a world-wide distribution of medical knowledge is not only facing technological
obstacles, but also social, ethical, commercial, legal, and a large variety of other
cultural difficulties. The authors refrain from going into these details and focus
on scientific and technological investigations, exclusively.
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Fig. 2. Process of Patient Integration into a Randomized Clinical Trial in Germany

To avoid topical controversies on medical issues, for which the authors are not
competent, the illustrations and examples stress more administrational activities
in medical therapy than medication or direct physical treatment of patients. As
a running example, we focus on the integration of patients into a randomized
clinical trial as displayed in figure 2. Existing but finished protocols of German
clinical trials on Non-Hodgkin-Lymphomas are taken as reference cases.
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4.1 Basic Therapy Knowledge

There is a huge amount of elementary actions potentially taking place like the
following which will be used subsequently:

[a 1] referral
[a 2] perform biopsy
[a 3] send data and tissue
[a 4] processing tissue, diagnostic findings
[a 5] send findings (if requested)
[a 6] send findings and data
[a 7] selection of an appropriate clinical trial
[a 8] patients registration (send data)
[a 9] randomization

[a 10] send data and the result of randomization
[a 11] plan treatment in detail and start treatment
[a 12] request to send data and tissue
[a 13] reference findings
[a 14] send reference findings (if requested)
[a 15] send reference findings
[a 16] compare findings and reference findings
[a 17] request data and reference findings of integrated patients

These actions as described in natural language are still incompletely specified
and clearly generic in the sense that some of their corresponding parameters can
vary. For instance, sending actions have parameters like sender, addressee and
material to be sent.

Consequently, actions form a conventional class hierarchy where classes may
have subclasses and instances which form the leaves when the hierarchy is seen
as a tree.

In addition, actions usually have conditions (named constaints) under which
they can be executed. Conditions are classified into start constraints and inter-
val constraints. In medication and physical treatment, interval constraints are
of crucial importance. Administrational processes are usually a little simpler
and, therefore, interval constraints are less important. For simplicity, we confine
ourselves to start constraints, first.

Here are two sample start constraint for actions with reference to the listing
above.

[sc 7] The oncologist received diagnostic findings (and reference findings) and
appropriate data.

[sc 11] The oncologist received the result of the randomization.

As briefly mentioned, the actions [a 1] to [a 17] listed above are classes
which may have subclasses. They become instances by substituting parameters.
For example, action class [a 3] has the instances [A 3], [A 14], [A 19], and
[A 20] of sending tissue and data displayed in the process diagramm of figure 2.



74 Volker Dötsch, Kimihito Ito, and Klaus P. Jantke

Actions are represented as meme media objects which, in earlier days of AI,
might have been called frames. They consist of a list of so-called slots containing
all the relevant data ranging from an object’s name over values for several param-
eters to constraints and certain flags like the one indicating whether execution
has been started (cf. figure 3; for more details consult [9]).

Fig. 3. A First Approach to Action Pads – The Slot Structure

Beyond former IntelligentPad applcations, the present one requires a specific
type of relations between certain slots. There are some slots – those for start
constraints and for interval constraints – that contain logical formulae. And
these formulae contain variables which represent the content of some other slots.

4.2 Composite Plan Knowledge

Plan actions are building blocks which can be plugged together just like Lego toy
blocks. A particular plan for the case under investigation is shown in figure 4.
The naming of actions refers to the process model of figure 2.
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A22

Fig. 4. A First Plan for Integration of a Patient into a Clinical Trial

Planning is plugging actions together in accordance with all the knowledge
available. As explained in chapter 2, the ultimate goal is to come up with a
plan consistent with everything known so far. Due to the vagueness and to the
incompleteness of information, therapy planning is inductive in spirit and, thus,
plan revision is frequently necessary (cf. [2]). Figure 4 displays an alternative.

The first plan is a more conservative one. Integrating a patient into a clinical
trial is done only if reference findings are present. In contrast, the second alter-
native plan useful in seemingly urgent cases integrates a patient before reference
findings did arrive. Especially in medication and physical treatment, there is
usually a large number of alternatives.
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Higher level actions usually consist of some structure according to subgoals
to be reached either subsequently or potentially in parallel. They look like simple
graphs. Planning is a stepwise refinement by substituting other actions for the
nodes of those graphs. So, from a more structural perspective, planning is graph
expansion. A planning step consists in plugging a graph into the node of a given
graph under development.
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A22

A1 A2 A3 A4

A5

Fig. 5. An Alternative plan for Seemingly More Urgent Cases

Currently, all the work of planning and replanning is done by hand. Meme
media technologies promise to gain efficieny by supporting the process of plug-
ging actions together. The present paper aims at doing this automatically.

Plans as shown in figure 4 and 5 have to be represented as composite pads.
Those pads result from elemtary pads or from other composite pads by plugging
together, i.e. by establishing slot connections. The technicalities of this meme
media manipulation process are subject of the following chapter.

Readers are advised to re-consult the communication architecture displayed
in Figure 1. Therapy Plan Generation is the core activity yielding plans as out-
put. Which plans are fit and suitable for execution depends on a rather dynamic
environment including patients, doctors, medical stuff and environmental con-
ditions like, for instance, available communication and transportation facilities.
Even unforeseeable phenomena like weather conditions and, for instance, insect
activities may interfere through impact on a patient’s conditions.

Because of the complexity of the environment, we are far away from computer-
controled plan execution, in general. The plans are executed by means of human
activities. But constrained monitoring can be performed automatically to a large
extent. To sum up, the evolutionary process through which plans are generated,
are evaluated, may possibly succeed and may even survive for a longer period of
time is only partially automated. Many agents – humans, computers, and others
– work together.

The present approach focus the knowledge issues of this process with a certain
emphasis on human-computer co-operation. The main agents are those that
manipulate therapy planning knowledge. The authors’ work aims at a shift in
the division of labor such that a larger part of the knowledge processing is
performed by computers.

Plan generation is meme media manipulation. Over time, it may result in a
meme media evolution process.
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5 Meme Media Manipulation and Development

When we think of meme media manipulation as taking meme media objects and
plugging them together somehow like Lego toy building blocks – a methaphor
frequently cited in [9] – we mostly focus on the manipulation of the core medical
therapy knowledge.

But as pointed out above, we have to see the therapy knowledge in the light
of recent data about the patient (ranging from the patient’s history to recent
measurements) and the environment (availability of equipment, e.g.).

When individual planning activities and composite plans are all represented
as IPads, a plan under development, i.e. a composite pad under construction,
has to be related to the underlying data mentioned.

We suggest a separation into two types of underlying knowledge:

– patient data,
– environmental information.

There are several arguments for such a distinction; a simple one is as follows.
In different clinical environments there do exist conditions which are specific and
not found in any other place. There are special communication connections to
certain laboratories, there are special ways, distances, transportation facilities
and the like to be respected, there are specific procedures of scheduling surgery
and much more. All those peculiarities have to be taken into account. They can
be bound directly to related action classes and will be inherited to individual
actions upon instantiation time.

The separation of the underlying knowledge suggested above leads to different
ways of accessing this knowledge during meme media manipulation.

In the present chapter, we go the step from medical therapy memes to medical
therapy meme media. Knowledge will be encapsulated in meme media objects
(knowledge media according to [8]) based on the IntelligentPad concept [9].

We have to discuss how patient data and environmental data can enter the
meme media world and how knowledge about medical therapy, which is more
procedural in spirit, can be formally represented to be put on top of the factual
knowledge. These three aspects are shaping the present chapter.

5.1 IntelligentPad Technology for the Access to Patient Data

Increasingly, medical records of patients are being stored in databases. The main
purpose of the computerization is to make treatment and accounting in hospitals
efficient and, for legal reasons, comprehensible and undisputable.

To wrap such medical records into meme media objects, we follow the way
that has been developed by Yuzuru Tanaka in his IntelligentPad research [9].

A MedicalRecordPad wraps any medical record stored in a medical database.
It has slots for all medical data of a human according to a certain medical
format. A MedicalRecordPad divides each medical record into a set of attribute-
value pairs. Each attribute value is set to the slot with the same name as its
attribute name. In its typical use on a MedicalRecordPad, it is pasted onto a
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Fig. 6. Medical Record Access Architecture

MedicalDBProxyPad, which wraps basic database functions including search,
insert, and delete.

Figure 6 displays a composite meme media object which is assembled of a
MedicalRecordPad and a MedicalDBProxyPad.

Established meme media technology is invoked and adopted to the needs of
the new domain.

5.2 IntelligentPad Technology for Environmental Embedding

Environmental data are very much like sensor information (see [1], e.g.) which
is acquired somewhere outside.

Generally, there are two possible mechanisms of communication about en-
vironmental data – ‘polling’ and ‘callbacks’. Polling is just periodical calling of
a communication task for asking from time to time for the state of the envi-
ronment by sending out requests for sensor data. On the other hand, callback
is the way in which sensors notify the client that some event interesting to the
client has been detected on the sensor. In response, the client invokes functions
registered ahead of time. The use of callbacks provides event-driven planning. In
this research, we adopt the mixed approach of polling and callbacks, according
to the needs of clinical environments.

An EnvironmentalMonitorPad defines localized conditions and checks whether
current and localized environmental information satisfies the conditions. In dif-
ferent clinical environments there do exist conditions which are specific and not
found in any other place. Therefore, in different clinical environments different
types of the EnvironmentalMonitorPad might be used.

An EnvironmentalMonitorPad has, at least, two slots named ‘environmental
data’ and ‘notification constraints’. The slot ‘environmental data’ contains a set
of attribute-value pairs of names of parameter and values of parameters. The
slot ‘notification constraints’ contains a formula that represents conditions to be
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satisfied for the notification. If the condition is satisfied, the pad notifies the envi-
ronmental state change to its parent. It sends a set message with environmental
data as its parameter to its parent.
Figure 7 shows a composite pad of a EnvironmentalMonitorPad and a BasePad.

Fig. 7. Environmental Data Communication Architecture

Autonomous communication of a generated therapy plan, regardless whether
the plan is handmade, automatically generated or resulting from an interactive
session, is a highly interesting and novel issue. To the authors’ very best knowl-
edge, there is not much prior work (perhaps, nothing at all) on plans commu-
nicating autonomously with their environment. At least in the medical therapy
planning domain, there are no related publications. A more detailed investigation
will be postponed to a future publication.

5.3 IntelligentPad Technology to Represent Therapy Knowledge

In contrast to classical deductive planning, we never know about executability of
a plan, because execution takes place in the future. All actions have constraints
that must be satisfied at the beginning of an action or during the whole execu-
tion period. You never know whether or not all of the conditions will be true
in the future. You can only check whether they are still possible from the per-
spective of the current knowledge. If there is nothing contradictory, the actions
are considered consistent. If more information comes in, one may find out that
consistency is lost.

Knowledge about medical therapy consists of an enormous amount of knowl-
edge about elementary therapy actions and about ways to combine those actions
into hopefully successful therapies. The latter is planning knowledge, from our
present IT perspective. The core knowledge concerns individual actions and their
related conditions of applicability. Knowledge of this type available in some lo-
cation or, at least, in a human individual is forming a meme pool. Those meme
pools are to be abstracted, formalized and represented as meme media pools.

The authors rely on the IntelligentPad concept by Yuzuru Tanaka [9], in
general, and on the implementaional concepts of IntelligentPad, in particular.
Therapy actions are mapped to so-called action pads.
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An ActionPad (Figure 8) divides each medical record and environmental
data into a set of attribute–value pairs in the same way as MedicalRecordPad
descrived in the section 4.1.

Every ActionPad has the following four extra slots:

– action name,
– action started,
– start constraint,
– interval constraint.

The slot ‘action name’ gives the name of this action, and the slot ‘action started’
gives whether the action has already started or not. In the slots ‘start constraint’
and ‘interval constraint’, there are filled in logical formulae which may have
variables. Those variables correspond to slot names of the action pad.

Fig. 8. Action Pads – Inhabitants of Medical Therapy Meme Media Pools

Every action pad has a method called ‘Consistency Monitoring Method’
(CMM, for short). Whenever an update of slot values takes place, this method
is executed. It evaluates the formulae in the constraint slots. When the CMM
computes for any constraint the value false, some activities are triggered. As
a consequence, whenever data relevant to some action change, the action itself
should check consistency.

Figure 9 shows the architecture of consistency checking with both patient
data and environmental data. In its start constraints slot, the ActionPad has
the following constraint:

you_can_start(actionA) if constraints A, B, C hold.

And in its interval constraints slot, the Pad has the following constraint:

you_can_continue(actionA) if constraints X,Y,Z hold.

ActionPad notifies that we can start actionA, if A, B, and C hold. This decision
is made by replacing each variable vi in A, B, C with the values of slot whose
name is vi. If actionA is started, the value of the slot ‘action started’ will be
turned into ‘true’.
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After the slightly simplified discussion of constraint monitoring above, the
authors take the liberty of a short excursus on constraint monitoring in complex,
dynamic, and non-persistent environments as laid out in [1] and [2].

Constraints are formulae that may express properties of process parameters
to be satisfied in the future. Time plays an important role, and vagueness and
incompleteness of knowledge about the future makes constraint evaluation some-
how difficult. In fact, there is the need for a particular temporal logic.

Even more difficult, but also exciting, the choice of a suitable temporal logic
has substantial impact on the whole knowledge processing under investigation.

To bring this to the point of memetics, the evolution of knowledge may
deeply depend on the logics used in the planning process. To the authors’ very
best knowledge, there are no investigations at all about this problem area.

So, for the purpose of the present paper, we return to the simplified assumtion
that there is any mechanism of reliable constraint evaluation.

During the actionA, whenever some value of slot in the ActionPad has been
changed, CMM evaluates the formula in the ‘interval constraint’ slots. If the
formula does not hold any longer, the pad notifies the health care professionals
involved.

Details of alert processing are beyond the limits of meme media technology
and are important when putting the technology into application environments.

Fig. 9. Action Pad Communication Architecture

The present chapter’s concepts are setting the stage for the representation
of medical therapy memes truly as medical therapy meme media. On the basis
of medical therapy meme media, computer-assisted or even automatic therapy
plan generated can be introduced.
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6 Automatic Planning and Knowledge Manipulation

This is a publication about memetics, about meme media technology and about
knowledge evolution through meme media implementation and application.
Planning in complex dynamic environments, especially medical therapy plan-
ning, serves as a testbed and demonstration case, only.

Therefore, the authors confine themselves to a treatment of the planning
issue reduced to its essentials. More details can be found in [1], [2] and in some
forthcoming publication about ongoing work of the first author.

Essentially, plan generation is seen as graph expansion. Medical therapy plans
are hierarchically structured graphs.
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Fig. 10. Medical Therapy Planning as Hierarchical Graph Expansion

Planning starts with some highest level goal. For this goal, there are usually
several alternative plan graphs which may be chosen and inserted. Alternatives
can be ordered by preference values. As long as nodes of the stepwise extended
graph are not yet atomic actions, they can be further expanded as illustrated in
figure 10.

As discussed in chapter 2, complex dynamic environments do not provide
sufficient information to decide plan executability. Planning is inductive by its
very nature. But medical therapy actions depend on executability conditions
expressed as constraints. Therefore, constraints need to be verified prior to exe-
cution.
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Constraint supervision is necessary at planning time as well as during plan ex-
ecution. Oksana Arnold has developed a sufficiently complete theoretical frame-
work which can be carried over to medical therapy planning with a reasonably
small amount of adaptation work.
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Fig. 11. The Problem of Constraint Satisfaction over Time (adopted from [1])

In medical therapy, we do not speak about technology representation, but
about patient records and environmental data. Despite these differences, the
constraint supervision problem appears as shown above. Actions inserted into a
plan are consistent at planning time. Consistency has to be checked continuously.
As soon as inconsistencies are detected, local plan revision is invoked. Action
have to be replaced by other actions.

In our present approach, actions are pads and plans are more or less complex
composite pads. Plan revision means a local reassembly of a composite pad.

The key message of the present chapter is that plan generation as sketched
here can be performed automatically (cf. [1]). The first author is currently work-
ing on a variety of planning programs; details are to be published separately.

From the meme media point of view, planning programs do automatically
assemble composite pads. According to the needs of a dynamic environment,
plan revision my be frequently triggered. Ultimately, unforeseeable plans are
generated and do succeed. Knowledge evolution takes place.
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7 Meme Media Evolution Technologies

In the chapter 6 before, we have seen that planning can be done automatically
as guarded graph expansion. But how does it work in detail that meme media
evolution1 is enabled?

Such as biological evolution has its internal mechanisms, so has meme media
evolution. Though the present paper can not deal with all aspects of our quite
complex research and development program, a brief look into the mechanisms
of evolution seems desirable. A detailed discussion has to be postponed to a
separate publication.

Automatic plan generation is a little like a robot playing with Lego building
blocks. Under the peculiar conditions of a complex and dynamic domain and the
absence of persistence, the outcome is usually unforeseeable, new and sometimes
even innovative.

To stick with the metaphor of the playing robot for a moment, how does
the robot find and choose its building blocks? How can the robot plug blocks
together? In which way does the robot change a construction by unplugging
blocks and inserting others instead?

Here, we do not ask for the strategy and for the supervision and control, but
for the internal mechanisms of the present approach to meme media evolution.

Ultimately, a medical therapy plan is a tree-like graph outgrowing from a
certain MedicalRecordPad as shown in figure 6. The leaves of the tree are actions
to be executed at some future time point. From a conventional perspective,
these leaves together with their partial ordering imposed by the underlying tree
structure and with their immediate neighbouring relations inherited from the
action hierarchy (cf. figure 10) form the plan.

Here, we are going to exemplify the meme media evolution technology by
discussing three aspects in some more detail:

1. finding building blocks for planning,
2. finding consistent connections,
3. establishing new structures.

For finding suitable building blocks when generating a new plan, the planning
algorithm needs to be able to search a meme pool for all available pads. In
the authors’ approach, pads have a lucid XML structure such that all relevant
knowledge can be accessed.

The authors are aware of the requiorement for efficient implementations and
for smooth embedding into given IT infrastructure. Nevertheless, the prefer a
logical representation, in the sequel, for doubtless clarity.
1 From the application perspective and at a first glance, this might seem to be a ques-

tion of minor importance. Those interested in speeding up and advancing medical
therapy planning might say that they don’t care whether or not knowledge evolves,
if only plan generation works well. But in the long run, if knowledge truly evolves,
therapy planning will grow on an unforeseeably richer knowledge base. So, in its
right perspective, the memetics’ approach to knowledge evolution is substantial to
medical therapy planning – and so is the present short chapter in this publication.
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There is an implementation in Prolog which yields the desired behaviour with
a predicate call as follows. For a given requirement req, we may search pad in a
meme pool through the use of the following Prolog query:

?-pad in meme pool(Pad),satisfy(Pad,req).

Let p1 and p2 be two pads. For a slot s1 in p1 and a slot s2 in p2, the
following Prolog query conncects s1 to s2

?-connect(p1,s1,p2,s2).

where the predicate connect is defined accordingly. This is the point where
automatic plan generation does really take place.

Connections established as above are not necessarily consistent. With an
appropriate implementation of consistence checking – which is far beyond the
present paper – one can step from just plugging pads together towards consis-
tently establishing new structures.

?-satisfy(p1,s1,req1),satisfy(p2,s2,rec2),connect(p1,s1,p2,s2).

Whenever such a query succeeds the pad p1 becomes a child of the pad p2,
and p2 becomes the parent of p1.

These steps of (automated) reasoning are some of the internal technicalities
which take place when planning goes on and which, in the very end, are the
establishing mechanisms of evolution.

Fig. 12. Graph Expansion at Work Implemented in the CHIP Meme Media System

Last but not least, we should always be aware of the biotope issue [7] in
meme media implementation and application:

We are the biotope or, at least, we belong to the biotope, together with all
the regulations, formalisms and the like constraining social processes of health
care.
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8 Summary and Conclusions

Though our work is still in its earliest stage, it has brought up a number of
insights and requirements which, in turn, lead to proper contributions to the
current technology development. There are inventions in the large like, e.g., the
introduction of sensor pads including the invention of corresponding architectural
and communication concepts. And there are inventions in the small like, e.g.,
alternative approaches to communicate streams of patient data through pad
hierarchies. One of them, the virtual slot approach resembles the view concept
adopted from databases.

Another proposal recently brought up aims at the invention of agents that
take care of constraint monitoring, for instance. A number of questions about
agency do arise. Shall actions be seen as agents? If so, should these constraint
monitoring agents sit inside of action agents? Or are they separately located and
watching actions agents from a distance?

Talking about agency, we are obviously dealing with agents of a different
time. As mentioned, there might be a hierarchical structure of nested agents. The
modules of figure 1 may be seen as agents among which the planning agents plays
a prominent role. The other distinguished agent is the one for plan execution.
In the medical domain, this one may stay non-computerized for still some time.
Thus, our general approach does inevitably rely on the communication between
computer programs, between computerized agents and humans, and between
humans, naturally.

Due to the lack of space and time, in particular, some quite exciting issues
have not been discussed in sufficient detail. A crucial of them is the issue of
communication among humans and therapy planning agents.

It is clear, especially in medical applications, that computer-generated re-
sults like medication, in detail, or like therapy, as a whole, do need to be given
to humans for final confirmation. This, obviously, leads to the issue of communi-
cating the computer’s proposals to the human. Because mediacal therapy plans
are generally hypothetic in nature, as discussed above in some detail, we are usu-
ally facing a lengthy sequence of communication acts. Understanding each other
is a critical requirement which is, for the moment, postponed to a forthcoming
investigation.
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Appendix: The Integration Process of a Patient into
a Randomized Clinical Trial in Detail

First some general information about the application-example: the integration
of a patient into a randomized clinical trial. Often a randomized clinical trial
consists of several therapy protocols. For example, the protocols can differ in the
age of the target group (e.g. one protocol for younger people and another protocol
for elderly people). Each therapy protocol consists of several therapy-arms. The
therapy-arms for one protocol can differ for example in duration, in dose or in
accompanying supportive therapies. Normally patients will be distributed to the
therapy-arms by randomization, in order to make the success of several therapy-
arms comparable statistically.

The following example explains the connection between figure 2 and the
plans in figures 4 and 5. This should give a slightly better understanding of the
application domain.

Fig. 2 does not show a plan but a scheme of actions, which should be carried
out in the normal case of the integration into a clinical trial. Because of different
requirements in the application domain (state of health, certainty of the diag-
nosis) the integration can be based on different plans. We will not discuss the
different requirements nor the variants of plans in this paper. The figures 4 and
5 are two examples for different plans.

The plan in Figure 4 starts with Action A1. Before A1 the patient is suspected
of having malignant lymphoma. Action A1 is the referral of the patient to the
biopsy. The biopsy will be performed by the surgeon (A2). The tissue (the result
of the biopsy) and all necessary data will be sent to the primary pathologist
because of the diagnosis (A3). The pathologist processes the tissue (e.g. by using
paraffin) and creates a diagnosis (A4) – in our example: high malignant Non-
Hodgkin-Lymphoma (NHL).
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The primary pathologist sends the diagnosis and all accompanying data back
to the surgeon (A6), who gives these data to the oncologist. If the oncologist
asked the primary pathologist for data and diagnosis (A5), he gets that from the
primary pathologist directly (A7).

Based on the diagnosis and the latest patient data the oncologist selects a
suitable clinical trial and a therapy protocol (A8). In our example, this is the
protocol NHL-B, which is a protocol of a German clinical trial on therapy of
malignant Non-Hodgkin-Lymphomas.

The selection of a suitable protocol often is very complicated. There exist a
lot of clinical trials, each has several protocols. The number of available protocols
is very dynamic. The number of clinical trials increases and protocols are valid
only for ca. 5 years. In general the description of clinical trials and protocols is
not available in electronic form. They are books of 100 or more pages. As decision
support for the selection process each therapy protocol has two lists of criteria;
one list to qualify and another list to disqualify a patient for this protocol. Each
list consists of 10 to 20 items. It is allowed to integrate a patient into a protocol
only if all qualifying criteria are true and no condition in the second list holds.
So the selection of a suitable clinical trial and a protocol is tedious handwork.

After the selection of a suitable therapy protocol (A8) the oncologist registers
the patient for that protocol in the corresponding head office (A9). To do so,
the patient’s data and some signed forms have to be sent to the head office. The
head office performs the randomization (A10). The oncologist gets the result of
the randomization and all protocol-specific data (A11). Only than the treatment
and the detailed therapy planning can start (A12).

To avoid diagnosis errors, the primary diagnosis must be confirmed by a ref-
erence diagnosis. The head office asks the primary pathologist to give the tissue
and all necessary data to the reference pathologist (A13). At the same time the
head office asks the reference pathologist for the reference diagnosis (A21). Af-
ter the primary pathologist has sent data and tissue to the reference pathologist
(A14), the reference pathologist produces the reference diagnosis (A15). This di-
agnosis is sent to the head office and to the primary pathologist (A22 and A18).
The oncologist gets this diagnosis directly from the primary pathologist only if
he requests it. If not, he gets the diagnosis via primary pathologist and surgeon
some days later. Now the rest of the tissue can be used by other institutions
(A20).

Finally the oncologist, primary pathologist, surgeon, and head office compare
both diagnoses. If they match, all is fine. Otherwise one must stop the started
treatment, make a new diagnosis, etc. But this case is neither shown nor discussed
in the running case study of our present paper.
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Abstract. This paper proposes a new framework for organizing and ac-
cessing Web resources using loci defined on arbitrary Web documents.
Our framework allows users to store Web resources in user-specified loci
on a Web document to define a relation among them. This relation is
retained as a set of tuples in a table called a Topica table. When users
access such a locus, the resources associated with this locus are pre-
sented on the display screen. Each locus is associated with an attribute
of the Topica table associated with this document. Our framework en-
ables users to dynamically define such loci, called topoi, on arbitrary
Web documents, and to input and/or output tuples of Web resources
to and from a set of topoi defined on each of these Web documents. In
addition, we propose a mechanism to access multiple related resources
using a history of users’ navigation through such documents.

1 Introduction

The resources on the World Wide Web [1] are now rapidly increasing their va-
riety and accumulation. Such resources may be documents, data, application
tools and services. To easily access desired resources on the Web, it is necessary
to reorganize mutually related resources, and to store information about such
relations somewhere on the Web.

Our question here is where to store such a relation so that the same user
or even others can later easily access the same relation. No conventional infor-
mation organization methods, such as table-based, hierarchical, or indexed one,
are suitable for organizing and accessing a huge number of relations among Web
resources.

Current Web tools do not support this task as well. For example, current Web
browsers provide bookmark facilities. Although bookmark facilities allow users
to organize Web resources using hierarchical structures, the increasing levels of
hierarchy or its contents make it difficult for users to find desired resources.

The situation here is similar to the management and access of commodities in
our societies. While commodities of the same type can be managed by a single
database, there are so many different types that consumers cannot tell either
which commodity belongs to which type, or which database manages which
type. To solve this problem, we used to use documents or spaces to arrange
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is a standard description framework for representing information in the Web.
Representing this annotation information as RDF descriptions enhances the in-
teroperability between our framework and other Semantic Web applications.

A relation among stored resources is represented as an RDF description el-
ement which has elements, named by its topos names, as its children. Such
elements are automatically created as RDF properties in the associated anno-
tation server. For example, the tuple which has three topoi named ‘css’, ‘dom’,
and ‘mathml’ has three string values, “Cascading Style Sheets”, “Document
Object Model” and “MathML”. This tuple is represented as the following RDF
description.

<r:Description r:about="http://www.w3.org">
<css>Cascading Style Sheets</css>
<dom>Document Object Model</dom>
<mathml>MathML</mathml>

</r:Description>

Here, ‘r’ is the namespace prefix identifying an RDF syntax namespace.
The definition of a topos is represented as a ‘topoi’ element which is derived

from an RDF description element. Each topoi element has ‘topos’ elements as
its children. Each topos element has its name attribute and path attribute. Its
name attribute specifies its name, while its path attribute indicates the position
of the element specified as this topos.

We use an HTML-Path expression [5] in this paper to identify a portion in
an HTML document. An HTML-Path expression is a specialization of an XPath
[6] expression. In an HTML-Path expression, we can also use regular expressions
that can be applied to text nodes. For example, the first h3 element in the body
element’s children is identified by

html[1]/body[1]/h3[1].

In this expression, a regular expression can be used to specify a substring of this
text node. This extension allows users to define a text substring, that is not a
DOM tree node, to work as a topos. For example, if the above mentioned h3
element has a text node, ‘Annotation System’, as its child, this text substring
‘Annotation’ is identified by

html[1]/body[1]/h3[1]/text[([^\r\n]*)System].

The following description shows the example of topoi definition on W3C top
Web page shown in Figure 2.

<topoi r:about="http://www.w3.org">
<topos name="css" path="/html[1]/body[1]/table[1]/.../a[3]" />
<topos name="dom" path="/html[1]/body[1]/table[1]/.../a[6]" />
<topos name="mathml" path="/html[1]/body[1]/.../a[12]" />

</topoi>
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1. The TopicaBrowser asks the associated annotation servers whether they
store tuples associated with the current URI and satisfying the condition
specified by the ‘predicate’ attribute in this step. If the servers store such
tuples, the browser gets the set of values of the topos specified by the ‘target’
attribute.

2. The TopicaBrowser recursively applies the procedure 1 to all the URIs ob-
tained by the preceding execution of procedure 1. If the current step contains
no target attribute, the browser displays all the Web pages specified by the
URIs obtained in the previous step, and completes the processing.

In this way, the TopicaBrowser can obtain related resources using the same
access context specified by the navigation path. In this process, the tracing of
the path depends only on topoi conditions that are set by the user. The ‘URI’
attribute value is not used after the second step.

Applying this process to the example navigation path in figure 7, the Top-
icaBrowser firstly holds a URI ‘page1’. Then the browser gets the set of URIs,
‘b1’ and ‘b2’ in figure 5, from associated annotation servers. Next, the browser
moves to the second step of the navigation path, and asks annotation servers
whether they store tuples that are associated with ‘b1’ or ‘b2’ and satisfying the
condition ‘title = “trinity”’. As the result, the user can obtain documents ‘a1’,
‘a3’, and ‘a5’.

5 Related Works

The idea of using topoi, i.e., loci to put things you want to memorize is the
essential part of the arts of memory that was a science in the ancient Greek arts
of rhetoric.

Spatial hypertext lets users express categories and interrelationships through
the visual similarity and co-location of information objects [7] [8]. While spa-
tial hypertext studies focus on the use of visual similarity and co-location of
information objects to express relationships among objects, Topica framework
focuses on how we can associate an n-ary relation among n topoi defined on a
Web document.

Although there are many other Web annotation systems, many of them can
not store relations among resources working as annotations. OHSs (Open Hyper-
media Systems) allow links and annotations to be added to documents outside
the author’s control. Recently, OHS community has been developing various
systems for augmenting the Web resources [9] [10].

The Semantic Web [11] is an extension of WWW and describes relationships
among Web documents in RDF for the better manipulation and understand-
ing of such relationships by computers and people. It is an important milestone
for building a Semantic Web that users become able to associate RDF meta-
data with Web resources using Web annotation tools. Annotea [3] is a shared
annotation framework based on an open RDF infrastructure. Annotations are
represented by using W3C’s standards such as RDF, XPointer [12], and XLink
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[13]. Our system architecture also uses external RDF annotation servers similar
to the Annotea architecture. Xspect [14] is a system to handle transformation
between an open hypermedia format and XLink. CREAM [15] is an annotation
framework that allows users to create relational metadata. It uses metadata that
instantiate interrelated definitions of classes in a domain ontology using RDF
based descriptions. S. Alexaki et al. [16] [17] proposed a formal model captur-
ing RDF schema constructs and a declarative query language called RQL using
generalized path expressions for taxonomies of labels.

Relational annotation is different from other annotation systems based on
RDF, because topoi on the same Web document are related with each other
by a Topica table stored in annotation servers. In addition, our framework does
not assume any taxonomical structures among topos names. Users don’t need
to design the schema for new topos definition. All that the user has to do is to
create new topoi on a Web document. Semantic Web aims to provide facilities
for information resource providers and brokers to describe semantic relationships
among resources. Relational annotation framework focuses on collaborative or-
ganization of resources.

6 Conclusions

This paper has proposed a framework for organizing and accessing Web re-
sources. Our framework allows users to store mutually related resources as re-
lational annotations on a Web document that is specified to work as a base of
resource organization. For the access of these resources, users may simultane-
ously open selector windows of more than one topos to repetitively apply fix
and free operations, and to gradually focus on desired resources. Our framework
does not require any rewriting of Web pages working either as base documents of
relational annotations or as resources stored on base documents. Moreover, our
framework allows users to access related resources by tracing all the navigation
paths similar to the specified one.
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Abstract. The concepts of memetics and the development of meme
media implementations have set the stage for knowledge media evolution
by which externalized human knowledge is becoming subject to a process
of growth which can be boosted by technological means.
Computers acting in computer networks in co-operation with humans
will constitute interactive knowledge media – another goal of Artificial
Intelligence.
The key question is whether or not we will be able to establish proper
meme pools in which memetic evolution finds an opportunity to take
place. And if so, it is the question what conditions we have to provide
for a dynamic evolution of meme media based knowledge. This is the
biotope issue.
Properly dealing with the biotope issue is essential for a future develop-
ment of meme media going beyond the limits of conventional software
technologies. Thus, the biotope issue is not only just a philosophical
or methodological foundation of meme media development, but a core
problem which is frequently underestimated.
The aim of the present publication is to make the biotope issue seen
in its right perspective – for the benefit of memetics and meme media
development as a whole.

1 Motivation of a Seemingly Esoteric Discussion

Memetics is seen as outlined in the truly exciting books by Richard Dawkins [3],
Susan Blackmore [1] and Yuzuru Tanaka [16]. Richard Dawkins has attracted the
world’s attention to the phenomena of cultural inheritance and has introduced
his seminal concept named meme. Susan Blackmore has taken the initiative to
discuss the relevance of Dawkins’ perspective from a psychological and from a
somehow philosophical point of view telling all of us that we are affected by
Dawkins’ work. It is, naturally, up to you whether or not you feel personally
affected by memetics, and this might easily become a slightly esoteric discussion.

But Yuzuru Tanaka, fortunately, has seized Dawkins’ suggestion and devel-
oped it toward concepts, implementations and applications in computer science.
He has coined the key term meme media.

The present approach relies on Tanaka’s trend-setting work taking Dawkins’
and Blackmore’s contributions seriously.
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We want to contribute to the endeavour of enabling computer systems to
foster true knowledge evolution – the benefit for humans will be paramount.

As Mark Stefik [15] has foreseen, there is a tendency towards externalization
of knowledge into interactive electronic media, a trend which is considerably
boosted by the spread of the Internet. Meme media pools are mushrooming.

Meme media objects or meme media, for short, are the inhabitants of these
pools. How are they? Are they doing well?

Taking Dawkins’ and Blackmore’s contributions [3] and [1] seriously means
to ask for the living conditions of meme media in their respective meme media
pools. In the spirit of Tanaka [16], every pool of meme media is bringing with it
the potential of knowledge evolution. The work is properly done, only if there is
some progress recognizable and knowledge does evolve.

Otherwise, we have set up just another heap of data, like the Internet which
is currently more a data cemetory than a knowledge source. Similar problems
are known in every larger enterprise. They all have huge databases, but suffer
from a lack of knowledge.

The biotope issue in meme media implementations is about making data more
beneficial for humans, in general. Moreover, it stresses the issue of knowledge
evolution which can potentially go beyond the limits of human expectations and
imaginations, in particular. More technically speaking, this is the question of
what to do to enable knowledge evolution.

When Tanaka’s book [16] did appear, it seemed that the time has come for
our data – or, at least, for some of them – to wake up and begin to evolve. But
does this really happen? Where are the pools of evolving knowledge media?

It seems that we have some severe deficiencies. The life in our meme pools,
not to mention our databases, is far behind its potentials. The biotope issue has
been widely underestimated.

To say it very explicitly: We have to take care of the living conditions of our
meme media. We have to think and work about technological measures which
foster knowledge evolution.

A first step is to establish awareness of the biotope issue. This is a mini-
mal aim of the present publication. One of the reviewers of the present paper’s
submitted version has seen the paper as an outline of a future research project.
This, for sure, was not the author’s intention. Instead of any separate project
dealing with the biotope issue, everyone dealing with meme media theory, engi-
neering and application should become aware of this issue and act appropriately.
So, the biotope issue may disappear through the infusion into the meme media
community’s daily research and development practice. The present paper will
have been successful as soon as there is no further need to refer to it. In other
words, considering the biotope issue should become folklore in the meme media
community.

Last but not least, there is another motivation for the author to raise a
discussion about the biotope issue in meme media implementations – the quite
serious difficulties in communicating the essentials of meme media concepts and
meme media implementations.
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The author has had numerous talks with representatives from industries
about the essentials and the potentials of meme media, system demonstrations
included. In general, meme media and IntelligentPad implementations have been
seen as just another middleware approach.

There is some quite obvious reluctance to getting engaged in meme media ap-
plications. Just another middleware does not seem exciting enough to invest time
or money. From this perspective, the biotope issues does possess a commercially
relevant dimension.

2 Perspectives at the Biotope Issue

Recall Richard Dawkins’ impressive report about a colony of birds, so-called sad-
dlebacks, living quite isolated on islands near New Zealand [3]. There is a rather
detailed documentation of the evolution of songs these birds are singing. To say
it as explicit as possible: The songs are forming a meme pool in which evolution
takes place, provably. These birds on the island are only the habitat in which
the songs are living. The birds are forming the biotope for the songs. Having a
little closer look, it may be reasonable to include the island, the wheather and
the like into the biotope considerations.

Those birds are somehow building a biotope to their songs. We humans are
similarly being biotopes to our thoughts. This is, at least, a possible perspective
at the memes we are breeding in our brains. For humans, it is not easy to step
back and agree with something else being more central than the self.

Chris Fileds is surveying and summarizing current work in cognitive science,
the neurosciences and evolutionary psychology to come up with an answer to
the question “Why do we talk to ourselves?” [8].

The summary is consistent with other work about evolutionary side effects
of the humans’ cognitive architecture. Fields concludes with the insight that we
humans “talk to ourselves because we have to”. There is a space in the human
brain which works somehow like a buffer. Components of the brain write into this
space and others read from it. Fields summarizes: “If our cognitive apparatus
allowed different functional modules to easily access each other’s representations
in their native form, ... we might not need an inner voice at all.” So, there are
biological reasons for breeding memes.

In the present chapter of the paper, so far, we dealt only with memes, not
yet with meme media.

Whenever and whereever we externalize knowledge into modular objects,
especially on computers and computer networks, we are getting close to meme
media. However, in many cases, the underlying implementation principles are
not appropriate to stimulate evolution of the knowledge externalized. It turns
out to be literally dead.

For already a dozen of years or so, Yuzuru Tanaka is striving hard to establish
meme media implementations which allow for memetic evolution [16], at least
in principle.

All these implementations have their respective conditions under which the
meme media objects can be subject to evolution – the biotope issue.
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To sum up briefly, is this again getting an esoteric discussion, to some extent?
Not in the author’s opinion! The brief discussion of the phenomenon of memes in
biological reality has revealed that there are reasons for the existence of memes,
and there is a variety of preconditions fostering the evolution of those memes.
Analogously, we have to think about the conditions of meme media evolution, if
we are interested in exploiting the potentials of knowledge evolution in computers
and computer networks which goes beyond human expectations and estimations.

3 The Biotope Issue in Application Attempts

For the sake of a focussed discussion, we confine ourselves to IntelligentPad
implementations, exclusively. The biotope issue discussion can not serve as an
overview on meme media and memetics. Readers not satisfied with such a narrow
view are directed to the underlying literature already cited, especially to [16].
The implementations envisaged here are of the type reported in [11], e.g. The
present volume in which this paper appears will contain further examples galore.

3.1 Fundamental IT Constituents of IntelligentPad Biotopes

When knowledge is mapped onto computer systems and computer networks,
minimal requirements concerning the hardware and the software are inevitable.
Though this is absolutely trivial, is has to be seen as part of the biotope issue:
One needs something before pads can begin to duplicate, to combine, to mutate,
to cross-over and the like, i.e. before knowledge evolution can take place.

We all know the old and ever returning lie about platform-independend code.
In contrast, we need to make explicit which assumptions are taken for granted
that a certain meme media implementation can be launched.

In addition to a certain operating system, there may be the need for some
environment like Microsoft’s .NET framework. All this is agreeable, but is has
to be made explicit.

3.2 Software Paradigms and Implementation Principles

IntelligentPad systems are complex IT systems that are never implemented from
scratch. Every individual system approach takes advantage of some programming
paradigm and exploits work done earlier. It usually takes some developing envi-
ronment as a basis and adds some of its own basics. For instance, libraries are
taken and extended according to the particular needs of the approach.

For illustration, in object oriented programming, classes are defined and par-
ticular pads are introduced as instances of those classes inheriting information
such that the programming effort for individual pads is minimized.

Whatever approach is used, for many good reasons and in accordance with
overwhelming experience, there is a need to make the assumptions explicit.

In most cases, there will be a tradeoff between independence of meme media
objects and efficiency in their development process. Predefining functionalities
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upwards in a hierarchies and using functionalities located in libraries makes pads
more lightweight, but makes them dependent on the presence of related files.

In general, there seems to be a deficiency in clarity about those implementa-
tion decisions together with a lack of discussion among developers and scientists.
Most decisions seem to be ad hoc, instead of driven by a certain methodology.

3.3 IntelligentPad Application Development

When IntelligentPad technology is spread all over the world, there will be an
increasing request for development support.

At a first glance, features of any meme media development environment do
not really interfere with the biotope issue, as making the pads can be clearly
separated from using the pads, i.e. from the pads’ life.

But a closer look reveals that this is simply not true – it can not be true by
the very nature of memetics. Birth and death can not be separated from life.

More technically speaking, when pads are generated dynamically according
to unforeseeable needs of a dynamic domain – when evolution beyond human
administration is going to take place – the way in which pads can be generated
or not is an essential aspect of the biotope issue.

This can be seen in even more detail when currently widely independent
approaches meet each other. Take, for instance, the dynamic plan generation
approach from [7] and combine it with the application development approach
of [6], where a so-called cockpit is proposed to support control of pad generation
and maintenance. At the moment, the cockpit is really a tool supporting pad
generation, but separated from the generated pads’ lifecycle. In the future, more
advanced cockpit functionality will be desirable. The medical therapy planning
approach of [7] will lead to dynamic pad generation where details of monitoring
and control of the generation process have impact on the direction of the ongoing
meme media evolution.

3.4 Embedding IntelligentPad into Application Environments

It is with IntelligentPad application as it is with all other IT applications; they
have to be embedded into some usually a priori given environment. Embedding
requires interfaces.

From a strictly memetic point of view, the problem might be paraphrased
as follows. On the one hand, meme media objects need to be able to meet
each other, to communicate with each other and to do all those things that are
necessary to enable evolution. Beyond this, on the other hand, they have to live
in an environment and, therefore, need to sense the environment somehow.

Whenever we maroon our pads, we should carefully equip them with some
ability of perception or, more generally, of communication.

There are, at least, to different approaches to embedding of pads into given
IT infrastructures which do not mutually exclude each other. First, one may
develop particular pads serving the whole community of inhabitants of some
meme pool by arranging the communication with the surrounding world. Ito’s
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so-called service wrapper pad [11] is a good representative of this approach. There
are other solutions like, e.g., proxy pads to relational databases. Second, one may
equip every pad with the ability to understand and speak some language. Still,
we are far from releasing pads with natural language skills. For the moment,
languages like HTTP may do (cf. [10]). In another environment, another language
may be more appropriate. Are pads going to learn XML?

3.5 Domains of Evolving Externalized Knowledge

Clearly, in areas where no considerable evolution of knowledge takes place, there
is no need for an in-depth discussion of the biotope issue.

Those areas are, perhaps, inappropriate for meme media technologies, as
there is no remarkable advantage over other middleware approaches.

In contrast, domains where a considerable part of the knowledge is subject
to a dynamic evolution are potentially attractive to attempts of invoking meme
media technologies. Naturally, one still needs to find out whether knowledge is
sufficiently modular and whether there are natural ways to map knowledge units
to IntelligentPad objects.

Assume such an application domain has been identified, like medical therapy
planning, see [7], e.g. What are particular aspects of the biotope issue to be
taken into account, especially those beyond the aspects mentioned above?

In those domains, the evolution of knowledge takes place in accordance with
disciplinary regulations and customs. Even local peculiarities come into play. For
illustration, hospitals have usually their own procedures how decision makers are
contacted and how plans are made.

When IntelligentPad technologies are in use, the evolution of pads does reflect
those peculiarities. In other words, the culture of the environment including the
non-IT environment has impact on the pads’ culture. At least, there will be an
interference.

It might be highly interesting to see whether or not certain human cultural
environments can be distinguished by a different impact on knowledge evolution
in meme media pools. Most probably, there will be more influential and less
influential domains. One may expect that research and development will, as a
side effect, reveal unwelcome insights.

Phenomena of the latter type, however, are beyond the scope of the present
investigation and also far beyond the investigations planned for the future.

Instead, we go into a little more detail to illustrate what it means in practice
to take the biotope issue into account. Pads of the CHIP system [10] are adapted
to become classes and instances of medical therapy actions [7]. Plugging pads
together results in therapy plans.

But what does it mean to plug pads together? Therapy knowledge may be
located in distributed meme pools. Plugging pads together means to establish
a certain inter-pad communication. The communication with some underlying
patient data record pad is of a particular importance, because executability
constraints have to be checked with respect to current patient data. According
to the CHIP architecture, every pad has its own Web server. Pads are ‘talking
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to each other’ by means of http-get and http-post. Whenever changes occur in
a pad somewhere down in the hierarchy of a composite pad, these changes are
propagated upwards through the whole hierarchy.

The communication abilities of the CHIP pads are centrally located in some
dynamic link library, thus being part of the biotope of these pads.

It turns out that peculiarities of the application domain of medical therapy
planning result in special communication requirements. To mention just one,
changes in the patient data record pad usually affect only a few pads within a
large therapy plan. Instead of propagating changes through the whole hierarchi-
cally structured plan according to the chip.dll, it is more efficient and secure
if one establishes a direct data exchange between therapy actions pads and the
underlying patient data record pad.

In other words, certain peculiarities of the medical therapy planning domain
lead the authors to changes in the biotope – the biotope issue has been recognized
a central one.

4 Perspectives at Knowledge and Human Learning

There is recent interest in bridging the gap between meme media technologies
and technology enhanced learning (e-learning, for short) like in [13] and [17], e.g.
Work about so-called subjunctive interfaces [14] seems to be relevant as well.
Meme media meet e-learning.

In the author’s opinion, this is an enormously promising domain of research,
development and applications, because human memes meet meme media and
compliment each other. The key question for the conditions of both meme types’
co-existence and, in particular, co-evolution has never before been made explicit.

In e-learning, human knowledge is not simply encoded in media objects,
distributed over digital networks, and decoded at the other end. Knowledge is
the result of construction processes when humans deal with content and actively
engage in exploration, communication, experiment, and the like [2, 5]. It requires
in-depth studies of different types (consult [4], e.g.) to reveal the mechanisms of
learning.

On a more technological level, one may work about meme media technologies
and tools for technology enhanced learning [13, 17]. Another approach may be
to sort out didact principles to which meme media technologies seem to be
especially suitable. Explorative learning, e.g., may be substantially supported
by subjunctive interfaces as proposed and developed by Aran Lunzer [14].

As we know it from the arts (see [18] for an invaluable source of case studies),
affecting the human means to find some way to get the human’s memes engaged.
The approach of e-learning concentrates on the art of connecting meme media
to the human memes. From this perspective, storyboarding [12] comes into play.
In the future, we will ponder, perhaps, about the biotope issue of human and
meme media.
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5 Summary and Conclusions

Instead of repeating the arguments from before, four theses are intended to
summarize the author’s viewpoint and – hopefully – to provoke some discussion
among interested scientists, developers and users.

– The biotope issue is essential for memes in the biological reality. It is usually
taken for granted. To meme media implementations, the biotope issue is of
similar importance, but it is widely underestimated.
A primary goal of the present paper is to attract attention to the biotope
issue and to establish an awareness of the biotope issue in the scientific and
engineering community.

– The most difficult point in the biotope issue discussion is that humans have to
step back, have to give priority to the memes and have to consider themselves
as part of the memes’ and the meme media objects’ biotope, only.
Success of meme media implementations and applications requires some fun-
damental rethinking.

– There is a large variety of technical and technological details in meme media
implementations which turn out to be substantial aspects of the biotope
issue.
Seeing the biotope issue in its right perspective is the only way to find a
guideline for dealing with those seemingly minor implementational questions.

– The question for the biotope issue may be considered as a crucial criterion to
distinguish those application domains that are appropriate to meme media
approaches from those that are not.
Simpler software technological problems that ask for a certain middleware
solution do not require meme media, if there does not appear any biotope
problem.

– Certain meme media implementations are best distinguished from concurring
developments of information technologies by their evolutionary potentials.
Only emphasis on the evolutionary potentials can make the meme media
implementations successful.
Thus, respecting the biotope issue is of strategic importance and has certain
commercial relevance.

For a greater impact on meme media implementations and their usage, the
present paper should result in some guideline or, at least, in some checklist to
take the biotope issue appropriately into account.

The reader should be aware of a rather delicate aspect of memetics which
complicates not only writing about the biotope issue, but also finding agreements
about the essentials of memetics. Thinking about memetics thoroughly leads to
the question about the human self. From a very strict memetic point of view
(cf. [1] and [8]), there is no other human self than a story told us by our brain.

Last but not least, it is worth to point to the fact that a deeper discussion of
the aspects systematized in chapter 3 of this paper does need more IntelligentPad
development competence. The author depends very much on other colleagues and
on ongoing experience with application attempts.
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Meme Media Architecture
for Intuitively Accessing

and Organizing Intellectual Resources

Yuzuru Tanaka

Meme Media Laboratory, Hokkaido University
Sapporo, 060-8628 Japan

Abstract. With the growing need for interdisciplinary and international
availability, distribution and exchange of intellectual resources including
information, knowledge, ideas, pieces of work, and tools in reeditable and
redistributable organic forms, we need new media technologies that ex-
ternalize scientific, technological, and/or cultural knowledge fragments in
an organic way, and promote their advanced use, international distribu-
tion, reuse, and reediting. These media may be called meme media since
they carry what R. Dawkins called “memes”. An accumulation of memes
in a society forms a meme pool that functions like a gene pool. Meme
pools will bring about rapid accumulations of memes, and require new
technologies for the management and retrieval of memes. This paper first
reviews our R&D on meme media, and then proposes their application
to the Web to make it work as a meme pool for collaboratively reediting
intellectual resources, as well as for intuitively accessing and organizing
the huge accumulation of intellectual resources in our societies.

1 Introduction

Nowadays the research topics of science and technology are diversified and seg-
mented into more and more categories. The number of interdisciplinary research
topics has also increased. With increasingly sophisticated research on science
and technology, there is a growing need for interdisciplinary and international
availability, distribution and exchange of the latest research results, in reed-
itable and redistributable organic forms, including not only research papers and
multimedia documents, but also various tools developed for measurement, anal-
ysis, inference, design, planning, simulation, and production. Similar needs are
also growing for the interdisciplinary and international availability, distribution
and exchange of ideas and works among artists, musicians, designers, architects,
directors, and producers. We need new media technologies that externalize scien-
tific, technological, and/or cultural knowledge fragments as intellectual resources
in an organic way, and promote their advanced use, international distribution,
reuse, and reediting.

Intellectual resources denote not only multimedia documents, but also ap-
plication tools and services provided by local or remote servers. They cannot
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c© Springer-Verlag Berlin Heidelberg 2004



Meme Media Architecture for Intuitively Accessing 109

be simply classified as information contents since they also include tools and
services. Media to externalize some of our knowledge as intellectual resources
and to distribute them among people are generally defined as knowledge media.
Some knowledge media that provide direct manipulation operations for people
to reedit and to redistribute their contents are called meme media.

Although WWW and browsers enabled us to publish and to browse intel-
lectual resources, they do not enable people to reedit and redistribute memes
published in meme media. When memes are liberated from their servers and
distributed among people for their reediting and redistribution, they are accu-
mulated in a society to form a meme pool, which will bring a rapid evolution of
intellectual resources shared by this society. This will cause an explosive increase
of intellectual resources similar to the flood of consumer products in our present
consumer societies.

This paper first reviews meme media architectures, and then proposes the
application of the meme media architecture to the Web to make it work as meme
pools. This extension makes the Web work as a shared repository not only for
publishing intellectual resources, but also for their collaborative reediting, as
well as for their intuitive access and reorganization.

2 The Web and Meme Media

2.1 Why Meme Media?

The publication and reuse of intellectual resources using the Web technologies
can be characterized by the schematic model in Figure 1. In the model, we do not
have any support for extracting any portion of published Web pages, combining
them together for their local reuse, or publishing the newly defined composite
object as a new Web page. The composition here means not only textual combi-
nation but also functional composition of embedded tools and services. We need
some support to reedit and redistribute Web contents for their further reuse.

It is widely recognized that a large portion of our paperwork consists of tak-
ing some portions of already existing documents, and rearranging their copies in

Fig. 1. The publication and reuse of intel-
lectual assets using the Web technologies.

Fig. 2. Meme media technologies for the
worldwide publication, reediting and re-
distribution of intellectual assets.
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different formats on different forms. This tendency has been significantly grow-
ing since we began to perform our paperwork on personal computers. Since the
reediting is so fundamental in our daily information processing, personal comput-
ers introduced the copy and paste operations as fundamental operations. Now,
these operations are undoubtedly the most frequently used operations on digital
contents. We need to make these operations applicable not only to multimedia
documents but to documents with embedded tools and services.

Figure 2 shows a new model for the worldwide publication, reediting and re-
distribution of intellectual resources. As in the case of the Web, you can publish
a set of your intellectual resources as a compound document into a worldwide
publication repository. You can use a browser to view such documents. In ad-
dition to these operations, you can extract any portions of viewed documents
as reusable components, combine them together to define a new compound doc-
ument for your own use, and publish this new compound document into the
repository for its reuse by other people. This new model of publishing, reediting
and redistributing intellectual resources assumes that all these operations can be
performed only through direct manipulation. Meme media technologies realize
this new model. They provide the direct manipulation operations necessary for
reediting and redistributing intellectual resources.

2.2 How Meme Media Change the Reuse of Web Contents?

Figures from 3 to 4 show an example process of reediting and redistributing
intellectual resources over the Web. The meme media technologies provide these
operations as generic operations on intellectual resources represented as meme
media objects. This example accesses two Web pages, i.e., Lycos Finance Stock
Quotes and Charts, and Yahoo Finance Currency Conversion (Figure 3). The
former allows you to specify an arbitrary company, and then shows its current
stock quote together with its stock quote chart. The latter allows you to specify
two currencies and the amount in one of them, and then outputs its conver-
sion to the other currency. Browsers showing the two Web pages are wrapped
by meme media wrappers, and work as meme media objects. These wrapped
browsers allow us to specify any input forms and/or any displayed objects such
as character strings and images to work as I/O ports for the interoperation with
other meme media objects. You can directly specify which portions to work as
ports through mouse operations.

On the conversion Web page, you may fill in the source and target currency
input forms with ‘US dollar’ and ‘Japanese Yen’. Then you may specify the
amount input form to work as an I/O port, and the character string representing
the converted amount to work as an output port. You may connect a text I/O
component to each of these ports, make the wrapped browser to hide its display,
and resize it (Figure 3). The result is a currency conversion tool from US dollar to
Japanese Yen. This tool wraps the Yahoo Finance Currency Conversion service,
and works as an interoperable meme media object. Through mouse operations,
you can also specify that the dollar input port will work as the primary port of
this media object.
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Fig. 3. The wrapping of the Yahoo Fi-
nance Currency Conversion page to cre-
ate a new interoperable tool, simply by
specifying the amount input form and
the converted amount to work respec-
tively as an I/O port and as an output
port.

On the ‘Stock Quote and Chart’ Web page, you may input some company
in the input form, and specify the output portion representing the current stock
quote to work as an output port. Now, you can paste the wrapped currency
conversion tool on this Stock Quote and Chart Web page, and connect the
primary port of the conversion tool to the current stock quote port of the Stock
Quote and Chart page (Figure 4). This defines a composite tool that combines
two services provided by the two different servers. Now you may input a different
company in the input form of the base Web page. Then the composite tool will
return its current stock quote both in US dollar and in Japanese yen.

Fig. 4. The pasting of the wrapped cur-
rency conversion tool on the Stock Quote
and Chart Web page with the connection of
the primary port of the conversion tool to
the current stock quote port of the Stock
Quote and Chart page.

Meme media technologies also allow us to republish this composite tool as a
new Web page. Other people can access this Web page and reuse its composite
function using a legacy Web browser.

The example above tells us how fundamental the reediting and redistribution
operations are to the creative reuse of a large accumulation of available contents,
application tools, and services. Such a memetic composition of a new meme
media object from more than one available meme media object uses only direct
manipulations, namely edit operations, on their view representations, or their
phenotypes in biological terminology. The programs that define their contents
including their embedded tools and services can be considered as their genotypes.
Meme media objects allow us to edit their genotype through the direct editing
of their phenotypes, which is fundamental in intuitively defining new intellectual
resources from existing ones.
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Our framework also opens a new vista in the circulation and reuse of scientific
knowledge. In bioinformatics, for example, more than 3000 different services are
now available on the Web. They include DB services, data analysis services,
simulation services, and related reference information services. Researchers in
this field, however, have no tools yet to interoperate some of these services for
their own use. This has two reasons. Different Web applications use different data
formats. In addition, there is no way on the client side to connect the output of
one Web application to the input form of another Web application other than
making a copy of the appropriate output text portion on the source page and
pasting it in the input form of the target page. While SOAP allows you to write
a program to functionally integrate more than one Web services, it is a server
side programming tool, and hard to use for non-programmers. Our framework
to extract and wrap Web applications uses HTML format for the data exchange.
It allows us to visually specify what to extract and wrap, and which portions
to export as slots. It allows us to use paste and peel pad operations to combine
extracted Web contents together with other pads for the composition of a new
functionally integrated tool.

2.3 Frequently Asked Questions on Meme Media Technologies

Some readers may think that Web Service technologies can provide us with sim-
ilar functions for the interoperation among Web contents. Web Service technolo-
gies enable us to interoperate services published over the Web. However, they
assume that the API (Application Program Interface) library to access such a
service is a priori provided by its server side. You need to write a program to
interoperate more than one Web service. Meme media technologies, on the other
hand, provide only the client-side direct manipulation operations for users to
reedit intellectual resources embedded in Web pages, to define a new combina-
tion of them together with their interoperation, and to republish the result as
a new Web page. In addition, meme media technologies are applicable not only
to the Web, but also to local objects. Meme media can wrap any documents
and tools, and make each of them work as interoperable meme media object.
Their wrapping, however, cannot use the same generic wrapper as in the case of
wrapping Web contents. Different types of tools may require different wrappers.

Some other readers may become worried about the copyright problem. Copy-
right policies, however, have been reconsidered and modified every time when
people introduced new media technologies. Whenever a new media technology is
introduced, the consensus on new copyright policies gradually coevolves with new
copyright protection and/or license management technologies. We have been,
and are observing such coevolution of new policies with the Web technologies.
Some have established closed services on the Web that are exclusive to their
members, while others have established a closed network, such as the I-mode
cellular phone network in Japan by NTT DoCoMo, to implement a micropay-
ment scheme for charging each access to the registered information services.
Many other types of license and account management are currently tried on the
Web. The same situation will occur for meme media technologies.
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2.4 Related Research

Some user-customizable portal sites such as MyYahoo provide another way to
personalize Web pages. If a user has a priori registered his interests, the system
will customize the Web page only to show what he is interested in.

HTML4.01 provides a special HTML tag <iframe>, or inline frame, for a Web
page author to embed an arbitrary Web document in a newly defined Web page.
However, it does not allow users browsing Web pages to directly specify either a
Web document portion to extract or a location in the target document to insert
the extracted document. They need to access and to edit HTML definitions of
these Web pages.

Turquoise [1] and Internet Scrapbook [2] both adopt programming-by-demon-
stration technologies to support the reediting of Web documents. Users may
demonstrate, on the screen, how to change the layout of a Web page to define
a customized one, and apply the same editing rule whenever the Web page is
accessed for refreshing. They enable users to change layouts, but not to extract
any components, nor to functionally connect them together. Transpublishing [3]
allows users to embed some portions of Web documents in a newly defined Web
page. It also proposes license management and charge accounting technologies.
The embedding requires the rewriting of the HTML definition using a special
HTML tag to import a document.

Example tools for extracting a document component from a Web document
include W4F [4], DEByE [5], and WbyE [6]. W4F provides a GUI support tool
to define an extraction. Users, however, still need to write some script programs.
The system creates a wrapper class written in Java from user’s demonstrations.
To use this wrapper class, users need to write program codes. DEByE provides
a more powerful GUI support tool. However, it outputs the extracted document
components in XML format. Its reuse requires some knowledge on XML. WbyE
is an extension of DEByE. These systems, however, do not provide any tools
for users to visually combine two wrapped Web applications, and to compose a
single tool with an integrated function. There are also several research studies
about recording and playing a macro operation on a Web browser. Such approach
also requires users to have expertise to customize recorded operation sequences
described in some language.

Up to now, hypermedia research groups have mainly focused their efforts
on the linking services among intellectual assets for the navigation and the in-
teroperability among them. They basically assumed that hypermedia contents
were just viewed without making their copies, reediting, nor redistributing them
among people. Over the last decade, the Open Hypermedia Working Group
(OHSWG) has been working on a standard protocol to allow interoperability
across a range of application software components. The group first focused on
the separation of link services from document structures, which enables different
hypermedia systems to interoperate with each other, and client applications to
create, edit, and activate links which are managed in separate link databases [7].
Microcosm [8] and Multicard [9] are examples that worked as reference systems
of link servers. The hypertext community also focused on the interoperability
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with database systems, which introduced higher level functionality: for example
HyperBase [10] on a relational foundation, and HBI [11] on a semantic platform.
The interoperability with databases also leads to the idea of separating com-
ponent storage, run time and document content issues. The Dexter Hypertext
Reference Model [12] proposed a layered architecture to separate them. As an
alternative to such a layered architecture, the open hypertext community collab-
oratively developed a standard protocol OHP [13] for interdependent different
services to interoperate with each other. These architectures worked as a basis to
apply link services to the Web [14]. HyperDisco [15] and Chimera [16] proposed
such interoperable service models, which were later applied to the Web [17] [18].

The OHSWG approach was basically based on the following principles: the
separation of link services, and the standardization of a navigational and/or func-
tional linking protocol among different applications and services. The standard
protocol may rely on either API (Application Program Interface) libraries or
an on-the-wire communication model using such a standard transport medium
as socket. The group is further expanding the linking service functionality by
introducing collaborative spatial structures [19], computational aspects, or dy-
namically defined abstract communication channels [20].

Meme media research that has been conducted independently from the open
hypertext community has been focused on the replication, reediting, and redistri-
bution of intellectual resources. To achieve this goal, our group adopted a visual
wrapper architecture. Any component, whether it is an application or a service,
small or large, is wrapped by a visual wrapper with direct manipulability and
standard interface mechanism. These wrappers work as media to carry different
types of intellectual resources. Our wrapper architecture allows users to define a
composite media object by combining primitive media objects. Composite media
objects allow further recombination. Users can exchange those composite media
objects through the Internet.

Application of meme media technologies to OHS technologies simply means
that objects in the latter framework are wrapped by meme media wrappers to
become meme media objects. Such wrapping introduces meme media features
to those objects without loosing any of their OHS features.

3 Basic Meme Media Architectures

3.1 IntelligentPad and IntelligentBox
as Basic Meme Media Systems

We have been conducting research and development on meme media and meme
pool architectures since 1987. We developed 2D and 3D meme media architec-
tures ‘IntelligentPad’ and ‘IntelligentBox’ respectively in 1989 and in 1995 [21]
[22] [23] [24] [25] [26], and have been working on their meme-pool and meme-
market architectures [27] [28], as well as on their applications. These are sum-
marized in [29].

In object-oriented component architectures, all types of knowledge fragments
are defined as objects. IntelligentPad exploits both an object-oriented compo-
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nent architecture and a wrapper architecture. Instead of directly dealing with
component objects, IntelligentPad wraps each object with a standard pad wrap-
per and treats it as a pad (Figure 5). Each pad has a card like view on the
screen and a standard set of operations like ‘move’, ‘resize’, ‘copy’, ‘paste’, and
‘peel’. Users can easily replicate any pad, paste a pad onto another, and peel a
pad off a composite pad. A pad can be pasted on another pad to define both a
physical containment relationship and a functional linkage between them. When
a pad P2 is pasted on another pad P1, the pad P2 becomes a child of P1, and
P1 becomes the parent of P2. No pad may have more than one parent pad.
Each pad provides a list of slots that work as connection jacks of an AV-system
component, and a single connection to a slot of another pad (Figure 5). You can
functionally connect each child pad to one of the slots of its parent pad. Each
pad uses a standard set of messages ‘set’ and ‘gimme’ to access a single slot
of its parent pad, and another standard message ‘update’ to propagate changes
of state to its child pads. In their default definitions, a ‘set’ message sends its
parameter value to its recipient slot, while a ‘gimme’ message requests a value
from its recipient slot.

Fig. 5. A composite pad and its slot con-
nection structure.

Pads can be pasted together to define various multimedia documents and
application tools. Unless otherwise specified, composite pads are always decom-
posable and reeditable.

4 Wrapping Web Contents as Meme Media Objects

4.1 Extraction and Reediting of Web Contents

Web documents are defined in HTML format. An HTML view denotes an ar-
bitrary HTML document portion represented in the HTML document format.
The pad wrapper to wrap an arbitrary portion of a Web document needs to be
capable of both specifying an arbitrary HTML view and rendering any HTML
document. We call this pad wrapper an HTMLviewPad. Its rendering function
is implemented by wrapping a legacy Web browser such as Netscape Naviga-
tor or Internet Explorer. In our implementation, we wrapped Internet Explorer.
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The specification of an arbitrary HTML view over a given HTML document re-
quires the capability of editing the internal representation of HTML documents,
namely, DOM trees. The DOM tree representation allows you to identify any
HTML-document portion, which corresponds to a DOM tree node, with its path
expression. Figure 6 shows an HTML document with its DOM tree representa-
tion. The highlighted portion in the document corresponds to the highlighted
node whose path expression is /HTML[0]/BODY[0]/TABLE[0]/TR[1]/TD[1]. A
path expression is a concatenation of node identifiers along a path from the root
to the specified node. Each node identifier consists of a node name, i.e., the tag
given to this node element, and the number of its sibling nodes located to the
left of this node.

Fig. 6. An HTML document with its DOM tree, and a path expression.

The definition of an HTML view consists of the specification of the source
document, and a sequence of view editing operations. The specification of a
source document uses its URL. Its retrieval is performed by the function ‘getH-
TML’ in such a way as

doc = getHTML("http://www.abc.com/index.html", null).

The second parameter will be used to specify a request to the Web server at
the retrieval time. Such requests include POST and GET. The retrieved docu-
ment is kept in DOM format. The editing of an HTML view is a sequence of
DOM tree manipulation operations selected out of the followings:

1. EXTRACT : Delete all the nodes other than the sub tree with the specified
node as its root.

2. REMOVE : Delete the sub tree with the specified node as its root.
3. INSERT : Insert a given DOM tree at the specified relative location of the

specified node. You may select the relative location as CHILD, PARENT,
BEFORE, or AFTER to insert the given DOM tree respectively as the last
child, the parent, the last left sibling, or the first right sibling of the specified
node.
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An HTML view is specified as follows:

defined-view = source-view.DOM-tree-operation(node),

where source-view may be a Web document or another HTML document, and
node is specified by its extended path expression.

You may specify two sub trees extracted either from the same Web document
or from the different Web documents, and combine them to define a view.

doc = getHTML("http://www.abc.com/index.html", null);

view2 = doc

.EXTRACT("/HTML/BODY/TABLE[0]/")

.EXTRACT("/TABLE[0]/TR[0]/");

view1 = doc

.EXTRACT("/HTML/BODY/TABLE[0]/")

.INSERT("/TABLE[0]/TR[0]/", view2, BEFORE);

4.2 Direct Editing of HTML Views

Instead of specifying a path expression to identify a DOM tree node, we will
make the HTMLviewPad to dynamically frame different extractable document
portions for different mouse locations so that its user may move the mouse cursor
around to see every extractable document portion. When the HTMLviewPad
frames what you want to extract, you can drag the mouse to create another
HTMLviewPad with this extracted document portion. The new HTMLviewPad
renders the extracted DOM tree on itself. Figure 7 shows an example extraction
using such a mouse-drag operation, which internally generates the following edit
code.

doc = getHTML("http://www.abc.com/index.html", null);

view = doc

.EXTRACT("/HTML/BODY/TABLE[0]/");

The HTMLviewPad provides a pop-up menu of view-edit operations includ-
ing EXTRACT, REMOVE and INSERT. After you select an arbitrary portion,
you may select either EXTRACT or REMOVE.

Fig. 7. Live extraction of an element using a mouse-drag operation.
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The INSERT operation uses two HTMLviewPads showing a source HTML
document and a target one. You may first specify INSERT operation from the
menu, and specify the insertion location on the target document by directly
specifying a document portion and then specifying relative location from a menu
including CHILD, PARENT, BEFORE, and AFTER. Then, you may directly
select a document portion on the source document, and drag and drop this
portion on the target document. The dropped HTMLviewPad is deleted after
the insertion.

4.3 Automatic Generation of Default Slots

The HTMLviewPad allows you to map any node values of its view and any
events on its view to its newly defined slots. The definition of such a node-slot
mapping takes the following form:

MAP(<node>, NameSpace),

where <node> is specified by its path expression and NameSpace defines a slot
name. An example of such a mapping is as follows:

MAP("/HTML/BODY/P/txt( )", "#value")

Depending on the node type, the HTMLviewPad changes the node value
evaluation to map the most appropriate value of a selected node to a newly
defined slot. We call these evaluation rules node-mapping rules. Each node-
mapping rule has the following syntax:

target-object => naming-rule(data-type)<MappingType>

naming-rule : naming rule for the new slot

data-type : data type of the slot

MappingType : <IN | OUT | EventListener | EventFire>

Slots defined with the OUT type are read-only ones. The IN-type mapping
defines a rewritable slot. The rewriting of such a slot may change the display of
the HTML view document. The EventListener-type mapping defines a slot that
changes its value whenever an event occurs in the node selected on the screen.
The EventFire-type mapping, on the other hand, defines a slot whose update
triggers a specified event in the node selected on the screen.

For a general node such as </HTML/. . . /txt()>, </HTML/. . . /attr()>, or
</HTML/. . . /P/>, the HTMLviewPad automatically defines a default slot, and
sets the text in the selected node to this slot. If the text is a numerical string, it
converts this string to a numerical value, and sets this value to the slot.

a text in the selected node (character string)

=> NameSpace::#Text(string)<OUT>

a text in the selected node (numerical string)

=> NameSpace::#Text(number)<OUT>

For a table node such as </HTML/. . . /TABLE/>, the HTMLviewPad converts
the table value to its CSV (Comma-Separated Value) representation, and auto-
matically maps it to a newly defined default slot of text type.
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For an anchor node such as </HTML/. . . /A/>, the HTMLviewPad automati-
cally performs the following three mappings to define three default slots:

a text in the selected node

=> NameSpace::#Text(string, number)<OUT>

href attribute of the selected node

=> NameSpace::#refURL(string)<OUT>

URL of the target object

=> NameSpace::#jumpURL(string)<EventListener>

For example, let us consider a case in which we extract an anchor defined as
follows:

<A href="./next.html">

Next Page

</A>

The first mapping sets the text “Next Page” to a string ( or number ) type
default slot NameSpace::#Text. The second mapping sets the href “./next.html”
to a string type default slot NameSpace::#refURL. The third mapping has the
EventListener type. Whenever the anchor is clicked, the target URL is set to a
string-type default slot NameSpace::#jumpURL.

For a form node such as </HTML/. . . /FORM/>, the HTMLviewPad automati-
cally performs the following three mappings to define three default slots:

the value attribute of the INPUT node with the name attribute

in the selected node

=> NameSpace::#Input_type_name(string, number)<IN, OUT>

Submit action

=> NameSpace::#FORM_Submit(boolean)<EventFire>

the value obtained from the server

=> NameSpace::#FORM_Request(string)<EventListener>

type = <text | password | file | checkbox | radio | hidden |

submit | reset | button | image>

name = <name> attribute in the INPUT node

For example, let us consider a case in which we extract a form defined as
follows:

<FORM action="./search">

<INPUT Type=txt name=keyword >

<INPUT Type=submit value="search">

</FORM>

The first mapping rule for a form sets the input keyword to a string (or num-
ber ) type default slot NameSpace::#Input text keyword. The second mapping
rule is an EventFire-type mapping. Whenever a TRUE is set to a Boolean type
default slot #FORM Submit, the HTMLviewPad triggers a form-request event.
The third mapping has the EventListener type. Whenever an event to send a
form request occurs, the HTMLviewPad sets the corresponding query to a string
type default slot NameSpace::#FORM Request.
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Each HTMLviewPad has the additional following four default slots. The
#UpdateInterval slot specifies the time interval for the periodical polling of refer-
enced HTTP servers. A view defined over a Web document refresh its contents by
periodically retrieving this Web document in an HTTP server. The #Retrieval-
Code slot stores the code to retrieve the source document. The #ViewEditing-
Code slot stores the view definition code. The #MappingCode slot stores the
mapping definition code. The HTMLviewPad updates itself by accessing the
source document, whenever either the #RetrievalCode slot or the #ViewEdit-
ingCod slot is accessed with a set message, the interval timer invokes the polling,
a user specifies its update, or it becomes active after its loading from a file. In ad-
dition to these four slots, the HTMLviewPad automatically creates slots defined
by the mapping code that is set to the #MappingCode slot.

4.4 Visual Definition of Slots for Extracted Web Contents

Our HTMLviewPad also allows users to visually specify any HTML-node to
work as a slot. In its node specification mode, an HTMLviewPad frames differ-
ent extractable document portions of its content document for different mouse
locations so that its user may change the mouse location to see every selectable
document portion. When the HTMLviewPad frames what you want to work as
a slot, you can click the mouse to pop up a dialog box to name this slot. Since
each extracted Web component uses an HTMLviewPad to render its contents,
it also allows users to specify any of its portions to work as its slot. We call
such a slot thus defined an HTML-node slot. The value of an HTML-node slot is
the HTML view of the selected portion. The HTMLviewPad converts ill-formed
HTML into well-formed HTML to construct its DOM-tree. Therefore, you may
connect an HTMLviewPad to an HTML-node slot to view the corresponding
HTML view. If the HTML-node slot holds an anchor node, the HTMLviewPad
connected to this slot shows the target Web page.

Figure 3 shows an HTMLviewPad showing a Yahoo Web page with an em-
bedded Web application to convert US dollar to Japanese yen based on the
current exchange rate. On this pad, you can visually specify the input form for
inputting dollar amount and the output text portion showing the equivalent yen
amount to work as slots. The HTML-path of the input-form is represented as

HTML[0]/BODY[0]/DIV[0]/FORM[0]/INPUT[0]/text[(.*)],

while the HTML-path of the selected output text portion is represented as

HTML[0]/BODY[0]/TABLE[0]/TR[0]/TD[1]/A[0]/attr[href].

You may name the corresponding HTML-node slots as #dollarAmount and
#yenAmount respectively. The HTMLviewPad allows you to suspend the ren-
dering of its contents. In this mode, you may use an HTMLviewPad with an
HTML view as a blank pad with an arbitrary size. Figure 3 shows, on its right
hand side, a currency rate converter pad. We have defined this pad from the
above mentioned Web page just by defining two slots, resizing the HTMLview-
Pad, and pasting two text IO pads with their connections to #dollarAmount
and #yenAmount slots.
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Such a pad wraps a Web application, providing slots for the original’s input
forms and output text strings. We call such a pad a wrapped Web application.
Since a wrapped Web application is such a pad that allows you to change its
primary slot assignment, you may specify any one of its slots to work as a primary
slot.

You can also wrap a Lycos’ Web page for a realtime stock-price browsing
service, defining a slot for the current stock price. Then you may paste the
wrapped currency conversion Web application with its #dollarAmount specified
as its primary slot on this wrapped Lycos stock-price page. We connect the
conversion pad to the newly defined current stock price slot. For the input of
different company names, you can use the input form of the original Web page.
Since this Web application uses the same page layout for different companies,
the same path expression correctly identifies the current stock-price information
part for every different company.

5 Example Applications

5.1 Example Application of Live Documents

The HTMLviewPad allows us to extract an arbitrary HTML element from the
Web document it displays. The direct dragging-out of this portion creates an-
other HTMLviewPad showing the extracted portion. The periodic polling capa-
bility of the latter HTMLviewPad keeps the extracted document portion alive.
You may paste such a live copy in a pad form on another pad with a slot connec-
tion for functional composition. You may also paste a pad on such a live copy in
a pad form, and connect the former pad to one of the slots of the latter. Using
such operations, you may compose an application pad integrated with live copies
of document portions extracted from different Web pages.

Figure 8 shows the plotting of the NASA Space Station’s orbit and Yohkoh
Satellite’s orbit. We used a world map with a plotting function. This map has a
pair of #longitude[1] slot and #latitude[1] slot, and creates, on user’s demand,
more pairs of the same type slots with different indices. First, you need to access
the home pages of the space station and the satellite. These pages show the
longitude and the latitude of the current locations of these space vehicles. Then,
you may make live copies of the longitude and the latitude in each Web page, and
paste them on the world map with their connection respectively to #longitude[i]
and #latitude[i] slots. The live copies from the space station Web page uses the
first slot pair, while those from the satellite Web page uses the second slot pair.
These live copies update their values every 10 seconds by polling the source Web
pages. The independent two sequences of plotted locations show the orbits of
the two space vehicles.

5.2 Composition with More Than One Wrapped Web Application

When applied to the over-the-counter services in e-banking, our framework en-
ables financial planners to dynamically collect appropriate live information and
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Fig. 8. The plotting of the NASA Space Station’s orbit and Yohkoh Satellite’s orbit.

Web applications from the Web as well as local Web pages that access inter-
nal databases, to dynamically combine them together for composing customized
portfolios of live stock-market information, and to send it to their clients by e-
mail. Financial planners can reedit the live portfolios according to their clients’
demands. Clients can also reedit the proposed live portfolios to define summaries
or focused information. They can also combine more than one live portfolio ob-
tained from different financial planners to define a cross-comparison view.

Figure 9 shows a composite tool that integrates several public Web applica-
tions in bioinformatics including DDBJ’s Blast homology search service, Gen-
Bank Report service, and PubMed’s paper reference service. Blast service allows
us to input a sample DNA sequence, and outputs genes with similar DNA se-
quences. We have specified the input form and the accession number of the first
candidate sequence to work as slots. The accession number works as an anchor
linking to a GenBank Report Web page containing the detail information about
this gene. Its corresponding slot contains the URL to the target GenBank Report
page. We have pasted an HTMLviewPad with its connection to this second slot.
As a result, this child HTMLviewPad shows the corresponding GenBank Report
page. This page contains bibliographic information about the related research
papers. We have visually specified the title portion of the first research paper
to work as a slot of this pad. We have also wrapped the PubMed service with
its input form work as a slot. PubMed service returns a list of full documents
that contains given keywords. We have made this slot to work as the primary
slot. By pasting this wrapped PubMed service on the HTMLviewPad showing
a GenBank Report page with its connection to the title slot, you will obtain a
composite tool that functionally integrates these three services.

6 Redistribution and Publication
of Meme Media Objects as Web Contents

Whenever you save a wrapped Web-document portion extracted from a Web
page, the system saves only the pad type, namely ‘HTMLviewPad’, the values



Meme Media Architecture for Intuitively Accessing 123

Fig. 9. Visual composition of a new tool that integrates DDBJ’s Blast homology search
service, GenBank Report service, and PubMed’s paper reference service.

of the two slots, #RetrievalCode slot and #ViewEditingCode slot, and the path
expression and name of each user-defined slot. Copies of such a live copy share
only such meta information with the original. They access the source Web page
whenever they need to update themselves. This is an important feature from
a copyright point of view, since every update of such a copy requires a server
access. The redistribution of a live copy across the Internet needs to send only
its save format representation. When a live copy is activated on the destination
platform, it invokes the retrieval code stored in #RetrievalCode slot, executes
the view editing code in #ViewEditingCode slot to display only the defined
portion of the retrieved Web document, and defines every user-defined slot. You
can further extract any of its portions as a live copy.

For the reediting of extracted Web contents, our framework provides two
methods. One of them allows you to insert an HTML view into another HTML
view without any functional linkage. The other allows us to paste an HTML
view as a pad on another HTML view as a pad with a slot connection between
them. The former composition results in a new HTML view, while the latter
composition is no longer an HTML view. In order to publish composed docu-
ments and/or tools as HTML documents in the Web, we need to convert non
HTML view compositions to HTML views. We call such a conversion a flattening
operation.

For the HTML representation of an HTML view working as a pad, we use
script variables to represent its slots, its primary slot, its parent pad, the par-
ent’s slot it is connected, and the list of child pads. As shown in Figure 10,
we use JavaScript to define SetValue function to set a new value to a specified
slot, GimmeValue function to read out the value of a specified slot, and Up-
dateValue function to update the primary slot value and to invoke every child
pad’s UpdateValue function. To update the primary slot value, we define a script
program to invoke the parent’s GimmeValue function with the connection slot
as its parameter, and to set the return value to the own primary slot. Figure 10
shows an HTML view defined with two slots #increment and #number and the
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var slots 

var primary_slot 

var parent_document  

var parent_slot 

var child_documents 

 

function SetValue(slotname,value){  

… 

} 

function GimmeValue(slotname){ 

… 

} 

function UpdateValue(…){ 

… 

} 

 

Script 

Fig. 10. A JavaScript program to
define slots in an HTML view.

text.html button.html

composite.html 

Fig. 11. Use of a JavaScript pro-
gram for an HTML-view compo-
sition with three HTML views.

three standard functions. This HTML view works as a counter with a number
display and a button to increment the number. The HTML view defines these
components in HTML.

Figure 11 shows an HTML view composition with three HTML views; two
works as child pads of the other. The parent HTML view is the counter with
two slots, #increment and #number. One child HTML view works as a but-
ton with its primary slot #click, while the other child HTML view works as
a number display with its primary slot #value. The composition rewrites the
HTML definition of the base pad to embed the HTML definitions of the other
two using <IFRAME> tags, and adds a script code using <SCRIPT> tags to define
slot connection linkages among them. The composed HTML view works exactly
the same as a composite pad combining the pad representations of these three
HTML views. Users may use a legacy Web browser to show this composite view
and to play with it.

We may use this mechanism to flatten a composite pad that uses only those
pads extracted from some Web pages.
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7 Concluding Remarks

Meme media architectures work as the enabling technologies for interdisciplinary
and international availability, distribution and exchange of intellectual assets
including information, knowledge, ideas, pieces of work, and tools in reeditable
and redistributable organic forms. When applied to the Web, they make the
Web work as a meme pool with a huge accumulation of ready-to-use intellectual
resources. Meme media over the Web will significantly accelerate the evolution
of memes in our societies, which will lead to a need for new ways of organizing
and accessing their huge accumulation.

This paper has first reviewed meme media architectures, and then proposed
the application of the meme media architecture to the Web to make it work as
meme pools. This extension makes the Web work as a shared repository not only
for publishing intellectual resources, but also for their collaborative reediting and
reorganization.
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10. Schütt, H.A., Streitz, N.A.: HyperBase: a hypermedia engine based on a relational
database management system. (1992) 95–108

11. Schase, J., Legget, J., et al.: Design and implementation of the hbi hyperbase
management system. Electronic Publishing: Origination, Dissemination and Design
6 (1993) 35–63



126 Yuzuru Tanaka

12. Halasz, F., Schwartz, M.: The Dexter hypertext reference model. Commun. ACM
37 (1994) 30–39

13. Davis, H., Lewis, A., Rizk, A.: OHP: A Draft Proposal for an Open Hypermedia
Protocol. In: Proceedings of ACM Hypertext ’96, ACM Press (1996) 9

14. Grønbæk, K., Bouvin, N.O., Sloth, L.: Designing dexter-based hypermedia ser-
vices for the world wide web. In: Proceedings of the eighth ACM conference on
Hypertext, ACM Press (1997) 146–156

15. Wiil, U.K., Leggett, J.J.: The HyperDisco approach to open hypermedia systems.
In: Proceedings of the the seventh ACM conference on Hypertext, ACM Press
(1996) 140–148

16. Anderson, K., Taylor, R., Whitehead, E.: Chimera: Hypertext for heterogeneous
software environments (1994)

17. Wiil, U.K., Leggett, J.J.: Workspaces: the HyperDisco approach to Internet distri-
bution. In: Proceedings of the eighth ACM conference on Hypertext, ACM Press
(1997) 13–23

18. Anderson, K.M.: Integrating open hypermedia systems with the World Wide Web.
In: Proceedings of the eighth ACM conference on Hypertext, ACM Press (1997)
157–166

19. Reinert, O., Bucka-Lassen, D., Pedersen, C.A., Nürnberg, P.J.: Caos: a collabora-
tive and open spatial structure service component with incremental spatial parsing.
In: Proceedings of the tenth ACM Conference on Hypertext and hypermedia : re-
turning to our diverse roots, ACM Press (1999) 49–50

20. Moreau, L., Gibbens, N., et. al.: SoFAR with DIM Agents. (In: Proceedings of
the 5th International Conference on the Practical Application of Intelligent Agents
and Multi-Agent Technology (PAAM 2000))

21. Tanaka, Y., Imataki, T.: A Hypermedia System allowing Functional Composition
of Active Media Objects through Direct Manipulations. In: Proceedings of the
IFIP ’89, San Francisco, CA (1989) 541–546

22. Tanaka, Y., Nagasaki, A., Akaishi, M., Noguchi, T.: A synthetic media architecture
for an object-oriented open platform. In: Proceedings of the IFIP 12th World
Computer Congress on Personal Computers and Intelligent Systems - Information
Processing ’92 - Volume 3, North-Holland (1992) 104–110

23. Tanaka, Y.: From augmentation media to meme media: IntelligentPad and the
world-wide repository of pads. In Kangassalo, H., et. al., eds.: Information Mod-
elling and Knowledge Bases, VI, IOS Press (1995) 91–107

24. Tanaka, Y.: A Meme Media Architecture for Fine-Grain Component Software. In:
Proceedings of the Second JSSST International Symposium on Object Technologies
for Advanced Software, Springer-Verlag (1996) 190–214

25. Johnstone, B.: DIY Software. New Scientist 147 (1995) 26–31
26. Okada, Y., Tanaka, Y.: IntelligentBox: a constructive visual software development

system for interactive 3D graphic applications. In: Proceedings of the Computer
Animation, IEEE Computer Society (1995) 114

27. Tanaka, Y.: Meme media and a world-wide meme pool. In: Proceedings of the
fourth ACM international conference on Multimedia, ACM Press (1996) 175–186

28. Tanaka, Y.: Memes: New Knowledge Media for Intellectual resources. Modern
Simulation and Training 1 (2000) 22–25

29. Tanaka, Y.: Meme Media and Meme Market Architectures: Knowledge Media for
Editing, Distributing, and Managing Intellectual Resources. IEEE Press & Wiley-
Interscience (2003)



Enhancing Visual Perception
Using Dynamic Updating of Display

Toshio Kawashima1, Takanori Terashima2,
Takeshi Nagasaki1, and Masashi Toda1

1 Future University, Hakodate
116-2 Kamedanakano-cho, Hakodate

041-8655 Hokkaido, Japan
{kawasima,nagasaki,toda}@fun.ac.jp

2 Miyagi University, School of Project Design
1 Gakuen, Taiwa-cho, 981-3298 Miyagi, Japan

terashima@myu.ac.jp

Abstract. In this report we propose two types of methods that enhance
the visual perception of human. The first idea uses a type of change blind-
ness, a short-term information suppression of visual information process-
ing. This makes possible to provide visual stimulation to peripheral area
of visual field without being noticed by the user. It can be used to sepa-
rate “what you see” and “where you will see the next” when you design
the screen of computer display. The second idea is to control the speed
of reading text using visual stimulation to peripheral. We tested several
types of leader for guiding eye-gaze. Experimental result shows that the
leaders increase reading speed without loss of comprehensiveness.

1 Introduction

The most important sensation is often said to be vision because 40% of human
brain is used for processing visual information. This fact indicates that informa-
tion received via visual channels is the largest in the modality of sensation.

History. First visual display methods would be gesture to attract someone’s
attention. Our vision system is intrinsically inhomogeneous. The center of retina,
fovea, has more receptors than the peripheral part of retina. Visual acuity is
very high around retina from this reason, while very low in peripheral area. This
inhomogeneity requires activeness of human vision system. Gesture would first
be invented to attract attention by giving dynamic visual stimulus to peripheral
area on retina. The second invention is characters that express meaning by a
series of these primitive shapes. First characters were written on a flat surface
such as board or paper. Characters had long been static expression, until movie
technology was developed.

These two fundamental ideas are still a basic function of computer display.
The first one is the blinking cursor. The second is text display.

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 127–141, 2004.
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The third visual technology is movie and television. Early nineteenth cen-
tury flipbook was invented. This idea that a sequence of discontinuous images
causes motion perception was grown up to movie in the end of the nineteenth
century. Thirty years later television was invented as the extension of this idea
and raster scan display was developed for the display. At this stage dynamic
visual stimulation and complex image pattern like characters were integrated in
visual display.

After the last decade of the twentieth century, high resolution displays are
commonly used in computer system but the principle of the display has not
changed. The relation between display and human, however, has changed. The
image rendered on a display is redrawn when an input device generates an event.
This interactivity is essence of the current display system.

In addition, high spec graphic cards provide higher rendering speed and
higher refresh rate up to 200Hz. In spite of the fact that the performance of
a computer display already exceeds our perceptual limitation, the principle of
visual display is intrinsically the same as movie.

Position of the Research in the Project Group. In the project of “Intuitive
Human Interface for Organizing and Accessing Intellectual Assets” the role of
our subgroup is to find a breakthrough of human interface from the viewpoints
of engineering and psychology.

Previous researches of human interface have been focused on “real-world ori-
ented” interaction systems that use special input devices to collect the informa-
tion from human or on “virtual reality” that uses a special small head-mounted
display or wall-type screens.

Many researches of information visualization have been also done but they
use no feedback from observer’s response at perception level.

Prof. Morita of Yamaguchi University, a group member of the subgroup,
is interested in the computational model of vision. He proposes an eye-gaze
control algorithm of foveal vision that uses a short-term memory to select the
next fixation position. He applied his model to reading. In his research the model
well simulates the saccades and fixations of human eye during reading textbook.
He also applied the model to design a dynamic visual marker to guide eye-gaze.
His researches will be reported in the workshop.

The authors of the paper are interested in the mechanism of visual cognition.
Vision mechanism, especially saccadic suppression impresses us because it hides
the change (or update) of image when the change occurs during the period
of saccadic motion. We applied the phenomenon to design a computer display
that updates the contents during use’s eye movement without being noticed.
Another research subject is eye leading for speed-reading. We designed an eye
leading method to control eye-gaze.

Through the subproject we tried to increase the amount of information by
assistant of computer based on the characteristic of human.

Organization of the Paper. The remainder of the paper is organized as
follows. Section 2 briefly reviews mechanism of vision and the limitation of re-
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ception via visual display. In section 3 we propose two ideas of dynamic display
of visual information. One is display-updating mechanism during saccade. The
other is eye-gaze guidance for speed-reading. Section 4 discusses the possibility
of new approaches of dynamic display based on psychology of vision. Finally,
section 5 concludes our work.

2 Vision Mechanism and Visual Display

Human vision is an inhomogeneous sensory system. In the center of vision vi-
sual acuity is the greatest and drops off toward peripheral area [1]. The center
is called fovea where the most of receptors are cones that are specialized for
processing detail of the image. In the peripheral area the retina consists of rods
that are sensitive to motion and are important for night vision. Because of the
complementary system the human vision must be active.

Our vision system obtains only a part of scene during a fixation. By moving
eyes repeatedly to the place where important information will be found, we are
able to recognize the scene. This activeness is the essence of human vision.

The nature of foveal vision system is considered in typography. Bold-faced
fonts and italic fonts are used to emphasize important words so that the words
are easily found in peripheral vision. The action of shaking hand in the crowd
attracts the attention because of the peripheral vision’s sensitivity to moving ob-
ject. These examples explain that visual display methods have been empirically
designed to reflect the static characteristics of human vision system.

With the power of advanced computer, and with a sensing system that mon-
itors the human activity, we are able to design more sophisticated display meth-
ods strongly based on vision psychology. For example, current computer display
does not fully consider the two types of vision systems, foveal and peripheral.
If a system observes eye-gaze as a measure of attention in real-time, the system
updates the screen reflecting the status of the observer.

In this paper, we propose two types of ideas.

1. Updating screen during saccadic motion of eyes using the feedback from
eye-tracking system

2. Text reader for speed-reading using the motion of text to lead the eye gaze

In the both ideas visual stimulation to peripheral vision guides the gaze
direction to the stimulated point so that the point can be imaged in the fovea.

3 Designing Display Methods
Based on Vision Psychology

In this section we propose two approaches that control the eye movement for
the design of visual display. Eye movement is necessary behavior for recognizing
scene, and is also a very important index of human behavior that reflects what
he/she pays attention to now.
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3.1 Updating Screen During Saccadic Motion of Eyes

Typographical designs such as boldface font and spaces between words are said
to be guides while reading text [2]. They work as static markers placed in the
peripheral vision. Our idea is to place such markers at arbitrary positions of the
display without being noticed. This idea seems paradoxical because a marker
must be recognized as a marker by the user.

A solution of the paradox is to use saccade as a trigger of updating screen.
Saccade is a rapid movement of eye between fixations. Fixation is a state that the
eye gaze is moveing within a small area. The change of image during a saccade
cannot be noticed because of saccadic suppression of visual sensitivity. This type
of psychological phenomenon is called change blindness [3][4].

In the next section we examined screen updating during saccade. The exper-
imental setup is composed of an eye-tracking system and a graphic display. We
investigated a set of parameters that must be considered to design an experi-
mental system.

3.2 Inducing Saccade Using Dynamic Typographic Motion

In the second idea we tried to induce eye-movement while reading text using
typographic motion. Moving fonts on the screen is a common idea to attract the
attention of the viewer. We used the idea to lead the eye gaze while reading text.

We investigated preferable type of guide for rapid reading, preferable length
of text, and the limitation of reading speed.

4 Screen Update During Saccade

We have already mentioned about the idea that facilitate the reading. This
section discusses the saccade detection by eye-tracking system, and the feasibility
of the idea, that is, whether the screen modification without being noticed by
reader is really possible, and how much saccadic suppression works effectively
for it.

The eye movement while reading is discontinuous. It has two states that
are called fixations and saccades. Fixations are the periods that the eyes are
almost stationary; these periods are usually between 150 and 500ms. Between
two successive fixations there are a period, called saccade, where the eyes are
moving rapidly. People stare at a place and capture a certain length of text
string; normally it is 5 to 8 characters in Japanese reading. Eye-gaze jumps onto
the next place and captures the string again and again [1]. Fixated points depend
on reader’s knowledge, experience and difficulty of text document.

It is well known that a stimulus such as a blinking object can catch reader’s
attention. As the same reason we expect that gaze control is possible with the use
of such stimuli. However, such stimulus may disturb reader’s primary activity of
understanding when it is too strong. Readers are likely only to follow the stimuli
without understanding the sentence.



Enhancing Visual Perception Using Dynamic Updating of Display 131

We are, thus, intrigued by peripheral vision and saccadic suppression. Visual
acuity in peripheral vision is drastically worse than in fovea, and the image during
saccade is not seen clearly. If the system stimulates in peripheral vision and erase
it during saccade, eye gaze will be guided to the position of the stimulation while
reader does not perceive its existence.

4.1 Computer Display and Saccadic Suppression

We conducted the following experiment to investigate saccadic suppression for
computer display. Similar experiments were conducted by Triesch et. al. [5][7].
They developed a saccade contingent updating system using head mounted-
display (HMD). But they did not measure the amount of saccadic suppression
around saccadic eye-movement.

Method of Experiment. The percentages of perception to the change on the
screen, under two situations, are compared to examine our idea.

The first test examines how much a subject is sensitive to the change on
the screen (Fig.1-(a)). Subjects are asked to keep on looking at the center of
screen. Two text strings are placed on both sides of the screen. These strings are
5-character nonsense Japanese words. One of those characters is replaced with
other character at a random timing. The length of a nonsense word is chosen so
as to be viewed with a single fixation.

The other test is to examine whether the same change is noticed if the change
occurs during saccade (Fig.1-(b)). A subjects is asked to stare at a text string
at one side. Then, the subject is asked to cause a saccade by moving the eyes
rapidly to the text string at the other side of the screen. One of five characters
at the destination which is randomly selected changes with a certain probability
during the period.

We expect that the change in Fig.1-(a) is highly sensitive even though the
change is shown in the peripheral vision, while percentage in Fig.1-(b) will de-
crease because of saccadic suppression. In addition, we tested various delay time
between saccade detection and character update. It demonstrates the amount of
the saccadic suppression with respect to the stage of eye movement.

Experimental Setup and Evaluation of Timing of the System. The
system used in the experiment is shown in Fig.2. The system redraws the com-
puter display when a signal is sent from a process that detects saccade of the
subject. The left PC (PC1) observes the eye movements with a pair of CCD
cameras. The images are sampled at 60Hz and are sent to ISCAN RK-464 and
RK726PCI/RK620PC. Image processing of eye gaze detection is done within a
single frame period. PC1 sends the parameters of eye gaze and other auxiliary
information to another PC (PC2) via RS232C. PC2 calculates the distance of
eye gaze between successive frames, and reports the saccade detection when the
distance exceeds a threshold. When a saccade is detected display screen is up-
dated. The display is a 1280-pixel 21 inch CRT (EIZO FlexScan T960) whose
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Fix the eyes at the center of screen.

Text strings are at both sides. 

One of characters randomly changes 

sometimes.

(a) Move the eyes intentinally from side 

to side. One of charecters at the 

destination changes during saccade.

(b)

Fig. 1. Two Experimental Conditions to Investigate Saccadic Suppression

refresh rate is 120Hz. This is the maximal resolution of the CRT at this fre-
quency. The dot pitch of the CRT is 0.25mm. The graphic card used in the
system is RADEON 8500.

We need to estimate the timing that the apparatus operates since the char-
acter update must be done within limited timing. In the system PC1 and PC2
operate asynchronously. Outline of the system operation is as follows.

1. PC1 captures the images of eyes and calculates the position of the eyes every
ts(ms). This is the sampling time of the eye-tracking system.

2. When the eyes start moving, PC1 captures the image ts(ms) after t0. The
image processing of eye requires another ts.

3. PC2 receives its coordinate after td(ms) because of the transmission latency
of RS232C (≈1.8(ms)).

4. PC1 keeps capturing and sends the next position to PC2. It takes ts + td.
5. PC2 calculates the difference between the positions of successive two frames.

This calculation takes tp(ms).
6. After the calculation, PC2 waits for v-sync signal and then redraws the

screen. The maximal wait time is tr(ms). Another tr is required for redraw-
ing.

We have confirmed the difference calculation is done within a refresh cycle
of the video card. Therefore tp is tr for the worst case. Overall, the total time T
needed to redraw after saccade is estimated by the following equation.

T = 3tc + td + Δτ + tp + 2tr

≈ 77 + Δτ [ms]

where Δτ is the delay inserted to control the timing of redraw. The time schedule
is illustrated in Fig.3.
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In the experiment, the width of the font is 28 pixels. Each nonsense text string
consists of 5 characters, totally 140-pixel width. Thus 140 pixels are occupied
at both sides of the screen. After all 1000-pixel width is the gap. Since saccade
time for the gap is generally longer than T , display redrawing can be completed
during saccadic movement.

4.2 Results

Subjects are two male and four female, age of 20 to 33. Table1 shows the percent-
age that the subject noticed the change in case of subjects looking at the center
of the screen. Three subjects are sensitive to the change (marked in Table1-(a)).
These three subjects are asked to detect the change during saccades. The delay
Δτ is randomly chosen from 0, 35, 50, 70, and 105[ms]. The result is Table1-(b).

The percentage of (a) for subjects A, B and E is between 70 and 80. Since
it is comparable to the percentage of (b) when the range of delay is from 70 to
105 ms, we can conclude that no suppression can be found in this range of delay.
The percentage decreases when the delay is 35 to 50ms. Information is almost
completely suppressed when the delay is zero.
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From the result of the experiment, we conclude that the system controls
the amount of suppression of visual information and that it updates the screen
without being noticed by the subject.

4.3 Discussion

The phenomenon can be said saccadic suppression from the following discussion.
In the preliminary experiment, the speed of saccadic eye movement was about

200 pixels (i.e. 5 degree of viewing angle) on the display during 1/60 second on
average. A subject, therefore, moves eyes 200×60×77/1000 ≈ 900(pixels) during
T which is the time to redraw the screen after the detection of saccade. Thus,
the estimated position of eye-gaze at T is just before the next string at the other
side of the screen, and is close enough to detect the replacement of a character of
the word according to the result of (a). Consequently, the decrease of percentage
is said to be a saccadic suppression.

In the case that the delay is between 35ms and 50ms, when screen is up-
dated at T the eye gaze already arrived on the next string, and therefore the
replacement of a character can be captured in the fovea. The depression of the
percentage indicates that saccadic suppression still continues just after the sac-
cade.

When the inserted delay is 70ms, the human vision will recover from saccadic
suppression. As the time to redraw is 77+70=147[ms] and the duration of sac-
cadic eye movement from one string to another string is 95ms, the margin from
the end of saccade to screen update is approximately 50ms. It supports the fact
that saccadic suppression lasts about 50ms after the end of saccade [6].

When the delay is 105ms, the percentage is as high as (a). This is because
the eyes have competely recovered from saccadic suppression.

The results are perfectly explained by the fact that stimulation to periph-
eral vision is suppressed during saccadic eye movement. The experiment also
proves that text modification during saccade can be done without being noticed
if saccade detection and image refresh are performed with appropriate timing.

Currently, the system works only if the eye movement is long enough on the
screen because of the time for saccade detection and display redraw. For reading
of a Japanese text, the average distance of saccade is only 2 to 5 characters
(mostly 3 or 4)[1]. Suppose eye-gaze jumps 3.5 characters during a saccade, it
is equivalent to 98 pixels of the screen in our system, or 2.8◦ of viewing direc-
tion. The duration of saccade is only 8.2ms! Video-based eye tracking systems
is inadequate for this purpose. A solution is non-NTSC eye gaze measurement
system whose sample rate is several times higher than video-based system.

5 Rapid Reading Guided by Eye Leading

5.1 General Aspect of Speed Reading

Paper is the most widely used media to carry information such as texts. Texts are
often provided as electronic document today. The most characteristic difference
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Table 1. Percentage that the change was noticed. (Noticed/Changed)

(a) The percentage that the subject no-
ticed the change in the peripheral area
when the eye gaze is fixed on the center
of the screen. Three subjects are sensitive
to the change.

Age Sex Percentage(%)

A: 32 F 30/ 34=88.2
√

B: 33 F 91/128=71.1
√

C: 20 M 35/118=29.7
D: 20 F 56/108=51.9
E: 28 M 73/ 99=73.7

√
F: 20 F 46/126=36.5

(b) The percentage that the subject no-
ticed the change when image is changed
during saccade. The subjects are A, B,
and E.

Delay Percentage(%)

0 12/259= 4.6
35 60/224=26.8
50 84/210=40.0
70 172/228=75.4
105 204/235=86.8
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Fig. 4. Percentage of the Noticed to the Change in the Screen

is that electronic text can have many typographical variations in font style or
in color. In addition electronic text can dynamically change the style of display
according to user’s reaction. Paper documents, on the other hand, are very static.
We studied a preferable use of this characteristic to achieve effective reading on
a computer screen.

A native Japanese typically reads 500 to 700 characters in a minute. The
speed becomes more than 2,500 after a special training of rapid reading. The
purpose of the research described in the section is to design such a speed-reading
aided by computer system without any special training. We investigated the
feasibility of the speed-reading with computer aid.

First we summarize known reasons that decrease the speed of reading text.

– Reading word by word
– Oral reading
– Reading with lip movement
– Talking in mind (Silent Reading)
– Regression of eye gaze
– Difficulty of line feed
– Irregular eye movement
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If these problems are solved it can be possible to increase the speed of reading.
In particular, we are interested in eye movement. Reading speed will increase
when the eye movement becomes refined, e.g. less fixation, less regression, smooth
line feed and shorter duration of fixation.

In previous researches various approach for speed reading have proposed such
as Vertical Scrolling, Times Square Scrolling, Rapid Serial Visual Presentation
(RSVP), Segmented Text, and Controlled-Rate Text [8]. None of them provide
a satisfactory result, some of them are even worse. These approaches adopt
different style of display from the usual text display, and this type of form show
less information at once. We like to provide text document with usual form; our
approach is not to move the text but to move the eyes on appropriate position
and timing by giving a marker to catch reader’s attention. If the marker is too
salient, reader may only follow after the marker without reading. The marker
must be selected so that it never disturb reading while it controls the eye’s speed.

We propose bouncing text method. The method uses vertical movement of
strings as a marker to attract attention. The marker jumps up to attract the
attention of eyes, and goes down slowly while reading as shown in Fig.5. The
point of the idea is that the marker itself is readable.

Fig. 5. Bouncing Text. Selected chunk moves up rapidly and then moves down slowly

5.2 Experiments

We examined how much effectively the bouncing text works for speed-reading.
Texts used for the experiments are columns of a Japanese newspaper. Each
column have 1100 characters on the average, roughly 60 characters×25 lines.
Subjects read 30days of columns on the experiment. After reading each column
they are asked to answer a questionaire which has three questions with three
alternatives to check if the subject understand the topic. First, a subject reads a
set of columns to derive ordinary reading speed. Then, a subject reads another
set with eye leading, with bouncing text.

Each text is divided into chunks of characters on the experiment and bounc-
ing text leads eyes chunk by chunk. The number of the chunk is seven or ten.

Experiment 1: Fixed Speed. Leading speed is 20% faster than the fastest
pace on the first examination (ordinary reading). We checked whether if the low-
ering of understanding is found or not in the experiment with the questionnaire.
No degradedness is found from the result.
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Experiment 2: Variable Speed. Subject read a set of column as same as the
previous experiment except that the speed of eye leading becomes 20% faster
(slower) if three questions are all correct (not all correct). The final speed is
expected to converge to the fastest speed of reading without lowing of under-
standing.

Experiment 3: Comparing Preference. We examined the preference of eye
leading method. In the experiment another type of eye leading method that uses
a simple red frame to enclose a chunk is tested to compare the performance and
preference.

Totally, a subject is asked to answer the seven types of experiment summa-
rized in Table 2.

Table 2. Types of Eye Leading Method

1 Ordinary reading
To check ordinary reading speed and personal difference

2 Bouncing text with 7-chracter chunk
To show the effect of eye leading

3 Bouncing text with 10-chracter chunk
To derive effective length of chunking

4 Bouncing text with 7-chracters chunk and variable speed
To estimate the limitation of reading speed

5 Eye leading with 7-chunk enclosed by a red frame
To see reader’s preference of marker

6 Ordinary reading
To check learning effect

5.3 Results

Experiments were done about ten subjects. In the first experiment of ordinary
reading, they read at 450-940 characters per minute and the average is about 660
char/min. The result is consistent with the previous reports (500-700 char/min).
The score of the questionnaire is 1.9-2.6 on the average.

Fig.6, reading speed of each subject for 30 days of column, shows that reading
speed depends on individual difference rather than difficulty of topic. The graph
shows that the reading speed is almost stable except small fluctuation during 30
trials. No learning effect is found from the result of ordinary reading. Comparison
of the score for each examination is shown in Fig.8. No significant difference of
score was found among six types of leading method described in Table 2. The
score for the second examination is slightly low, but it is not because of the
reading speed since the others show higher score despite the similar pace of
reading. From the result, we conclude that the eye leading does not lower the
understanding during reading.

Then, how much faster can a subject read text? We define the limit reading
speed as the state that the average of the three most recent score converges to
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Fig. 6. Ordinary Reading Speed of Ten Subjects. Texts are columns of a newspaper
for 30 days. (Experiment 1)

Fig. 7. The result of variable speed. (Experiment 2) of trial increases
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a certain value. In our experiment, the pace of reading is 300-700ms initially,
converges to 60-160ms finally as shown in Fig.7. This number is 3.5-12 times
faster than the ordinary reading, equivalent to 2500-7300 characters a minute
while it is 450-940 initially. The average score when the speed converged was
2.5.

At the last of the series of experiment, subjects are asked to read ordinarily
without eye leading again. Reading speed for the last test was 580-1100 char/min.
The result is shown in Fig.9. This graph indicates that small learning effect
between the 1st and the 6th experiments exists. However, the final speed of the
5th experiment is several times faster than the speed of the 6th experiment. This
is a proof that eye leading accelerates reading speed.
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Fig. 9. Comparison of reading speeds for type 1 and for type 6 in Table 2

5.4 Discussion

Does Bouncing Text Leads Eye Gaze? – Yes and No. We can conclude
from the experiments that the speed-reading with computer assistant is possible.
But it does not mean that speed-reading with fixation control is possible because
the method only control the pace of eye-movement. As we discussed about speed-
reading with eye leading in this section, optimal control of fixation position is
desirable.

The result of this section showed a hint of eye-gaze control for speed-reading.
Subjects says that they could intuitively accustom to the speed-reading with
bouncing text. This type of visual stimulation is essentially a calm technology
of display. It is less disruptive than other visual cues, such as color, slant, and
thickness.

The Size of Chunk and the Position of Fixation. The location of the
fixation in the case of 7-character chunk are similar to ordinary reading rather
than that of 10-charater chunk as shown in Fig.10. It is generally said that eyes
see 5-8 characters at a fixation; 10 characters may be too long. This might be a
reason why the score for 10-character chunk is lower than others.
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We only tested columns of a newspaper constantly divided by equal length
in the text. The preference expected to be improved if chunking is done syntac-
tically, and if leading is done considering the semantics of text.

It is, however, not so simple because the reading speed and the length of
saccade depends on the difficulty of the text. When the text is a light fiction the
speed is high and the saccade length is long, on the other hand, low speed and
short saccade with frequent regressions when a text of philosophy.

Ordinary Reading

7-chunk

10-chunk

Fig. 10. Comparison of the Reading Speeds at the at First (left) and the Last (right)

6 Concluding Remarks

In the project we demonstrated a possibility of new display methods. They use
dynamic image updating methods that take into account psychological effects.
In the research we experimented two types of display based on eye-gaze control.

The first method uses a psychological phenomenon called saccadic suppres-
sion, in which information transmission is suppressed during rapid eye move-
ment. Using saccadic suppression mechanism, a kind of change blindness, the
image on the display can be changed gradually without being perceived by the
subject. Such information control mechanisms can cause un-natural psychologi-
cal experiences to the user. A few reseachers already started to use the change
blind effect. Intille proposes Change Blind Information Display. His idea is to
design an intelligent interface system between ubiquitous displays and computer
to reduce disruption caused by display updating [9].

The second method accelerates the speed of eye movement while reading. In
human vision, the destination of eye movement is computed based on periph-
eral vision. Eye movement, therefore, can be controlled by some sophisticated
displaying method to the periphery. Our system presents moving cues to attract
attention in peripheral vision using computer graphics to guide eye movement.

As stated in Prof. Morita’s report in this proceedings, human model of vision
is, actually, more sophisticated than we expected. The human vision is non-
uniform, dynamic and task-oriented system. We have used only a little part of
knowledge of human to design a display. So, there may be further possibility in
displaying method.
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We indicated ideas of dynamic visual display in the future. We, of course,
need further work to realize a practical system. As movie was invented one
hundred yeas ago, novel display method will be invented. There is no doubt that
collaboration of engineers and psychologists is necessary to promote these ideas.
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Abstract. This paper proposes a framework for the construction of a 3D
information access space that supports users to intuitively access large
amounts of information. To cope with a large set of database records,
we need a dynamic method for organizing and accessing records through
multiple different views, such as topological, temporal, categorical, hier-
archical and alphabetical views. In the proposed information space archi-
tecture, each record is visualized together with its related views, called
facets. Each facet is provided as a 3D window-like component that dis-
plays a relevant information space on its surface and works as an entrance
gate to the space. Through facet components, we can catch a glimpse of
more detailed or related information spaces. We can also access relevant
records by diving into arbitrarily chosen one of these spaces. Users can
dynamically edit these multiple views in order to change the navigation
and visualization functions by directly selecting and manipulating facet
components.

1 Introduction

Recently, interactive information visualization of a large set of data or records
is one of the most perspective applications of interactive 3D graphics. Simul-
taneously, the growth of the storage technologies derives a large set of data or
records in databases. To cope with such volumes of information, users need ef-
ficient methods for organizing and accessing database records through various
types of views. Conventional 3D visualization systems provide efficient methods
for accessing a large amount of information[1, 2]. However, these systems provide
static information spaces tightly coupled with the data structure, such as hier-
archical data on the file systems[3–5] or nested-relations in an OODB[6, 7]. To
support efficient access to large amounts of information, it is necessary to change
the navigating functions dynamically such a way R.S.Wurman described[8].

CastingNet[9] is a hypermedia system for organizing and accessing semi-
structured data such as those over the WWW. This system represents each data
item as a frame with a list of attributes, and a relationship among frames as
an axis associated with one attribute of frames. Users can combine some axes

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 142–158, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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to organize a large set of frames. This approach allows users to define an axis
using only one attribute. However, in order to obtain the required information
from a large information repository, it is necessary to narrow down a large set
of information by restricting the multiple attributes of data or records.

This paper proposes a framework for generating a 3D information space that
supports users to organize and access information through multiple views. Our
approach enables users to change their navigation and visualization functions
dynamically in order to obtain their required information. In the proposed in-
formation space architecture, each database record is visualized together with
multiple different views of the record, called facets. A facet works as a basis for
organizing and accessing database records related to an arbitrary number of at-
tributes. It allows users to organize and access database records through various
views, including topological, temporal, categorical, hierarchical and alphabetical
views, as R.S. Wurman said[8].

This paper also proposes a component-based framework for automatic cre-
ation of a proposed information access space. We construct a multi-facet infor-
mation access space as a composition with 3D interactive components. It allows
users to access relevant information by diving into another space repeatedly
through arbitrarily chosen one of the facets. Furthermore, users can dynami-
cally change their navigation and visualization functions by directly selecting
and manipulating facet components.

The remainder of the paper is organized as follows. In chapter 2, we describe
the concept of our proposed information access space, called MFIS. Chapter 3
gives the details of the implementation architecture and the automatic creation
mechanism of an MFIS. Chapter 4 illustrates an example spatial navigation in
an MFIS and an experimental evaluation. Finally, we make some concluding
remarks.

2 The Concept

In order to obtain the required information from a large information repository,
we need to explore information through multiple different views, including cate-
gorical, topological and temporal views. This paper proposes a 3D information
access space that supports such explorations by associating multiple views with
each database record. These views are called facets of each record. The informa-
tion space, in which each record is visualized together with multiple facets, is
called a Multi-Facet Information access Space, or an MFIS for short.

In this chapter, we illustrate the concept of a multi-facet of a record and a
new information access method through such multiple facets. Next, we suggest
the mappings of such an information access process to the users’ navigation
process in virtual spaces.

2.1 Multi-facet Information Access

Fig. 1 shows the concept of a multi-facet information access. In order to simplify
the following explanations, let us use a historical database relation R, which
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Fig. 1. The Multi-Facet Information Access.

contains attributes (year, title, country name, category, person name, . . . ). A
relational table T19thCentury in Fig. 1 is the result of a query q19thCentury(=
σ1800<year≤1900(R)). The following discussion, which used the specific relation
R, is easily applicable to general relations. Furthermore, our architecture can
be easily extended to cope with more than one relation as described in later
subsection.

Multi-facet of a Record. In relational data model, we can consider an arbi-
trary query as a virtual relation, or a virtual table, called a database view[10].
It means that users can define an arbitrary new viewpoint as a database view.
Suppose that users may browse the relation R through different views, including
temporal(such as “19th century”, “1870’s” or “1998”), topological(“Europe”,
“Germany” or “Berlin”), alphabetical(e.g. concerned with “Vincent van Gogh”)
and categorical(scientific, political, economical or artistic, etc.) views. We can de-
fine these views as parameterized queries, i.e. parameterized views. For instance,
a topological view is defined as a following record-parameterized view,

qcountry(r) = σCountry(r)(R)
Country(r) : country name = @r.country name

where @r.country name part is the value of country name attribute of a
record r. When this view is instantiated by a record value, it becomes a facet of
this record, e.g. the qcountry(r) is instantiated by the record ri(1883, ‘Japanese
Art Inspection’, France, Art, . . . ) to become a France facet qFrance(see Fig.
1(a)). Other records similarly instantiate this view to work as a Japan facet or
Germany facet etc.
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We can define more complicated facet using two or more attributes. The
following parameterized view qdecade gives a temporal and categorical view of
focusing on, for example, the economical events in the decade around “the Great
Depression(1837)”.

qdecade(r) = σDecade(r)(R)
Decade(r) : category = @r.category

∧@r.year − 5 ≤ year ≤ @r.year + 5

Associating various types of parameterized views with a record, users can
browse multiple different facets of the database record.

Facets Using Different Databases or Relations. A data model that gives
multiple viewpoints to a single table is commonly referred to as a star schema
model[11]. A star schema model contains a centralized table known as a fact table
and its highly normalized tables known as dimension tables. However, this model
has some operational limitations due to the distinction of these two tables. Our
approach allows users to use different tables in the same or different databases
for the definition of a facet because it is given as an arbitrary database view(see
Fig. 1(d)). Suppose that a relational table S is a weather database relation,
we can define the following facet combining a historical table R and a weather
table S,

qrainfall(r) = ΠS.month,S.rainfall(σRainfall(r)(R �� S))
Rainfall(r) : S.country = @r.country ∧ S.year = @r.year.

This facet defines a view that represents local monthly precipitation related
to a historical event r. Furthermore, we can define another facet using these or
other relation tables, and associate it with one of the record in the table TArt.

Information Access Through Facets. In general information retrieval sys-
tems, users can obtain the required information through the recursive querying
process, i.e. modifying existing queries and retrieving their results repeatedly.
Turning now to the facets, an existing query is modified by the instantiation
of a parameterized view, and its result is retrieved by the materialization of
the instantiated view(see Fig. 1(b)). In such a process, we consider two differ-
ent retrieving methods according to the users’ intentions. ( i ) One is a method
to retrieve the relevant information by specifying a new condition or integrat-
ing different relations as described in the above subsection. ( ii ) The other is
a method to narrow down the current view by restricting the condition of the
current focusing view. Consider now the case of the facet qFrance in Fig. 1, we
can define the following two types of facets,

( i ) qFrance = σCountry(ri)(R)

( ii ) qFrance = σCountry(ri)(q19thCentury) = σCountry(ri)∧1800<year≤1900(R)
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The facet ( i ) qFrance selects historical events in France of all date from
the relational table R. The other facet ( ii ) qFrance selects historical events in
France in the 19th century. The former facet is called an extensional facet and
the latter is called a restrictive facet. Using the restrictive facets recursively,
users can narrow down large tables. Through the two restrictive facets qFrance

and qArt as shown in Fig. 1(c), we can obtain the relational table TFranceArt

that contains the Artistic events in France in the 19th century.

Customization of the Facets. Associating an arbitrary parameterized view
with a record, user can browse database through a new viewpoint. For exam-
ple, let us consider the case that a user needs to associate a new alphabetical
view ‘person’ with one record in the table TFrance as shown in Fig. 1(e). First,
users define a parameterized view qperson(r)(= σperson name=@r.person name(R)).
When the user associates it with the record (. . . , Gogh, . . . ), it makes a new
facet qGogh of the record. Then, the facet retrieves a table TGogh containing
records concerned with the whole Gogh’s life in a database R.

2.2 Mapping of Database Elements to 3D Objects

The purpose of our work is to associate the database exploration process with a
spatial navigation process in virtual spaces. In order to create such an informa-
tion access space, we need a method to map database elements, such as relational
tables, records and facets, to component objects in virtual spaces. Table 1 shows
our mapping framework between database elements and component objects in
virtual spaces. Fig. 2 shows the virtual space generated from the result of the
mapping of the database elements in Fig. 1.

A database table is mapped into an individual virtual space, e.g. the rela-
tional table T19thCentury in Fig. 1 is mapped to the 19thCentury-Space in Fig.
2. Each record in a relational table is mapped into a record object in a virtual
space, e.g. records in the relational table TFrance are mapped to record objects
in France-Space. A record object is a 3D visual object that holds the value of a
corresponding record as a list of attribute values. A facet of a record is mapped
to a facet object of a record object, e.g. the facets qFrance and qArt of the record
ri are mapped to the facet objects fFrance and fArt of the record object ri. The
result table of the materialized facet is also mapped to a virtual space. A facet
object displays the mapped space on its surface like a 3D window and works as
an entrance gate to it, e.g. the facet object fFrance displays the France-Space
and enables us to enter this space.

Table 1. Primitive database constructs and their corresponding contents in a virtual
space.

database constructs virtual space elements

relational table/view virtual space
record in a table record object in a virtual space
facet of a record facet object of a record object
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Fig. 2. The Multi-Facet Information Access Space.

These mappings result in the information access space as shown in Fig. 2,
where users can explore database records through virtual space navigations. In
this space, users can first browse the relational table T19thCentury by traveling
around in the 19thCentury-Space. Selecting one of the facet objects surrounding
a focused record object, we can browse the relevant records of the focused record
by diving into another information space. In Fig. 2, the user selects the facet
object fFrance surrounding the record object ri and dives into the France-Space
through this facet object. Let us denote this navigating function as follows,

19thCentury
fcountry−−−−−→ France.

The Addition of an extensional facet object fperson to one of the records in the
France-Space enables users to access a new information space Gogh-Space. Let
us also denote this navigating function as follows,

France
↓f̃person−−−−−→ Gogh.

The proposed Information Space Architecture allows users to access a large
information repository through the recursive spatial navigation. Furthermore,
such navigation may retrieve the related information from different tables int
the same or different databases in such a way as described in section 2.1.

3 Component-Based Framework

This chapter describes the details of our component-based framework for auto-
matic creation of an MFIS. We use the IntelligentBox system[12] as the basis of
construction of an MFIS. IntelligentBox system is a component-based visual soft-
ware development system for interactive 3D graphic applications. This system
represents objects as interactive 3D visual components, called boxes. It provides
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a uniform framework for the simultaneous definition of geometrical compound
structures among boxes and their functional compositions. Each box has its
own state value stored in variables, called slots. Let us denote a slot name as
#slot name. We can define a compound function between two boxes through
selecting one slot from each of them and connecting the selected two slots. De-
veloping the MFIS based on the IntelligentBox system, we can provide facet
objects as interactive 3D visual components.

In order to construct an MFIS, we need two fundamental functions. One is the
function of 3D visualization of database records. It generates a 3D visualization
space from a database table or a virtual table. The other function provides a
facet object as an interactive component. It enables users to associate arbitrary
views with each record through direct manipulations.

3.1 3D Visualization of Database Records

A 3D visualization function of the retrieval records is realized by a Database
Record Reification Box (DRRB)[13]. A DRRB is a composite box which visual-
izes database records as interactive components using user-defined visualization
scheme. A DRRB consists of three basic components, including ( i ) a query eval-
uation, ( ii ) the visual representation of each record and ( iii ) the arrangement
of a set of records, as shown in the Fig. 3(a).

A DBProxyBox works as an interface between a database management sys-
tem(DBMS) and the IntelligentBox system. Users can use a set of database
functions through a DBProxyBox. A DataSetManagementBox(DSMBox) virtu-
ally reifies each database record as an interactive component. A DSMBox stores
a template box for visualizing the retrieved records. A GeometricalManagement-
Box (GMBox) geometrically arranges a set of records in a 3D virtual space. A
GMBox holds a set of GM function boxes which specify a rule of records arrange-
ment by composing a set of primitive geometrical functions, such as a coordinate
origin box and coordinate axis boxes.

(a) The component-based architecture
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Fig. 3. A Database Record Reification Box(DRRB).
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Fig. 3(b) shows an example visualization scheme. A visualization scheme
needs two types of visual mappings, an intrinsic mapping and an extrinsic map-
ping[14]. A visualization scheme consists of a template model and GM function
boxes. A template model defines an intrinsic mapping which specifies how to
represent each record. A template model consists of a RecordBox and a set of
attribute representation boxes. We can use an arbitrary box provided by the
IntelligentBox system as an attribute representation box. In Fig. 3(b), the tem-
plate model ti includes a TextBox that represents the value of the attribute slot
#title of the RecordBox. GM function boxes define an extrinsic mapping which
specifies how to arrange a set of records geometrically. Each of the GM function
boxes is a primitive geometrical function box such as an OriginBox and an Ax-
isBox. In Fig. 3(b), the GM function box gi consists of an OriginBox and three
Axis boxes. The #attr name slot of each AxisBox specifies the corresponding
name of attribute.

DRRB

GM Function Box(es)

Template Model

V
isualization schem

e v
i

AxisBoxOriginBox

AxisBox
AxisBox

AxisBoxOriginBox

AxisBox
AxisBox

q19thCentury

Fig. 4. An example visualization space of the table T19thCentury.

Fig. 4 shows an example visualization space automatically generated by the
DRRB which uses the visualization scheme vi in Fig 3(b). In this example, a
query q19thCentury is set in the #query slot of the DBProxyBox. The DBProx-
yBox retrieves the result table T19thCentury from a DBMS. The DSMBox and
the GMBox generate the 19thCentury-Space from the table T19thCentury. Each
record object represents the value of the attribute #title, because it is generated
according to the template model ti. The GM function box gi arranges a set of
record objects in the 3D space. In this case, the category attribute is mapped
to the x-axis box, the importance attribute to the y-axis box, and the year at-
tribute to the z-axis box. This space allows users to explore the history events
in the 19th century.

3.2 Facet Object

In order to associate multiple different viewpoints with each of the record ob-
jects in the above space, a facet object needs a mechanism to be combined
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with an arbitrary record object. Fig. 5 shows a facet-object framework and its
component-based implementation architecture. We give the following five func-
tions to a facet component.

( i ) a definition of a facet,
( ii ) the mapping of a facet to a virtual space,
( iii ) a representation of a virtual space,
( iv ) an access interface to a virtual space,
( v ) a trigger control of a space creation.

The function ( i ) enables users to associate different views with each of the
database records. Each view is defined as a parameterized view. When a facet
object is connected to a record object, a facet object specifies a facet from a
given parameterized view. For example, when a parameterized view qcountry(r)
is connected with a record (1878, ‘The Treaty of Berlin’, Germany, Politics,
. . . ), it becomes a facet qGermany. This function is provided by a QueryDefi-
nitionBox(QDBox). A QDBox holds a parameterized view in the #baseQuery
slot. When it receives a record value in its #args slot, it defines a facet from the
parameterized view, and it stores the facet in the #query slot.

The function ( ii ) generates a visualization space from a facet. This function
consists of two primitive functions, a query evaluation and a visualization of the
retrieved records using a pre-registered visualization scheme. These functions are
implemented as the functions of DRRB described in the previous section.

The function ( iii ) displays an arbitrary virtual space like a 3D window, in
order to represent multiple facet objects together with a record object. Many
preceding researches proposed such a function[15–17]. However, these systems
provide no mechanism to define a functional linkage between a virtual space
object and another objects. This means that it is impossible to combine a facet
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object with a record object. Therefore, we need a WorldMirrorBox[18] as the
basis of a facet object. A WorldMirrorBox allows us to embed a 3D space in an-
other 3D space environment. Users can see the contents of the embedded space
through this 3D window-like WorldMirrorBox. Furthermore, we need another
function that sends a record value to the #args slot of the QDBox in its embed-
ded space. So, we extend the function of WorldMirrorBox to be able to send a
record value to the inside objects through its #I/O-Port slot.

The function ( iv ) is provided by the World Mirror. The WorldMirrorBox
allows users to dive into the embedded space. When a user has a collision with
a WorldMirrorBox, the user can dive into the embedded space. It allows uses to
navigate through the different spaces.

The function ( v ) is implemented as a TriggerBox. Since the MFIS structure
is hierarchically nested, we need to control the timing of each space creation.
A TriggerBox is connected with the #evaluate slot of the DBProxyBox. The
DRRB generates a visualization space only when a TriggerBox issues a signal.
A TriggerBox issues a signal only when a user enters to the space that includes
a facet component. Each space is generated dynamically according to the user’s
database explorations process.

We realize the facet function by constructing these components as the struc-
ture as illustrated in Fig. 5(b).

#I/O-Port 

WorldMirrorBox

V
isualization schem

e v
i

tr

gi

qcountry(r)

fcategory

qcategory(r)

vr

Facet box fcountry

#recordRecordBox

M
ulti-F

acet B
ox

tr

DRRB

(a) Components structure

QDBox

(b) Visual structure

RecordBox

fcategory
fcountry

Facet boxes

Multi-Facet Box tr

Fig. 6. A multi-facet box structure used as a template model for generating an MFIS
and an example visual design.

3.3 Multi-facet Component

A multi-facet component consists of a record object and an arbitrary number
of facet objects. The structure of a multi-facet component is shown in Fig. 6.
Visualizing all the retrieval records as multi-facet components, we can construct
an MFIS. The base component of a multi-facet component is a RecordBox. All
the facet objects are connected to the #record slot of the RecordBox. When
a facet object receives a record value, it assigns the value to a parameterized
view stored in the #baseQuery slot of the QDBox. In Fig. 6, the facet object
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fcountry holds a parameterized view qcountry(r), and the facet object fcategory

holds another parameterized view qcategory(r). Using this multi-facet component
tr as the template model in each facet object recursively, we can incrementally
create an infinitely nested MFIS.

3.4 Automatic Creation Process

Fig. 7 shows an example MFIS automatically generated by the DRRB in Fig. 3
which uses the multi-facet component in Fig. 6 as its template model. The
DBProxyBox holds the query q19thCentury. When a trigger signal is sent to the
#evaluate slot of the DBProxyBox, the DRRB makes a copy of the multi-facet
component for each of the retrieval records, and geometrically distributes a set
of visualized records. The RecordBox of each multi-facet component receives the
corresponding record value. When the record value is sent to all the connected
facet components, each facet component defines an appropriate facet and ma-
terializes it, and it generates the result visualization space. As shown in Fig. 7,
the facet component fcountry connected with the record object ri (1883, ‘The
1st Japanese Art Inspection’, France, Art, . . . ) specifies a facet qFrance from the
parameterized view qcountry(r). Then, it generates a France-Space.

4 Spatial Navigation

4.1 Navigation Through Different Spaces

The MFIS incrementally generates the required information spaces according to
the users’ access behaviors. Fig. 8(a) shows a representation of the facet compo-
nent fFrance when the user is approaching to the record ri in Fig. 7. It displays
the France-Space on its surface, so the user can catch a glimpse of that space.
As shown in Fig. 8(b), all the facets in the France-Space are materialized when
the user enters into the France-Space through the facet component fFrance. By

Fig. 7. An example MFIS automatically generated by our framework.
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traversing over the different spaces, users can narrow down a large set of records
or retrieve the relevant records from different tables in the same or different
databases.

Fig. 8. The process of entering into the France-Space.

4.2 Modification of Navigation Functions

As shown in the preceding, we can explore database records by traversing access
different spaces using the pre-registered multiple facets. However, in order to
obtain the required information, it is also necessary for users to modify the
views dynamically on their navigation process. Our approach provides each facet
component as an interactive component. It means that users can dynamically
edit navigation functions through direct manipulations of facet components.

Fig. 9 shows an example modification of a facet component. The left panel in
Fig. 9(a) shows a list of the pre-registered facet objects. Fig. 9(b) shows a change
of the components structure of a multi-facet component when a facet is added.
Suppose that a user needs to add a new viewpoint ‘person’ to one of the records.
When the user selects a facet component fperson from the list panel and connects
it to the RecordBox by drag-and-drop, the facet component instantiates the
parameterized view qperson(r) by the record value. If the person name attribute
value is ‘Gogh’, it defines a facet qGogh. The TriggerBox of the facet component
fGogh issues a trigger signal. Then, the facet component generates a Gogh-Space
and displays that space on its surface. It means that it becomes to be possible
for the user to access a new visualization space Gogh-Space.

In this way, our approach enables users to change their viewpoints dynami-
cally in order to access different information spaces.

4.3 Example Navigation

Fig. 10 illustrates an example navigation in an MFIS generated from the his-
torical table R described in Section 2.1. The 19thCentury-Space in Fig.10(a) is
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Fig. 9. The addition of a new facet to a record object.

the result space of the query q19thCentury. The navigation process in this figure
is one of the navigation paths to find the following objective α,

α : all the records concerned with a painter
who has made a copy of the UKIYOE in France.

We assume that we start our navigation from the 19thCentury-Space. As
described in Section 2.2, we can denote a candidate navigation path as follows,

19thCentury
fcountry−−−−−→

0.161
France

fcategory−−−−−−→
0.341

Art
↓f̃person−−−−−→

0.107
Gogh,

where the number under the first arrow shows the ratio of the entrances to
France-Space in the total records in the 19thCentury-Space. Such a ratio in-
dicates how easy to enter the next space. The notation ↓ f̃person means the
addition of an extensional facet object fperson to a record.

In the 19thCentury-Space shown in Fig. 10(a), each record object has two
types of facets, qcountry(r) and qcategory(r). Through the restrictive facet object
fFrance of the record “The Napoleonic Code”, we can enter the France-Space as
shown in Fig. 10(b). Note that the 16.1% records in the 19thCentury-Space have
facet object fFrance, which means that we can enter the France-Space through
any of them. This navigation leads to the narrow down of the historical events
to those in France in the 19th century.

In a similar way, entering the FranceArt-Space through one of the restrictive
facet objects fArt covering the 34.1% records in the France-Space, we can narrow
down the historical events to the 399 historical events concerned with France Art
in the 19th century(see Fig. 10(c)). In this space, we can see the records “The 1st
Japanese Art Inspection” or “The Exhibition of UKIYOE”, which suggest that
the Japanese arts were in fashion around that time in France. The record “The
copy of Japanese UKIYOE” is found in the neighborhood of them. As shown
in Fig. 10(c), adding an extensional facet object fperson to the record, the facet
generates the Gogh-Space as shown in Fig. 10(d). In the Gogh-Space, we can see
Gogh’s life. We may see that he was born in the Netherlands and immigrated to
France where the Japanese arts are in fashion at that time.
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(a) 19thCentury-Space (7,247 records)

fPolitics fJapan

‘Napoleonic Code’

fPolitics fFrance

(c) FranceArt-Space (399 records)

‘The copy of the UKIYOE’

fperson

(d) Gogh-Space (32 records)

(b) France-Space (1,171 records)

‘Fashion of lithograph
in Paris’

fArt

restrictive

restrictive

‘The 1st Japanese Art 
Inspection’

‘Gogh immigrated to Paris’‘Gogh was born 
in the Netherlands’

‘The copy of  the Ukiyoe’

extensional

‘The Construction 
of the Empire’

Fig. 10. An example navigation of a historical database in the MFIS.

4.4 Experiments

This section describes the experiment to show the effectiveness of the information
access in which the user who is not familiar with databases issues the complicated
queries described in chapter 2 using the interfaces realized in chapter 3. In order
to address the advantage of the MFIS approach over the conventional query
specifications, it may be appropriate to report how long time users spent to reach
to the destination space. First, we gave the objective α, “Find all the records
concerned with a painter who has made a copy of the UKIYOE in France.”, to 10
users, and recorded their access behaviors starting from the 19thCentury-Space
to the destination Gogh-Space. Before the experiments, they learned the way to
move freely in a virtual space. And the 4 facets, fcountry, fcategory, fperson and
fdecade, are given to them.

Table 2 shows times they spent to reach the Gogh-Space using the four
different navigation paths, P1, P2, P3 and P4. These paths are given below the
table. The average time denotes how much time they spent in one space. The
path P1 introduced in Fig. 10 needs the average time of almost 61 seconds.
The P4 takes almost 62 seconds in similar process to the P1. The P2 takes the
longest total time of about 75 seconds, because it required 5 steps to reach
the destination. However, it takes the least time of about 15 seconds per one
space. On the other hand, the P3 needs only 3 steps, but it takes the longest
average time of almost 23 seconds. The reason why P3 takes so much time per
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Table 2. The navigation time for each type of paths.

Navigation Path Number of Spaces Average Time(s/space) Total Time(s)

P1 4 15.27 61.10
P2 5 14.97 74.85
P3 3 22.85 68.56
P4 4 15.53 62.11

P1 : 19thCentury
fcountry−−−−−−→

0.161
France

fcategory−−−−−−→
0.341

Art
↓f̃person−−−−−−→

0.107
Gogh

P2 : 19thCentury
fcountry−−−−−−→

0.161
France

fcategory−−−−−−→
0.341

Art
↓fdecade−−−−−−→

0.190
Decade

↓f̃person−−−−−−→
0.160

Gogh

P3 : 19thCentury
fcategory−−−−−−→

0.200
Art

↓f̃person−−−−−−→
0.022

Gogh

P4 : 19thCentury
fcategory−−−−−−→

0.200
Art

fcountry−−−−−−→
0.274

France
↓f̃person−−−−−−→

0.107
Gogh

one space is that it forces the user to find the 2.2% records related to ‘Gogh’ in
the Art-Space.

Even if a user may take any of these paths, it takes only 66.65 seconds on
the average to navigate to the target in an MFIS. However, the SQL statement
for the same navigation as the path P2 has the following complexity,

qFrance :
Select attr list
From q19thCentury

Where country name = subquerycountry

subquerycountry :
Select country name
From q19thCentury

Where title = ‘Napoleonic Code’
qArt :

Select attr list
From qFrance

Where category = subquerycategory

subquerycategory :
Select category
From qFrance

Where title = ‘The fashion of Lithograph in Paris’
qDecade :

Select attr list
From qArt

Where year ≥ subqueryyear − 5 And year ≤ subqueryyear + 5
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subqueryyear :
Select year
From qArt

Where title = ‘The 1st Japanese Art Inspection’
qGogh :

Select attr list
From R

Where person name = subqueryperson

subqueryperson :
Select person name
From R

Where title = ‘The copy of the UKIYOE’.

This query needs to specify conditions such as

title = ‘The 1st Japanese Art Inspection’

and
title = ‘The copy of the UKIYOE’.

However, it is difficult to specify these conditions correctly in advance without
reading any attribute values of relevant records. Our approach allows users to
specify these predicates by focusing on one of the records or selecting one of
the facets in a virtual space repeatedly. It means that users can issue the above
complicated queries only by traversing over the virtual spaces.

In this experiment, the user issues a set of queries to narrow down large
tables. However, users can also issue more complicated queries, such as a query
which joins different tables in the same or different databases, using the same
interface in our proposal space.

The result of our experiment shows that our approach provides much more
rapid and intuitive access to such target records than conventional query speci-
fications.

5 Conclusion

In this paper, we have proposed an MFIS and its component-based implemen-
tation framework. In oder to support efficient explorations of a large amount
of information, it is required to define and dynamically change the viewpoints
for organizing and accessing them as R.S.Wurman said. First, we have proposed
a framework for generating a 3D information space that enables users to orga-
nize and access database records through various different views. In this space,
users can dynamically change their navigation functions to obtain the required
information from a large information repository. This paper has also proposed a
component-based framework for the automatic creation of a proposed informa-
tion access space. The proposed framework allows users to explore a large amount
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of information by diving from a record in one information space to another space
related to the record repeatedly. Moreover, it enables users to manipulate and
select one of the facet components to change the navigation and the visualization
functions dynamically. The result of our experiment shows the advantage of our
approach over the conventional query specifications.
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Abstract. In this paper we propose an integrated visualization frame-
work for relational databases and Web resources. Using our VERD frame-
work, users can dynamically integrate local databases and Web resources
and interactively construct various visualizations. Users can define data
integration and visualization by constructing a flow diagram consisting of
various operators through direct manipulation. The principal idea of this
framework is to manipulate Web resources, visualizations, and database
relations through visual components based on relational schemata and
integrate them based on the relational database model. In VERD frame-
work, two types of special view relations are used for representing visu-
alizations and for treating Web resources as database relations. Hence,
in VERD framework, a Web resource can be combined with database
relations as if it is also a local relation. Similarly, VERD framework
specifies visual mapping between source data relations and visualization
representations by means of relational operations. VERD framework sup-
ports various interactive visualization operations including ‘details-on-
demand’, ‘drill-down’, and ‘brushing-and-linking’ These operations are
performed by modifying view relations associated with visualizations.

1 Introduction

Good information visualizations can reveal significant abstraction of data when
the scale and the complexity exceeds the human capability to interpret data
records from reading only them, and help users to find hidden trends or struc-
tures from a data set. In addition, adding interactivity to information visual-
izations is useful for exploring a large set of multivariate data. The interactive
manipulation of visualization allows users to dynamically change visualization
parameters, so that user can scan a large data set, focus on a meaningful por-
tion of data, and find trends or patterns. Many interactive techniques including
brushing-and-linking, dynamic queries [14], multiscale visualization, and mul-
tiple visualization coordination have been studied. Moreover, the interactive
definition or construction of visualization is another useful technique for data
exploration tasks and has been applied in many scientific visualization systems
and database visualization systems. In these systems, users can construct a vi-
sualization system, suitable both for the source data and for the user’s mental
model, quickly to test user’s hypotheses.

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 159–174, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Dynamic information integration is also a useful technique to find rules from
a complicated data set. By combining other related data with data of our cur-
rent concern, we can introduce another viewpoint on current data. For instance,
we may find an unforeseen trend from a market data by comparing it with a
weather data. The World-Wide-Web is a universal data repository providing a
huge amount of data for various application domains. Contents distributed over
the WWW include more dynamic or graphical contents than records stored in
DBMSs. Moreover, many Web application pages provide various services like
Web searching, online dictionaries, shopping, and engineering calculations. If we
can extract such contents and services from arbitrary Web pages and dynam-
ically integrate them together with the target data of our current concern, we
can extensively extend our data analysis capabilities.

In this paper we propose a new visualization framework we call VERD (Visu-
alization Environment based on the Relational Database model). VERD frame-
work allows users to integrate local database relations with related Web contents,
and provides an interactive environment to visualize integrated data resources
in various ways.

The following is an outline of VERD framework.
The relational database model has been adopted as a theoretical basis of

VERD framework to integrate heterogeneous data resources and visualizations.
In VERD framework, each data resource and each visualization display are ma-
nipulated through operations on relational schemata. In particular, we define
special view relations to uniformly treat both visualizations and Web resources
as relational schemata. A visualization view relation is a view relation to rep-
resent a visualization. A Web view relation is also a view relation to represent
a set of related Web resources. Hence, data integration and visualization are
both performed by uniformly applying relational operations to local database
relations, Web view relations, and visualization view relations.

VERD framework introduces interactivity into data integration and visual-
ization tasks by using the following mechanism. VERD framework provides a
set of interactive components called operators. Each operator corresponds to a
user’s primitive operation for specifying data integration and visualization. Each
visualization is defined as a flow diagram consisting of operators and connections
among them. To integrate arbitrary Web resources with our visualization, we use
Web wrappers to define a view relation among mutually related contents over
the Web. We have developed a lightweight Web wrapper algorithm and a graph-
ical interface for users to specify Web wrappers through direct manipulations.
By using this interface, users can interactively and quickly specify Web wrappers
on demand in their data exploration task.

This paper is organized as follows. In Section 2, we describe our basic frame-
work for interactive database visualization. In particular in Section 2, we focus
on how VERD framework works with visualization view relations. In Section 3,
we show how Web resources can be integrated with database visualizations. We
describe the details of Web view relations and an outline of our Web wrapper.
Then in Section 4, we describe how VERD framework is implemented. In Sec-
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tion 5, we discuss the related research works. Finally, we conclude our paper
with some remarks.

2 VERD Framework

2.1 Visualization View

A visualization view is a relational representation of a visualization. In the re-
lational database model, a virtual relation which provides a schema for some
application is called a view relation. Our visualization view relation is an exten-
sion of this view relation to deel with graphical representation and location of
each records. Visualization of source data is equivalent to defining a visualization
view relation on a source relation. In VERD framework, a source data can be
associated with a visualization scheme by using relational operations. Visualiza-
tion view relations are dynamically constructed and modified in a visualization
task.

A schema of a visualization view has visualization attributes. Each visual-
ization attribute corresponds to a visualization property such as location, color,
size, and angle. A type of each visualization attribute is identified by its name.
In other words, the name of each attribute is used by our visualization system
to associate its value with an appropriate visual property.

Fig. 1. Visualization view example

Figure 1 shows an example visualization and a visualization view relation
corresponding to this visualization. This 3D scatter plot visualization represents
a periodic table of elements. In this visualization, each element is represented as
a ball. The three coordinate values of each ball are associated with the group,
the period, and the density of each element. A textual label attached to each ball
shows the name of each element. The schema of a visualization view relation il-
lustrated in Figure 1 has visualization attributes corresponding to the four visual
properties, X, Y, Z coordinates and the text label. A TEMPLATENAME attribute is
included in this schema to specify a template. A template is a visual component
to represent each database record. Some template has both a visual shape and
a data representation function for displaying the text, changing the color, and
morphing the shape. Users can compose a new template by combining visual
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primitive components. The template used in this example visualization consists
of a simple ball primitive and a component displaying a text string. The virtual
dimension of visualization can be expanded by combining additional visual prim-
itives with the template. This operation is equivalent to adding new visualization
attributes to a visualization view.

A visual mapping for associating source data with a visualization is equiva-
lent to a relational operation which projects a source relation onto a visualization
view schema. Figure 2 illustrates an example of a visual mapping. In this ex-
ample, the SYMBOL attribute is directly projected onto the TEXT attribute. On
the other hand, the computed attributes derived from the attributes E GROUP,
PERIOD, and DENSITY are associated with the three coordinate attributes. These
computations normalize the locations of visible data elements to arrange all of
them in the visualization area. This projection operation can be described as
a database query given in Figure 1. In this query description, the name of the
source data relation appears in the FROM clause, and the visual mapping is spec-
ified in the SELECT clause. This query also specifies conditions to visualize only
those elements with their atomic numbers less than 88. When our visualization
system performs this visualization, this query is evaluated by the DBMS. Then,
our system creates this visualization from the query evaluation result.

Fig. 2. Visual mapping

Each visualization operation is performed by deriving a new visualization
view relation from another visualization view relation. VERD framework allows
users to magnify a portion of visualization, to combine other data with the cur-
rent visualization, and to coordinate more than one visualization. Figure 3 shows
that each visualization operation is performed as a view modification operation.
This figure shows that not only a visualization but also its portion can be rep-
resented as a visualization view relation. This feature is useful for performing
interactive data exploration tasks by directly combining visual components.
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Fig. 3. View modification

2.2 Operators

VERD framework allows users to interactively specify visualizations. For this
purpose, VERD framework provides a set of operators. Users can define a visu-
alization by constructing a flow diagram consisting of operators.

Table 1. Operators for specifying representations

Name in / out parameter function

TemplateManagerBox V → V ′ template name applying a template
AxisBox, OriginBox V → V ′ attribute name specifying a coordinate system
ContainerBox V → V displaying visualization results
OverlayBox V 1 + V 2 → V ′ overlaying several visualizations

Table 2. Operators for specifying queries

Name in / out parameter function

TableBox φ → V table name selecting a database relation
SelectBox σ(V ) → V ′ (spacial position) selecting records it encloses
RecordFilterBox σ(V ) → V ′ condition adding a new condition
JoinBox V 1 �� V 2 → V ′ join condition joining two relations

Table 1 and 2 show operators provided by VERD framework. These operators
can be classified into two categories, visual specifiers and query specifiers. Note
that each operator does not correspond to either a relational operation or a
clause of a database query. Each operator is designed to correspond to a user’s
primitive operation for specifying visualizations and database queries.

Operators perform their functions by executing composite operations con-
sisting of several relational operations. Each operator takes single or multiple
visualization view relations as its input. Some types of operators take parame-
ters specified by users. Most parameters (e.g. the name of the table to visualize)
are directly specified. Parameters of some types of operators (e.g. SelectBox) are
specified by spatially arranging these operators. Each operator modifies input
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visualization view relations according to its function and given parameters, then
it outputs a modified view relation.

Fig. 4. Example of query rewriting by an operator

Each operator modifies visualization views relation by rewriting database
queries that specify that views. Figure 4 shows that a TemplateManagerBox per-
forms its function by rewriting an input query to specify the value of TEMPLATE-
NAME attribute. A query flow diagram is a flow diagram consisting of such oper-
ators and connections among them, and it works as an SQL query generator for
specifying visualization view relations. Figure 5 shows a query flow flow diagram
that specifies the visualization in Figure 1. Database queries flow through this
diagram, and are modified by each operator.

Fig. 5. Example of a query flow diagram

Operators are also interactive components. Users can combine operators by
connecting their jacks and plugs as if they connect AV components. Figure 6
shows a screenshot of a query flow diagram specifying the visualization illustrated
in Figure 1.

2.3 Visualization Examples

Magic Lens. Figure 7 illustrates an example query flow diagram that defines
a magic lens [1]. It displays detailed information about records included in the
selected region. In this example, a base of a magic lens, which is represented
as a rectangular frame, consists of a SelectBox and an OverlayBox. The Select-
Box specifies a region to apply additional representations, and the OverlayBox
overlays new representations over the original visualization. By just dropping
operator components into this frame, users can specify representations that the
magic lens applies to each target record. Users can apply additional representa-
tions by dropping such a magic lens into some visualization result.
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Fig. 6. Screenshot of a query flow diagram

Fig. 7. Magic lens

Visualizing Details on Demand. In VERD framework, any portion of visual-
ization corresponds to some view relation. Therefore, each component contained
in a visualization result can also work as a view relation. Figure 8 illustrates a
visualization process starting with the visualization result obtained in Figure 6.
In this example, visualization (A) corresponds to a visualization view relation
(i), and each ball representing an atom corresponds to a small visualization view
relation with a single tuple represented by this ball.

Such a portion working as a visualization view relation can be joined with
another relation. In this example, the isotopes of ruthenium are retrieved by
joining a relation storing major isotope data with a relation (ii) corresponding to
ruthenium, and visualized as the visualization (B). A user can visualize isotopes
of various elements by only dropping balls into a SelectBox.

Nested Visualization. Figure 9 shows an example of nested queries and nested
visualizations. This example visualizes the prefectural cabbage production in
Japan. In this example, a ContainerBox is used as a template to visualize each
prefecture. This template has two tiny AxisBoxes. This template is designed to
visualize an annual cabbage production change of each prefecture. A Container-
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Fig. 8. Visualizing details on demand

Box used as a template gives users a nested visualization. In this example, a
large ContainerBox visualizes prefectural cabbage production amounts in 1991
as shown in (A). Each small ContainerBox used as a template visualizes the
annual cabbage production change of the corresponded prefecture as shown in
(B). Users can select each of these small ContainerBoxes as a source data set
to visualize its related information. In this example, three small ContainerBoxes
are selected. The visualization (C) shows annual production changes of three
similar vegetables, cabbage, Chinese cabbage, and lettuce, in the selected dif-
ferent prefectures. In this example, users can see the general trend of lettuce
production which have increased instead of Chinese cabbage.

3 Integration with Related Web Resources

In this section, we extend our VDRD framework to integrate database contents
with related Web contents.

3.1 Web View Relations

In VERD framework, Web resources are integrated with local databases based
on the relational database model. In our approach, we extract data from a target
Web document into a tabular form, and access it through a relational view called
a Web view relation. A Web view relation associates a relational schema to
relevant Web resources. Therefore, data integration between local relations and
related Web resources is performed by specifying relational operations between
local relations and Web view relations.

To perform data integration among heterogeneous Web resources, we have to
associate the set of these Web resources to a general data structure like a rela-
tional table. This is a difficult task because each Web document has a complicate
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Fig. 9. Example of a nested visualization

and different structure. However, we can make this task easier by focusing only
on required portions of documents and by associating them to a relational ta-
ble. To perform this operation, we need a Web wrapper for extracting mutually
related resources from Web documents. Moreover, we need an interactive way of
quickly developing a Web wrapper.

Generally speaking, a wrapper means a software tool for extracting struc-
tured information from unstructured data or semi-structured data. A Web wrap-
pers extracts a relation from a set of HTML documents distributed over the
WWW. There are many studies on information extraction from Web documents.
Various ways of implementing Web wrappers have been already proposed. In this
work, we adopted a DOM (document object model) -pattern-based wrapper. An
HTML document is a semi-structured document whose structure can be rep-
resented as a DOM tree. Our wrapper scans a DOM tree of a source HTML
document, and finds a sub tree that matches with a given template pattern.
Then the wrapper extracts data values from the found sub tree, and imports
them as attribute values of the Web view relation.

A specification of a Web wrapper is described using the extraction path
notation. The extraction path notation is an extension of the XPATH [2] nota-
tion. Extended features include the notation for specifying branched patterns of
DOM fragments. Data mapping between HTML nodes and the attributes of a
Web view relation can be specified using the extraction path notation.

Figure 10 shows an example of a Web wrapper and its specification described
using the extraction path notation. Our notation uses a comma and braces to
specify branched patterns for matching. In this example, the first and the second
〈TD〉 nodes appearing in each row of a table are selected. Attribute values or
texts of HTML nodes of the matching sub tree are associated with the attributes
of the Web view relation schema. For this purpose, the description of each ex-
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Fig. 10. Example of a Web view relation and an extraction path

traction path includes extraction points. In this example the text enclosed by
the first 〈TD〉 node tags is extracted as the attribute ‘name’. The attribute src
of 〈IMG〉 node is extracted as the attribute ‘image’.

Our notation uses backward references to define more complicated extrac-
tions. Moreover, source information may be often distributed in a set of HTML
documents related to each other by hyperlinks. A Web view must be defined by
visiting all the related HTML documents. Our notation for describing extraction
paths is designed to satisfy these requirements.

3.2 User Interface for Specifying Web Wrappers

Our visualization system provides a graphical user interface to specify Web wrap-
pers. Our interface has the dynamic previewing mechanism for supporting users
to quickly and interactively specify an arbitrary Web wrapper. Usually, the wrap-
per specifying process has many repetitions of try-and-error tasks. To specify a
wrapper that correctly works, a user tries to extract data using a provisional
wrapper specification, and repeat the refinement of the current wrapper spec-
ification. The purpose of our dynamic previewing interface is to improve the
wrapper specification task by shortening the time required for each try-and-error
step.

Figure 11 shows on outline of this interface. To quickly specify a wrapper
specification, our system uses a wrapper induction algorithm that generates a
wrapper specification from given examples of extracted data. We developed a
lightweight algorithm for the wrapper induction. With this algorithm, our system
generates a wrapper from example HTML nodes selected from the source Web
page within 100 miliseconds.

Our system provides a Web browser interface for users to directly specify
extraction examples on a Web page. Users can select an HTML node as an
example through mouse operations. Moreover, when the mouse cursor is moved,
our browser immediately selects an HTML node under the mouse cursor as a
candidate example, and generates a Web wrapper from a set of example nodes.
The generated wrapper is executed immediately, then extracted HTML nodes by
this wrapper are highlighted in the browser interface as an extraction preview.
The latency time required for completing a preview update after a mouse cursor
movement is less than 100 milliseconds.
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Fig. 11. The architecture of dynamic previewing

Holding 
example 1

example2

example2
example2

(A) (B) (C)

Fig. 12. Example of dynamic previewing for specifying wrapper

Figure 12 shows that our interface smoothly highlights items to be extracted
in response to the mouse movement. In this example, a user is specifying a
Web wrapper on ‘The World Heritage List’ page presented by UNESCO [3].
The dynamically updated preview suggests various patterns of extraction results
such as (A) all heritages of one nation, (B) the heritage that appears first in each
nation’s heritage list, and (C) all the heritages of all the nations. User can quickly
find good extractions by only moving the mouse cursor over the target Web page.

3.3 Visualization Example Integrated with Web Resources

VERD framework provides a special operator called a WebViewBox to execute
a Web wrapper defined using an extraction path expression. Figure 13 shows an
example of visualizing information of the world heritages by using this operator.
In this example, the nation’s name, the registration year, the name and photo-
graph of each heritage are extracted from ‘The World Heritage List’ Web site
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Fig. 13. Example visualization of The World Heritage List

by the WebViewBox. We can access these extracted data through the Web view
relation.

In this example, we created a visualization from data stored in a local
database. The GDP, longitude and latitude of each nation are obtained from a
local database, and are visualized as the left visualization in Figure 13. Then, we
select nations in Europe by using a SelectBox, and join the selected portion with
the Web view relation. As a result, each heritage’s photograph obtained from
UNESCO’s page is visualized in the right visualization, and is spatially arranged
according to the longitude and the latitude obtained from a local database.

3.4 Wrapping Web Applications
In VERD framework, a function of each Web application is also abstracted as a
relational view. A function of a Web application is treated as a relation between
user’s requests and system’s answers. This relation is considered as a Web view
relation. Each Web application’s transaction that consists of a user’s request and
an application’s answer is treated as an instance tuple of the Web view relation.
Because each transaction corresponds to each tuple, this abstract method works
well for stateless services that process each transaction independently of other
transactions. Typical Web applications like search services and online dictionar-
ies are of this type.



Integrated Visualization Framework for Relational Databases 171

Fig. 14. Wrapping a Web application

To use a Web application, users have to fill in a form of an HTML page
with parameter values, and to send a request as well as these parameter values
to the corresponding Web server by using HTTP. We associate parameters of
a Web application with the special attributes of the Web view relation. These
Web view attributes are called parameter attributes. Usually a Web application
returns an HTML document as a reply to the user’s request. Therefore, we can
extract return values from a Web application by specifying a Web view on the
returned page.

A Web view relation with parameter attributes is also a view relation. How-
ever, when we try to obtain instance values of such a Web view relation, we need
to specify a set of candidate values of its parameter attributes. These candidate
values of parameter attributes are sent to the Web application page one by one,
and, for each of them, a relation is extracted from the reply pages to fill in other
attribute values of the Web view relation. In most cases, such candidate values
of parameter attributes are specified by a relational join with another relation.

In Figure 14, we define a Web view relation by wrapping the Google Image
Search service. This Web view relation extracts a set of URLs that point to
images with the highest rank in the Google image search for each given keyword.
This Web view relation has a parameter attribute to specify a keyword. This
parameter attribute can be associated with nation names through a relational
join with a local relation about nations in the world. As a result, for each nation,
the image with the highest rank is extracted. By joining a Web view relation



172 Tsuyoshi Sugibuchi and Yuzuru Tanaka

with another Web view, we can define a functional composition combining two
Web applications.

Fig. 15. Integrating multiple Web applications

Figure 15 shows an example functional composition of Web applications. In
this example, the Web view relation specified by the WebViewBox (a) extracts
today’s volume leaders of NASDAQ market, and follows hyperlinks to the profile
pages to extract the full names of the companies. The WebViewBox (b) defines
a Web view relation by wrapping the Google Image Search service. This Web
view is joined with the Web view specified by (a) to search for the logo images
of the retrieved companies. The ContainerBox (c) visualizes extracted data by
representing each company with its logo image and by arranging such logos ge-
ometrically in a 3D space according to the last trade price, the price change,
and the trading volume of company stocks. The SelectBox (d) is used to select
companies it encloses. A view relation corresponding to the selected companies
is further joined with another Web view relation that is specified by the Web-
ViewBox (e) to retrieve stock prices in the last 50 days. As a result, the stock
prices of the selected companies during the last 50 days are visualized by the
ContainerBox (f).

4 Implementation

We have implemented our system using a 3D visual component-ware system
IntelligentBox [4]. The IntelligentBox system architecture provides 3D visual
components called boxes. Each box is an interactive and functional component,
and has slots as a logical interface for accessing its internal state. Users can
specify slot connections between two boxes to define operation inter between
them. We have implemented operator components as boxes. This allows us to
connect operators using slot connections.
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5 Related Work

There are many studies on interactive information visualization. DEVise [5] and
Tioga-2 [6] are similar systems to the system proposed in this paper. These
systems are based on the relational database model. In contrast to these sys-
tems that can represent an individual visualization display as a relation, VERD
framework can further represent each constituent element of visualizations as
a relation. This feature of VERD framework allows us to flexibly construct ex-
ploratory data visualization environment. For instance, the details-on-demand
interface we showed in 2.3 can be easily constructed by naturally applying VERD
framework because each visual component is also associated with a visualization
view relation.

The flow diagram is a popular model for defining visual programming en-
vironments, and has been adopted by many interactive visualization systems
such as AVS [8], DataExplorer [9], and Tioga-2 [6]. However, these systems dis-
tinguish components constituting flow diagrams from components constituting
visualizations. On the other hand, in VERD framework, both types of compo-
nents are equivalent in outputting some visualization view relations. Therefore,
our system allows mixed use of operators and visualizations, and allows us to
construct complicated visualizations such as the nested visualization example in
Section 2.3.

Supporting OLAP (online analytic processing) operations is a future topic
of our study. Polaris [10] is a visualization system for OLAP and it allows us
to explore in a large dataset by using several OLAP operations such as drilling-
down and pivoting. This system works well with one multidimensional dataset.
Extended VERD framework will support dynamic data combination between
multidimensional datasets and other datasets.

Data extraction from Web documents is one of the active research areas in the
last decade. Many studies for the Web wrapping have been reported. In particu-
lar, several studies [11] [12] proposed graphical interfaces for specifying wrappers,
but these studies have not focused their attention on repetitive try-and-error re-
finement of wrappers. LEXiKON [13] allows us to incrementally refine a wrapper
through try-and-error repetitions. However, each trial step takes long because
it has only a conventional Web form interface. Our wrapper definition interface
for repetitive refinement is closely related to dynamic query interfaces [14]. Both
a dynamic querying interface and our interface tightly associate a visualization
with user’s manipulations and allow users to quickly scan in a large exploration
space of parameter values or extraction examples.

6 Concluding Remarks

In this paper we have proposed a new framework which provides an integrated
environment for visualizing both database records and Web content objects. In
our VERD framework, each visualization corresponds to a view relation, and
is specified by a database query. Users can create such queries by interactively
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combining operator components. In addition, we have extended this framework
to support the relational data extraction from HTML documents over the Web.
Users can extract relations from the Web by specifying Web view relations, and
combine them with local database relations to visualize database records to-
gether with their related Web contents. VERD framework can also define func-
tional compositions of Web applications by using relational operations.

References

1. Benjamin B. Bederson and James D. Hollan and Ken Perlin and Jonathan Meyer
and David Bacon and George W. Furnas. Pad++: A Zoomable Graphical Sketch-
pad For Exploring Alternate Interface Physics. Journal of Visual Languages and
Computing, 7(1), pp. 3-32, 1996.

2. XML Path Language (XPath). http://www.w3c.org/TR/xpath/
3. The World Heritage List. http://whc.unesco.org/heritage.htm
4. Y. Okada and Y. Tanaka. IntelligentBox:a constructive visual software devel-

opment system for interactive 3D graphic applications. Proc. of the Computer
Animation 1995 Conference, pp. 114-125, 1995.

5. Miron Livny, Raghu Ramakrishnan, Kevin Beyer, Guangshun Chen, Donko Don-
jerkovic, Shilpa Lawande, Jussi Myllymaki, and Kent Wenger. DEVise: Integrated
Querying and Visual Exploration of Large Datasets. Proc. of ACM SIGMOD ’97,
pp. 301-312, May, 1997.

6. Alexander Aiken, Jolly Chen, Michael Stonebraker, and Allison Woodruff. Tioga-
2: A Direct Manipulation Database Visualization Environment. Proc. of the 12th
International Conference on Data Engineering, pp. 208-217, February, 1996.

7. Chris North, Ben Shneiderman. Snap-Together Visualization: A User Interface for
Coordinating Visualizations via Relational Schemata. Proc. of ACM AVI 2000,
May, 2000.

8. Craig Upson, Jr. Thomas Faulhaber, David Kamins, David Laidlaw, David
Schlegel, Jeffery Vroom, Robert Gurwitz, and Andries van Dam. The Application
Visualization System: A computational environment for scientific visualization.
IEEE Computer Graphics and Applications, 9(4), pp. 30-42, 2000.

9. Bruce Lucas, Gregory D. Abram, Nancy S. Collins, David A. Epstein, Donna L.
Greesh, and Kevin P. McAul. An architecture for a scientific visualization system.
Proc. of IEEE Visualization ’92, pp. 107-114, October, 1992.

10. Chris Stolte, Diane Tang and Pat Hanrahan. Polaris: A System for Query, Analysis,
and Visualization of Multidimensional Relational Databases. IEEE Visualization
and Computer Graphics, 8(1), pp. 52065, Jan/Mar 2002

11. Ling Liu, Calton Pu, Wei Han. XWRAP: An XML-enabled wrapper construction
system for Web information sources. Proc. of the 16th International Conference
on Data Engineering, pp. 611-621, March, 2000.

12. lberto H. F. Laender, Berthier Ribeiro-Neto, and Altigran S. da Silva. DEByE -
Data Extraction By Example. Data and Knowledge Engineering 40(2), pp. 121-154,
2002.

13. Gunter Grieser, Klaus P. Jantke, Steffen Lange. Gunter Grieser, Klaus P. Jantke,
Steffen Lange Proc. of 13th Int. Conference on Algorithmic Learning Theory, pp.
173-187, 2002.

14. Ben Shneiderman. Dynamic queries for visual information seeking. IEEE Software,
11(6), pp. 70-77, 1994.



Discovering Implicit Relationships
in a Web of Contexts

Mina Akaishi1 and Nicolas Spyratos2,�

1 RCAST, University of Tokyo,
4-6-1 Komaba Meguro-ku Tokyo 153-8904, Japan

mina@ai.rcast.u-tokyo.ac.jp
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Abstract. We propose a framework for discovering implicit relation-
ships between descriptors and objects in large information bases. Typical
examples of such information bases are large collections of Web pages,
where the anchors play the role of descriptors for distant web pages, and
the web pages themselves play the role of the described objects. Our ap-
proach assumes that the contents of the information base are organized
into manageable subsets called contexts, each user setting up his(her)
own web of contexts. While setting up a web of contexts, a user may cre-
ate implicit relationships between descriptors and objects (relationships
of which the user may not even be aware). We provide a framework for
discovering such implicit relationships in a web of user-defined contexts;
this is done based on extended notions of synonymy/homonymy using
descriptor and object paths.

1 Introduction

The rapid proliferation of information sources in recent years and the advent
of the Internet have created a world wide web of interconnected information
resources. Today, the Web represents the largest collection of information re-
sources that an individual has ever been able to access – and it is continuously
growing at accelerating paces.

Several kinds of tools have been developed to help individual users to access
Web resources. The so-called search engines are the most popular among these
tools, as they allow users to access the resources they index using a very simple
search mechanism, namely keywords or combinations of keywords.

There is however a price to pay by users for the simplicity of the search mech-
anism: the answers obtained from search engines usually contain large amounts
of information that is not related to what the user had in mind when asking the
question. This problem comes from the fact that any given search engine indexes
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resources that cater to the interests of very large and highly heterogeneous pop-
ulations of users. So, on the one hand we have a large collection of information
resources (hereafter referred to as the information base), and on the other hand
a very large and highly heterogeneous population of users.

To cope with this situation, in previous work [4, 1, 3], we introduced a person-
alization mechanism that allows each user to define his (her) own sub-collections
of resources of interest and interconnect them for later (and more convenient)
use. Such “customized” sub-collections is what we called in [6] user contexts,
or simply contexts. Intuitively, a context is a set of resources (hereafter referred
to as objects) within which each resource is associated with two items: a set of
descriptors and a set of references to other contexts. More formally, a context is
a set of triples of the form: 〈descriptors, object, references〉.

Perhaps the simplest example of context is the directory of a department
store. In most department stores, this directory is usually located on the ground
floor (facing the entering customers) and looks like the table of Figure 1(a).
A directory, consists of a number of lines and each line contains one or more
keywords describing items for sale in the store plus the floor on which the items
can be found. For example, in the directory of table 1(a), the first line contains
the keywords “Perfumes” and “Cosmetics” plus the indication “ground floor”
meaning that such items are found on the ground floor. Similarly, the second
line indicates that women’s clothing can be found on the first floor, and so on.

We can view the department store directory as a context whose contents are
triples of the form: 〈keywords, line-number, f loor-number〉, as shown in Figure
1(b). Under this view, the keywords are the descriptors, the line-number is the
object and the floor-number is just another context, i.e., of a floor context. Each
floor context, in turn, is again a set of triples, where each triple consists of a
set of keywords, a floor sector number and a subsector number (assuming the
sector is divided into sub-sectors, otherwise the sub-sector number is set to Nil,
indicating that the floor sector is not divided into sub-sectors).

A customer entering the department store looks at (or “accesses”) the direc-
tory, and then examines one by one the triples of the directory. Aided by the
descriptors the customer selects a floor number, i.e., a new context. Once on the
selected floor, the customer repeats the same steps (but this time looking at the
floor directory) in order to find the exact sector on the floor where the items of
interest are located. Note however that the items themselves are not part of the
sector context. In other words, the context mechanism just helps you find where
the items of interest are located, based on their descriptors – disregarding what
these items are. Incidentally, when the items of interest are information items,
such as electronic documents, then their descriptors are usually referred to as
metadata – as opposed to the actual data contained in the information item.

It is important to note that a context is a “light-weight” abstraction mech-
anism, different from the usual abstraction mechanisms (such as classification,
attribution and inheritance). However, it can be used orthogonally together with
those mechanisms.

In the context mechanism introduced in [6–8], there are only three types of
entities, namely object identifiers, context identifiers and descriptors; for sim-
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Perfumes, Cosmetics ground floor
Women’s Clothing 1st floor
Men’s Clothing 2nd floor
Children’s Clothing 3rd floor
Sports, Casual 4th floor
Furniture 5th floor
Restaurant 6th floor

< { Perfumes, Cosmetics }, line#1, 0 >
< { Women’s Clothing }, line#2, 1 >
< { Men’s Clothing }, line#3 2 >
< { Children’s Clothing }, line#4 3 >
< { Sports, Casual }, line#5, 4 >
< { Furniture }, line#6, 5 >
< { Restaurant }, line#7, 6 >

(a) A department store directory (b) The directory seen as a context

line number
= object identifier

keywords for sales items
= descriptors of object floor number

= referenced-context identifier

Fig. 1. An example of contexts.

plicity, we call object identifiers simply objects and context identifiers simply
contexts. We assume that the set of objects, the set of contexts and the set of
descriptors are mutually disjoint sets. As a consequence, a context cannot belong
to the contents of any other context. However, a context can be referred to from
within another context.

It is important to note that our context mechanism is not concerned with the
content or internal structure of the objects: as long as the objects are identifiable,
they can belong to the contents of any context. Actually, the information base
itself is considered as a context – the context containing all the objects of the
information base.

It is also important to note that our context mechanism has a minimal in-
terference with the normal operation of the information base: it can be imple-
mented on top of the system managing the information base, at a minimal cost.
Our previous example of the department store directory illustrates this point
quite clearly.

There are two main reasons for using a web of contexts on top of an existing
information base:
(a) to allow users to define their own, personalized sub-collections, and to de-
scribe objects using familiar names (local to the sub-collection);
(b) to speed-up searching for desired objects, by traversing appropriate contexts.

Once again, we stress the fact that searching for desired objects is based solely
on object descriptors, i.e., without consideration of content or internal object
structure. This is precisely the reason why, earlier on, we called our context
mechanism a “light-weight” abstraction mechanism.

In previous work [2, 5, 4, 1, 3], we have presented a mechanism for context
management, in a web of inter-related contexts, i.e., a set of tools for creation
or deletion of a context, insertion/deletion/modification of a triple in a context,
search for objects of interest in a context, and traversal of contexts in search of
a context of interest.
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The present paper builds upon our previous work and proposes a framework
for discovering implicit relationships of two kinds:

– relationships between descriptors through the objects they describe;
– relationships between objects through the contexts they belong to.

Such implicit relationships are usually created during context design time, and
the designer may not even be aware of their existence.

Indeed, when a user sets up a web of contexts, he or she does so in order to
better conceptualize the information of interest, and also to facilitate access to
that information at some later point in time.

However, in doing so, the user may create inter-context relationships between
descriptors and objects, through the reference paths traversing the contexts.
As contexts represent conceptual units, usually built up separately, these new
relationships may have been created subconsciously, so the user may not even be
aware of their existence. As a consequence, showing to the user such unexpected
(and sometimes surprising) relationships, may prove useful to the user in several
ways, including re-thinking the web of contexts already created.

The main contribution of this paper is to provide a framework for the discov-
ery of implicit relationships between descriptors and between objects in a web
of user-defined contexts.

The remainder of this paper is organized as follows. In section 2 we recall the
definition of context that we use, as well as some auxiliary concepts. In section
3, we define implicit relationships formally, and we present examples of tracing
such relationships. Finally, in section 4 we offer some concluding remarks.

2 Context

In this section, we define the notion of context that we use, as well as a notion
of path for context traversal. Our definitions are inspired from the notion of
context presented in [6–8], with some extensions.

2.1 The Notion of Context

A context consists of an identifier c plus a content. The content of c is a set of
triples of the form, 〈object-descriptors, object, object-references〉, where object-
descriptors is a set of descriptions of the object content and object-references
is a possibly empty set of other contexts.

We note that, contrary to [6–8], we allow our contexts to have multiple ref-
erences. This feature allows greater flexibility and provides for higher expressive
power. We also note that an object descriptor can be a piece of text, an image,
a sound score, or anything that helps describe the content of the object; it can
even be an “object viewer”[4, 1, 3], i.e., a tool allowing the user to just have a
look at the contents of the object.

In some application environments the object descriptors are just keywords,
and such keywords may come from a controlled vocabulary. Furthermore, such
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a vocabulary may be structured by a subsumption relation. For example, if the
objects are the books of a computer science library then their descriptors most
likely will be keywords from the ACM Computing Classification System (ACM,
1999, http://www.acm.org/class/). However, for the purposes of this paper, it
is immaterial whether descriptor definitions follow given rules or not.

What is important to keep in mind is that descriptors and references are
context dependent: an object can belong to different contexts and may have
different names and/or different references in each context. This feature is useful
when we want to view an object from several different perspectives.

2.2 Accessing Information Through Paths

Accessing information in a web of contexts often involves navigating from one
context to another by following references, i.e., by traversing contexts. From an
object within a given context, we can reach any object that belongs to one of its
references and, recursively, any object that lies on a path. A path is a sequence
of pairs of the form (ci, ti), i = 1, ..., n, where
(i) ci is a context and ti = 〈 di, oi, ri 〉 is a triple in the content of ci, and
(ii) ci+1 is in ri, for i = 1, ..., n-1.
Paths form the basis for reaching objects in a context navigating through the
references of objects. Actually, the query language presented in [8] is a path-
language.

3 Implicit Relationships

As we mentioned earlier, each context is a conceptual unit, probably set up
separately by its designer then connected through references to other contexts,
in a web of contexts. In this section, we describe the framework for discovering
implicit relationships in a web of contexts.

3.1 Implicit Relationships Between Descriptors Through Objects

In any specific context, each descriptor describes one or more objects in that
context, and each object has one or more descriptors describing it . For example,
in a library context, the term Programming may describe one or more different
books concerning programming, and a book concerning programming may also
have the term Theory associated to it (e.g., if it’s a book concerning the theory
of programming).

We define the extension of a descriptor to be the set of all objects with which
the descriptor is associated, and the intension of an object to be the set of all
descriptors with which the object is associated. More formally we have:

Definition 1.

– Let c be a context, and let d be a descriptor in c.
The extension of d in c, denoted by Ec(d), is defined as follows:

Ec(d) = {o|(d, o, r) is in c}
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– Let c be a context, and let o be an object in c.
The intension of o in c, denoted by Ic(o), is defined as follows:

Ic(o) = {d|(d, o, r) is in c}

Clearly, Ec and Ic can be seen as set-valued functions, the former receiving
a descriptor as input and returning a set of objects, while the latter receiving an
object as input and returning a set of descriptors.

We note that all objects in Ec(d) are related by the fact that they all share
the descriptor d, i.e. they are homonyms, and all descriptors in Ic(o) are related
by the fact that they all describe the same object o, i.e. they are synonyms. How-
ever, these relationships are explicit, in the sense that it is the context designer
that has explicitly defined them, at context design time. By “composing” these
explicit relationships one can define implicit relationships as well, either between
descriptors or between objects.

Indeed, the above definitions are given with respect to a single context c.
However, we can extend them easily to a web of contexts, by replacing the set
of descriptors appearing in c with the set of descriptors appearing in the whole
web of contexts, and the set of objects appearing in c with the set of objects
appearing in the whole web of contexts.

First, let us call environment of a descriptor d any context in which d appears,
and let us denote by Env(d) the set of all environments of d. Then, we can
generalize the notion of extension over the whole web of contexts as follows:

E(d) = ∪
c∈Env(d)

Ec(d).

Next, let us call facet of an object o, any context in which o appears, and let
us denote by Fac(o) the set of all facets of o. Then, we can generalize the notion
of intension over the whole web of contexts as follows:

I(o) = ∪
c∈Fac(o)

Ic(o).

E and I can be seen as set-valued functions extending the functions Ec and Ic

(seen earlier) over the whole web of contexts. The implicit relationships between
descriptors that we have in mind are obtained by composing the functions E
and I to obtain a monotonic operator over sets of descriptors. This operator
is denoted by IE and it is defined as follows: for every set of descriptors D,
IE(D) = I(E(D)).

Clearly, the function IE is monotonic with respect to set inclusion, so its
repeated application attains a fixpoint, say after n0 steps (assuming the set of
all descriptors is finite): (IE)n0+1(D) = (IE)n0 (D). We define two descriptors
d and d′ to be equivalent, denoted d ≈ d′, if (IE)n0 (d) = (IE)n0(d′).

Clearly, the relation ≈ is an equivalence relation over the set of all descrip-
tors, and its equivalence classes describe all relationships (explicit and implicit)
that exist among descriptors. The following algorithm computes the equivalence
classes of descriptors under the relation ≈:



Discovering Implicit Relationships in a Web of Contexts 181

1. Pick a descriptor not yet “visited”.
2. Apply E to find a set of objects, then apply I to the result to find a set of

descriptors.
3. Repeat 2 until fixpoint.
4. Repeat 1-3 until all descriptors are visited.

In what follows, we present a number of examples showing the usefulness of
the relation ≈ between descriptors.

Fig. 2. An example of a web of contexts.

Figure 2 shows a simple example of a web of contexts. The context cp1 is
a context identifier, and “profile” is the name of the context. “KITANO” is a
name of object o1, and refers to the context cp1. In the same context, the object
o11 in named “Movies” and refers a set of contexts that includes the context
cm1. That context cm1 contains information about the movie “ZATOICHI”.

Let us see now if there is an implicit relation between “KITANO” and
“KUROSAWA” through these contexts.

E(“KITANO”) = {o1}
IE(“KITANO”) = {“KITANO”, “Takeshi”, “Director”, “Scriptwriter”,
“Actor”, “Zatoichi”}
E(IE(“KITANO”)) = {o1, o2}
(IE)2(“KITANO”) = {“KITANO”, “Takeshi”, “Director”, “Scriptwriter”,
“Actor”, “Zatoichi”, “KUROSAWA”, “Akira”}
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E(“KUROSAWA”) = {o2}
IE(“KUROSAWA”) = {“KUROSAWA”, “Akira”, “Director”,
“Scriptwriter”}
E(IE(“KUROSAWA”)) = {o2, o1}
(IE)2(“KUROSAWA”) = {“KUROSAWA”, “Akira”, “Director”,
“Scriptwriter”, “KITANO”, “Takeshi”, “Actor”, “Zatoichi”}
(IE)2(“KITANO”) = (IE)2(“KUROSAWA”), therefore, “KITANO” ≈
“KUROSAWA”. The descriptors “KITANO” and “KUROSAWA” are equiva-
lent. This means that a set of implicit relation paths, or IR-path, exists between
these two descriptors:

IR − paths(“KITANO”, “KUROSAWA”)
= {“KITANO”.o1.“Director”.o2.“KUROSAWA”,

“KITANO”.o1.“Scriptwriter”.o2.“KUROSAWA”}
The first path means that object o1 has “KITANO” as a descriptor and

“Director” as another descriptor. Futhermore, “Director” is also the descriptor
of object o2 whose “KUROSAWA” is another descriptor. So this path suggests
the relation that both “KITANO” and “KUROSAWA” are directors of movies.
In the same way, the second path means that they are also scriptwriters of
movies.

Figure 3 shows connections from each object to descriptors. Descriptors
around an object are synonyms of the object, they are results of the function I
for each object. In this figure, there is no relation (path) between “KITANO”
and “KUROSAWA”. Figure 4 shows a result of the function IE for each ob-
ject. Then the relations between “KITANO” and “KUROSAWA” appeare on
the graph. Those paths are given by IR-paths(“KITANO”, “KUROSAWA”).

3.2 Implicit Relationships Between Objects Through Facets

We now define implicit relationships between objects through facets. First, we
recall that a facet of an object o is any context to which o belongs, and we denote
by Fac(o) the set of all facets of o. Moreover, given a context c, we denote by
El(c) the set of all objects appearing in c, that is,

El(c) = {o|(d, o, r) is in c}

Clearly, Fac and El can be seen as functions, the former receiving an object
as input and returning a set of contexts, while the latter receiving a context as
input and returning a set of objects.

The implicit relationships between objects that we have in mind are obtained
by composing the functions Fac and El to obtain a monotonic operator over
sets of objects. This operator is denoted by ElFac and it is defined as follows:
for every set of objects O, ElFac(O) = El(Fac(O)).

Clearly, the function ElFac is monotonic with respect to set inclusion, so its
repeated application attains a fixpoint, say after n0 steps (assuming the set of
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Fig. 3. Synonyms around each object.

Fig. 4. Implicit relationships between objects and descriptors.

all objects is finite): (ElFac)n0+1(O) = (ElFac)n0(O). We define two objects o

and o′ to be equivalent, denoted o
ElFac≈ o′, if (ElFac)n0(o) = (ElFac)n0(o′).

Clearly, the relation
ElFac≈ is an equivalence relation over the set of all objects,

and its equivalence classes describe all relationships (explicit and implicit) that
exist among objects. The following algorithm computes the equivalence classes

of objects under the relation
ElFac≈ :
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1. Pick an object not yet “visited”.
2. Apply Fac to find a set of facets, then apply El to the result to find a set

of objects.
3. Repeat 2 until fixpoint.
4. Repeat 1-3 until all objects are visited.

In what follows, we present some examples showing the usefulness of the

relation
ElFac≈ between objects.

Let us see now if there is an object-facet implicit relation between “KITANO”
and “KUROSAWA” over a web of contexts showing in Figure 2.

E(“KITANO”) = {o1}
F (o1) = {cp1, cm1}
El(F (o1)) = {o1, o10, o11, om1}
F (ElF (o1)) = {cp1, cm1}
(ElF )2(o1)) = {o1, o10, o11, om1}
E(“KUROSAWA”) = {o2}
F (o2) = {cp2, cm2}
El(F (o2)) = {o2, o20, o21, om2, o3}
F (ElF (o2)) = {cp2, cm2}
(ElF )2(o2)) = {o2, o20, o21, om2, o3}

(ElF )2(o1)) �= (ElF )2(o2)), therefore o1

ElFac

�≈ o2. In this case, there is no path
between “KITANO” and “KUROSAWA”. Figure 5 is a graph to show the rela-
tionships among objects in the web of contexts. It also shows there is no rela-
tionships between object o1 and o2.

Fig. 5. Implicit Relationships between objects and facets.



Discovering Implicit Relationships in a Web of Contexts 185

Fig. 6. A example of a web of contexts.

Then, let us consider about object-facet implicit relations between “KI-
TANO” and “KUROSAWA” in Figure 6.

E(“KITANOTakeshi”) = {o1}
F (o1) = {cp1, cm1}
El(F (o1)) = {o1, o10, o11, om1, o5}
F (ElF (o1)) = {cp1, cm1, cp3}
(ElF )2(o1)) = {o1, o10, o11, om1, o5, o51, o4, o2}
F (ElF 2(o1)) = {cp1, cm1, cp3, cp2, cm2}
(ElF )3(o1)) = {o1, o10, o11, om1, o5, o51, o2, o21, o5, om2, o3}
E(“KUROSAWAAkira”) = {o2}
F (o2) = {cp2, cp3, cm2}
El(F (o2)) = {o2, o21, o4, o5, o51, om2, o3}
F (ElF (o2)) = {cp2, cp3, cm2, cm1}
(ElF )2(o2)) = {o2, o21, o4, o5, o51, om2, o3, om1, o1}
F (ElF 2(o2)) = {cp2, cp3, cm2, cm1, cp1}
(ElF )3(o2)) = {o2, o21, o4, o5, o51, om2, o3, om1, o1, o10, o11}

In this case, (ElF )3(o1)) = (ElF )3(o2)). Therefore, o1
ElFac≈ o2. There are

several paths between the objects o1 and o2:

P1: o1.“Director”-“Costume Designer”.o5.“KUROSAWA Kazuko”
-“Father”.o2,
P2: o1.“Director”-“Costume Designer”.o5.“KUROSAWA Kazuko”
-“Brother”.o4.“Son”-“KUROSAWA Akira”.o2,
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Fig. 7. Implicit Relationships between objects and facets.

P3: o1.“Director”-“Costume Designer”.o5.“Daughter”
-“KUROSAWA Akira”.o2,
P4: o1.“Director”-“Costume Designer”.o5.“Daughter”
-“Son”.o4.“Brother”-“Father”.o2,
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Therefore,
IR-pathsElFac(E(“KITANO Takeshi”), E(“KUROSAWA Akira”))
={P1, P2, P3, P4......}.
The first path is interpreted as follows. “KITANO Takeshi” is the “Director”
of the movie “ZATOICHI”. In the same movie, “KUROSAWA Kazuko”, whose
“Father” is “KUROSAWA Akira”, works as “Costume Designer”. Such an Im-
plicit Relationship would be found as follows.

“KITANO Takeshi” is a descriptor of the object o1 in the context cp1. The
object o1 has “Director” as a descriptor in the context cm1. In the context cm1,
there is an object o5 named “Costume Designer”. The object o5 has “KURO-
SAWA Kazuko” as a descriptor in the context cp3. In the context cp3, there
is an object o2 named “Father”. The object o2 has “KUROSAWA Akira” as a
descriptor in the context cp2.

Figure 7 is a graph to show the relationships among objects in the web of
contexts. It also shows there are several paths between object o1 and o2. Figure
8 shows one of paths between object o1 and o2.

Fig. 8. A path between “KITANO Takeshi” and “KUROSAWA Akira”.

4 Concluding Remarks

We have defined two types of implicit relationships that may exist in a web of
contexts in large information bases. We have also proposed a framework for dis-
covering implicit relationships between descriptors through objects, and between
objects through facets. This framework allows a user to discover relationships of
which the user may not even be aware of when setting up the web of contexts.
Apart from being of interest in their own right, such relationships could help in
useful re-organizations of the web of contexts.

We have implemented these concepts in the form of what we call Information
Access Space, based on the IntelligentBox System [4, 1, 3].

We believe that, in its present state, our framework can be useful only in
“sparse” web of contexts, i.e. when each context references only a small number
of other contexts. In each case, the equivalence classes of descriptors and/or
objects are likely to be of relatively small size, hence to convey useful information.
However, if the contexts are highly interconnected then these equivalence classes
may be of very large size, hence difficult to exploit by users. We are currently
investigating different types of “constraints”, (i.e. additional properties) that the
relationships between descriptors or between objects shold satisfy to make them
intuitively appealing to (and manageable by) the users.
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Abstract. When we traverse over the Internet to search information,
we sometimes change an object which we are looking for, in other word,
change a retrieval goal according to additional information obtained dur-
ing search.
In this paper, we give a formalization of such a goal change by prioritized
abduction and extend the method to a “retrieval command adviser”.
We assume a chain of logical rules to satisfy a purpose of the retrieval
where bottom conditions are retrieval goals represented as abducible
propositions. Abducing these retrieval goals leads to accomplishment of
the retrieval purpose. Moreover, we introduce another kind of abducible
propositions to represent applicability of logical rules. This applicability
abducible is attached to a logical rule and used to detect which rules are
used. Then, together with priority over these applicability abducibles
to express strength of the associated rules, we determine which rules
should preferably be applicable and hence we infer the most appropriate
retrieval command which is derived from the most preferable rules. If
the observed information is changed, then the applicability of rules is
changed and according to the applicability abducibles, we change our
retrieval goal. We believe that this mechanism explains a retrieval goal
change.
Then, we extend the method to construct a “retrieval command adviser”
which suggests better retrieval command than the initial command given
by a user. We translate the above logical rules into another form which
is used for predicting a purpose of give a command. When a user give a
command then the system predict the purpose of a command using the
newly introduced rules and then according to the initial logic rules and
priorities, we infer the most appropriate retrieval command.

1 Introduction

Thanks to the advent of the Internet, we can get a large amount of information
which we could not obtain without it. Then, we have, however, faced a new
problem of information retrieval where we cannot easily get information which
we want since there is much irrelevant information in the Internet and cannot
filter them in an appropriate manner. In this case, he/she rambles around the
Internet and only he/she hopes is just a luck to find his/her intended object

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 215–232, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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fortuitously. In such a situation, a user sometimes encounters a situation during
a search over the Internet that he/she sometimes changes a retrieval goal when
he/she finds a more interesting object than the one which he/she pursues. We
believe that this kind of retrieval change is a kind of discovery when the user
finds more appropriate object for his/her purpose.

Consider the following motivating example of a retrieval goal change1.

– Prof. Tanaka would like to improve his English and he thinks that watching
English movies helps his goal. So, he searches for a video recorder to watch
movies.

– He firstly searches a video recorder with a noise reduction facility to watch
English movie frequently with the video recorder.

– During the search, he happens to know the existence of a video recorder with
English closed caption facility2. Then, he changes a retrieval goal to try to
find such a video recorder with closed caption facility.

Although the ultimate purpose of the search is to improve English, his search
has changed from a video recorder with a fine resolution to one with a closed
caption facility. If we knew the ultimate purpose beforehand, we could advise
the more sophisticated retrieval activity, but sometimes a user unconsciously
retrieve relevant but not best information without knowing his/her ultimate
purpose. To support for such a better search, we believe that a formalization of
the phenomena should be done at the first place. By the formalization, we could
develop a system with a more clear view to what we should do for an advice to
the user. Refer to [7] for further motivation.

In this paper, we regard this kind of retrieval goal change as preference rea-
soning over rules with the assumption that we have the following rules and
priority over the rules beforehand.

1. To improve English, watch English movies frequently.
2. To improve English, watch English captioned movies.

This rule has a high priority over the previous rule.
3. To watch English movie frequently, search a video recorder with a fine reso-

lution.
4. To watch English captioned movies, search a video recorder with a closed

caption facility.
5. Only if we find a video recorder with a closed caption facility, we search

other video recorders with a closed caption facility since we assume that the
search for a video recorder with a closed caption facility will fail. In other
words, if we search video recorders with a closed caption facility, we must
have found at least one such video recorder beforehand.

The first and the second rules represent two possibilities to fulfill the ultimate
purpose of this information retrieval activity which is “improving English”. This
1 This example was given by Prof. Yuzuru Tanaka from Hokkaido University.
2 A closed caption facility is to show English sentences spoken in a movie at the bottom

of screen.
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ultimate purpose is replaced by another sub-purpose and there are two alterna-
tives for this; one is to watch English movies frequently and the other is to watch
captioned English movies. In order to watch English movies frequently, we search
a video recorder with a fine resolution (the third rule) and in order to watch En-
glish captioned movies, we search a video recorder with a closed caption (the
fourth rule). Although watching English captioned movies is more preferable to
watching English movies frequently, we firstly search a video recorder with a fine
resolution since we believe that finding a video recorder with a closed caption
facility is very difficult according to the fifth rule.

In this initial situation, retrieving a video recorder with a fine resolution is the
most preferable retrieval command since it satisfies all the rules and preferences.
Note that we believe nonexistence of a video recorder with a closed caption
facility and so, we cannot search a video recorder with a closed caption facility.
Then, the fifth rule is also satisfied by not searching such a video recorder.

Suppose that we find a video recorder with a closed caption facility during
the search. Then, implausibility of existence of a video recorder with a closed
caption facility is rebutted. Then, to satisfy the fifth rule, we need to make the
retrieval of other video recorder with a closed caption facility. Then, there arise
two possibilities to satisfy the ultimate purpose of improving English. One is
using a video with a fine resolution which leads to frequent watch of movies and
the other is using a video with a closed caption facility which leads to watching
captioned movies. Since we have a preference of watching captioned movies (the
second rule) over frequent watch (the first rule), we choose the second one and
as a result, we search other video recorder with a closed caption.

This kind of inference cannot be formalized in a deductive way. Since the de-
duction is “monotonic”, that is, once we get an inferred result, we can no longer
retract the result in a deduction. Therefore, to understand the phenomena, we
need other reasoning formalism. Standard approach to this kind of problem is
to use nonmonotonic reasoning and we actually gave a formal framework of re-
trieval goal change in [13] by using prioritized circumscription [10]. However, the
previous formalization was just a specification of the most appropriate retrieval
goal and did not concern computational issues very much.

In this paper, we give another but more computation-oriented formalism us-
ing prioritized abduction. Abduction [6] is used to complement unknown informa-
tion by making hypothesis. In this paper, we use the abduction for two purposes;
one is to represent retrieval commands and the other is to represent applicabil-
ity of logical rules. We assume a chain of logical rules to satisfy a purpose of
the retrieval where bottom conditions consists of retrieval goal abducibles. We
also assume a prioritization over logical rules or success predictions of retrieval
command which represents strength of satisfaction of rule of success of retrieval
command. To make use of such prioritization we introduce the latter kind of
abducibles in order to detect which rules are used. Then, together with prior-
ity over applicability abducibles, we determine which rules should preferably be
applicable and hence we infer the most appropriate retrieval command.

If the ultimate purpose of the search is known beforehand, the above mecha-
nism is enough. But for a practical system, it is desirable to give the appropriate
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retrieval command even if the ultimate purpose is not known. To solve this prob-
lem, we extend the method to construct a “retrieval command adviser” which
suggests better retrieval command than the initial command given by a user. We
translate the above logical rules into another form which is used for predicting
a purpose of give a command. When a user give a command then the system
predict the purpose of a command using the newly introduced rules and then
according to the initial logic rules and priorities, we infer the most appropriate
retrieval command.

There are research of applying nonmonotonic reasoning to information re-
trieval and/or adaptive information filtering[1–4, 8]. [1–3, 8] formalize relevance
(or in other words, aboutness) between terms by using preference reasoning.
They regard information conveyed in information carrier as logical relation be-
tween the carrier and the information. Then, the system becomes nonmonotonic
since information carriers of term t is not necessary information carriers of two
terms t and s, that is, the system violates monotonicity. They formalize this
phenomena in terms of preference relation over information carriers that some
carriers which are relevant with the term t is not less preferable if we consider
carriers having both t and s. Another work related with aboutness is [4] which
formalizes the concept of aboutness by default logic. These research are regarded
as a formalization to explain the behavior of the current system while we give a
new formalization of user behavior.

The structure of this paper is as follows. Firstly, we formalize two examples
of retrieval goal change; One is the above video recorder example and the other
is the goal change of a customer at a shop. Then, we generalize examples to show
a formal framework for the goal change. Then, we extend this framework to a
“retrieval command adviser”.

2 Formalization of Retrieval Goal Change

In this section, we firstly discuss formalizations of two examples in a retrieval
goal change by prioritized abduction and then generalize them into a formal
framework to compute the most appropriate retrieval goal.

2.1 Video Recorder Example

We give a formalization of the video recorder example in the introduction using
the prioritized abduction. We represent the rules of the video recorder example
in an abductive logic program3 as follows.

1. To improve English, watch English movies frequently.
I ← Appli∗1, W
where I means “improving English” and Appli∗1 is the abducible to ex-
press applicability of this rule, and W means “watching English movies
frequently”.

3 For the precise definition of an abductive logic program, refer to the appendix.
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2. To improve English, watch English captioned movies.
I ← Appli∗2, S
where Appli∗2 is the abducible for applicability of this rule, and S means
“watching English movies which shows a caption”.

3. To watch English movies frequently, search a video recorder with a fine
resolution.
W ← F ∗

where F ∗ means “searching a video recorder with a fine resolution”.
4. To watch English movies which shows a caption, search a video recorder with

a closed caption facility.
S ← C∗

where C∗ means “searching a video recorder with a closed caption facility”.
5. If we decide to search video recorders with a closed caption facility, there

must be at least one video recorder found.
⊥ ← C∗, not cond(C)
cond(C) ← E
where ⊥ means contradiction and E means “there exits a video recorder
with a closed caption facility found”.

6. We assume that there is very few video recorders with a closed caption
facility.
Thanks to “negation as failure”, we do not need to represent this rule. E is
true if and only if E is explicitly mentioned in the program.

7. We put priority over applicability abducibles as

〈{Appli∗1} < {Appli∗2}〉

We use a top-down proof procedure proposed in [12] for a query processing
to compute generalized stable models and then choose most preferable stable
models w.r.t. a goal expressing the ultimate purpose4. The intuitive meaning of
the most preferable models is that we consider only the necessary abducibles
to derive a goal and these abducibles should be the most plausible ones. The
below shows the actual log of our top-down proof procedure implemented in
SICStus Prolog. Program denotes the rules defined as above. The symbol ”-”
means “negation as failure” and ”0” means contradiction, and a proposition with
“*” attached is an abducible. In the following execution, we firstly ask ?-start.

We ask ?-start. Then, we compute all the stable models denoted as Stable
Models and then we choose the most preferable stable model denoted as Most
Preferable Stable Models.

Program
start<- improve_english (0)
improve_english<- appli1*,frequentwatch (1)
improve_english<- appli2*,shownEnglishsentence (2)
frequentwatch<- find_noisereductionVCR* (3)

4 See the precise definition of generalized stable models and most preferable stable
models w.r.t. a goal in the appendix.
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shownEnglishsentence<- find_englishcaptionVCR* (4)
0<- find_englishcaptionVCR*,-cond(find_englishcaptionVCR) (5)
cond(find_englishcaptionVCR)<- exists_englishcaptionVCR (6)

Hierarchy for Abducibles
[[appli1*],[appli2*]]

Stable Models

Model 1
improve_english
frequentwatch
find_noisereductionVCR*
appli1*
start

Most Preferable Stable Models
improve_english
frequentwatch
find_noisereductionVCR*
appli1*
start

We intuitively explain how to compute the most appropriate command.

1. To derive the goal ?-start. We find the rule (0) and we then need to derive
improve_english.

2. There are two rules to derive improve_english, (1) and (2).
3. To apply the rule (1), we need to abduce appli1* and show frequentwatch.
4. To show frequentwatch, we need to abduce find_noisereductionVCR* by

the rule (3). Therefore, this derivation results in the model which includes
abducibles of appli1* and find_noisereductionVCR*.

5. On the other hand, to apply the rule (2), we need to abduce appli2*
and and show shownEnglishsentence. To show shownEnglishsentence,
we need to abduce find_englishcaptionVCR* by the rule (4). Abducing
find_englishcaptionVCR* leads to consistency check of the integrity con-
straint (5) where we need to show cond(find_englishcaptionVCR) is de-
rived. However, to show cond(find_englishcaptionVCR), we need to show
exists_englishcaptionVCR by the rule (6), but we cannot show this since
there is no rule for exists_englishcaptionVCR. Therefore this inference re-
sults in a violation of the integrity constraint (5) and therefore no derivation
cannot succeed.

6. Therefore, the most preferable stable model w.r.t. the goal expressing the
ultimate purpose is the only one which includes find_noisereductionVCR*
and appli1* only. Thus, the current performed retrieval command is the
best command in this context.
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During the search, suppose that we found a video recorder with a closed
caption. we add exists_englishcaptionVCR<- to the program

Program
start<- improve_english (0)
improve_english<- appli1*,frequentwatch (1)
improve_english<- appli2*,shownEnglishsentence (2)
frequentwatch<- find_noisereductionVCR* (3)
shownEnglishsentence<- find_englishcaptionVCR* (4)
0<- find_englishcaptionVCR*,-cond(find_englishcaptionVCR) (5)
cond(find_englishcaptionVCR)<- exists_englishcaptionVCR (6)
exists_englishcaptionVCR<- (7)

Hierarchy for Abducibles
[[appli1*],[appli2*]]

Stable Models

Model 1
improve_english
frequentwatch
find_noisereductionVCR*
appli1*
start

Model 2
cond(find_englishcaptionVCR)
exists_englishcaptionVCR
improve_english
shownEnglishsentence
find_englishcaptionVCR*
appli2*
start

Most Preferable Stable Models
cond(find_englishcaptionVCR)
exists_englishcaptionVCR
improve_english
shownEnglishsentence
find_englishcaptionVCR*
appli2*
start

In this situation, not only the previous derivation is possible to result in
“Model 1”, but also the failed derivation of the latter rule (2) to show improve_
english becomes now successful since exists_englishcaptionVCR can be in-
ferred by the rule (7). This new derivation results in “Model 2”.
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Therefore, there are two models which has a different realization of improve_
english. However, the latter model using appli2* is more preferable to the
former model using appli1* thanks to the hierarchy of abducibles and there-
fore, the latter model is chosen. Then, in the new most preferable stable model,
find_englishcaption becomes true. Therefore, for the new situation, the sys-
tem now suggests a search for a video recorder with a closed caption. This
reasoning explains the retrieval goal change.

2.2 Salesclerk Example

This is not an example for information retrieval, but the real conversation hap-
pening in the shop shown in [14]. We show this example in order to show not
only generality of our analysis, but also possibility of giving new facility to the
Internet shopping.

A Japanese female customer came to the shop to buy a jacket, but the jacket
under her consideration was short and then, the conversation happened as follows
(the conversation is translated into English).

Customer: This (jacket) is a little short, isn’t it?
Salesclerk: Such a design is popular this year. Almost every shop deals with

short ones. Do you prefer longer one?
Customer: Too short to cover my waist...
Salesclerk: It depends on the balance with your skirt or pants. ’cause you’re

now wearing shorter tight skirt, you think that way, but if wearing a long
skirt, you will feel better.

This conversation successfully led to the purchase of a jacket and even a skirt(!).
Shoji et al. analyze this case as follows:

The customer’s mental world was changed from one where the relevant
attribute is length of jacket to another where different attribute called
balance is relevant. Through the conversation, the capable salesclerk
shown in the case could grasp the customer’s wish that she make herself
look as good-shaped as possible, and induce the appropriate goal (short
but well-balanced jacket) in accordance with it.

This example is also a kind of retrieval goal change (from longer jacket to short
jacket with well-balanced long skirt). If we assume the following logical rules, we
can formalize this change as well.

1. A customer believes that the following hold:
To have a good shape, hide a body.
To have hide a body, find a long skirt.

2. A salesclerk has different rules to implement “good-shape” as follows:
To have a good shape, have a good balance.
To have a good balance, find a short jacket and a well-balanced long skirt.

3. We assume that the salesclerk knowledge is more preferable (or reliable).
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In this case, not only the logical rule but also the priority between rules is
dynamically added. The second set of rules is more preferable to the first set of
rules (because of the current boom). Note that the second set of rules is not in
the customer’s knowledge at the initial situation and only after the salesclerk’s
statement, “It depends on the balance with your skirt or pants.”, the customer
came to know the rules and also priority of the rules by the statement “Such a
design is popular this year. Almost every shop deals with short ones.”

We represent the rules of salesclerk example in an abductive logic program
as follows.

1. To have a good shape, hide a body.
G ← H
where G means “having a good shape and H means “hide one’s body”.

2. To have hide a body, find a long skirt. H ← Appli∗1, L
∗

where L∗ means “finding a long jacket”.

The below shows the actual log of our proof procedure for this program.

Program
start<- good_shape (0)
good_shape<- hidebody (1)
hidebody<- appli1*,find_longjacket* (2)

Hierarchy for Abducibles
[[abd(appli1)]]

Stable Models

Model 1
good_shape
balance
find_longskirt*
appli1*
start

Most Preferable Stable Models
good_shape
balance
find_longskirt*
appli1*
start

By starting with ?-start we try to satisfy good_shape. To satisfy good_shape
there is only one rule (1) and therefore, find_longskirt* is the only possibility
to satisfy good_shape.

Later, suppose that salesclerk says that the balanced combination of a short
jacket and a long skirt also helps a good-shape. Then, we introduce the new rule
according to the salesclerk.
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3. To have a good shape, have a good balance.
G ← B
where B means “having a good balance”.

4. To have a good balance, find a short jacket and a well-balanced long skirt.
B ← Appli∗2, S∗, W ∗

where S∗ means “finding a short jacket” and W ∗ means “finding a well-
balanced long skirt”.

Program
start<- good_shape (0)
good_shape<- hidebody (1)
hidebody<- appli1*,find_longjacket* (2)
good_shape<- balance (3)
balance<- appli2*,find_shortjacket*,find_longskirt* (4)

Hierarchy for Abducibles
[[abd(appli1)],[abd(appli2)]]

Stable Models

Model 1
good_shape
hidebody
find_longjacket*
appli1*
start

Model 2
good_shape
balance
find_longskirt*
find_shortjacket*
appli2*
start

Most Preferable Stable Models
good_shape
balance
find_longskirt*
find_shortjacket*
appli2*
start

By starting with ?-start we try to satisfy good_shape. In this situation there
are two rules (1) and (3) to satisfy good_shape. Using (1) and (2), we con-
clude find_longskirt* as a retrieval command and assume appli1* to sat-
isfy the purpose. As an alternative derivation, using (3) and (4), we conclude
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find_longskirt* and find_shortjacket* as retrieval commands and assume
appli2* to satisfy the purpose. However, thanks to the hierarchy of abducibles,
The second model is chosen and find_longskirt* and find_shortjacket*
become the most appropriate commands in the new situation.

2.3 Formal Framework for Goal Change

Now, we give a formal framework by generalizing the above example. We divide
atomic propositions into four categories:

1. The first kind is called purpose proposition which expresses the ultimate pur-
pose of the retrieval and a sub-purpose which leads to the ultimate purpose.
In the video recorder example, the purpose propositions are I, W and S
where W and S are sub-purposes of I.

2. The second kind is called observation proposition which expresses the current
information context corresponding with the results obtained so far. In the
video recorder example, the observation proposition is E.

3. The third kind is called retrieval abducible which expresses a retrieval com-
mand. In the video recorder example, the retrieval abducibles are F ∗ and
C∗.

4. The fourth kind is called applicability abducible which expresses applicability
of the rule. In the video recorder example, the applicability abducibles are
Appli∗1 and Appli∗2.

In the prioritized abductive logic programming, we construct the following
rules.

– P ← Appli∗, L1, ..., Ln

where P is a purpose proposition and Appli∗ is an applicability abducible
meaning that this rule is applicable, and Li is a sub-purpose proposition,
Pi or a retrieval abducible which of the form R∗

i . Note that Appli∗ can be
omitted.

– ⊥ ← R∗, not cond(R)
cond(R) ← C1, ..., Cn

where R∗ is a retrieval abducible and C1, ..., Cn are observation propositions.
These rules means that if we assume R∗, all of Ci’s should be satisfied.

– We give a priority over the above rules by putting abducibles for application
in the higher hierarchy for more important rules.

– Most preferable solution: A solution which satisfies a goal with necessary
and the most preferable rules defined by the most preferable stable models.

3 Retrieval Command Adviser

3.1 Abductive Framework to Guess the Purpose
and Infer the Most Appropriate Command for the Purpose

In the above examples, we firstly give the retrieval purpose as a top goal and then
infer the most appropriate retrieval command. However, a user sometimes does



226 Ken Satoh

not know his/her real purpose of information retrieval and may not be able to
express the true purpose. In this section, in stead of user’s providing the purpose,
a system predict the purpose from user’s initial retrieval command. An image of
the system is depicted in Fig. 1. A user firstly gives an initial retrieval command
then the prioritized abductive logic program guesses the ultimate purpose using a
bottom-up execution of logical rules from the given command. Then, the program
tries to figure out the most appropriate retrieval command which fulfils the
purpose in a top-down manner.

Fig. 1. Retrieval Goal Suggestion System

We add the following rules for prediction together with the previous rules.

– For the ultimate purpose, we introduce the following rule:
⊥ ← pos(P ), not P
where ⊥ means contradiction and pos(P ) is a proposition meaning that a
user invokes a retrieval action related with the ultimate purpose P . This rule
is used to search other rules satisfying P when some retrieval action related
with P is taken.

– pos(P ) ← L′
1

...
pos(P ) ← L′

n

where L′
i expresses that some action of information retrieval has been taken

(denoted as action(Ri)), or some sub-purpose is fulfilled (denoted as pos(Pi))
and each “pos(P ) ← L′

i” rule expresses that an action or a sub-purpose L′
i

might lead to fulfilment of the purpose P .
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The first integrity constraint means that if the prediction of an ultimate purpose
is made, then we must try to satisfy the purpose. The latter rules are used to
detect relevancy of actions or sub-purposes with an ultimate purpose. By these
rules, we can find the hidden ultimate purpose for the initial retrieval command
given by a user.

3.2 Video Recorder Example

Now, we apply the above framework to the video recorder example. We show
additional rules below.

1. ⊥ ← pos(I), not I
where I means “improving English”.

2. To improve English, watch English movies frequently.
pos(I) ← pos(W )

3. To watch English movies frequently, search a video recorder with a fine
resolution.
pos(W ) ← action(F )

4. To improve English, watch English movies showing English caption.
pos(I) ← pos(S)

5. To watch English movies showing English caption, search a video recorder
with a closed caption facility.
pos(S) ← action(C)

In the following execution, we start the situation when action, action(find_
noisereductionVCR), is taken by adding the rules of (0) and (1) and ask
?-start.

Then, we try to guess the ultimate purpose of this retrieval and give the most
appropriate retrieval command.

Program
start<- action(find_noisereductionVCR) (0)
action(find_noisereductionVCR)<- (1)
0<- pos(improve_english),-improve_english (2)
improve_english<- appli1*,frequentwatch (3)
pos(improve_english)<- pos(frequentwatch) (4)
frequentwatch<- find_noisereductionVCR* (5)
pos(frequentwatch)<- action(find_noisereductionVCR) (6)
improve_english<- appli2*,shownEnglishsentence (7)
pos(improve_english)<- pos(shownEnglishsentence) (8)
shownEnglishsentence<- find_englishcaptionVCR* (9)
pos(shownEnglishsentence)<- action(find_englishcaptionVCR) (10)
0<- find_englishcaptionVCR*,-cond(find_englishcaptionVCR) (11)
cond(find_englishcaptionVCR)<- exists_englishcaptionVCR (12)

Hierarchy for Abducibles
[[abd(appli1)],[abd(appli2)]]
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Stable Models

Model 1
improve_english
frequentwatch
find_noisereductionVCR*
appli1*
pos(improve_english)
pos(frequentwatch)
start
action(find_noisereductionVCR)

Most Preferable Stable Models
improve_english
frequentwatch
find_noisereductionVCR*
appli1*
pos(improve_english)
pos(frequentwatch)
start
action(find_noisereductionVCR)

1. To derive the goal ?-start. We find the rule (0) and reduce the goal into
?-action(find_noisereductionVCR). Then, we find the rule (1) to derive
the goal. However, in our procedure, we need to check the consistency of this
derivation since some integrity constraint related with this derivation might
be violated.

2. Therefore, from action(find_noisereductionVCR), we use a rule in a
bottom-up manner to check consistency. Then by the rule (10) pos(shown
Englishsentence) is inferred. And we continue to check the consistency of
pos(shownEnglishsentence). Then, we find pos(improve_english) to be
derived by the rule (8).

3. Then, we need to show that the integrity constraint (2), ‘‘0<-pos(improve_
english),-improve_english’’, is not violated. To show this, we need to
derive improve_english. If we cannot show that improve_english is de-
rived, then (2) is violated and there is no answer.

4. There are two rules to derive improve_english, (3) and (7).
5. To apply the rule (3), we need to abduce appli1* and show frequentwatch.

To show frequentwatch, we need to abduce find_noisereductionVCR* by
the rule (5). Therefore, this derivation results in the model which includes
appli1* and find_noisereductionVCR*.

6. On the other hand, to apply the rule (7), we need to abduce appli2* and
and show shownEnglishsentence. However, it fails as shown in the previous
log.

7. Therefore, the most preferable stable model is the one which includes find_
noisereductionVCR* and appli1* only. Thus, the current performed re-
trieval command is the best command in this context.
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During the search, suppose that we found a video recorder with a closed
caption. we add exists_englishcaptionVCR<- to the program

Program
start<- action(find_noisereductionVCR) (0)
action(find_noisereductionVCR)<- (1)
0<- pos(improve_english),-improve_english (2)
improve_english<- appli1*,frequentwatch (3)
pos(improve_english)<- pos(frequentwatch) (4)
frequentwatch<- find_noisereductionVCR* (5)
pos(frequentwatch)<- action(find_noisereductionVCR) (6)
improve_english<- appli2*,shownEnglishsentence (7)
pos(improve_english)<- pos(shownEnglishsentence) (8)
shownEnglishsentence<- find_englishcaptionVCR* (9)
pos(shownEnglishsentence)<- action(find_englishcaptionVCR) (10)
0<- find_englishcaptionVCR*,-cond(find_englishcaptionVCR) (11)
cond(find_englishcaptionVCR)<- exists_englishcaptionVCR (12)
exists_englishcaptionVCR<- (13)

Hierarchy for Abducibles
[[abd(appli1)],[abd(appli2)]]

Stable Models

Model 1
improve_english
frequentwatch
find_noisereductionVCR*
appli1*
pos(improve_english)
pos(frequentwatch)
start
action(find_noisereductionVCR)

Model 2
cond(find_englishcaptionVCR)
exists_englishcaptionVCR
improve_english
shownEnglishsentence
find_englishcaptionVCR*
appli2*
pos(improve_english)
pos(frequentwatch)
start
action(find_noisereductionVCR)
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Most Preferable Stable Models
cond(find_englishcaptionVCR)
exists_englishcaptionVCR
improve_english
shownEnglishsentence
find_englishcaptionVCR*
appli2*
pos(improve_english)
pos(frequentwatch)
start
action(find_noisereductionVCR)

In this situation, there are two models which realize improve_english in
a different way. However, thanks to hierarchy of abducibles the latter model is
chosen. Then, in the new most preferable stable model, find_englishcaption
becomes true. Therefore, for the new situation, the system now suggests a search
for a video recorder with a closed caption in stead of the current retrieval com-
mand to search a video recorder with a fine resolution.

4 Conclusion

This paper presents a formal analysis of retrieval goal change in information
retrieval task. We demonstrated the appropriateness of the formalization using
examples. Moreover, using prioritized abductive logic programming, the system
suggests the appropriate change of retrieval command based on the initial com-
mand given by a user. We believe that this analysis will be a basis of intelligent
agents which make more creative suggestion for information retrieval.

However, this is just the first step and there are a lot of things to be done:

– How to obtain various purposes?
– How to obtain logical rules?
– How to obtain preference over rules?
– How to change preferences if new information is obtained?

We would like to investigate the above concern toward an implementation of
more helpful cooperative agent for information retrieval.
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Appendix: Definitions of Generalized Stable Models
and Most Preferable Stable Models

Firstly, we give definitions related with abductive logic programming.
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Definition 1. [5]. Since we only consider propositions or grounded atoms, it
is sufficient to consider a propositional version of abductive logic programming
below.

An abductive framework is a pair 〈P, A〉 where A is a set of propositional
symbols, called abducible propositions and P is a set of rules each of whose head
is not in A. We call a proposition in A an abducible.

The following is a definition of a generalized stable model which can manip-
ulate abducibles in abductive logic programming.

Definition 2. A rule R is of the form:

H ← P1, ..., Pj ,∼N1, ...,∼Nh

where H, P1, ..., Pj , N1, ..., Nh are propositions.
We call H the head of the rule R denoted as head(R) and P1, ..., Pj ,∼

N1, ...,∼Nh the body of the rule denoted as body(R). If H = ⊥, we sometimes
call the rule an integrity constraint.

Definition 3. Let M be a set of propositions and PM be the following program.

PM = {H ← B1, ..., Bl|
“H ← B1, ..., Bl,∼A1, ...,∼Ah.′′ ∈ P and Ai �∈ M for each i = 1, ..., h.}

Let min(PM ) be the least model of PM . A stable model for a logic program P
is M iff M = min(PM ) and ⊥ �∈ M .

We say that P is consistent if P has a stable model.

Definition 4. [5]. Let 〈P, A〉 be an abductive framework and Θ be a set of
abducibles. A generalized stable model M(Θ) is a stable model of P ∪ {H ←
|H ∈ Θ}.

We say that a model M(Θ) is a generalized stable model with a minimal set
of abducibles Θ if there is no generalized stable model M(Θ′) such that Θ′ is a
proper subset of Θ.

Now, we extend the above framework with prioritization over abducibles. We
firstly introduce a hierarchy over abducibles

〈A1 < A2... < An〉

where Ai is a set of abducibles meaning that an abducible ai ∈ Ai should not
be assumed more strongly than aj ∈ Aj if i ≤ j, in other words, a hypothesis in
Aj is more plausible than one in Ai.

According to the above hierarchy, we give a order over generalized stable
models.

Definition 5. Let M1, M2 be generalized stable models with a minimal set of
abducibles of an abductive logic program. We say M2 � M1 (M1 is preferable to
M2.) if there is some 1 ≤ j ≤ n s.t. for every 1 ≤ i ≤ j − 1, Ai(M2) = Ai(M1)
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and Aj(M2) ⊇ Aj(M1) where Ai(M) is a set of abducibles which are in Ai of
〈A1 < A2... < Ai < ... < An〉 and are true in M 5.

We write M2 ≺ M1 as M2 � M1 and not M1 � M2.

The most preferable stable model w.r.t. a goal G of an abductive logic program
P is a stable model with a minimal set of abducibles M of P s.t. it satisfies G
and there is no stable model with a minimal set of abducibles M ′ of P s.t. it
satisfies G and M ≺ M ′.
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Abstract. In this paper we propose a new method for searching nat-
ural language documents. The method is based on the vector-sequence
model where every document is transformed into a sequence of document
vectors. The model is intended to clarify the dynamism of the usage of
keywords in every document. In order to find similar documents in the
model, we formalize the Length-Based Refinement (LBR, for short) of
sequence of documents. The document management system based on
LBRs requires users to give a query in the form of a document, but
would support them to search documents in a quite different way of the
keyword-based search. By developing the system we try to show that
the search mechanism based on LBRs could be regarded as a type of
intuitive access to documents.

1 Introduction

Although the Internet has made it easy for us to use various types of media, such
as images, music, and videos, we are still depending on natural language docu-
ments (documents, for short in the present paper) for exchanging information.
The growth of the Internet made the amount of documents that we can access
explosively larger. As the consequence, we need mechanisms for searching ap-
propriate documents from a large amount of documents in order to obtain useful
information. Most of the popular search engine in the Internet are designed on
the bases of using keywords in documents, but we often experience that such
keyword-based search would not sufficiently support us to find documents that
we want. The goal of our research is to develop new mechanisms to find doc-
uments that match our intuitive requirement as much as possible, and in this
paper we propose one of such mechanisms.

Our mechanism is based on modeling every document with a sequence of
document vectors . A document vector is in a Euclidean space and represents a
document in the vector-space model . Since each element in a document vector is
determined with the frequency of appearance of a keyword in the document, the
vector-space model is useful for keyword-based search. Our idea is to represent
� Most of this work was accomplished when the authors were at Faculty of Technology
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fragments of a document with a document vector, and whole of the document
with a sequence of obtained document vectors. That is, our model represents the
dynamism of usage of keywords in one document. We call it the vector-sequence
model. We expect that the dynamism could be useful for searching documents,
and explain in this paper how to realize our idea.

The vector-sequence model is originally invented with aiming at capturing
narratives represented in documents. Narratives are very useful in managing in-
formation in our everyday life. When we read books, magazines, newspapers, or
watch TV programs, we remember the contents as narratives. We may expect
that narratives would help us in searching documents, though they are difficult
for computers to recognize from raw documents. An important aspect of narra-
tives is dynamism of events. Our idea is to approximate the dynamism of events
with that of usage of keywords. More precisely, we start with an assumption that
every event in the narrative corresponds to a part of the document. Then we
put the second assumption that the dynamism of events would affect the usage
of keywords (Fig. 1). If this assumption holds, we could use with the dynamism
of usage of keywords as an approximation of narratives. Note that our aim is
not to recognize the narrative from a given document. We are aiming at a new
method of searching documents. Though neither of the assumptions above have
theoretical witness, our experimental result reported in the present paper would
show that they would be reliable in searching documents.

We represent our mechanism not only in a formal manner, but also as a
document management system based on it. We think that explaining the system
at first would help the readers to understand our goal and so give the overview
of the system in the following section. In Section 3, we give formal explanation
of our method based on Inductive Logic Programming [7], which is a branch of
Machine Learning. In Section 4, we give the detail techniques for implementing
the system. In Section 5, we report some experimental results and we conclude
in Section 6.

Fig. 1. Narrative in a document
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Fig. 2. Overview of the document management system

2 The Overview of the Document Management System

In Fig. 2 we illustrate the overview of our document management system. We
developed the system on a relational database management system (RDBMS) so
that it contains a corpora transformed into relations appropriate for the query
processing. We also store two dictionaries, which we call a word dictionary and a
concept dictionary. The two dictionaries are assumed to share indices of concepts.
The word dictionary defines a relation between words in a language and concepts,
and the concept dictionary gives a hierarchical structure of the set of concepts.
In the current status of research we treat documents written in Japanese, and
so use the Japanese Word Dictionary and the Concept Classification Dictionary
developed and distributed by Japan Electronic Dictionary Research Institute
(EDR) [5]. Our method could be applied to documents written in any other
languages if the pair of a word dictionary and a concept dictionary for the
language were provided.

In the system every document in a corpus is transformed into a sequence of
document vectors and stored in the form of a relation in RDBMS. A user gives
a query in the form of a document, which is also transformed into a sequence
of document vectors. The system searches documents similar to the query in
the corpus by applying the mechanism called Length-Based Refinement (LBR,
for short) to pairs of document vector sequences. Before applying LBR, users
can generalize words by using the concept dictionary. All of these processes are
executed with SQL queries in the RDBMS.

3 Finding Similar Documents

3.1 Sequences of Document Vectors and LBR

We regard a document as a sequence of sentences and a corpus as a set of
documents. A sub-sequence of a document is called a sub-document or a window .
In order to make our explanation strict, we introduce some notations. For a
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sequence σ of sentences or vectors, len(σ) denotes the length of σ. The cardinality
of a set S is denoted by 
(S).

In the vector-space model a document vector for a document d in a corpus c
is a vector

v(d) = (f(t1, d, c), f(t2, d, c), . . . , f(tN , d, c)),

where ti is the word whose ID is i in the word dictionary and f is a function. The
function uses some aspects of appearance of tj in d and c. The tf-idf function is
well-known in such functions.

In our method for searching documents we modify the vector-space model
so that it represents windows in a document . We call the modified model the
vector-sequence model. More formally, let a document d be a sequence s1, s2, . . .
of sentences, and the window si, si+1, . . . , si+m−1 be denoted by wm

i . We define
the document vector for wm

i as a tuple

v(wm
i ) = (f(t1, wm

i , d), f(t2, wm
i , d), . . . , f(tN , wm

i , d)).

We also define a sequence ρm(d) of document vectors as

ρm(d) = v(wm
1 ), v(wm

2 ), . . . , v(wm
len(d)−m+1).

Note that ρ1(d) is a sequence of document vectors each of which is made from
a sentence in d. For m > 1 we regard ρm(d) as approximation or generalization
of ρ1(d) and call it a length-based refinement (LBR) of ρ1(d). We use the term
refinement because generalization is sometimes called refinement in Inductive
Logic Programming. The parameter m is called the width of the LBR.

For the function f we adopt the tf-idf function for windows defined as

tf-idf (tj , wm
i , d) = tf(tj , wm

i ) · idf(tj , d), where
tf(tj , wm

i ) = the frequency of the appearance of the word tj

in the window w, and

idf(tj , d) = log
len(d)


({i | tj appears in si}) .

3.2 Definiton of Similarity

We define the similarity of two documents by using their LBRs. For the definition
we assume a function sim of two document vectors whose codomain is the set
of positive real numbers. The function is called a similarity function. A popular
similarity function is

c(u, v) =
u · v

‖u‖ ‖v‖ ,

where · indicates the inner product of two vectors, and ‖ ‖ indicates the size of
a vector, respectively.
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Let d and e be documents, and assume a parameter r (0 < r ≤ 1). We
determine the window sizes I for the LBR of d and J for the LBR of e so that⌊

I

len(d)

⌋
=

⌊
J

len(e)

⌋
= r.

Without loss of generality we can assume that len(ρI(d)) ≥ len(ρJ(e)). For every
vector in vi in ρI(d), we make a pair (vi, wik

) where

ik =
⌊
i × len(ρI(d))

len(ρJ(e))

⌋
,

and we put

ρr(d, e) = (v1, wi1), (v2, wi2 ), . . . , (vn, win).

We define two documents d and e are simlar w.r.t. real numbers δ (δ > 0)
and ε (0 ≤ ε ≤ 1) if


({k | (vk, wik
) is in ρr(d, e) and sim(vk, wik

) > δ})
len(ρr(d, e))

> 1 − ε.

By introducing a randum variable S for sim(vk, wik
), the condition of the simi-

larity can be represented as

Pr(S > δ) > 1 − ε.

3.3 Estimating the Width for LBRs

The parameter r (0 < r ≤ 1) must be fixed so that we can detect the similarity
of the documents. In case that r were too small, the width for the LBRs would
be too narrow, there would be almost no word which appears in common in the
pair (vk, wik

), and the similarity sim(vk, wik
) would be very small even though

the two documents were similar. On the contrary, in case that r is too large size,
the width for the LBRs were too large, and so words appearing in common would
affect sim(vk, wik

), without depending on where they occur in the documents.
We determined the value r by experiment. We used some various books on

narratives fairy tales like “Issun-boushi”, “Momotarou” and so on. We choose
several different books for one tale. We prepared pairs of documents of the fol-
lowing types:

E1 two documents for a same tale
E2 a document and the document obtained by shuffling the order of the sen-

tences in it
E3 two documents for different tales

We expected that an appropriate value of r should derive both of the following
conclusions:
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C1 The documents in any pair of Type E1 are similar to each other.
C2 No pair of Type E2 or Type E3 consists of similar documents.

In the terminology of Machine Learning, pairs of Type E1 are positive examples
while pairs of Type E2 and E3 are negative examples. For better estimation
of the parameter, we prepared the pairs of E2 which are counters for the data
structure, sequences of vectors. After repeating experiments with changing the
value of the parameter, we eventually found a proper one.

4 Details of the Imprementation

4.1 Preprocessing

In order to transform every sentence in a document into a document vector we
need to turn inflecting words into their original forms (stemming), decide the
parts of speech of words (part-of-speech tagging), and so on. For languages, such
as Japanese, in which no space is inserted between two words in a document, it
is necessary to divide a sentence into morphemes (segmentation). Morphological
analysis for such languages consists of all of these activities. In our development
we adopted Chasen [4], a well-known morphological analysis system for Japanese
documents.

After the activities, we had better remove stop words , which are hardly help-
ful for characterizing the contents of documents. We treat all words except nouns,
verbs, and adjectives as stop words. We also add some abstract nouns to the stop
words. The list of the stop words is shown in Fig 3.

Fig. 3. The stop word list

4.2 The EDR Electronic Dictionary

We adopted the Japanese Word Dictionary (JWD) for the word dictionary and
the Concept Classification Dictionary (CCD) for the concept dictionary. Both
are in the EDR Electronic Dictionary[5].

The JWD consists of the Japanese word records arranged alphabetically ac-
cording to the Japanese syllabary. Each record in the dictionary consists of the
record number (the ID for the word), headword information, grammatical infor-
mation, semantic information, pragmatic and supplementary information and
management information. The dictionary is designed for expressing the corre-
spondence between a Japanese word and the concepts represented by the word
and to provide the grammatical information for the word. A hexadecimal number
is given to each concept for distinguishing it with others.

The CCD contains the classification of concepts that has a super-sub rela-
tion with allowing multiple inheritances, that is, allowing one concept to have
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more than two super-concepts. So the concepts constitute a lattice. In the CCD
the pair of concepts that have an immediate super and sub-concept relation is
registered in one record.

Fig. 4. Relation between words and concepts

4.3 Generalization with the Concept Dictionary

By using a pair of a word dictionary and a concept dictionary, such as the JWD
and the CCD, we can define a generalization of a word as a concept corresponding
to it or a super-concept of the concept. We also define a common generalization
of two different words as a concept or a super-concept common to them. In
our experiment we observed that replacing two different words with a common
generalization sometimes helps us to find similar documents by using LBRs.
However, it is clear that over-generalization of words is harmful, and we need
some control mechanism for finding generalization. For the purpose we introduce
the fineness of a concept and the level for generalization.

The fineness of a concept c is defined as

F (c) = d(c) +
1

w(c)
,

where d(c) is the depth of c and w(c) is its width. Both of the depth and the width
are determined based on the fact that the concept dictionary stores concepts in
the structure of a lattice. The depth of the concept c is the maximum distance
from the top to c. That is, we consider that the larger d(c) is, c is more detailed,
and the smaller d(c) is, c is more abstract. We define the width of c as the
number of super-concept of c. For two concepts c and d, if the super-concepts of
c are less than those of d, we consider that c is more concrete than d and d is
more general than c.

The level of the generalization is defined in the direction from the bottoms
to the top. More precisely, generalization of a word w up to level 0 means no
replacement is applied to w, generalization up to level 1 means that w can be
replaced with the concept corresponding to w, and generalization up to level l
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(l ≥ 2) means that w can be replaced to its super-concepts in at most l−1 steps
up to the concept corresponds to w.

By using the fineness and level, we define appropriate generalization of words
according to the following rules.

R1 The word which is not registered in the word dictionary is not generalized.
R2 In case that exactly one common super-concept exists for several words, the

words are generalized up to the common super-concept.
R3 In case that more than one common super-concepts exist, the words are gen-

eralized to the most detailed super-concept according to the fineness values
of the concepts.

Fig. 5. An example of generalization

For example, consider the generalization of the words in Fig 5. Here, “ ”,
“ ”, and “ ” represent “age”, “tooth”, and “wheel”, respectively in English.
Consider first the generalization up to level 0. Since the word “ ” and the
word “ ” have a common super-concept a, they are generalized to a. However,
since the word “ ” do not share any concept, it is not generalized. Next,
consider the generalization up to level 1. The word “ ” and the word “ ”
have a common concept a, and the word “ ” and the word “ ” have a
common super-concept e. In the case, the concept fineness values of a and e are
compared, and the words are generalized to the concept whose value is largest.

4.4 Documents as Queries

In the document management system a user gives a query in the form of a
document. The query document is stored as a relation in the RDBMS in the
same way as documents in corpora, without its document ID. The SQL query
which a query document is stored as a relation in the RDBMS is the following:

insert into QUERY TABLE

values (sentence number, word, frequency);.

The similarity detection based on LBRs is applied to the documents in the
corpora and a query document, and as the result return the document ID’s
which are judged to be similar.
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5 Experiment

In order to check that our method based on LBRs find similarity of documents
as we expected, we made an experiment.

We adopted the tf-idf function for the function for document vectors, and
the function c(u, v) for the similarity function of two document vectors. In some
preparatory experiments using the fairy tale documents, we set r = 0.3, δ = 0.4,
and ε = 0.35.

In the practice of the experiment, we found the generalization of words up to
level 2 causes over-generalization, and the generalization of words up to level 0
made us miss many pairs of similar documents. So we adopted the generalization
of words up to level 1. In order to reduce the search space, we first select can-
didate documents from the corpus by using some keywords appearing in given
query documents, and then we apply our method of finding similar documents.

We asked several persons to read all documents selected by the keyword
search, and asked “Which documents do you feel similar to the query docu-
ment?”. As the result, when we select “near-miss” and “accident” as keywords,
seven of eight persons answered the same result as our system. When choos-
ing “individual”, “information”, and “ledger” as keywords, six of seven persons
answered in the same manner of the system. Although these are subjectivity
evaluation, we can conclude that the documents considered by people to be
similar have been retrieved by our system.

6 Conclusion

In this paper we formalized a new similarity of documents based on the vector-
sequence model. We also developed the system searching documents based on the
similarity. The system is different from others on the point every query is given
as a document, but as far as the result of our experiment, it looks supporting a
type of intuitive access to documents.
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Abstract. In order to construct story databases, it is crucial to have
an effective index that represents the plot and event sequences in a doc-
ument. For this purpose, we have already proposed a method using the
concept of maximal analogy to represent a generalized event sequence
of documents with a maximal set of events. However, it is expensive
to calculate a maximal analogy from documents with a large number
of sentences. Therefore, in this paper, we propose an efficient algorithm
to generate a maximal analogy, based on graph theory, and we confirm
its effectiveness experimentally. We also discuss how to use a maximal
analogy as an index for a story database, and outline our future plans.

1 Introduction

Since many documents can now be accessed through the Internet, various
methodologies for retrieving, organizing and accessing documents have been de-
veloped. Information retrieval and document classification are examples of such
techniques. As the number of documents to be processed is generally very large,
most of these systems use a “bag of words” approach, and use an index based
on words in each document. A “bag of words” approach works efficiently, but
cannot discriminate between two or more documents that have same word sets
in different order. For instance, any “bag of words” indexing system does not
distinguish between “a dog bit a man” and “a man bit a dog”, despite their
different meanings. Thus, there is a need for an extended indexing system that
can handle differences such as this, and is not based on index terms alone.

In addition, most of standard document databases handle document by us-
ing indices that represent facts in the document (e.g. existence of terms and
sentences). Because of this, these systems cannot discriminate between two or
more documents that have same sentences in different order (plot). We call
a document database that can retrieve documents by using a plot as a story
database.

In order to construct a story database, it is crucial to have an effective index
that represents the plot and event sequences in a document. Since a single docu-
ment can have various aspects, we need to add multiple indices even for a single
document. Text summarization is one of the techniques to extract a plot from

G. Grieser and Y. Tanaka (Eds.): Intuitive Human Interface 2004, LNAI 3359, pp. 243–255, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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a story [1]. However, most of these techniques mainly focus on extracting main
plots from a story and are not sufficient to create indices for a story database.
Research on topic focused summarization [2] aims to construct different sum-
maries from a single document, but it requires pre-defined topic sets that are
also difficult to extract automatically.

To address this problem, we have already proposed the concept of maximal
analogy (MA) between stories, which represents a generalized event sequence of
documents with a maximal set of events [3]. We have also proposed a method
for constructing this index from a set of provided documents. However, the com-
putational cost of this method is too high to apply to pairs of large documents.

In this paper, we propose an efficient method for enumerating MAs from
given document pairs based on graph theory. We also discuss how to use the
MA as an index for story databases.

This paper is divided into four sections. In Section 2, we briefly review the
concept of maximal analogy between stories (MA). In Section 3, we propose a
new method to enumerate MAs from two given documents. In Section 4, we
demonstrate experimental results and, based on these, we discuss how to use the
MA as an index for a story database. Section 5 concludes this paper.

2 Maximal Analogies Between Stories

2.1 Requirement for the Indices of Story Databases

In this paper, we use the term “story” to mean a plot or event sequence in
a document. An “event” is a basic unit that represents facts in a story. In this
paper, we use a simplex sentence that has one verb and dependent words for this
unit. In order to handle a complex sentence, we decompose it into a sequence
of simplex sentences. As each single sentence in a document corresponds to an
event, a given document is itself a story, and includes various sub-stories that
are sub-sequences of the entire event sequence. Since it is difficult to define
meaningful sub-stories a priori, we do not restrict to use any sub-sequences of
the event as indices for a story.

To handle documents containing story information, indices of story databases
should satisfy the following criteria.

(R1) Since a document can have various aspects and each of which can be
represented as a story, an index should contain story information.

(R2) Such indices are automatically extracted from documents.
(R3) The determination of what constitutes a significant story in a document

is subjective, so the indexing varies according to individuals.
(R4) Once such indices are discovered and constructed, documents should be

quickly accessible by their indices.

The most significant requirement is to determine the most important event
(sub-)sequence that characterizes the document. One possible standard approach
is to evaluate the significance of events using their frequencies and the co-
occurrences of words within them [4]. Although such a scheme is quite effec-
tive, some important words or sentences may be missed from a particular story



Towards Constructing Story Databases 245

extracted from the document. The basic argument of this paper is stated as
follows.

The problem of what constitute important events in a document cannot
be determined by examining only one document. If some event sequence
is regarded as significant from a particular point of view, then we will
find another similar document in which a similar event sequence also
appears. Conversely, when we find a generalized event sequence common
to all the documents, that a user or a group of users consider similar,
it may be a candidate for becoming an important sequence, and may
therefore be used as a possible index for documents.

More precisely, we say that an event sequence is common to a set of doc-
uments whenever the sequence is a generalization of some sequence in every
document. As the act of generalizing event sequences depends on the subsump-
tion of relationships between words, we use the EDR dictionary [5]. Furthermore,
we consider the concept tree representation of events in Section 2.2. A concept
tree is a special case of a concept graph [6], and can be used to represent the
case structures of document sentences.

Given two documents judged to be similar (R3), the concept of maximal
analogy between the two is introduced in Section 2.3 to formalize the common
generalization of event sequences with a maximal set of events. As an MA is
itself an event sequence, it can provide a solution for (R1).

Although we have not yet designed a query-answering system for documents
indexed by MAs, their subsumption-checking never involves any combinatorial
computations. Testing whether a document meets an MA may therefore be per-
formed quickly (R4).

2.2 Minimal Common Subsumer of Concept Trees

After morphological analysis and parsing, each sentence in a document is rep-
resented as a rooted tree, with words as nodes and cases (or role symbols) as
edges. A verb is chosen as the root, as in Fig. 2. As verbs are first-class entities of
events, the tree of words will be simply called an event in Definition 1. Although
such a word tree is normally formalized as a semantic network [7], we consider
it as a type of concept graph [6], allowing us to define an ordering for trees by
restricting a similar ordering for graphs.

To examine the semantic relationship between concept graphs, we use EDR
[5], a machine-readable dictionary. As a word may have more than two possible
meanings, the dictionary must provide the concepts involved in words together
with the relationships between these concepts. The EDR dictionary supports
both types of information for Japanese and English words and concepts. Each
concept is designated by a unique identifier, called a concept ID. Let Terms
be the set of all words and concept IDs in the EDR dictionary. Then a partial
ordering ≺ over Terms can be given by
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Fig. 1. Construction of a Concept Tree

t1 ≺ t2 iff (1) t1 and t2 are both concept IDs and t1 is more specialized one
than t2 in the concept dictionary, or

(2) t1 is a word and t2 is a concept ID that is more general one
than any concept ID associated with t1 in the word dictionary.

Based on this partial ordering for terms, we now have the following definition
of concept trees and their ordering.

Definition 1.
(Concept trees and their paths) Given a set L of role or case symbols, a
path of length n is a sequence of roles p = (�1, ..., �n), where �j ∈ L. The empty
path, λ = (), of length 0 is always regarded as a path denoting the root of a tree . A
concept tree is then defined as a pair g = (Path(g), termg), also called an event,
where Path(g) is a finite and prefix-complete set of paths including the empty
path, and termg is a term labeling function, where termg : Path(g) → Terms.
(Concept Tree Ordering) We say that a concept tree gs subsumes another
concept tree gi iff, for every rooted path p ∈ Path(gs), both p ∈ Path(gi) and
termgi(p) � termgs(p) hold. In this case, we also say that gs is a generalization
of gi, or that gi is a specialization of gs.

We use a morphological analyzer to construct a concept tree. We select noun
and verb terms from a sentence and connect them according to the information
of postpositional particle. Fig.1 shows an example of this process.

Intuitively, a concept tree gs is more general than another concept tree gi

if every path in it is preserved in gi and it uses more general terms than those
used in gi. For instance, both trees at the bottom of Fig. 2 are subsumed by
the top tree. Now, the minimal common subsumer (MCS) of two concept trees
is defined, similar to the case of the least common subsumers of concept graphs
[6]. Formally, an MCS of g1 and g2 is defined as a tree consisting of the common
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Fig. 2. Concept Trees, where the top example is an MCS of the bottom two

paths of gj whose labels are some minimal upper bounds of the corresponding
paired terms in gj .

This may be formalized as follows:

MCS(< g1, g2 >) = ( Path<g1,g2>, {λp|p ∈ Path<g1,g2>,
λp = mst({termg1(p), termg2(p)}}),
where Path<g1,g2> = Path(g1) ∩ Path(g2)

where mst(A) is a chosen minimal upper bound of a set of terms A. In this
sense, mst is called a choice function.

2.3 Maximal Analogy and Its Bottom-Up Construction

The maximal analogy between stories is a sequence of generalized events obtained
from different stories. Therefore, we can represent a MA by using a sequence of
MCS obtained from the paired events. In order to preserve the order of events
in different stories, we define op-selection to be a sequence of paired events.

Definition 2.
(op-selection) Each document (Di) is defined as an ordered sequence g

(i)
1 , ...,

gn of events g
(i)
j in their order of appearance in the story. We denote g

(i)
k < g

(i)
l

whenever g
(i)
k precedes g

(i)
l in document Di. For two given stories D1, D2, an op-

selection θ of these two stories is an order preserving one-to-one correspondence
of events in D1 and D2. That is, θ is a sequence Pi1,j1 , ..., Pik ,jk

, where Pin,jn =<

g
(1)
in

, g
(2)
jn

>∈ D1 × D2, g
(1)
in

< g
(1)
in+1

and g
(2)
jn

< g
(2)
jn+1

.

In addition, in order to remove MCSs that are too abstract, we introduce the
following cost function:

gcost(t, t′) = min{length(p) | p is a path connecting t and t′},
gcost({t1, ..., tn}, t) = maxj gcost(tj , t), where we suppose tj � t.
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We also introduce a given upper-bound of the generalization, gl, and define
a gl-appropriate MCS by using this gcost function.

gl-appropriate MCS(< g1, g2 >) =
( V Path<g1,g2>, {λp|p ∈ V Path<g1,g2>, λp = mst({termg1(p), termg2(p)}}),

where V Path<g1,g2> = {Path|Path ∈ Path(g1) ∩ Path(g2),
gcost({termg1(p), termg2(p)}, mst(termg1(p), termg2(p)) < gl)}
V Path should contain more than two paths, including the root path.

Fig. 2 shows an example of a gl-appropriate MCS when
gcost({he, machine}, concreteobject) > gl.

We also define gcost(< g1, g2 >) and gcost(θ) as follows.

gcost(< g1, g2 >) = max{gcost({termg1(p), termg2(p)},mst(termg1(p), termg2(p)))
| p ∈ V Path<g1,g2>}

gcost(θ) = max{gcost(P ) | P ∈ θ}

Definition 3.
(Maximal Analogy) Given two documents and an upper bound on the gen-
eralization level, gl, an op-selection θ is called gl-appropriate if all correspond-
ing sentences have gl-appropriate MCSs. We then say that a gl-appropriate op-
selection θ is maximal if there exists no gl-appropriate op-selection θ′, such that
it properly includes θ (θ′ ⊃ θ).

The construction of an MA is subject to the construction of maximal op-
selections. In order to find maximal gl-appropriate op-selections efficiently, we
use the following property corresponding only to the anti-monotonicity of sup-
port used in [8] .

(Monotonicity of Cost) gcost(θ) ≤ gcost(θ′) if θ ⊆ θ′.

The construction is bottom-up to enumerate all possible op-selections with-
out any duplication. For this purpose, we first introduce a partial ordering of
the set of op-selections.

Let Dj = g
(j)
1 , ..., g

(j)
n1 be the entire sequence of events in this order. Then

an op-selection θ is expressed as a sequence Pi1,j1 , ..., Pik,jk
, where Pi�,j�

is the
�-th pair of the i�-th event g

(1)
i�

in D1 and the j�-th event g
(2)
j�

in D2. Pi�,j�

is called a singleton selection. The length k is called the level of θ. Then, the
partial ordering ≺ among op-selections is defined by the transitive closure of the
following direct successor relation:

θ1 ≺ θ2 iff θ1 = θPi,j and θ2 = θPi,jPx,y for some op-selection θ, Pi,j , x and y
such that i < x and j < y.

From this definition, it follows that any θ of level k + 1 has only one direct
predecessor θ1 of level k, a prefix of θ. So, by induction on the level k, all the
op-selections are enumerated without any duplication according to the ordering
≺. Furthermore, we list only op-selections that satisfy the cost condition during
the entire enumeration process.
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Base step for level 1 op-selections: We list only singleton op-selections that
satisfy the cost condition:

OPS(1) = {Pij | gcost(Pi,j) ≤ gl}.
Inductive step for level k + 1 op-selections: Suppose we have OPS(k)

holding all op-selections that satisfy the cost condition. We construct op-
selections of the next level consistent with the condition as follows:

OPS(k + 1) = {θPi,jPx,y | θPi,j ∈ OPS(k), Px,y ∈ OPS(1),
i < x, j < y, gcost(θPi,jPx,y) ≤ gl }.

Note that, in the case of k = 1, θ is a null string.
Termination of construction: The generation of OPS(k) terminates when

we find a level � such that OPS(�) = φ, leaving � to have a maximum
min{n1, n2}, where nj is the number of events in the story Dj.

The number of selections generated and tested is minimized. To verify this,
let gcost(θ) exceed the limit gl for an op-selection θ at level k. Then θ has its
unique generation path θ1 ≺ .... ≺ θk = θ of length k−1. As gcost is monotonic,
there exists a least j such that gcost(θj) > gl. This θj is generated, tested
and fails the condition, because θi ∈ OPS(i) for any i < j. However, as the
predecessor θj is not listed in OPS(j), none of its successors, including θ, are
ever generated and tested.

The algorithm above shows a method for constructing the MA from two
documents. For more than three documents, we iteratively apply the algorithm
for two documents.

3 An Efficient Algorithm
for Enumerating a Maximal Analogy

3.1 Enumerating MAs Using Directed Graphs

The algorithm discussed in the previous section works well for documents with
few sentences, but it fails to enumerate MAs for larger documents. We thus
require an efficient algorithm for this enumeration.

In the previous algorithm, the most significant problem is enumerating the
many candidate op-selections that should be merged for generating MAs. There-
fore, we need an algorithm that does not generate as many candidates. In this
section, we propose a new algorithm based on graph theory.

Fig. 3 shows an example of a possible op-selection represented by a directed
graph. Rounded nodes represent sentence pairs that have a gl-appropriate MCS.
The two numbers in the node correspond to the number of sentences in the first
and second document, respectively. Directed links show how connected nodes
can be used as a sequence in op-selection.

By using this graph, the generation of op-selections can be formalized as
the search for node sets that are connected by directed links. In this case, we
have 11 (level 1), 17 (level 2), 7 (level 3), and 2 (level 4) op-selections, with
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Fig. 3. Possible op-selections represented by a directed graph
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Fig. 4. Possible MAs represented by a directed graph

7 possible MAs (two from level 2, two from level 3 and two from level 4). By
using the bottom-up approach, several subsets are generated for deriving one
MA. For example, one level 4 op-selection MA (P1,2, P2,5, P3,6, P4,7) is generated
from four level 3 op-selections, that is, as a subset of the MA (P1,2, P2,5, P3,6),
(P1,2, P2,5, P4,7), (P1,2, P3,6, P4,7), (P2,5, P3,6, P4,7).

In order to reduce the number of these subset enumerations, we remove di-
rected links that are ineffective in generating MAs. In the previous example,
links between P1,2 and P3,6, P2,5 and P4,7 are ineffective because we can insert
P2,5 or P3,6 between these nodes. In general, we can define ineffective links as
follows:

Definition 4.
(Ineffective Link) A link between two nodes (Pi,jPk,l) that can combine
other gl-appropriate nodes (Px,y : i < x < k, j < y < l) is an ineffective link.

Since we can enumerate op-selections with ineffective links by using two or
more links (e.g., links between Pi,j and Px,y, and Px,y and Pk,l), removal of these
ineffective links does not affect the results for the enumeration of possible MAs.

In order to formalize this enumeration process, we introduce two virtual nodes
P0,0 and P∞,∞ that we call start node and end node respectively. Fig. 4 shows
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a graph that removes ineffective links from the graph in Fig. 3 and adds P0,0

and P∞,∞. By using this graph, it is possible to enumerate MAs by following all
paths between P0,0 and P∞,∞.

We can summarize the algorithm as follows.

1. Base step for level 1 op-selections: (Same as previous algorithm) We
list only singleton op-selections satisfying the cost condition:

OPS(1) = {Pi,j | gcost(Pi,j) ≤ gl}.
2. Directed Link generation: We represent singleton op-selections as a

node. We also add P0,0 and P∞,∞, and generate links between nodes (from
Pi,j to Px,y) that satisfy the following criteria.
– i < x and j < y.
– The link is not an ineffective link.

3. Enumeration of MAs: All possible MAs are enumerated by enumerating
all directed paths between P0,0 and P∞,∞.

The high computational cost of step 1 is inevitable when generating MAs. The
computational complexity of this step is O(n ∗ m) (where n, m are the numbers
of sentences in the two documents. In step 2, we generate links between each
node, and the node size is of order O(n ∗ m). For each node, we must check the
connectivity of the link from Pi,j as follows:

a Check the connectivity for Pi+1,x(x = j + 1, · · · , m).
b Check the connectivity for Pi+2,x(x = j + 1, · · · , k), where k is the small-

est number of Pi+1,k connected from Pi,j . It is not necessary to check the
connectivity for Pi+2,x(x = k +1, · · · , m), because Pi+1,k exists between Pi,j

and Pi+2,x

c Iterate steps a and b until Pn,x.

Therefore, the computational complexity of link generation for each node is
O(n+m) and the total computational complexity is O(n∗m∗((n+m)). However,
since each link generation process (O(n+m)) is negligible compared to the graph
generation in Step 1, it takes negligible time compared to Step 1.

A higher computational cost is incurred for Step 3. However, one important
feature of this algorithm is that we can control the order of enumeration. For
example, the longest MAs, subject to the longest path between P0,0 and P∞,∞
in this directed graph, can be calculated by using the following algorithm.

a Set the path length of each node (pli,j) to 0 and a set of candidate longest
paths (clpi,j) to φ.

b Start from node P0,0 and follow the connected links to check whether each
connected link is a candidate for a part of the longest path.
(1) Let Pk,l is the start node and Pm,n is a node connected by a link. When

plk,l + 1 ≥ plm,n, the connected link is a candidate link.
(2) When plk,l+1 = plm,n, new clpk,l is computed by the following operation

clpk,l ∪ {clp, links between Pi,j and Pk,l|clp ∈ clpi,j}. When plk,l + 1 >
plm,n, new clpk,l is computed by the following operation
{clp, links between Pi,j and Pk,l|clp ∈ clpi,j}.

c clp∞,∞ is a set of longest paths of this graph.
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Fig. 5. Possible MAs represented by a weighted directed graph

3.2 Enumerating MAs by Using an Evaluation Function

In the previous algorithm, MAs were enumerated using the longest path. How-
ever, these longest MAs may not be appropriate. For example, each singleton
op-selection has a gcost, and those with higher gcost may not be appropriate for
inclusion if they are very abstract. Therefore, it is better to include a mechanism
to order MAs by considering the gcost of each singleton op-selection.

In order to handle this, we formalize this problem with a weighted directed
graph scheme. We define an evaluation function eval(Pi,j) to represent the suit-
ability of including MAs based on their gcost function. This function increases
for lower gcost values (i.e., 1 / (gcost + 1)). We also set the weights of links
based on the nodes to which they are connected. For example, a link between
Pi,j and Pk,l takes the weight eval(Pk,l). We also formalize the suitability of an
MA by using the sum of the eval(Pi,j) values of all op-selections.

Since all MAs include P∞,∞, the effect of eval(P∞,∞) is canceled and the
value of eval(P∞,∞) does not have any influence. For convenience, we set eval
(P∞,∞) = 0.

Fig. 5 shows an example of the weighted directed graph of Fig. 4. In this
case eval(P2,5) = eval(P3,4) = eval(P6,7) = 0.5 and eval(P3,6) = eval(P4,3) =
eval(P4,5) = 0.3, and other nodes have eval(Pi,j) = 1. In this case MA (P1,2, P4,4,
P6,7) is the best MA based on this eval function.

The longest paths between P0,0 and P∞,∞ indicate the most appropriate
MAs in this weighted directed graph. We can find out these paths by modifying
algorithm discussed in Section . We modify step b. of the algorithm as follows.

b Start from node P0,0 and follows the connected links to check whether each
connected link is a candidate for a part of the longest path.
(1) Let Pk,l is the start node and Pm,n is a node connected by a link. When

plk,l + eval(Pm,n) ≥ plm,n, the connected link is a candidate.
(2) When plk,l + eval(Pm,n) = plm,n,

clpk,l = clpk,l ∪ {clp, links between Pi,j and Pk,l|clp ∈ clpi,j}.
When plk,l + eval(Pm,n) > plm,n,
clpk,l = {clp, links between Pi,j and Pk,l|clp ∈ clpi,j}.
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4 Experimental Results
and Discussion for the Story Database

4.1 Experiments Generating Maximal Analogies

We have implemented this algorithm on a Linux-based PC (CPU: Dual Pentium
III 1.0GHz, RAM: 4 GB). The basic procedure for obtaining MAs is:

1. Concept tree construction for each sentence
We use the Cabocha parser [9] to obtain a case structure for each sentence,
and convert this to a concept tree. The cases are therefore superficial.

2. Singleton gl-appropriate op-selection generation
We compare pairs of concept trees created from two documents and generate
a gl-appropriate op-selection. We use the EDR dictionary to calculate gcost.

3. Link generation
We check the connectivity for each pair of gl-appropriate op-selections and
generate links. We set the value of parameter gl to 4.

4. Generation of an appropriate MA
We determine the highest appropriate MA using the evaluation function
eval(θ) =

∑
P∈θ(1/(1 + gcost(P ))).

5. Enumeration of MAs
We enumerate all possible MAs.

In order to analyze the computational cost of this algorithm and evaluate its
efficiency, we use a children’s story and a short folktale, as used in a previous
paper [3] , as input for our algorithm.

Both of these two input stories contain 46 sentences, and have a common
plot as follows.

(E1) There are two brothers.
(E2) The younger brother gains some property.
(E3) The elder brother kills the younger brother in order to steal the
property.
(E4) The bone of the younger brother then sings a song that reveals the
crime.
(E5) As a result, the older brother is caught and punished.

Table 1 shows the results obtained using these two input stories, and Table 2
shows the corresponding computational times for each step.

In some of the most appropriate MAs, (E1) and (E4) are correctly recognized
and parts of (E3) and(E5) are also realized in the same MA. However, we find
no generalized events corresponding to (E2). Since sentences in these documents
have a finer granularity, our system can find more information than the results
discussed in [3].

However, we still experience the same problem as the one discussed in [3].
Since the concept hierarchy of the EDR dictionary is constructed for general
purposes, it does not classify terms into effective term groups that can perform
the same role in different documents.
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Table 1. Results obtained from two stories

gl-appropriate singleton op-selection 130

Number of links 715

Number of appropriate MAs 76

Maximum MA length 18

Number of possible MAs 905306

Table 2. Computational time for each step

Concept tree construction 17 s

Singleton gl-appropriate op-selection generation 3 s

Link generation less than 1 s

Appropriate MA generation 1 s

Enumeration of MAs 672 s

4.2 Towards Constructing Story Databases Using MAs

From these results, we confirm that the number of possible MAs is very large, and
that it is difficult to determine the most appropriate MA manually. Therefore,
a good scoring function is required to select the appropriate indices.

We are planning two approaches to support this selection.

Definition of a better evaluation function. In order to improve the scoring
function, we plan to apply the measure of importance or significance of terms
[4] and use this for the evaluation function.

Usage of a base query. Since most MAs do not contain a common plot, which
was assumed when extracting from a pair of stories, we introduce the concept
of a base query to represent a simple skeleton of a common plot (that is, one
described in few sentences) that should be included in MAs and used as a
criterion for selecting meaningful MAs.

For future work, we also need a mechanism for retrieving a story based on
the subsumed relationship between MAs and the query.

5 Conclusion

In this paper, we have proposed an efficient algorithm based on graph theory to
generate maximal analogies (MAs), and confirmed the reduction in computation
time. However, as the number of possible MAs is very large, we need a method
to support selection of meaningful MAs for using MAs as effective indices of
story databases. We also outline future work too.
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