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Preface

AI 2004 was the seventeenth in the series of annual Australian artificial intelli-
gence conferences. This conference is the major forum for artificial intelligence
research in Australia. It has consistently attracted strong international partic-
ipation. This year more than two thirds of the submissions were from outside
Australia.

The current volume is based on the proceedings of AI 2004. A total of 340
papers were submitted, which we believe to be a substantial increase on pre-
vious submission numbers to this series. A national and international program
committee refereed full-length versions of all submitted papers. Each accepted
paper was reviewed by at least three reviewers. Of these 340 submissions, 78 were
accepted for oral presentation and a further 62 for poster presentation. This vol-
ume contains a regular paper of up to 12 pages length for each oral presentation
and a short paper of up to 6 pages length for each poster presentation.

In addition to the scientific track represented here, the conference featured
an exciting program of tutorials and workshops, and plenary talks by four out-
standing invited speakers: Mehran Sahami (Google Inc. and Stanford University,
USA), Michael J. Pazzani (National Science Foundation and University of Cali-
fornia, Irvine, USA), Paul Compton (University of New South Wales, Australia)
and Ah Chung Tsoi (Australian Research Council, Australia). AI 2004 was collo-
cated with Complex 2004, the 7th Asia-Pacific Conference on Complex Systems,
with the aim of promoting cross-fertilization and collaboration in areas of com-
plex and intelligent systems.

AI 2004 was hosted by the Central Queensland University, Australia, which
provided generous financial and organizational support. Particular mention goes
to the Conference General Chair, Russel Stonier, the Local Organizing Commit-
tee Secretary, Jeni Richardson, the Web Tech Chair, Jason Bell, the Publicity
Chair, Dianhui Wang, the Tutorials Chair, Graham Williams, and the Workshops
Chair, Andrew Jennings, whose selfless work was critical to the conference’s suc-
cess. We wish to thank Michelle Kinsman whose efficient organization kept the
program committee’s operations on track. We are also grateful for the support of
John Debenham and the Australian Computer Society’s National Committee for
Artificial Intelligence and Expert Systems. Thanks also go to Alfred Hofmann
and the team from Springer, who were responsible for the timely production
and delivery of the conference proceedings. Finally, we thank the members of
the Program Committee and the panel of reviewers who produced some 1,020
reviews under tight time constraints. The ongoing quality and success of this
conference series is due to your efforts.

December 2004 Geoff Webb and Xinghuo Yu
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Abstract. A real-world labor market has complex worksite interactions be-
tween a worker and an employer. This paper investigates the behavior patterns 
of workers and employers with a job capacity and a job concentration empiri-
cally considering a strategic coalition in an agent-based computational labor 
market. Here, the strategic coalition can be formed autonomously among work-
ers and/or among employers. For each experimental treatment, the behavior 
patterns of agents are varied with a job capacity and a job concentration de-
pending on whether a coalition is allowed. Experimental results show that a 
strategic coalition makes workers and employers aggressive in worksite interac-
tions against their partners. 

1   Introduction 

A labor market is said simply to consist of workers and employers with complex 
worksite behaviors [1]. In a real-world labor market, the behavioral characteristics 
expressed by workers and employers, such as trustworthiness and diligence, depend 
on who is working for whom [2], [3]. Therefore, the behavioral patterns of the work-
site interactions may affect heavily the flexibility of the labor market. Accordingly, 
there have been a great deal of studies on the analysis of the behavioral patterns of the 
agents and unemployment in the future labor market using agent-based computational 
models. However, they have focused principally on the analysis of the limited work-
site interactions such as one to one mapping between a worker and an employer with-
out considering the union of the agents.  

Before the worksite interaction with a certain employer, a worker may want to 
form a strategic coalition with other workers to get more benefits from his/her work-
site partner (i.e., employer) while so does an employer. Here, the strategic coalitions 
between workers and/or between employers may be spontaneously occurred without 
supervision. It is similar with the labor unions of workers and the federation of em-
ployers in a real-world labor market. In this paper, we model an agent-based evolu-
tionary labor market with a strategic coalition using the prisoner’s dilemma game. 
Furthermore, we investigate how the strategic coalition influences the behavioral 
patterns of the agents in an evolutionary labor market. For meaningful investigation, 
we adopt the asymmetric test environments reflecting real-world labor markets de-
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rived from the ratio of the number of workers and employers such as a job concentra-
tion and a job capacity.  

This paper organizes as follows: Section 2 explains the related works such as the 
prisoner's dilemma game, and a labor market framework. Section 3 describes the 
definition of the strategic coalition between the agents and how they form a strategic 
coalition. In Section 4, we describe the experimental results of the strategic coalition 
in each test environment. Finally, we conclude this paper in Section 5 with a few 
remarks. 

2   Backgrounds 

2.1   Iterated Prisoner's Dilemma Game 

In a real labor market, a worker and an employer compete to get more benefits from 
their worksite partner. Therefore, their actions appear in the form of cooperation and 
defection as if two prisoners do so. In the classical prisoner’s dilemma game [4], [5], 
[6], two prisoners may cooperate with or defect from each other. If the game is played 
for one round only, the optimal action is definitely defection. However, if the game is 
played for many rounds, mutual defection may not be the optimal strategy. Instead, 
mutual cooperation will guarantee more payoffs for both of the prisoners [7]. In the 
same manner, mutual cooperation between a worker and an employer is helpful for 
the improvement of wage earning and the productivity in the real economy. Because 
it is non-zero sum game one player’s gain may not be the same with the other player’s 
loss. There is no communication between the two players.  

2.2   Evolutionary Labor Market Framework 

The labor market framework comprises NW workers who make work offers and NE 
employers who receive work offers, where NW and NE can be any positive integers. 
Each worker can have work offers outstanding to no more than wq employers at any 
given time, and each employer can accept work offers from no more than eq workers 
at any given time, where the work offer quota wq and the employer acceptance quota 
eq can be any positive integers [2], [3].  

Each agent depicted in an evolutionary labor market framework has the internal 
social norms and behaviors with the same attributes represented in bit-string with a 
strategy table and a history table. They update their worksite strategies on the basis of 
the past own and opponent’s actions. They also evolve with genetic operations such 
as selection, crossover, and mutation [5].  

The interaction between a worker and an employer can be described as work of-
fering and accepting. For example, a worker offers his work to a potential worksite 
partner who is randomly selected from the population of employers. Then the offered 
employer determines whether he/she will accept the worker’s offer according to 
his/her past worksite interaction history. If the employer accepts the worker’s offer 
they work together. On the other hand, if the employer refuses the worker’s offer the 
worker receives the refusal payoff (F) which is regarded as a job searching cost in a 
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negative form. At the time, the employer does not receive any penalty on the refusal. 
Instead, the employer receives the inactivity payoff (I). Being afraid of receiving the 
refusal payoff, a worker may do not submit work offer. In that case, the worker also 
receives the inactivity payoff.  

If an employer accepts work offer from a worker, they are said to be matched as 
worksite partners and participate in the worksite interactions modeled as the prisoner's 
dilemma game. Then the worker can cooperate with or defect from the employer ac-
cording to his/her worksite strategy while the employer does either one. For example, 
the worker may work hard in the worksite (Cooperation) or work lazily to exploit the 
employer’s favor (Defection). The employer may make good working conditions for 
his/her worker (Cooperation) or decrease the worker’s payment (Defection). Such 
worksite behaviors are determined by the last action of each worksite partner encoded 
in a history table.  

In the worksite interaction between a worker and an employer, a cooperator whose 
worksite partner defects receives the sucker’s payoff (S); a defector whose worksite 
partner also defects receives the mutual defection payoff (P); a cooperator whose 
worksite partner also cooperates receives the mutual cooperation payoff (R); and a 
defector whose worksite partner cooperates receives the temptation payoff (T). In this 
paper, we follow Tesfation’s payoff values for labor market modeling described in [2] 
and the values also satisfy Axelrod’s payoff function (T+S) < 2R of the prisoner's 
dilemma game. The relation of each payoff value is as follows.  

S   <   P   <   F   <   I (0)  <   R   <   T 

Job Concentration. To model an evolutionary computational labor market, we ini-
tialize the population with the real number of workers (NW) and employers (NE). 
According to the ratio of the number of workers and employers, the behavioral pat-
terns of workers and employers can be varied. To investigate the impact by the ratio 
of the number of workers and employers, three setting are tested such as a high job 
concentration (NW/NE=2/1), a balanced job concentration (NW/NE=1), and a low job 
concentration (NW/NE=1/2). Workers are more than employers when a job concentra-
tion is high, and the numbers of workers and employers are the same in a balanced 
job concentration, and workers are less than employers in a low job concentration. 

Job Capacity. In worksite interactions, each worker has the same work offer quota 
wq, where wq is the maximum number of potential work offers that each worker can 
make. In the same manner, each employer has the same acceptance quota eq, where 
eq is the maximum number of job openings that each employer can provide. Accord-
ing to the ratio of the number of workers and employers with the quota, a job capacity 
can be divided into a tight job capacity ((NE*eq)/(NW*wq)=1/2), a balanced job ca-
pacity ((NE*eq)/(NW*wq)=1), and a excess job capacity ((NE*eq)/(NW*wq)=2/1). 
Particularly, jobs are less than demand in a tight job capacity, jobs are equal to de-
mand when a job capacity is balanced, and jobs are in excess supply when a job ca-
pacity is excess. 

Classification of Agents. There are many different types of behavioral patterns in a 
multi-agent environment. In an agent-based computational labor market, we analyze 
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the behavioral patterns of the agents described as workers and employers with three 
classes: nice, aggressive, and inactive. A nice agent selects persistently cooperation in 
worksite interactions against his worksite partner in despite of defection. An aggres-
sive agent selects at least one defection against his worksite partner that has not pre-
viously defected from him. An inactive agent plays like an observer so as not to lose 
the refusal payoff (F) against his potential opponent. The inactive worker becomes 
persistently unemployment and the inactive employer is persistently vacant.  

3   Strategic Coalition in an Agent-Based Computational  
Labor Market 

In this section, we suggest a strategic coalition which can model a labor market more 
dynamically. At first, we describe the definitions of a strategic coalition. Then we 
formulate the procedure of a coalition formation.  

3.1   Strategic Coalition 

To get more benefits in worksite interactions, workers and employers may consider a 
strategic coalition separately in each population. It is because the strategic coalition 
among autonomous agents may be mutually beneficial even if the agents are selfish 
and try to maximize their expected payoffs [8], [9], [10]. The coalition between two 
workers in a population is formed autonomously without any supervision. That is, if 
the conditions of coalition formation are satisfied they will form a coalition [11], [12].  

For the definitions of a strategic coalition, let W={w1, w2,…, wn}, E={e1, e2,…,en} 
be the collection of workers and employers in each population, respectively. Let 
Cw={wi, wj,…, wk}, |Cw|≥2 and Ce={ei, ej,…, ek}, |Ce|≥2 be the strategic coalition that 
can be formed among workers and employers. The coalitions, Cw and Ce, are the ele-
ments of the individual group, W: Cw 

⊆ W, |Cw|≤|W| and E: Ce 
⊆ E, |Ce| |E|. Every 

worker has his own payoff, i
wp , and every employer has his own payoff, i

ep , that 
earns from the prisoner's dilemma game against his opponent. Then the coalition has 
the vector, Cw= p

wC , c
wN , p

wf , 
wD   for workers’ coalition, Ce= p

eC , c
eN , p

ef ,  

eD  for employers’ coalition. Here, pC , cN , pf , and D  of Cw and Ce, mean the 
average payoff of a strategic coalition, the number of agents in the coalition, payoff 
function, and a decision of the coalition, respectively. Now we can define the strate-
gic coalition as follows. 

Definition 1. Coalition Payoff: Let i
ww  and i

ew  be the weight vectors for a worker 
and an employer corresponding to each payoff. The coalition payoffs, p

wC  for work-
ers’ coalition and p

eC  for employers’ coalition, are the average payoff by the corre-
sponding weight of the agents that participate in each coalition. 
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Definition 2. Payoff Function: Workers and employers belonging to each coalition 
get payoffs with a given function after worksite interactions. In this paper, we follow 
Tesfatsion's payoff values for each experiment [2].  

Definition 3. Coalition Identification: Each coalition has its own identification num-
ber. This number is generated when the coalition is formed by given conditions, and 
it may be removed when the coalition exists no more. This procedure is made 
autonomously according to evolutionary process.  

Definition 4. Decision Making of Coalition: A strategic coalition must have one deci-
sion (i.e., cooperation or defection) that combines the behaviors of all participants 
belonging to the coalition. We use the weighted voting method for decision making 
of the coalition in this experiment. Decision making of the coalition, Dw for workers’ 
coalition and De for employers’ coalition, are determined by the function including 
the coalition payoff and its weight. 
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where C
ip : an agent that selects cooperation for the next action 
D

i
p : an agent that selects defection for the next action 

3.2   Coalition Formation 

To investigate other worker’s intention for a coalition formation, the prisoner’s di-
lemma game is played between two workers. A worker is selected at random in work-
ers’ population, and the other worker is orderly selected in the same population. Thus, 
the worker selected randomly in the population plays against all the other workers 
(single worker or coalition) in the population. After each game, each of the two 
agents considers making (or joining) a coalition to get more payoffs from his worksite 
partner. Table 1 shows three conditions in order to form a strategic coalition used in 
this paper. If all conditions are satisfied, they form a strategic coalition. Employers 
also follow the same procedure with workers.  

Table 1. Three conditions for a coalition formation 

Condition Characteristics 
condition 1 Each agent’s payoff before the game between two agents must be higher 

than the average payoff of the population 
condition 2 Each agent’s payoff after the game between two agents must be less than 

the average payoff of the population. 
condition 3 Each agent’s payoff after a coalition must be higher than the average payoff 

of the population  

As the game is played over and over again, there may be many coalitions in the 
population. Therefore a worker can play the game against a coalition. A coalition can 
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also play the game against another coalition. In the case that a worker joins an exist-
ing coalition, the workers within the coalition (including a new one) play another 
prisoner's dilemma game in a round-robin way to update all participants’ rank. For 
example, when there are k workers in a coalition, k(k-1)/2 games will be played to-
tally. If the total number of workers (i.e., k) is greater than a pre-defined maximum 
coalition size, the weakest worker (in terms of the total payoff obtained in all round-
robin games) will be removed from the coalition. All workers within the coalition are 
ranked (sorted) according to each payoff. Then each of the workers has weight corre-
sponding to his rank in the coalition. The weight plays an important role in determin-
ing the worker’s impact on the coalition’s next move.  

If workers form a strategic coalition they act as a single agent from the time. 
Therefore, there must be a decision making method to combine the behaviors of all 
participants in the coalition for the next action (refer to equation (2)). In this paper, 
we use the weighted voting method which determines the weight value according to 
each participant’s payoff belonging to the coalition. In other words, a superior agent 
gets a higher weight value for decision making of the next action. Employers also 
follow the same procedure because a worker and an employer have the identical at-
tributes and internal state. 

4   Experimental Results 

The experimental design focuses on the independent variation of three factors: job 
concentration as measured by JCON=(NW/NE); and job capacity as measured by 
JCAP=((NE*eq)/(NW*wq)); and coalition. Figure 1 describes the experimental design 
with three factors. For each experiment, the number of workers and employers are set 
as 24, respectively, when a job concentration is balanced (JCON=1). All remaining 
parameters are maintained at fixed values throughout all the experiments as shown in 
Table 2.  

Table 2. Experimental parameters 

Parameter Value 
population size 24 
crossover rate 0.6 
mutation rate 0.005 
number of generations 50 
number of iterations 100 
initial payoff 1.4 
refusal payoff -0.5 
inactivity payoff 0.0 
sucker’s payoff -1.6 
temptation payoff 3.4 
mutual cooperation 1.4 
mutual  defection -0.6 
history size 2 

NW=12, wq=4
NE=24, eq=1

NW=12, wq=2
NE=24, eq=1

NW=12, wq=1
NE=24, eq=1

NW=24, wq=2
NE=24, eq=1

NW=24, wq=1
NE=24, eq=1

NW=24, wq=1
NE=24, eq=2

NW=24, wq=1
NE=12, eq=1

NW=24, wq=1
NE=12, eq=2

NW=24, wq=1
NE=12, eq=4

JCAP=1/2 JCAP=1 JCAP=2

JCON=1/2

JCON=1

JCON=2

Coalition 
allowed

Coalition 
not allowed

coalition

no coalition

coalition

no coalition

coalition

no coalition

 
 

Fig. 1. Experimental design with three factors  
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4.1   High Job Concentration 

In a high job concentration (JCON=2), employers are beneficial when finding work-
ers because the number of workers is more than that of employers. Such phenomena 
occur occasionally in a real-world labor market. Table 3 shows the experimental 
results of behavioral patterns of the agents in the high job concentration with each job 
capacity on average of 10 runs. In the table, when a coalition is not allowed and a job 
capacity is tight (JCAP=1/2), employers act more aggressively (employer 77%) and 
workers act principally inactively (worker 43%). The reason is that the tight job ca-
pacity causes the employers to exploit the workers who have weakness in job finding. 
The figure of percentage in the table describes the rate for each behavioral class of the 
agents in the final generation, and the sum of each class does not mean to equal 100% 
because some agents do not belong to the three classes or can be duplicated.  

Table 3. The experimental results of a high job concentration considering a coalition 

 Tight job capacity 
(JCAP=1/2) 

Balanced job capacity 
(JCAP=1) 

Excess job capacity 
(JCAP=2) 

 e w  e w  e w 
Inact. 12 %  56% Inact. 6% 9% Inact. 14% 5% 
Aggr. 77% 43% Aggr. 37% 50% Aggr. 52% 55% 
Nice 10% 13% Nice 46% 36% Nice 20% 16% 

Coalition 
not allowed 

Utility 0.98 0.04 Utility 0.95 0.81 Utility 0.60 1.14 
 e w  e w  e w 

Inact. 9% 54% Inact. 6% 14% Inact. 23% 15% 
Aggr. 62% 16% Aggr. 46% 37% Aggr. 61% 44% 
Nice 1% 3% Nice 10% 0% Nice 1% 6% 

Coalition 
allowed 

Utility 0.96 0.16 Utility 0.92 0.53 Utility 0.94 0.48 

Employers and workers act principally as a nice agent when a job capacity is bal-
anced (employer 46%, worker 36%) when a coalition is not allowed. It means that 
employers and workers do not compete severely for job match because the labor 
market structure is stable in demand and supply. When a job capacity is excess, how-
ever, inactive employers appear more in worksite interaction (employer 14%), which 
means that the labor market structure is unfavorable to employers. 

If a strategic coalition is allowed the experimental results are varied according to a 
job capacity. Employers and workers become non-cooperative when a coalition is not 
allowed in every job capacity. It explains that the coalition selects mainly defection 
from its worksite partners and then it makes the population more competitive. In other 
words, a coalition causes nice agents to decrease, which means the agents in the coali-
tion select more defection as the next action. It is also shown in the rate of aggressive 
agents in each job capacity.  

In terms of utility (i.e., payoff) as shown in Figure 2, the payoffs of employers and 
workers become less if a coalition is allowed because non-cooperative agents increase 
in a competitive labor market environment. In Figure 2(a), the payoff of employers in 
an excess job capacity is less than that in tight and balanced job capacity while that of 
workers in tight job capacity is less than that in an excess and a balanced job capacity 
in Figure 2(b). It means that an excess job capacity is unfavorable to employers while 
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a tight job capacity is unfavorable to workers with the ratio of employers and  
workers. 
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(a) Employer                                                               (b) Worker 

Fig. 2. Variation of average payoffs in a high job concentration. Employers get more payoffs 
than workers regardless of a coalition (Compare the average payoffs of two figures). It means 
that employers have more favorable position in finding worksite partners in a labor market as 
well as a real world 

4.2   Balanced Job Concentration 

Table 4 depicts the experimental results of a balanced job concentration with each job 
capacity. As shown in the table, although a job concentration is balanced the behav-
ioral patterns of agents can be varied because work offer quota (wq) and work accep-
tance quota (eq) are different. When a job capacity is tight and a coalition is not al-
lowed, workers act inactively in order not to lose the refusal payoff against employers 
(worker 38%). However, in a balanced job capacity, many employers and workers 
play nice strategy to cooperate with each worksite partner (employer 55%, worker 
35%). That is, the behavior patterns of agents follow the labor market structure repre-
sented as a job capacity when a coalition is not allowed. 

If coalition is allowed in a balanced job concentration, cooperative agents de-
crease in every job capacity. It is similar with the case of a high job concentration 
when a coalition allowed. Especially, 55% of nice employers and 35% of nice work-
ers before a coalition decreases dramatically to 4% and 5%, respectively, after a coali-
tion is allowed. It means that a coalition makes the population of employers and 
workers competitive extremely. Additionally, a coalition makes the increment of 
inactive agents from nice agents (employer 22%, worker 22%), which means that 
observers increase due to an unstable labor market structure.  

The utility of agents are also varied on whether a coalition is allowed or not. Both 
of employer and worker get fewer payoffs when a coalition is allowed because the 
whole population becomes non-cooperative and each agent selects frequently defec-
tion in worksite interactions.  
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Table 4. The experimental results of a balanced job concentration considering a coalition 

 
Tight job capacity 

(JCAP=1/2) 
Balanced job capacity 

(JCAP=1) 
Excess job capacity 

(JCAP=2) 
 e w e w e w 

Inact. 10% 38% Inact. 13% 13% Inact. 31% 3% 
Aggr. 65% 19% Aggr. 34% 44% Aggr. 57% 62% 
Nice 18% 18% Nice 55% 35% Nice 19% 19% 

Coalition 
not allowed 

Utility 1.33 -0.02 Utility 1.39 0.78 Utility 1.00 0.73 
 e w e w e w 

Inact. 8% 37% Inact. 22% 22% Inact. 40% 11% 
Aggr. 46% 19% Aggr. 67% 20% Aggr. 61% 31% 
Nice 2% 2% Nice 4% 5% Nice 1% 8% 

Coalition 
allowed 

Utility 0.90 0.16 Utility 0.91 0.26 Utility 0.75 0.57 

Figure 3 shows the payoff variation when a job concentration is balanced. Em-
ployers get more payoffs when a coalition is not allowed, which means that coopera-
tive employers dominate the population and then the population converges to mutual 
cooperation. In the case of workers, they get the least payoff when a job capacity is 
tight and a coalition is not allowed, which means the labor market structure is disad-
vantageous to workers. 

0 10 20 30 40 50
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Generation

A
ve

ra
ge

 p
ay

of
f

No coalition, JCAP=1/2
No coalition, JCAP=1
No coalition, JCAP=2
Coalition, JCAP=1/2
Coalition, JCAP=1
Coalition, JCAP=2

0 10 20 30 40 50
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Generation

A
ve

ra
ge

 p
ay

of
f

No coalition, JCAP=1/2
No coalition, JCAP=1
No coalition, JCAP=2
Coalition, JCAP=1/2
Coalition, JCAP=1
Coalition, JCAP=2

 
(a) Employer                                                                  (b) Worker 

Fig. 3. Variation of average payoffs in a balanced job concentration. Notice Y axis value be-
tween two figures. Employers get more payoffs relatively when a coalition is not allowed 
(dashed lines in Fig. 3(a)). It is similar to the case of workers, but the difference is rather small 

4.3   Low Job Concentration 

In this section, we analyze the behavioral patterns of the agents when a job concentra-
tion is low (JCON=1/2) which means the number of employers is two times more 
than the number of workers (NW/NE=1/2). In this environment, workers have an 
advantage in finding his worksite partner. Table 5 shows the experimental results of a 
low job concentration with each job capacity. The rate of inactive agents is remarka-
bly high in comparison with a high and a balanced job concentration regardless of a 
coalition. It describes that a low job concentration causes employers and workers to 
be a spectator by the low possibility of occupation. However, nice agents decrease 
when a coalition is allowed in the same manner of a high and a balanced job concen-
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tration (employer 6%, worker 5%). It results in the utility of employers and workers 
decreased when a coalition is allowed. 

Table 5. The experimental results of a low job concentration considering a coalition 

 Tight job capacity 
(JCAP=1/2) 

Balanced job capacity 
(JCAP=1) 

Excess job capacity 
(JCAP=2) 

 e w  e w  e w 
Inact. 36% 47% Inact. 31% 24% Inact. 52% 5% 
Aggr. 63% 24% Aggr. 58% 25% Aggr. 48% 41% 
Nice 10% 18% Nice 41% 52% Nice 30% 21% 

Coalition 
not allowed 

Utility 1.47 -0.14 Utility 1.87 0.27 Utility 0.74 0.84 
 e w  e w  e w 

Inact. 16% 29% Inact. 28% 18% Inact. 58% 16% 
Aggr. 52% 24% Aggr. 44% 38% Aggr. 41% 37% 
Nice 8% 1% Nice 6% 5% Nice 2% 7% 

Coalition 
allowed 

Utility 1.02 0.15 Utility 0.93 0.11 Utility 0.93 0.18 

Figure 4 depicts the variation of average payoffs in a low job concentration along 
generations. Employers get near the mutual cooperation payoff (payoff value 1.4) 
when a job concentration is balanced and coalition is not allowed. It means that the 
labor market is stable and most of agents (i.e., employers and workers) are coopera-
tive in worksite interactions. Workers get fewer payoffs relatively than employers in 
every job capacity, which describes that they are exploited by aggressive employers 
due to an unfavorable market structure. Needless to say, if a coalition is allowed the 
payoffs become less due to non-cooperative behaviors of the coalition as well as other 
job concentrations. 

0 10 20 30 40 50
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Generation

A
ve

ra
ge

 p
ay

of
f

No coalition, JCAP=1/2
No coalition, JCAP=1
No coalition, JCAP=2
Coalition, JCAP=1/2
Coalition, JCAP=1
Coalition, JCAP=2

0 10 20 30 40 50
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Generation

A
ve

ra
ge

 p
ay

of
f

No coalition, JCAP=1/2
No coalition, JCAP=1
No coalition, JCAP=2
Coalition, JCAP=1/2
Coalition, JCAP=1
Coalition, JCAP=2

 
(a) Employer                                                                   (b) Worker 

Fig. 4. Variation of average payoffs in a low job concentration. Employers earn more payoffs 
rather than workers in every job capacity. Notice the values of Y axis in the figures. Most of 
payoff lines are lower when a coalition is allowed regardless of employers and workers 

4.4   Number of Coalitions 

Figure 2 shows how many coalitions are formed or dismissed along generations in 
each job concentration and a job capacity of 5 runs. Particularly, Figure 2(a), (b), (c) 
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describe the variation of the number of coalitions when a job concentration is high 
(Notice that the maximum number of coalitions is one third of a population). Here, 
the number of workers’ coalition is more than that of employers’ coalition. It is 
caused by that the total number of workers is more than that of employers in each 
generation.  

Figure 2(d), (e), (f) describe the number of coalitions when a job concentration is 
balanced. In the figure, the number of coalitions is varied almost equivalently be-
tween an employer and a worker. The reason is that the balance of the number of 
employers and workers permits the equivalent possibility of coalition formation. 
Figure 2(g), (h), (i) depict the number of coalitions when a job concentration is low. 
Each of the figures shows that the number of employers’ coalition is more than that of 
workers’ coalition, which means the possibility of coalition formation for employers 
is higher than the workers.  
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(a) JCON=2, JCAP=1/2                  (b) JCON=2, JCAP=1                 (c) JCON=2, JCAP=2 
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(d) JCON=1, JCAP=1/2                (e) JCON=1, JCAP=1                   (f) JCON=1, JCAP=2 
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(g) JCON=1/2, JCAP=1/2              (h) JCON=1/2, JCAP=1               (i) JCON=1/2, JCAP=2 

Fig. 5. The number of coalitions in each job concentration and a job capacity when a strategic 
coalition is allowed. Solid lines are for workers and dashed lines are for employers 

5   Conclusions 

A real-world labor market has complex worksite interactions among its constituents 
like workers and employers. Therefore, modeling the labor market and predicting the 
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future market structure are an important study to help proper policies established and 
the policies adaptive to a changing environment. In this paper, we propose a strategic 
coalition to model complex interactions in an agent-based computational labor market. 
We also investigate how a strategic coalition affects the labor market structure and the 
behavior of workers and employers. Experimental results describe that a strategic 
coalition makes workers and employers more aggressive to their worksite partners. 
Specifically, employers and workers act cooperatively when a job capacity is bal-
anced and a coalition is not allowed. However, they become non-cooperative players 
when a coalition is allowed. The number of coalitions varies according to a labor 
market structure which consists of the ratio of employers and workers. That is, em-
ployers form a coalition more actively when a job concentration is high. Conversely, 
workers form more coalitions when a job concentration is low. The utility level of 
employers and workers becomes less when a coalition is allowed. It means that labor 
market including a coalition between workers and/or between employers is changed 
to a competitive structure. This appears remarkably high when a labor market struc-
ture is in a tight and an excess job capacity. 
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Abstract. Privacy preservation is crucial in the ubiquitous computing
because a lot of privacy-sensitive information can be collected and dis-
tributed in the ubiquitous computing environment. The anonymity-based
approach is one of well-known ones for privacy preservation in ubiquitous
computing. It allows users to use pseudonyms when they join in a service
area of the ubiquitous computing environment. This approach can pro-
tect users’ privacy by hiding the user’s real IDs, but it makes it difficult to
provide ID-based services like buddy service, safety alert service, and so
on. This paper proposes a multiagent architecture to make it possible to
provide ID-based services in the anonymity-based privacy awareness sys-
tems. The proposed architecture employs so-called the white page agent
which maintains the current pseudonyms of users and allows users to get
the pseudonyms of other users from the agent. Even though the white
page agent contains the pseudonyms of users, it is enforced not to disclose
the association of real user IDs with pseudonyms by adopting encryption
techniques. This paper presents in detail the proposed architecture, its
constituent components and their roles and how they provide ID-based
services in the anonymity-based system. As an example, it also presents
how buddy service can take place in the proposed architecture.

1 Introduction

Ubiquitous computing is an emerging field in computer systems research, which
promises an environment in which users can use computing services without
conscious thought at any time, at any place. To provide ubiquitous computing
services, they need to use contextual information (e.g., the identity, location of
user, service time, neighboring objects, and so on) about the user in order for her
not to specify the details about how to operate the facilities. Lots of contextual
information about users are collected through sensors embedded in the environ-
ment and stored somewhere in the environment. Some contextual information
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is privacy-sensitive, and thus if someone can access such information, he may
figure out when, where, and who did what. Among the contextual information,
the identity(ID) and location are most sensitive. If it is possible to completely
hide real IDs of users, we are nearly free from privacy concerns. In practice users
frequently confront with the situations their IDs are asked when they use some
services. In the meanwhile, the locations of users may imply some aspects of
privacy-sensitive information.

In the literature of ubiquitous computing, we can find several approaches
to protecting users’ privacy, especially, location privacy.[1-14] The policy-based
approach and the anonymity-based approach are the representative ones for pri-
vacy protection. In the policy-based approach, a designated server takes charge
of handling access control to privacy-sensitive information based on the privacy
policies.[1] The server collects some privacy-related information about the users
through the underlying sensor networks. Users register at the server their pri-
vacy preferences about who would be allowed to access their information. The
server determines whether the requests from applications are accepted or not
based on the users’ privacy preference and the applications’ privacy policy. An
application’s privacy policy is an assertion about which purposes the applica-
tion uses the information about a user. In this scheme, the users should put their
trust in the server. However, if the server conspires with an application against
users, the users’ privacy-sensitive information can be improperly disclosed. In
the circumstances where there will be multiple servers, users would hesitate to
trust those servers.

On the contrary, the anonymity-based approach does not demand users to
trust any server.[2] In the approach, applications have their own spatial service
area and take care of only users who enter into their service area. To protect their
own privacy, users use pseudonyms when they join in a service area. Thanks to
pseudonyms, attackers come to have difficulty in associating pseudonyms with
real IDs. Even though the number of users in an service area affects the degree of
privacy preservation and data mining techniques could reveal some association
among pseudonyms, the anonymity-based approach has the advantage in that
users do not have to unconditionally believe some server. However, this approach
also has some restrictions in providing ID-based services like buddy service,
safety alert service. The buddy service is one of popular services in cellular
phone community, which informs a user of the presence of her buddy around
her. The safety alert service is to help a user not to get into a dangerous place
by tracking her location.

In this paper, we propose a multiagent architecture to enable ID-based ser-
vices in the anonymity-based privacy awareness systems. The fundamental idea
of the proposed architecture is to use a white page agent through which users
and applications get other users’ current pseudonyms. The white page agent
is assumed to be not so much as secure and trustworthy as the users expect.
To provide secure white page service, the proposed method employs encryption
techniques and several interaction protocols. In the proposed architecture, the
users register their pseudonyms to the white page agent each time they change
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their pseudonym. The users and applications having the friendship with a user
can access the current pseudonym of the user stored in the white page agent.
Even though the white agent stores the pseudonym data for users, it cannot fig-
ure out their contents because the pseudonyms are encrypted with the keys not
known to the agent. By enabling to locate users by pseudonyms, the proposed
method provides the ID-based services in the anonymity-based ubiquitous com-
puting environment. In addition, by introducing a hierarchical naming scheme
considering proximity among physical areas, the proposed architecture enables
to easily provide location-based services.

This paper is organized as follows: Section 2 presents some related works
to privacy preservation in ubiquitous computing. Section 3 introduces the pro-
posed multiagent architecture for ID-based services in anonymity-based ubiqui-
tous computing environment. Section 4 shows how to implement buddy service
on the proposed architecture as an example. Finally, Section 5 draws conclusions.

2 Related Works

Privacy concerns have been addressed in various research works.[1-14] The policy-
based privacy preservation method depends on a server which makes access
control decision on privacy-sensitive information.[1] For the access control, the
server refers to the applications’ privacy policies and the users’ privacy pref-
erences. Users register to the server their privacy preferences about who can
use which data of them. When an application requests data from the server,
it also sends its privacy policy for the data along with the request. The server
maintains a set of validators used to check the conformity of application’s pri-
vacy policy against user’s privacy preference. The privacy policy-based control
method enables flexible access control based on various criteria such as time of
the request, location, speed, and identities of the located objects. Despite this
advantage, it is burdensome for average users to specify such complex policies.
Privacy policies play the role of establishing a trust in the server. But, they
cannot guarantee that the server adequately protects the collected data from
various attacks. The users are also enforced to trust the server who controls the
access to their privacy-sensitive data.

The anonymity-based privacy preservation method is an alternative of the
policy-based method.[2] It tries to protect the individual’s privacy by deperson-
alizing user data. In this scheme, when a user enters into a service area of an
application, she uses a pseudonym instead of her real ID. The use of pseudonyms
makes it difficult for malicious applications to identify and track individuals.
There remain yet some vulnerabilities under the situations in which the only
limited number of users move in and out the service areas, or the sensor network
is owned by an untrusted party which can keep track of device-level IDs like
MAC addresses. Due to the anonymity-based nature, it is not easy to incorpo-
rate detailed access control like privacy policies and to provide ID-based services
like buddy services, safety alert service, callback service, etc. This method does
not ask users to trust any application or server.
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Grutester et al.[3] proposed a privacy preservation approach to use a dis-
tributed anonymity algorithm that is implemented at the sensor network level.
In their architecture, the sensors can keep track of the number of users in an area
and monitor changes in real-time, and a location server collects the sensor data
and publishes it to applications. Their anonymity algorithm controls the resolu-
tion of users’ IDs to guarantee users to be k-anonymous, which means that every
user at the moment is indistinguishable from at least k−1 other users. To enable
this, the approach takes the special naming scheme for locations in which names
are encoded into a hierarchically organized bit stream. It reports only some up-
per part of the bit stream when it wants to increase the level of anonymity. This
approach uses pseudonyms for locations instead of using pseudonyms for users.
As the matter of fact, the pseudonyms for locations are the blurred IDs of the
real location IDs.

In the Cricket location-support system[13], there are a set of beacons em-
bedded in the environment and receiving devices that determine their
location by listening to the radio and ultrasound beacons. The location infor-
mation is initially only known to the devices, and then the owners of the de-
vices decide to whom this information will be disclosed. Therefore, the users
do not have to trust any embedded sensors or servers. To employ this ap-
proach, the sensor networks should be comprised of only the homogeneous types
of sensors. The users should carry a device that is compatible with the bea-
cons and powerful enough to process the tasks of location identification and
communication.

3 The Proposed ID-Based Service System Architecture

We are interested in providing the ID-based services in the following situation:
Two counterparts want to communicate with each other in an anonymity-based
system despite they keep changing their pseudonyms. They do not disclose their
real IDs to the sensor networks to preserve their privacy. While they commu-
nicate with each other, they use their pseudonyms. Therefore, they need some
mechanism to keep track of their counterpart’s pseudonyms. Their devices are
assumed not to have unique IDs which the sensor networks could use to associate
them with specific users. Therefore, it is assumed that there are no ways to di-
rectly bind user IDs with device IDs. There are special servers called zone agents,
each of which takes care of a spatial service area, collects data from the sensors
in their own area, communicates with user devices (i.e., user agents) placed in
the area, and relays the communication messages between user devices and other
users’ devices or other applications outside the area. One of the most crucial ca-
pabilities for the ID-based services in the anonymity-based systems is to enable
communicating partners to know their corresponding partners’ pseudonyms in
a secure way. This section describes the proposed ID-based service multiagent
architecture in detail.
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Fig. 1. Overview of the ID-based service multiagent architecture

3.1 System Architecture

Figure 1 shows the proposed multiagent architecture for the ID-based services in
the anonymity-based systems. The architecture comprises of a white page agent,
a set of zone agents, a set of user agents, a set of user directory agents, and a
set of application agents. Each agent plays the following roles:

White Page Agent. It receives the users’ pseudonym update request mes-
sages, delivers them to user directory agents, and updates the users’ pseudonym
records according to the requests from user directory agents. It also provides the
white page service that enables users with proper keys to retrieve the current
pseudonyms of their friends.

User Agents. Each user has her own agent which runs in the device carried
with her. On behalf of users, the user agents communicate with other agents and
applications in a privacy-preserving way.

Zone Agents. Each zone agent takes care of a designated physical zone. It mon-
itors which user agents come in and go out its zone and assigns new pseudonyms
to user agents (i.e., users) joining in its zone. It relays the communication mes-
sages between user agents in its zone and user agents or applications off the
zone.

User Directory Agents. A user directory agent plays the role of updating
the users’ pseudonym records stored in the white page agent according to the
requests from the users. In the considered architecture, there are multiple user
directory agents, each of which can work for a set of users. A user makes a
contract with a user directory agent and delegates to the user directory agent the
task of maintaining her pseudonym. Each user directory agent creates friend keys
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which is used to encrypt the users’ pseudonyms, and maintains the information
whose and which keys are used for which user agents and which applications.

Application Agents. An application agent acts as an interface for an appli-
cation. It receives requests from outside, transfers them to its corresponding
application, and then sends back the results produced by the application. It also
serves as the communication front-end of an application. Thus it can play the
role of establishing initial set-up like acquiring the current pseudonym of a user
when an application wants to communicate with the user.

3.2 Secure Registration of Pseudonyms

In the proposed architecture, users register their current pseudonyms to the
white page agent, and both users and applications can get the pseudonyms of
correspondents from the agent if they have proper encryption key information.
Users would not feel easy for the white page agent to deal with pseudonym
data in plain texts because they may think the white page agent is not so much
secure and trustworthy as they expect. As a matter fact, the white page is a place
which attackers would bombard to acquire useful information. In the proposed
architecture, we store pseudonyms in an encrypted form. The database of the
white page agent contains the records made of the pair (real ID of user i, a list
of user i’s current pseudonyms encrypted with different friend keys). The key
issue here is how a user updates the encrypted pseudonym field of her record in
the white page agent without revealing her identity.

Fig. 2. Registration of new pseudonym to the white page agent

Figure 2 shows how new pseudonym is registered to the white page agent
in the proposed architecture. The basic idea is to make the i’s user directory
agent register new pseudonym on behalf of user i. When the i’s user agent joins
in a zone (Step 1), the user agent is assigned a new pseudonym by the zone
agent (Step 2). If a user agent directly updates its pseudonym record with its
encrypted pseudonym, the attackers easily could infer which agent works for
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whom. To avoid this, we take the following strategy: The i’s user agent encrypts
the pseudonym update message with a key called directory key which is a secret
key shared with its user directory agent, and then sends it to the white page
agent.(Step 3) Due to the encryption, the white page agent cannot understand
the contents of the message. It just delivers the copies of the message to all user
directory agents.(Step 4) Once a user directory agent receives a pseudonym up-
date message from the white page agent, it tries to decrypt the message with its
own directory key. The user agents and their corresponding user directory agent
share a unique directory key. Therefore, only the intended user directory agent
can recovery a meaningful message from the received message. Now, the user
directory agent encrypts the new pseudonym for user i with the so-called friend
keys. A friend key is a secret key which is used to encrypt the current pseudonym
of user i and is shared with some friends of user i. Therefore, the friends of user
i can recover the pseudonym of user i from her encrypted pseudonym. The user
directory agent asks the white page agent to update the pseudonym field for
user i with the encrypted pseudonyms.(Step 5) At this moment, if an attacker
could analyze the traffic over the network, he may bind the user agent initiating
a pseudonym update request with the user’s real ID since the user’s pseudonym
field in the white page agent, which can be accessible to any users including
attackers, will be definitely changed after such a pseudonym update request. To
avoid this kind of attacks, some portion of all user directory agents randomly
request the white page agent to update some of their users’ records regard-
less of whether they received the pseudonym update request from their user or
not.(Step 5) When a user directory agent other than the i’s user directory agent
asks pseudonym update, it sends to the white page agent the already existing en-
crypted pseudonym with some meaningless modification. In Figure 2, the dotted
lines indicate the message passing for such meaningless updates.

Now users should have trust in their own user directory agent. In this ar-
chitecture, if all the user directory agents other than user i’s would refuse to
do the meaningless updates, some attacks could disclose the real ID of the i’s
user agent. However, all user directory agents have the same goal to protect
their users’ privacy. They have no choice but to cooperate each other for their
common benefit. To strengthen the security, user directory agents come to ask
the white page agent to update several users’ pseudonyms at a time even though
they need to update only one user’s pseudonym.

3.3 Retrieval of a User’s Pseudonym

When a user (or an application) i wants to communicate with a user j, i needs
to know the current pseudonym of j. At the moment, user i is assumed to know
the real ID of user j. The i’s user agent asks the white page agent about the
pseudonym of user j. After that, user i communicates with user j using the
pseudonyms. Here the traffic analysis of their communication may reveal some
information about their real IDs. Therefore, the pseudonym request message sent
by the user agent is encrypted using the public key of the white page agent so
that attackers cannot see whose pseudonym is requested. The request message
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contains a secret key as well as the counterpart’s ID. The secret key is later used
to encrypt the response message which consists of a collection of pairs (real ID,
a list of encrypted pseudonyms). In the list, each encrypted pseudonym element
is composed of the pair (friend key fk, pseudonym) encrypted using the friend
key fk. If the user i is a friend of the user j, i must have a friend key for j’s
pseudonym. Therefore, the i’s user agent can recover the pseudonym for user j
from the response message.

3.4 Confirmation of a User’s Pseudonym Update

After a user i asks the renewal of her pseudonym, i wants to make sure that the
update request is properly treated. If the i’s user directory agent informs the
user i of the status of the request just after processing the update request, an
attacker could catch the association relationship of user i with her user direc-
tory agent. Some data mining techniques could find privacy-sensitive informa-
tion from the data collected by the traffic sniffing. Therefore, the i’s user agent
checks her pseudonym on a non-regular basis by asking the white page agent her
pseudonym. In order to make confused for the attacker to analyze the traffic,
the user agents may also ask arbitrary users’ pseudonyms on a non-regular basis
although they cannot decrypt them.

For each user i, the i’s user directory agent has a special friend key for only
i, encrypts the i’s pseudonym with the friend key as well as other friend keys,
and stores the encrypted pseudonyms in the database of the white page agent.
The special friend keys are used when users check their pseudonyms stored in
the white page agent.

3.5 Naming Scheme

In order to implement a white page, all users’ real IDs must be unique because
pseudonyms are retrieved based on the real IDs of users. In the meanwhile, users
employ pseudonyms to hide their real IDs and use them as a temporary ID
for the counterparts during communication. Therefore, pseudonyms should also
be unique across the networks. In addition, in order to provide location-based
services, it would be good for a naming scheme to associate pseudonyms with
the locations at which the users with the pseudonyms are placed. The proposed
architecture adopts the pseudonym naming scheme shown in Figure 3.

A pseudonym consists of several fields where all left side fields but the right-
most field represents the ID of a zone and the rightmost field contains a tempo-
rary user ID in the zone in which the user with the pseudonym is located. Each
zone has a unique ID. Thus a pseudonym of a user is the combination of the
zone ID of the user on the left side and a temporary user ID assigned by the
zone agent. In the proposed architecture, zones are organized in a hierarchical
manner according to their spatial proximity. Thus, the more the prefixes of two
pseudonyms are the same, the more the corresponding zones are close.
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Fig. 3. Naming Scheme for pseudonyms

3.6 Friendship Agreement

Only friends of a user are allowed to get her pseudonym. When a user or an
application i wants to communicate with user j or wants to use the location
information of j, the proposed architecture uses the protocol shown in Figure 4.

At first the i’s user agent asks the i’s user directory agent to start the friend-
ship establishment with user j.(Step 1) The i’s user directory agent sends to
the white page agent a friendship call message, which is made of the tuple (the
address of the i’s user directory agent, the real ID of user j, an encryption key)
encrypted using the session key shared by the white page agent and all user
directory agents.(Step 2) The white page agent broadcasts the copies of the
message to all other user directory agents.(Step 3) On receiving the message, if
a user directory agent takes care of the user j, it sends to the i’s directory agent
its address and a session key encrypted using the encryption key.(Step 4) At the
moment, the user i does not know yet who made the friendship call. Now the i’s
user directory agent informs the j’s user directory agent of the i’s friendship call
message encrypted using the session key.(Step 5) The friendship call message
contains the ID of user i and the i’s digital signature to be used to prove that
user i is not spoofed. The j’s user agent transfers the received friendship call to
the j’s user agent.(Step 6) Then the j’s user agent asks whether she accepts the
call or not.

If the user j declines the call, the decline message is sent back to the i’s
user agent from the j’s user agent via the j’s user directory agent and the i’s
user directory agent.(Steps 7, 9, 10) If the user j accepts the call, the j’s user
agent asks the j’s user directory agent to prepare the friendship setup.(Step 7)
Then, the j’s user directory agent creates a friend key for i and registers the
j’s pseudonym encrypted using the friend key to the white page agent.(Step 8)
Now, the j’s user directory agent informs the i’s user agent of the friend key
using the encrypted message via the i’s user directory agent.(Steps 9, 10)

A user may have multiple friend keys if she belongs to multiple friend groups.
Each user agent has a repository which maintains the information about what
friend keys are used for which friends. In terms of the same context, the white
page agent comes to have multiple encrypted pseudonyms for a user ID.

3.7 Routing of Pseudonyms

In the proposed architecture, all agents but user agents running on users’ mo-
bile devices are connected to the Internet and thus they have corresponding
IP(Internet Protocol) addresses. User devices are assumed not to be able to con-
nect to the Internet directly. In the employed naming scheme, pseudonyms imply



A Multiagent Architecture for Privacy-Preserving ID-Based Service 23

Fig. 4. Friendship Agreement

some proximity information among users, but have nothing to do with IP ad-
dresses. In order to provide the IP address resolution for pseudonyms, the white
page agent maintains a database which keeps the mapping information between
the pseudonyms (exactly to speak, zone IDs) and IP addresses, the proximity
information among zone IDs, and addressing information for entities such as user
directory agents, application agents, etc. When a user or an application wants
to communicate with an entity on the Internet, she first gets the addressing
information for the entity from the white page agent.

As a matter of fact, user agents do not have their own IP address. The
zone agents to which they belongs have IP addresses and the user agents are
distinguished by their temporary agent IDs within their zone. Therefore, a zone
agent plays the role of a proxy which sends and receives messages on behalf of
user agents. Therefore, the messages of user agents come to contain the fields of
the IP address of a zone and an temporary agent ID of a user agent.

4 A Service Scenario: Buddy Service

Figure 5 shows how a buddy service can be provided in the proposed architecture.
When user i wants to get a buddy service with user j, the following actions take
place. It is assumed that i and j are already friends each other. Therefore,
they can get counterpart’s current pseudonym from the white page agent. Now
suppose that i wants to get a buddy service with j. Then i should obtain the
permission from j.

First, the i’s user agent sends the ask-permission message to j’s user agent.
(Step 1) If j declines it, then the j’s user agent informs the i’s user agent of
it.(Step 5) If j accepts the buddy service request with i, the j’s user agent asks
the j’s user directory agent to create a friend key used for the buddy service.(Step
2) Then, the j’s user directory agent creates a friend key for the buddy service,
and registers to the white page agent the j’s pseudonym encrypted using the
friend key.(Step 3) After that, the j’s user directory agent gives the friend key
to the j’s user agent.(Step 4) Now the j’s user agent sends to the i’s user agent
the acceptance message with the friend key. Then the i’s user agent asks its user
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Fig. 5. Buddy Service

directory agent to register a new friend key for the buddy service.(Steps 6, 7)
After registration, the i’s user directory agent returns to the i’s user agent the
friend key.(Step 8) Finally, the i’s user agent asks the buddy service agent(BSA)
to start the buddy service for users i and j by sending the friend keys for i and
j. The buddy service agent stores the buddy information about i and j such as
their real IDs and their friend keys.

After all initial setup tasks, the buddy service agents periodically checks
the locations of the users registered for the buddy service. If some pair of users
happens to be located in the same or close zones, the buddy service agent informs
them of the presence of their friends around them. When a user wants to cease
the buddy service, she sends a service termination request message to the buddy
service agent. Then the buddy service agent informs it to the user directory
agents and performs some house-keeping tasks to remove the service for them.
The informed user directory agents take steps like friend key removal and other
house-keeping tasks.

5 Conclusions

Privacy preservation is vital in the ubiquitous computing environment. Without
this, users feel uneasy to use and live in the environment. This paper proposed
a multiagent architecture to provide ID-based services in the anonymity-based
systems. The proposed architecture employs a white page agent to maintain the
current pseudonyms of users by which ID-based services can be implemented.
Through the encryption mechanism, the architecture hides the linkage between
users’ real IDs and their pseudonyms. Thanks to the pseudonym naming scheme,
it is easy to get the proximity information among users and thus easy to pro-
vide location-based services such as buddy service. This architecture does not
yet support delicate access control as in policy-based approach. As the further
studies, there remain how to incorporate the delicate access control into this
architecture and how to reduce communication overhead among agents.
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Abstract. In this paper, we present a Top-Down/Bottom-Up (TDBU) design 
approach for critical damage reporting in intelligent sensor networks. This ap-
proach is a minimal hierarchical decomposition of the problem, which seeks a 
balance between achievability and complexity. Our simulated environment 
models two-dimensional square cells as autonomous agents which sense their 
local environment, reporting critical damage as rapidly as possible to a report 
delivery site (portal) by using only the adjacent-cell communication links. The 
global goal is to design agent properties which will allow the multi-agent net-
work to detect critical damage anywhere on the network and to communicate 
this information to a portal whose location is unknown to the agents. We apply 
a TDBU approach together with genetic algorithms (GA) to address the global 
goal. Simulations show that our system can successfully report critical damage 
much better than random methods. 

1   Introduction 

Intelligent sensor networks have been investigated recently for a number of applica-
tions including structural health monitoring, which is a critical factor for future aero-
space vehicles. Such vehicles must operate in adverse environments where failure to 
recognise, assess and respond adequately to damage may prove disastrous. The ad-
vantage of intelligent sensor networks in such environments lies in the distributed 
nature of the intelligence which allows the monitoring process to continue even when 
considerable damage exists. This situation is far more robust than a more conven-
tional centralised intelligence where damage to the central processor may disable the 
entire system [1]. 

The Ageless Aerospace Vehicle (AAV) project is being conducted jointly by 
CSIRO and NASA with the aim of investigating the use of intelligent sensor networks 
for structural health monitoring of future aerospace vehicles [2]. As part of this pro-
ject a Concept Demonstrator (CD) system has been developed. Shown in Fig. 1, the 
CD is a hexagonal structure of approximately 1m. diameter and 1m. in length, cov-
ered by 48 1mm. thick aluminium panels behind which is a rectangular array of 192 
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sensor cells, each having four piezoelectric sensors and a microprocessor. Each cell 
also has the ability to communicate only with its four immediate neighbours.  Since 
the cells have sensing and acting capabilities and are imbued with independent intel-
ligence they may be regarded as “agents”, and the sensor network itself is an example 
of a multi-agent system.  

 

Fig. 1. Ageless Aerospace Vehicle Concept Demonstrator, showing an aluminium panel with 
four cells (left) and the demonstrator with four of the six sides populated (right) 

This sensor network is intended to detect and assess impacts on the skin from fast-
moving projectiles (which simulate micrometeoroids in a space environment).  The 
degree of intelligence of the network can be varied by programming the microproces-
sors.  A number of different detection, assessment and reporting tasks are possible, 
including determination of the location and severity of impacts together with an as-
sessment of damage, both immediate and cumulative.  Eventually prognosis of the 
effects of damage on the fitness of the vehicle and the ability to self-repair are envis-
aged. Although the network will have no control centre it will generally be the case 
that communication from a damage site to another part of the vehicle will be required, 
for example to initiate secondary inspections, repair or, in extreme cases, appropriate 
emergency action.  Such communications will most likely be hierarchical and flexi-
ble, so that the report delivery site (portal) will vary with time as well as depending 
on where the damage occurred and its severity. 

This paper examines the reporting of critical damage in such intelligent sensor net-
works.  “Critical damage” means an impact severe enough to threaten the survival of 
the vehicle.  In such situations time is of the essence, and the requirements on the 
network are to send an alarm as rapidly as possible to a (probably) unknown location 
using only the adjacent-cell communication links.  In addition, there may exist barri-
ers to communication due to the network configuration itself or to significant prior 
and continuing damage. Thus the communications environment is also unknown and 
changing. 

The multi-agent sensor network described above is likely to be a complex system 
exhibiting emergent behaviour [3]. Such systems make life difficult for the designer, 
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principally because of the essential unpredictability of emergence.  On the other hand, 
emergence can offer a much richer solution space and lead to better solutions if the 
unpredictability can be controlled.  Biological evolution offers many examples where 
this has been used to advantage [4]. A traditional approach to the design of complex 
systems is hierarchical decomposition [5], where the problem is broken down into a 
(sometimes large) number of layers which are more amenable to solution.  Unfortu-
nately this process, whilst often allowing a design to be achieved almost always sup-
presses emergent behaviour, thus denying the designer access to the rich solution 
space which complexity can provide.  The authors have recently introduced an alter-
native to this approach which gives the advantages of hierarchical decomposition 
whilst retaining the possibility of emergent behaviour [6, 7].  Called Top-
Down/Bottom-Up (TDBU) design, it is really a minimal decomposition of the prob-
lem which seeks to retain the complex nature of the original.  The TDBU approach is 
described in more detail in the next section. 

2   Top-Down/Bottom-Up (TDBU) Design 

Our approach is to seek a balance between “top-down” (engineering) and “bottom-
up” (scientific) processes. Engineering design starts with a system goal and employs a 
top-down approach to formulate more achievable intermediate goals. In contrast, the 
scientific method develops new knowledge of what is achievable by working from 
the bottom-up.  Successful design is possible when the two processes can be matched, 
with intermediate “entities” (engineering goals) being capable of being achieved 
using existing scientific understanding. To access the rich space of potential solutions 
available from complex systems, it is important to preserve emergent behaviours that 
would be lost with a fully hierarchical design. A minimal hierarchical decomposition 
is a means of seeking a balance between achievability and complexity. 

Of course, it is possible to bypass the TDBU process by using a genetic algorithm 
(GA) or similar to design directly for a specific goal.  The disadvantages, however, 
are lack of generalisability and having to repeat time-consuming GAs for each design.  

In contrast the TDBU approach can retain emergence in one (or both) parts, thus 
broadening the solution space. This is possible because, although the “intermediate 
entities” may result from an emergent process, they may be usable as generic building 
blocks to achieve a broader range of goals in the solution space, possibly leading to 
general design rules. Also, splitting the problem will lead to simpler optimization in 
most cases. 

3    Application to the Sensor Network 

3.1   Environment and Assumptions 

A simplified version of a sensor network is a W x H array of squares, with each 
square representing a cell (agent) of the network. All agents are assumed to have 
identical properties which will be discussed in more detail below. One (or more) of 
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the agents is designated as a “portal”, the location to which, at any given time, critical 
damage must be reported.  Any agent may become a portal and indeed the portal 
location may vary with time and circumstance.  The rules for selecting the portal fall 
outside the scope of the present study, but may be due to decisions made outside the 
sensor network, or alternatively may be part of a self-organised hierarchical process 
which is an emergent property of the network itself [8]. The network may contain 
barriers to communication, across which communication cannot take place.  Barriers 
may be inherent in the structure or due to prior damage.  An example of such a net-
work is shown in Figure 3. 

3.1.1   Agent Properties 
• Each agent may communicate directly with its four neighbours.  For the pur-

poses of this study two levels of communication will be defined:  (a)  Status 
query, a continuing process whereby each agent periodically makes and re-
sponds to status requests of its neighbours. Failure to respond (or a fault-
indicating response) will set a flag which, after consistency checks, results in 
the initiation of a critical damage report.  (b)  Normal reporting, where an 
agent transmits a message to one or more of its neighbours.  

• An agent has memory and can store data such as state, signals, IDs, logic, ac-
tion lists, parameters, or programs.  

• An agent has the ability to perform calculations. 
• Each agent can become a portal, and the above resources must be sufficient to 

allow this. 

3.2   Objective - Critical Damage Reporting 

The objective is to design agent properties to allow detection of critical damage any-
where on the network and to communicate this information to a portal.  The portal, 
which may be any agent in the network, is assumed to be capable of transferring the 
message to another part of the system which is capable of taking appropriate action.  
Critical damage is defined in this instance by the failure of an agent to respond to 
periodic status queries from a neighbour.  Information about the location and severity 
of damage will not be reported in this initial trial, just the fact that critical damage has 
occurred. Time is of the essence for critical damage, so successful reporting in mini-
mum time is the aim, over a wide variety of damage and environmental conditions.  
Minimising the use of resources (communications, etc.) is a subsidiary goal.  

Agents have local knowledge only, so portal location and network status are un-
known to them. Initial trials will assume a single portal only. A TDBU approach 
together with genetic algorithms will be used to design the required agent parameters.   

3.3   TDBU Design for Critical Damage Reporting 

This design problem can readily be made to match the TDBU framework by recog-
nising that agents with portal status act differently to other agents.  The problem may 
then be split into two parts, dealing with normal and portal agents respectively.   
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This method of splitting the problem has advantages since it is very likely that 
good solutions will involve communications from the portal as well as from the 
neighbours of a damaged cell.  The value of this is that the portal may pass messages 
from cell to cell, storing the direction back to itself in each cell.  This establishes a 
network of cells which know the portal direction and can guide incoming critical 
damage messages. Any such network must be able to operate effectively if portal 
positions change periodically by reconfiguring itself to accommodate such changes.  
One way of achieving this is to allow stored information about the portal to decay at a 
rate dependent on how much the portal moves. 

This process has much in common with well known “ant” algorithms and the 
“pheromones” with which their tracks are marked [9].  However, we do not wish to 
restrict message-passing or the storage of information to single-track ant-like be-
haviour since there may be other types of behaviour which give better results.  
However, we will make use of the ant/pheromone terminology in the interests of 
brevity. 

The top-down part of the design is thus provided by the variety of pheromone net-
works that may be generated by the portal. The intermediate entities may be identified 
with the pheromone networks themselves. 

The corresponding bottom-up part of the design is to communicate critical damage 
to the portal with its pheromone network.  In general this will be an easier task than 
locating the portal itself since use can be made of the information in the network 
about portal location. 

The design space covers the reporting of critical damage over a wide range of con-
ditions, including the existing prior damage/barrier environment, the rate of new 
damage and portal mobility. 

3.4   Design Assumptions 

The design is accomplished by finding sets of agent parameters which best provide 
time-critical reporting of damage for a wide range of environmental conditions, in-
cluding variation of the rate of damage and the presence of boundaries.  Having used 
the TDBU process to split the problem as described above we will proceed as  
follows: 

(a) Agent behaviour when acting as a portal will be specified by the designer. 
(b) A genetic algorithm (GA) will be used to design optimum agent parameters 

for a given fitness function, for agents in damage report mode. 
(c) The overall solution will be tested on various environmental conditions and 

decisions made about the regions of applicability. 
(d) The process will be repeated for other fitness functions and portal proper-

ties. 

In each case the performance will be compared with benchmarks, including the 
case where agent properties provide random communications for damage reporting 
and no portal communications at all. 
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3.4.1   Examples of Portal Pheromone Networks 
There are many choices for the type of networks of pheromones set up by portals, 
ranging from no network at all to a “flooding” broadcast.  Figure 2 illustrates some of 
those used in the present simulations. 

 
 (a) Random  (b) Broadcast          (c) Cross 

Fig. 2. Some examples of portal’s information (pheromone) distribution 

4   Simulation and Results 

4.1 Simulation Environment and Agents’ Properties 

A simulation environment like that shown in Figure 3 was set up to test agent de-
sign in a TDBU framework. A “damage report” event has randomly located portal 
and damage sites, with both the portal and neighbours of the damaged agent being 
capable of sending messages.  It is assumed that each event causes all four 
neighbours of a damaged cell to immediately initiate messages which are propa-
gated through the network according to the agent properties.  The aim is to find 
agent properties for maximum robustness of reporting to the portal and minimum 
reporting time, averaged over many events.  Minimising communications cost is a 
subsidiary goal.  Two key functions, G and GP, determine how an agent responds to 
a message from a damage site or a portal respectively, telling it whether and in 
which direction to pass the message on.  The parameters of G and GP define the 
agent properties and are thus what must be found to optimise the performance of 
the network. 

In these tests the portal-derived function GP will be pre-chosen by the designer 
from a list of choices. The damage-derived function G, on the other hand, will be 
optimised using a genetic algorithm (GA). 

The details of the simulation environment, agent properties and the genetic algo-
rithm are as follows.  



32           J. Li, Y. Guo, and G. Poulton 

4.1.1   Simulation Environment 
The simulation environment is a two-dimensional array as in Figure 3, with width W 
= 10 and height H = 10 cells. All agents are identical.  For some tests a barrier to 
communications occupies the cells (5,1) to (5,5). 

4.1.2   Agent Parameters and Properties 

4.1.2.1   Data Storage 
An agent stores the following data, if available: 

• Vp: pheromone value (default zero); 
• P: pheromone direction, where the portal-derived signal comes from; 
• D: damage direction, where the damaged-derived signal comes from; 
• gpr: reporting direction from the last previous event (if it exists). 
• r: a random direction generated by a reporting event. 

Vp takes on integer values from zero to a maximum value Vmax. 
The domain of P, D and r is {UP, DOWN, LEFT, RIGHT, NONE}, ie. the four  

directions plus the option of not sending a message. 

4.1.2.2   The Damage-Derived Function G 
There are many choices for this function, which has the following form: 

g  =  G( P, D, gpr, r; w), 

where g is the direction of the outgoing message and w = [wP, wD, wg, wr] is a vector of 
weights associated with the four other parameters.  Note that for these tests g depends 
on the direction, but not the value, of any pheromone present.  The weights are real 
numbers in the domain [0, 1]. 

The choice of G for the present tests may be described as follows. 

1. Define a vector v = [vU vD vL vR], where vU, vD, vL, and vR are the weights of the di-
rections UP, DOWN, LEFT, RIGHT respectively. v is initially [0 0 0 0].  

2. v is updated based on the values of the parameters P, D, gpr, or r and their associ-
ated weights. For example, if P is “UP”, vU is updated by adding the weight of P, 
wP:  vU = vU + wP.  This process is carried out for all parameters. 

3. Finally, the report direction g corresponds to the maximum element of v. 

A benchmark report-direction function GB1 was also used to test the efficacy of G.  
This is simply defined g  =  r, representing a fully random report direction. 

4.1.2.3   The Portal-Derived Functions GP and GPV 
The general form of the portal-derived function is similar to that for G, except that the 
pheremone value VP needs to be considered.  This requires an additional function to 
describe what pheremone value is passed.  Thus, 

g  =  GP(VP,  P, D, gpr, r; wP), VPnew  =  GPV(VP,  P, D, gpr, r; wP), 
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Again, g is the direction of the outgoing message and VPnew is the pheromone value 
passed to the next cell. The weight wP has the same domain as w. 

As mentioned above, user-selected portal-derived functions will be in our tests.  In 
all cases the pheromone value will decrease by one as it passes from agent to agent, 
ie. VPnew  =  VP  -  1.  

Four examples of GP are used and are described below.  Because of their simplicity 
explicit functional representation is unnecessary. 

• GP1 (Null): No portal-derived messages are passed on; 
• GP2 (Ants): The signal direction depends only on the damage direction (75%) 

with a 25% random component; 
• GP3 (Broadcast): The portal-derived signal is sent to all possible directions; 
• GP4 (Cross): Signals maintain their original direction up to the edges of the 

environment. 

4.1.2.4   Pheromone Decay and Portal Properties 
Two other agent properties need mentioning.  (i) Pheromone decay, where an agent’s 
pheromone value decreases with time according to a specified rule.  Only two situa-
tions are used in the current tests: (a) No decay, where pheromone values do not de-
crease, and (b) linear decrement, where the value decreases linearly. 

The second is the behaviour of the portal which, although it is an agent like any 
other, has special properties, principally the initiation of messages.  For simplicity the 
following assumptions have been made regarding a portal. 

1. The portal issues messages from all four ports at once (or none at all). 
2. When an agent becomes a portal it assumes the maximum pheromone vale Vmax, 

which may decrease with time if pheromone decay operates. 
3. When the pheromone value of a portal reaches a given threshold it issues new 

messages from all its ports. 

4.2   Genetic Algorithm-Based Design 

Genetic Algorithms (GA) are robust in complex search spaces and are appropriate for 
our current situation [10]. A colony of individuals (parameter sets) can be evolved for 
a number of generations, improving the performance of the colony. At the end of 
each generation, “parent” individuals are selected based on a fitness computation 
which must be strongly related to the desired outcome. After the two parents are se-
lected, each is represented by a “chromosomal” string and are then combined, using 
one of several methods, to form two new chromosomes. Some old individuals are 
then replaced in the colony by the offspring (cf. [10, 11] for a detailed description of 
such algorithms).  

In the current tests GA is used to optimise the parameters of the report-direction 
function G. In every generation each individual of the colony must be evaluated by 
calculating a value using an appropriate “fitness function”, which is a well-behaved 
measure of relative fitness.  For the current problem, obviously individuals that can 
robustly report damage to the portal in minimum time and with low communication 
costs will score highly. We define several such functions as follows. 
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Where 1f  is the fitness value, N  is repeat time for each individual in the GA, M  

is the number of neighbours for each event. This fitness function only judges whether 
the damage report has arrived at the portal or not.  Time and communications costs 
are ignored. 
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A large penalty is given for any signals not reaching the portal. Compared with 
equation (1), this fitness function includes the reporting efficiency, where t  is the 
reporting time that the neighbour has taken.  
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3f  differs from 2f  in that there is no penalty as long as at least one neighbour re-

ports the damage to the portal. 
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This fitness value is normalized by the minimum possible time for the neighbour to 

report to the portal, iτ . 

4.3   Experimental Results and Comparison 

Two groups of experiments were conducted: (1) No barriers and no pheromone de-
cay; (2) A single obstacle as in Figure 3 and pheromones decaying at constant rate.  

Two functions help in judging aspects of the performance. The first is success rate, 

L
S

S R = .                                                                         (5) 

Where S is the number of successful reports and L  the number of events. A re-
port is successful if at least one message per event reaches the portal.  

Secondly, the report efficiency is defined as follows.  
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,1 τ
.                                                       (6) 

Where ik ,τ  is the minimum possible time for a message to reach the portal, and 

ikt , the actual time for message i in event k. 



Critical Damage Reporting in Intelligent Sensor Networks           35 
 

 

4.3.1    No Obstacle and No Pheromone Decay 

With no barriers, GA used to find the optimum damage-derived parameters.   
The highest pheromone value was Vmax =8. GA training was very similar to that 
described in [2]. After training the performance of the best individuals was meas-
ured in terms of success rate and efficiency. Table 1 lists the test results using dif-
ferent strategies described in section 4.1. Each test result is the average over 1000 
repeats. 

Table 1. GA results comparison  

Initial 
Generation 

Performance 

Best Individual 
Performance 

 Portal-
derived 

Function 

Damage-
derived 

Function 

Fitness 
functions 

SR SR E 

Test1 GP1 GB1 n.a. n.a. 1% 2.3% 

Test2 GP2 G Eq.(1) 27% 100% 18.40% 

Test3 GP2 G Eq.(2) 27% 100% 46.92% 

Test4 GP2 G Eq.(3) 27% 100% 47.12% 

Test5 GP2 G Eq.(4) 27% 100% 47.55% 

From Table 1 we can see that the damage-derived function is the main factor that 
affects the report efficiency. The benchmark results were far worse than any of the 

GA-designed results. Since fitness function 1f  did not consider time cost, Test2 is 

worse than Test3 to Test5 in report efficiency. 2f , 3f  and 4f  have little difference 

for either measure. We may conclude that the damage-derived function G, found by 
GA,  is a good design for any of these fitness functions.  From the Table 1 we can 
also see the initial generations’ performances are much worse than the best individu-
als found by GA after the evolution process. 

Table 2. Performance of best strategies for other portal rules 

Strategy Portal Rule SR E 

Broadcast 100% 75.24% Test5 

Cross 100% 54.43% 

Table 2 shows the results of using the strategy of Test5 with different portal rules. 
From the results we can see that this best damage-derived function can also achieve 
good results for different portal rules, thus vindicating the TDBU model. 
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4.3.2   With Barrier and Pheromone Decay 
To further test the robustness of the design we implemented the best strategy found 
(Test5) under different environment and portal rule conditions, by adding a barrier to 
the environment as shown in Figure 3, and allowing pheromone values to decay as 
discussed previously. The maximum pheromone value was set to Vmax = 8, and the 
pheromone value decays 0.4 every 60 time steps.  The results of all three simulations 
are shown in Table 3. 

 

Fig. 3. The simulation environment with barrier 

Table 3. Performance for different portal rules and environments 

Environment Portal Rules SR E 
Ants 100% 40% 

Broadcast 100% 46% 
 

Pheromone Decay, 
No Barrier Cross 100% 41% 

Ants 100% 39.69% 
Broadcast 100% 65.2% 

 
No Pheromone Decay, 

with Barrier Cross 100% 43.7% 
Ants 95% 34% 

Broadcast 95.4% 35% 
 

Pheromone Decay, 
with Barrier Cross 95.6% 33.66% 

As the results show, the original design is remarkably resilient, both to the addition of 
a barrier and to pheromone decay. Only when both properties are present does perform-
ance fall significantly, with success rates of less than 100%. Further work is necessary 
with a range of boundary configurations and pheromone decay rates, leading eventually 
to dynamic simulations when the new damage and portal shifts happen in real time. 
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5   Conclusions 

We have demonstrated, for a simulated multi-agent sensor network, a design ap-
proach for the problem of robust and timely reporting of critical damage in the net-
work, in a variety of environments including communications barriers and unknown 
(and time-varying) reporting sites (portals). A top-down/bottom-up (TDBU) ap-
proach, together with a genetic algorithm, has been successfully used to design prop-
erties of identical agents which are capable of reporting critical damage. From the 
simulations carried out we have seen that the design is far better than random  
searching method, and for the original design environment (no barriers, constant 
pheromones) gives average reporting times only twice that of the best possible when 
the portal location is known. We have also verified the robustness of the TDBU de-
sign for environments with barriers and with decaying pheromones. Remarkably, 
barriers or pheromone decay caused only a small decrease in reporting efficiency, and 
only when both were present did the robustness decrease significantly. 

Further improvements can be expected with future research, for example by ex-
tending agent capabilities with more agent memory, defining new reporting functions 
with more parameters and adding pheromones to the report path. Significantly, thus 
far only the damage-derived agent parameters have been optimised. Joint optimisa-
tion of these and portal-derived parameters using co-evolution will maximise the 
usefulness of the TDBU approach. 
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Abstract. Traditionally optimization of defence operations are based
on the findings of human-based war gaming. However, this approach is
extremely expensive and does not enable analysts to explore the problem
space properly. Recent research shows that both computer simulations
of multi-agent systems and evolutionary computation are valuable tools
for optimizing defence operations. A potential maneuver strategy is gen-
erated by the evolutionary method then gets evaluated by calling the
multi–agent simulation module to simulate the system behavior. The
optimization problem in this context is known as a black box optimiza-
tion problem, where the function that is being optimized is hidden and
the only information we have access to is through the value(s) returned
from the simulation for a given input set. However, to design efficient
search algorithms, it is necessary to understand the properties of this
search space; thus unfolding some characteristics of the black box. With-
out doing so, one cannot estimate how good the results are, neither can
we design competent algorithms that are able to deal with the problem
properly. In this paper, we provide a first attempt at understanding the
characteristics and properties of the search space of complex adaptive
combat systems.

1 Introduction

Traditionally, the Defence Capability Development Toolbox uses human-based
warfare simulations, where a force is divided into two teams; one simulating the
enemy (red team) while the other simulating friends (blue team), to optimize de-
fence missions and also to make operational, tactical and strategic decisions. This
approach is known as red teaming, scenario planning, or tiger teaming (mostly
this term is used in Navy). However, this approach is extremely expensive and
does not enable analysts to explore all aspects of the problem.

Recent research [1, 2] shows that warfare is characterized by non-linear be-
haviors and combat is a complex adaptive system (CAS). It opened a recent
stream of research to use agent–based simulations to understand and gain in-
sight of military operations. Meanwhile, as a combat enhancement technology
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[1], evolutionary computation [3] plays a key role in helping defence analysts to
develop strategies and tactics. It is undesirable to get a defence solution without
proper quantification and/or qualification of how good this solution is and what
opportunities have we missed out because of the computational cost involved.
In order to shed light on these issues, this paper looks at the search space char-
acteristics to provide insight to the significance of analyzing the landscape in
warfare simulations.

The rest of the paper is organized as follows. In the following section, the
information analysis approach for fitness landscape analysis will be covered. We
will then highlight the characteristics of the warfare simulation system “WIS-
DOM” that we use for the experiments in this paper followed by the fitness
landscape analysis. Conclusions are then drawn.

2 Fitness Landscape Analysis

A fitness landscape is a representation of the structure of the search space, how
solutions are spread, and what are the characteristics as defined by the fitness
values of these solutions. A fitness landscape is defined by a fitness (or value)
function, a solution’s representation, and a neighborhood function which defines
the local arrangements of solutions in the space. The concept of fitness landscape
was first introduced by Wright (1932) [4] in biology to represent adaptive evolu-
tion as the population navigates on a mountainous surface where the height of a
point specify how well the corresponding organism is adapted to its environment.
The structure and properties of the fitness landscape play a major role in de-
termining the success of the search method and the degree of problem difficulty
[5–9]. Smith et. al. [10] and Teo and Abbass [8] used fitness landscape analy-
sis to characterize problem difficulties in robotics and artificial organisms which
in return helped them to develop efficient algorithms for their problems. When
evolutionary computation methods are used to optimize problems where the
objective is evaluated through multi-agent simulations, it is essential to under-
stand the underlying nature of the search space and gain insight of the problem
difficulties to help the analyst in designing better operators.

Two main approaches are used in the literature to analyze fitness landscapes:
statistical analysis and information analysis. Vassilev [11] indicated that the sta-
tistical measures can only provide a vague notion of the structure of fitness land-
scape. Accordingly, he proposed a new approach inspired by classical information
theory [12] and algorithmic information theory [13], where a fitness landscape is
picturised as a set of basic objects each of which is represented by a point and
the possible outcomes that may be produced by the corresponding evolutionary
operators at that point. Four measures [11] were proposed for characterizing the
structure of a fitness landscape L through analyzing the time series of fitness val-
ues {ft}n

t=1, which are real numbers taken from the interval I and obtained by a
random walk on this fitness landscape : Information content H(ε), Partial infor-
mation content M(ε), Information stability (ε∗) and density-basin information
h(ε).



Landscape Dynamics in Multi–agent Simulation Combat Systems 41

Information content approximates the variety of shapes in the fitness land-
scape, thus it evaluates the ruggedness of the landscape path with respect to the
flat area in the path. The modality encountered during a random walk on a
fitness landscape can be characterized by partial information content. When
the partial information content is zero, there is no slope in the path and the land-
scape is flat. If the partial information content is one, the landscape path is max-
imally multi-modal. The information stability is defined as the smallest value
of ε for which the fitness landscape becomes flat. The higher the information
stability is, the flatter the fitness landscape. The density-basin information
evaluates the density and the isolation of the peaks in the landscape. Thus it is an
indication of the variety of flat and smooth areas of the fitness landscape. Higher
density-basin information means a number of peaks are within a small area while
lower density-basin information means isolated optima. We refer the reader to
[11] for a detailed explanation of the theory and calculations of these measures.

3 WISDOM - A Warfare Intelligent System for
Dynamic Optimization of Missions

The Warfare Intelligent System for Dynamic Optimization of Missions (WIS-
DOM) is a complex adaptive combat system which is developed at the Artificial
Life and Adaptive Robotics Laboratory (ALAR), School of IT&EE, University
of New South Wales at the Australian Defence Force Academy (UNSW@ADFA).
This paper uses WISDOM as the simulation engine.

WISDOM employed a low-resolution abstract model that the detailed physics
of combat are ignored while only characteristics of combatant, defense operation
or behaviors are modeled. An agent in WISDOM consists of four components:
sensors, capabilities, movements and communications. Each agent is driven by
five types of personality weights: desire to move toward a healthy friend, injured
friend, healthy opponent, injured opponent, and the flag (a target position in the
environment) based on information gleaned from the sensors. The first four types
of personality weights can be different for each sensor. In this paper, we only use
a vision and a situation awareness communication sensor. At each simulation
time step, an agent can either decide to move, fire, or communicate with other
agents. Despite that in real-life systems, an agent can fire while moving, we
assume that the time step is small that only one action can be performed. This
assumption will help us in our future experiments to understand the trade-offs
between these decisions. The movements of agents in WISDOM are determined
by an attraction–repulsion weighting system based on agents’ personalities. The
weights are aggregated using a penalty function as in Equation 1. The movement
equation is a variation of that implemented in ISAAC [1], EINSTein [14] and
CROCACDILE [15] and simply selects the direction with maximum weights
(minimum penalty) as the direction of an agent movement.

Wnew =
n∑

i=1

P v
i

Dv
i

+
m∑

j=1

(σj ·
P c

j

Dc
j

) +
P f

Df
(1)
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where:
Wnew denotes the weight for a new location;
P v

i denotes the personality of agent i in the vision range;
Dv

i denotes the distance between the new location to agent i in the vision
range;

P c
j denotes the corresponding personality of agent j based in the communi-

cation range;
Dc

i denotes the distance between the new location to agent j in the commu-
nication range;

σj denotes the probability to trust the message from agent j;
P f denotes the desire to move toward the flag;
Df denotes the distance between the new location to the flag;
n denotes the number of agents within the vision range;
m denotes the number of agents within the communication range.

Two run modes are supported in the current version of WISDOM. The first
mode is the interactive mode, which enables users to interactively control the
simulation. The second mode is the off–line batch mode, where search methods
can call the simulation engine to evaluate potential configurations.

4 Experimental Objectives and Setup

The aim of these experiments is to characterize the fitness landscape for evolving
personality characteristics for the blue team under different scenarios of fixed
personality characteristics of the red team. The objective of a scenario is to
maximize the differential advantage of blue’s health over red’s; that is, the larger
the gap between the damage in the red team and the damage in the blue team,
the more advantage the blue team would have over the red team. Formally, the
objective is defined in Equation 2 as follows:

Let
HBE be the total number of health units associated with the blue team at

the end of the simulation.
HRI be the initial total number of health units associated with the red team

at the start of the simulation.
HRE be the total number of health units associated with the red team at

the end of the simulation.

maximize objective = HBE + (HRI −HRE) (2)

To test the dynamics of the landscape, we used six different scenarios for
the red team; these scenarios are listed in Table 1. In the Balanced scenario
(BScenario), the team members tend to balance grouping together while having
equal desire to follow the enemy and reach the goal (flag). In the Goal Ori-
ented scenario (GScenario), team members are neutral about grouping together
or following the enemy; however, they are determined to get to the flag. In the
next four scenarios, the members are neutral about getting to the flag and the
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emphasis is more on their relationship with the enemy and themselves. In the
Very aggressive scenario (VScenario), the team members tend not to cluster and
being focused more on following the enemy. In the aggressive scenario (ASce-
nario), the members tend to be more rational than those in the VScenario by
being neutral about clustering together while running after the enemy. In the
Defensive scenario (DScenario), the members tend to cluster together while be-
ing neutral about following the enemy. In the Coward scenario (CScenario), they
are neutral about clustering together but they run away from the enemy. In all
six experiments, the desire of the red team to fire at the blue team is fixed to
the maximum of 1 and the same weights are used for information gleaned from
the vision and communication sensors.

Table 1. Different setups for the red team used in the experiments

Scenario Attraction to Attraction to Attraction to Attraction to Desire to
healthy injured healthy injured get to
friend friend enemy enemy the flag

Balanced group group group group target
Goal Oriented neutral neutral neutral neutral target
Very aggressive avoid avoid group group neutral
Aggressive neutral neutral group group neutral
Defensive group group neutral neutral neutral
Coward neutral neutral avoid avoid neutral

The evaluation of the game at any point of time involves running the simula-
tion 100 times for 100 time steps each and repeating the run 10 different times.
Two different fitness measures are used; the first is the average of the objective
values over the 100 different simulation repeats, while the second is the normal-
ized average which is the average fitness normalized by the standard deviation.
The equation of the normalization is given as follows:

Fitness2 =
average

1 + standard deviation
(3)

We add 1 to the standard deviation to avoid division by 0 and to bound the
fitness between the actual average fitness (when the standard deviation is 0)
and 0 (when the standard deviation is very large). We used 20 agents in each
team starting with 10 health units; therefore, both fitness values are in the range
of 0 and 400 (when the current blue fitness HBE = 20 × 10 and all red team
members are dead; therefore HRI −HRE = 20× 10− 0 = 200.

5 Results and Analysis

In order to understand the fitness landscape, we implemented three methods:
random search, random walk, and hill climbing. The last two use a stochastic
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neighborhood defined by a bell shape with zero mean and 0.1 standard deviation
to move to local solutions in the space. The runs for each method were under-
taken for 10,000 solutions and were repeated 10 different times; therefore, we
have 105 solutions being sampled in each experiment and the simulation engine
was called 107 times. We will first look at the probability of generating a good
solution at random using random search. The objective of this analysis is to find
out if good solutions are common in this search space or they are simply rare to
encounter.

Figure 1 presents the probability density function (pdf) and cumulative dis-
tribution function (cdf) of solutions generated by random search. The probability
of generating an average fitness value of 200 or less is almost 1 in all scenarios.
However, there is a slight probability of generating average fitness values more
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Fig. 1. Probability density function of solutions obtained for random search using av-
erage fitness (3x2 top left) normalized average fitness (3x2 top right), and cumulative
distribution average fitness (3x2 bottom left) and normalized average fitness (3x2 bot-
tom right)



Landscape Dynamics in Multi–agent Simulation Combat Systems 45

than 200 and exactly 0 probability of generating normalized average fitness val-
ues greater than 200. This implies that the landscape is full of solutions with
fitness value of 200. This fitness of 200 occurs only if the amount of damage in
the blue is equal to the amount of damage in the red. This type of equilibrium
seems to dominate the search space.

It is surprising to see the similarities between the balanced, goal oriented,
defensive and coward strategies in terms of pdf and cdf. In the four strategies,
the majority of solutions encountered have average and normalized fitness val-
ues of 200 and it is very unlikely to generate solutions with average fitness less
than 100 or more than 200. However, when we look at the Very aggressive and
aggressive strategies, the situation is different. In the very aggressive strategy, it
seems that there are more solutions with lower fitness; that is, the blue team can
face more troubles in finding better strategies under this strategy or even find-
ing equilibrium. In the aggressive strategy, a similar situation occurs although
there is a higher probability for encountering average fitness better than 200 as
compared to all other strategies.

In terms of normalized average fitness, the probability of encountering solu-
tions with normalized average fitness greater than 30 is almost 0. This implies
that under this strategy, solutions are very unstable with large variance (almost
5% of the mean). When looking at the cdf, one can notice an almost sigmoid
like shape for the balanced, goal oriented, defensive and coward strategies with
average fitness and the half–truncated bell shape with normalized fitness.

After gleaning this insight from random search, we need to verify our find-
ings through a more theoretically sound approach. In this experiment, we will
generate random walks and look at the changes in the fitness. Random search
is able to sample the search space but it does not tell us much about the local
structure of the landscape. For example, it does not tell us if the fitness value of
200, which is commonly encountered in the experiment, causes the landscape to
be flat or rugged.

Figures 2 and 3 depicts the time series being generated by random walk. Be-
cause every experiment was repeated 10 times, we only selected a representative
run for each experiment. The figures reveal that the landscape is indeed rugged.
However, the landscape for the balanced, goal oriented, defensive and coward
strategies contains many flat areas.

We need to define the concept of the fitness signal in order to better analyze
the data. The signal is usually defined in the literature as the difference between
the fitness of the best solution and second best. We will call this signal as signal–
best. A more generic definition that we will use for the purpose of our analysis
in this paper is to define the signal as the difference between the best and worst
fitness values encountered during the search. We will call this signal as signal–
worst. The concept of signal–worst provides a simple mechanism to understand
the range of fitness values in a landscape. Accordingly, one can see that the
minimum signal–worst occurs with the balanced and coward strategies. Good
solutions in both strategies seem to be more isolated and surrounded with low
fitness values.
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Fig. 2. The average fitness over time for random walk. The order is: Balanced(top
left), Goal Oriented(top right), Very Aggressive(middle left), Aggressive(middle right),
Defensive(bottom left), Coward(bottom right), respectively

However, the previous finding does not continue to hold when we look at the
normalized fitness time series as depicted in Figure 3. Here, we can see that the
minimum signal–worst occurs with the very aggressive and aggressive strategies
while the balanced, goal oriented, defensive and coward strategies have almost
the same value of signal–worst. It is also clear that using the normalized average
as the fitness function creates a rugged landscape for the very aggressive and
aggressive strategies, while for the other four, the landscape is full of flat regions.

To better understand the fitness landscape, we applied the information the-
oretic measures to quantify the characteristics of the landscape. Figures 4 lists
some results of the fitness landscape analysis. It is clear that the findings between
the two fitness values are consistent with each others. The highest number of
peaks occurred in both cases with the very aggressive and aggressive scenarios.
It is also interesting to see that all scenarios except the very aggressive scenario
have similar or close–by information stability for both fitness functions. The very
aggressive scenario seems to have much lower levels of fitness values than the
other scenarios. What is intriguing here is that the fitness landscape for both
fitness functions has very similar characteristics despite the differences in the
range of possible actions embedded in these spaces.

In terms of information stability, we can see that it requires high value of ε
except for the normalized fitness in the very aggressive scenario. The high value
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Fig. 3. The normalized fitness over time for random walk. The order is: Balanced(top
left), Goal Oriented(top right), Very Aggressive(middle left), Aggressive(middle right),
Defensive(bottom left), Coward(bottom right), respectively

of ε is almost 50% of the upper bound on the objective function. This entails
that the highest difference between two neighbor solutions in the search space is
less than or equal to 50% of the upper bound on the fitness value. Whether the
results for the fitness landscape analysis will map well when using a hill-climbing
like approach, is the issue we will investigate in the rest of this paper.

Figure 5 depicts the average fitness of the best solution found so far for hill
climbing. By looking at the graphs, it is easy to see that hill climbing is much
better than random search. Although the fitness value of 200 appear the most
still, a number of fitness values is over 200 for all six scenarios, even in the Ag-
gressive and Very Aggressive scenarios. The graphs of the average fitness of the
best solution shows that the fitness is mostly improved at the initial stage of
searching for all six scenarios. This is consistent with the fitness landscape anal-
ysis since the ruggedness in the fitness landscape will cause a quick improvement
in the beginning then a harder to find good solutions later on.

Table 2 presents the best solution found over the ten repeats using the three
methods. It is clear that Hill Climbing failed twice with normalized fitness in
the aggressive and very aggressive scenarios. As predicted, these two cases had
the smallest worst-signal and very rugged landscape. They also have the highest
number of expected optima in the landscape.
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respectively

Table 2. The best average and normalized average fitness over the 10 runs in three
experiments

Random Search Hill Climbing Random Walk
AvgFit NormFit AvgFit NormFit AvgFit NormFit

Balanced 264.98 200 267.34 200 258.44 200
Goal Oriented 226.32 200 231.22 200 228.92 200
Very Aggressive 210.46 41.78 213.30 25.55 210.58 41.68
Aggressive 240.68 200 246.38 17.54 239.32 200
Defensive 246.96 200 278.96 200 253.06 200
Coward 211.86 200 210.36 200 210.40 200

The previous findings are intriguing as they shed light on the design of effi-
cient search algorithms for this problem. For example, with a very rugged land-
scape and almost no flat areas, a short memory is needed for Tabu search similar
to the findings in job–shop scheduling problems. When the landscape is full of
flat areas, one needs to allow for more neutral mutations to occur to be able
to escape these flat areas. When the landscape is very rugged and the signal–
worst value is small, amplifying the fitness function through scaling is essential
to generate enough signal for an evolutionary computation methods to find good
solutions.
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Fig. 5. The average fitness of the best solution found over time for hill climbing using
average fitness. The order from top bottom left right is: Balanced, Goal Oriented, Very
Aggressive, Aggressive, Defensive, Coward, respectively

6 Conclusion and Future Work

The fitness landscape was found to be rugged and multimodal under all scenarios.
It was extremely difficult for random search, hill-climbing and random walk to
find good fitness values. The level of difficulties in finding the right combination
of weights for the blue team is largely dependent on the strategy of the red team
as each strategy changes the fitness landscape of the problem. Being aggressive
has the advantage of complicating the fitness landscape and making it difficult
to find a defensive strategy, while being coward has the advantages of survival.

In this paper, we used homogenous model for each combat team which may
limits our understanding the dynamics of the combat systems. In the future we
would like to explore the dynamics by using inhomogeneous model.
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Abstract. An Autonomous Science Agent is currently flying onboard the 
Earth Observing One Spacecraft. This software enables the spacecraft to 
autonomously detect and respond to science events occurring on the Earth. 
The package includes software systems that perform science data analysis, 
deliberative planning, and run-time robust execution. Because of the 
deployment to a remote spacecraft, this Autonomous Science Agent has 
stringent constraints of autonomy and limited computing resources. We 
describe these constraints and how they are reflected in our agent 
architecture. 

1   Introduction 

The Autonomous Sciencecraft Experiment (ASE) has been flying autonomous agent 
software on the Earth Observing One (EO-1) spacecraft [5] since January 2004. 
This software demonstrates several integrated autonomy technologies to enable 
autonomous science. Several algorithms are used to analyze remote sensing 
imagery onboard in order to detect the occurrence of science events. These 
algorithms will be used to downlink science data only on change, and will detect 
features of scientific interest such as volcanic eruptions, flooding, ice breakup, and 
presence of cloud cover.  The results of these onboard science algorithms are inputs 
to onboard planning software that then modify the spacecraft observation plan to 
capture high value science events. This new observation plan is then be executed by 
a robust goal and task oriented execution system, able to adjust the plan to succeed 
despite run-time anomalies and uncertainties. Together these technologies enable 
autonomous goal-directed exploration and data acquisition to maximize science 
return. 

The ASE onboard flight software includes several autonomy software components:  

• Onboard science algorithms that analyze the image data to detect trigger 
conditions such as science events, “interesting” features, changes relative to 
previous observations, and cloud detection for onboard image masking 

• Robust execution management software using the Spacecraft Command Language 
(SCL) [6] package to enable event-driven processing and low-level autonomy 
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• The Continuous Activity Scheduling Planning Execution and Replanning 
(CASPER) [3] software that modifies the current spacecraft activity plan based on 
science observations in the previous orbit cycles 

The onboard science algorithms analyze the images to extract static features and 
detect changes relative to previous observations. Several algorithms have already 
been demonstrated on EO-1 Hyperion data to automatically identify regions of 
interest including land, ice, snow, water, and thermally hot areas.  Repeat imagery 
using these algorithms can detect regions of change (such as flooding and ice melt) as 
well as regions of activity (such as lava flows).  We have been using these algorithms 
onboard to enable retargeting and search, e.g., retargeting the instrument on a 
subsequent orbit cycle to identify and capture the full extent of a flood.  Although the 
ASE software is running on the Earth observing spacecraft EO-1, the long term goal 
is to use this software on future interplanetary space missions. For these missions, 
onboard science analysis will enable data be captured at the finest time-scales without 
overwhelming onboard memory or downlink capacities by varying the data collection 
rate on the fly.  

The CASPER planning software generates a mission operations plan from goals 
provided by the onboard science analysis module. The model-based planning 
algorithms will enable rapid response to a wide range of operations scenarios based 
on a deep model of spacecraft constraints, including faster recovery from spacecraft 
anomalies.  The onboard planner accepts as inputs the science and engineering goals 
and ensures high-level goal-oriented behavior. 

The robust execution system (SCL) accepts the CASPER-derived plan as an input 
and expands the plan into low-level spacecraft commands.  SCL monitors the 
execution of the plan and has the flexibility and knowledge to perform event-driven 
commanding to enable local improvements in execution as well as local responses to 
anomalies. 

1.1   Typical ASE Scenario 

A typical ASE scenario involves monitoring of active volcano regions such as Mt. 
Etna in Italy.  (See Figure 1.) Scientists have used data from the Hyperion instrument 
onboard the EO-1 spacecraft for ground-based studies of this volcano. The ASE 
concept will be applied as follows: 

1. Initially, ASE has a list of science targets to monitor that have been sent as high-
level goals from the ground. 

2. As part of normal operations, the CASPER planning software generates a plan to 
monitor the targets on this list by periodically imaging them with the Hyperion 
instrument.  For volcanic studies, the infrared and near infrared bands are used. 

3. During execution of this plan, the EO-1 spacecraft images Mt. Etna with the 
Hyperion instrument. 

4. The onboard science algorithms analyze the image and detect a fresh lava flow.  If 
new activity is detected, a science goal is generated to continue monitoring the 
volcanic site.  If no activity is observed, the image is not downlinked.   
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4. Limited computing power. Because of limited power onboard, spacecraft 
computing resources are usually very constrained. On average, spacecraft CPUs 
offer 25 MIPS and 128 MB RAM – far less than a typical personal computer. Our 
CPU allocation for ASE on EO-1 spacecraft is 4 MIPS and 128MB RAM. 

In the remainder of this paper we describe the ASE software architecture and 
components. We then discuss the issues of adapting the ASE software agent for space 
flight. 

2   The EO-1 Mission  

EO-1 was launched on November 21, 2000.  EO-1 has 2 imaging instruments.  Over 
20-Gbits of data from the Advanced Land Imager (ALI) and Hyperion instruments are 
collected and stored for each image taken. 

The EO-1 spacecraft has two Mongoose M5 processors.  The first M5 CPU is used 
for the EO-1 spacecraft control functions. The secondary M5 CPU is a controller for 
the large mass storage device.  Each M5 runs at 12 MHz (for ~8 MIPS) and has 256 
MB RAM.  Both M5’s run the VxWorks operating system.  The ASE software 
operates on the secondary CPU.  This provides an added level of safety for the 
spacecraft since the ASE software does not run on the main spacecraft processor.  

Fig. 2. Autonomy Software Architecture 

3   Autonomy Software Architecture  

The autonomy software on EO-1 is organized into a traditional three-layer 
architecture [4] (See Figure 2.). At the highest level of abstraction, the Continuous 
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Activity Scheduling Planning Execution and Replanning (CASPER) software is 
responsible for mission planning functions.  CASPER schedules science activities 
while respecting spacecraft operations and resource constraints.  The duration of the 
planning process is on the order of tens of minutes.  CASPER scheduled activities are 
inputs to the Spacecraft Command Language (SCL) system, which generates the 
detailed sequence commands corresponding to CASPER scheduled activities.  SCL 
operates on the several second timescale.  Below SCL, the EO-1 flight software is 
responsible for lower level control of the spacecraft and also operates a full layer of 
independent fault protection.  The interface from SCL to the EO-1 flight software is at 
the same level as ground generated command sequences.  The science analysis 
software is scheduled by CASPER and executed by SCL in a batch mode.  The results 
from the science analysis software result in new observation requests presented to the 
CASPER system for integration in the mission plan. 

This layered architecture was chosen for two principal reasons: 

1. The layered architecture enables separation of responses based on timescale and 
most appropriate representation.  The flight software level must implement control 
loops and fault protection and respond very rapidly and is thus directly coded in C.  
SCL must respond quickly (in seconds) and perform many procedural actions.  
Hence SCL uses as its core representation scripts, rules, and database records.  
CASPER must reason about longer term operations, state, and resource constraints.  
Because of its time latency, it can afford to use a mostly declarative artificial 
intelligence planner/scheduler representation. 

2. The layered architecture enables redundant implementation of critical functions – 
most notable spacecraft safety constraint checking.  In the design of our spacecraft 
agent model, we implemented spacecraft safety constraints in all levels where 
feasible. 

Each of the software modules operates at a separate VxWorks operating system 
priority. The tasks are shown below in Table 1 in decreasing priority. The ASE to 
flight software bridge is the task responsible for reading the real-time flight software 
telemetry stream, extracting pertinent data, and making it accessible to the remainder 
of the ASE software. The Band Stripping task reads the science data from the onboard 
solid state recorder and extracts a small portion of the science data (12 bands of 
Hyperion data) to RAM. The science analysis software then operates on the extracted 
data to detect science events. 

Table 1. EO-1 Software Tasks in Decreasing Task Priority (e.g. upper tasks have highest 
priority for CPU) 

Set of Tasks Rationale for Priority 
EO-1 Flight Software Required for WARP hardware safety 
ASE to FSW Bridge Required to keep up with telemetry stream 
Band Stripping Utilizes WARP hardware while running 
SCL Lowest level autonomy, closes tightest loops 
CASPER Responds in tens of minutes timescale 
Science Analysis Batch process without hard deadlines 
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It is worth noting that our agent architecture is designed to scale to multiple agents. 
Agents communicate at either the planner level (via goals) or the execution level (to 
coordinate execution). 

We now describe each of the architectural components of our architecture in 
further detail. 

4   Onboard Mission Planning 

In order for the spacecraft to respond autonomously to a science event, it must be able 
to independently perform the mission planning function. This requires software that 
can model all spacecraft and mission constraints. The CASPER [3] software performs 
this function for ASE. CASPER represents the operations constraints in a general 
modeling language and reasons about these constraints to generate new operations 
plans that respect spacecraft and mission constraints and resources. CASPER uses a 
local search approach [2] to develop operations plans.   

Because onboard computing resources are scarce, CASPER must be very efficient 
in generating plans. While a typical desktop or laptop PC may have 2000-3000 MIPS 
performance, 5-20 MIPS is more typical onboard a spacecraft. In the case of EO-1, 
the Mongoose V CPU has approximately 8 MIPS. Of the three software packages, 
CASPER is by far the most computationally intensive. For that reason, our 
optimization efforts were focused on CASPER. Careful engineering and modeling 
were required to enable CASPER to build a plan in tens of minutes on the relatively 
slow CPU.  

CASPER is responsible for long-term mission planning in response to both science 
goals derived onboard as well as anomalies. In this role, CASPER must plan and 
schedule activities to achieve science and engineering goals while respecting resource 
and other spacecraft operations constraints. For example, when acquiring an initial 
image, a volcanic event is detected. This event may warrant a high priority request for 
a subsequent image of the target to study the evolving phenomena. In this case, 
CASPER will modify the operations plan to include the necessary activities to re-
image. This may include determining the next over flight opportunity, ensuring that 
the spacecraft is pointed appropriately, that sufficient power and data storage are 
available, that appropriate calibration images are acquired, and that the instrument is 
properly prepared for the data acquisition.   

In the context of ASE, CASPER reasons about the majority of spacecraft 
operations constraints directly in its modeling language. However, there are a few 
notable exceptions. First, the over flight constraints are calculated using ground-based 
orbit analysis tools. The over flight opportunities and pointing required for all targets 
of interest are uploaded as a table and utilized by CASPER to plan. Second, the 
ground operations team will initially perform management of the momentum of the 
reaction wheels for the EO-1 spacecraft. This is because of the complexity of the 
momentum management process caused by the EO-1 configuration of three reaction 
wheels rather than four.  
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5   Onboard Robust Execution  

ASE uses the Spacecraft Command Language (SCL) [6] to provide robust execution.  
SCL is a software package that integrates procedural programming with a real-time, 
forward-chaining, rule-based system. A publish/subscribe software bus allows the 
distribution of notification and request messages to integrate SCL with other onboard 
software. This design enables both loose or tight coupling between SCL and other 
flight software as appropriate.   

The SCL “smart” executive supports the command and control function. Users can 
define scripts in an English-like manner.  Compiled on the ground, those scripts can 
be dynamically loaded onboard and executed at an absolute or relative time. Ground-
based absolute time script scheduling is equivalent to the traditional procedural 
approach to spacecraft operations based on time. SCL scripts are planned and 
scheduled by the CASPER onboard planner. The science analysis algorithms and SCL 
work in a cooperative manner to generate new goals for CASPER.  These goals are 
sent as messages on the software bus. 

Many aspects of autonomy are implemented in SCL. For example, SCL 
implements many constraint checks that are redundant with those in the EO-1 fault 
protection software. Before SCL sends each command to the EO-1 command 
processor, it undergoes a series of constraint checks to ensure that it is a valid 
command.  Any pre-requisite states required by the command are checked (such as 
the communications system being in the correct mode to accept a command). SCL 
will also verify that there is sufficient power so that the command does not trigger a 
low bus voltage condition and that there is sufficient energy in the battery. Using SCL 
to check these constraints (while included in the CASPER model) provides an 
additional level of safety to the autonomy flight software. 

6   Preparing the CASPER Planner for Space Flight 

Given the many challenges to developing flight software, this section discusses 
several issues encountered in preparing the CASPER planner for flight. Specifically, 
we describe: 

• Reducing the CASPER Image Size – With infrequent and short ground contacts 
and limited available memory, we needed to reduce the CASPER image size.  
We discuss our strategies to reduce the CASPER image size. 

• Approach to Long Term Planning – CASPER must be able to autonomously plan 
for a week’s worth of EO-1 activities, which includes over 100 science 
observations.  We discuss how this is achieved within the available memory and 
CPU. 

• Speed Improvements to Meet Autonomy Requirements – Several model and code 
optimizations were performed to increase the running speed of ASE. 

In addition, we have performed several optimizations on the data collected relating 
to the state and actions of the planner. These optimizations are not described in this 
paper but can be referenced here [11]. 
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6.1   Reducing the CASPER Image Size 

CASPER’s core planning engine is the Automated Scheduling and Planning 
Environment (ASPEN) [3] ground-based planner. ASPEN is a re-usable framework 
which is capable of supporting a wide variety of planning and scheduling 
applications. It provides a set of software components commonly found in most 
planning systems such as: an expressive modeling language, resource management, a 
temporal reasoning system, and support of a graphical user interface. Because of 
limited onboard computing memory, we had to reduce the image size. CASPER 
developers took two approaches to reducing the image size: removing unneeded 
components and reducing code image size inefficiencies. Prior to this work, the image 
size of CASPER was 12MB. 

The CASPER development team went through the core software and removed each 
software component deemed unnecessary for flight. Several modules removed from 
the CASPER code include: 

• Backtracking Search – The ASPEN framework provides several search 
algorithms that perform backtracking search. On ASE, we have decided to use 
the repair search algorithm, so these other algorithms were not needed. 

• Optimization – CASPER provides the capability to optimize the schedule based 
on several preferences [10] defined by mission planners. However, we have 
decided not to use this functionality for ASE. 

• GUI Sockets – Because ASPEN is a ground-based planner, it provides a GUI for 
visualizing the schedule and interacting with it. Communication with this GUI is 
done through the ASPEN socket interface. In flight, support for a GUI is not 
necessary. 

• General Heuristics – The ASPEN core contains multiple sets of generic 
heuristics that have been found to be useful across multiple projects.  CASPER 
for ASE requires a subset of these heuristics; therefore, the unused sets were 
removed. 

• Generalized Timelines – Generalized timelines provides a general infrastructure 
to model complex state variables and resources. This infrastructure was not 
required for ASE and was removed. 

Removing software components trimmed approximately 3MB from the CASPER 
image size. 

CASPER also makes heavy use of the Standard Template Library (STL), 
specifically the containers provided. STL templates are widely known to increase 
code size in C++ because for each container defined in CASPER, the code may be 
duplicated several times. There exist various compiler techniques available that 
attempts to minimize the duplication. To minimize the impact of code bloat, we re-
implemented the STL container and functions used in the CASPER code. This re-
implementation, dubbed “lite STL”, was developed to minimize the code generation, 
trading space for execution time. We were able to remove approximately 3MB from 
the CASPER image using this strategy.  
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Along with simple compiler optimization, removing unneeded software 
components, and reducing the impact of code duplication, the final size of the 
CASPER image was reduced to 5MB. 

6.2   Approach to Long Term Planning 

One of the scenarios planned for ASE is autonomous control of EO-1 for a week.  
This requires CASPER to support generation of a valid schedule for a week’s worth 
of EO-1 operations.  During a nominal week, EO-1 averages over 100 science 
observations and 50 S-Band/X-Band ground contacts.  The size of this problem 
presents a challenge to CASPER, given the limited memory and CPU constraints. 

While most desktop workstations have several GB’s of memory available, 
CASPER on EO-1 is constrained with a 32MB heap.  As result, we need to ensure 
that generation of a week’s plan does not exhaust all available heap space. A science 
observation is the most complex activity within the CASPER model, consisting of 
over 78 activities.  Planning a week’s worth of operation would require scheduling 
over 7800 activities (not including downlink and momentum management activities) 
and exhaust our heap space. 

Also, as the number of goals in the schedule increase, the computation time to 
schedule a goal will also increase, due to the interaction between goals.  On EO-1, 
this problem is exacerbated with an 8 MIPS processor, of which 4 MIPS are shared by 
the SCL, CASPER, and science processing software. 

To resolve the problems with CPU and memory consumption, CASPER utilizes a 
hierarchal planning approach with focused planning periods. CASPER performs 
abstract planning and scheduling of observations for the entire week, such as ensuring 
a constraint of one science observation per orbit.  It also performs near-term planning 
for the next 24 hours by detailing the science observations to the low-level activities.  
This near-term planning window is continuously updated to include the next 24 hours 
of the schedule and as past observations exit the planning window, they are 
automatically removed from the plan. By reducing the number of science 
observations that need to be scheduled and detailed to a 24 hour period, we reduce 
memory and CPU consumption. 

6.3   Speed Improvements to Meet Autonomy Requirements 

The ASE experiment is constrained by the computing environment onboard EO-1.  
Because each of the EO-1 software builds is a single static image, all ASE 
components that dynamically allocate RAM require their own memory manager.  
SCL contains a memory manager previously used on the FUSE mission. CASPER 
uses a separate memory manager adapted from JPL’s Deep Impact mission.  
However, performance from early flight tests indicated that the SCL memory 
manager was significantly hampering performance, so SCL was switched to use the 
same memory manager as CASPER (but with its own heap space). Note that these 
memory managers had to not only allocate and de-allocate memory quickly but also 
not suffer from longer term issues such as fragmentation. 
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The limited onboard computing power required changes to the SCL and CASPER 
models to meet operational timing constraints. For example, initially within SCL a 
much larger set of safety constraints was modeled and execution was designed to be 
much more closed loop. However, testbed runs and early flight tests indicated that 
telemetry delays and CPU bottlenecks meant that this design was delaying time-
sensitive commands. Most importantly, instrument on-times were delayed (e.g. late) 
and too long (resulting in extra data acquired). The ASE team was forced to both 
streamline the code (including the memory manager modification) and streamline the 
model to speed execution. 

The CASPER planner is a significant user of onboard CPU. When CASPER is 
planning future observations it utilizes all of the available CPU cycles and takes 
approximately 8 minutes to plan each observation. The CASPER model was designed 
to operate within a minimal CPU profile – and as a result observations are planned 
with less flexibility. By setting fixed values for temporal offsets between activities 
rather than retaining flexible offset times, search is reduced and response time 
improved at the cost of plan quality (in some cases). For example, an image take 
activity may require a camera heater warm up before the camera can operate. The 
heater may take 30-60 seconds to warm the camera up to its operational temperature. 
By setting the duration of the heater warm up activity to 60 seconds, the temporal 
offset between the heater warm up activity and the image data take activity is fixed at 
60 seconds, rather than variable. 

Other performance improvements for CASPER came from analysis of the running 
code. We found bottlenecks and made improvements in redundant calculations. In 
particular, this was critical for functions performed on every loop of CASPER (such 
as collecting conflicts). We made some simplifying assumptions to make some 
expensive calculations faster. For example, when initially scheduling activities, we 
ignore timeline constraints, assuming that temporal constraints are more critical than 
timelines (calculating valid start times for timelines can be expensive). 

7   Flight Status 

The ASE software has been flying onboard the EO-1 spacecraft since January 2004.   
We have steadily increased the level of autonomy during this period.  In April 2004, 
we started the first closed-loop execution where ASE autonomously analyzes science 
data onboard and triggers subsequent observations.  Since that time, we have run over 
20 of these trigger experiments with over 100 autonomously planned image data 
takes.  Our most recent focus has been to expand the duration of the tests until ASE is 
controlling the satellite for 7 days straight.  This will involve over 100 image data 
takes and over 50 ground contacts. 

8   Related Work and Summary 

In 1999, the Remote Agent experiment (RAX) [8] executed for a few days onboard 
the NASA Deep Space One mission.  RAX is an example of a classic three-tiered 
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architecture [5], as is ASE.  RAX demonstrated a batch onboard planning capability 
(as opposed to CASPER’s continuous planning) and RAX did not demonstrate 
onboard science.  PROBA [9] is a European Space Agency (ESA) mission 
demonstrates onboard autonomy and launched in 2001.  However, ASE has more of a 
focus on model-based autonomy than PROBA. 

The Three Corner Sat (3CS) University Nanosat mission will be using the 
CASPER onboard planning software integrated with the SCL ground and flight 
execution software [1].  The 3CS mission is scheduled for launch on a Delta IV rocket 
July 3, 2004.  The 3CS autonomy software includes onboard science data validation, 
replanning, robust execution, and multiple model-based anomaly detection.  The 3CS 
mission is considerably less complex than EO-1 but still represents an important step 
in the integration and flight of onboard autonomy software. 

More recent work from NASA Ames Research Center is focused on building the 
IDEA planning and execution architecture [7].  In IDEA, the planner and execution 
software are combined into a “reactive planner” and operate using the same domain 
model.  A single planning and execution model can simplify validation, which is a 
difficult problem for autonomous systems.  For EO-1, the CASPER planner and SCL 
executive use separate models.  While this has the advantage of the flexibility of both 
procedural and declarative representations, a single model would be easier to validate.  
We have designed the CASPER modeling language to be used by domain experts, 
thus not requiring planning experts.  Our use of SCL is similar to the “plan runner” in 
IDEA but SCL encodes more intelligence.  For example, the plan runner in IDEA 
does not perform safety checks or have knowledge about how long to retry execution 
in the event of a failure.  The EO-1 science analysis software is defined as one of the 
“controlling systems” in IDEA.  In the IDEA architecture, a communications wrapper 
is used to send messages between the agents, similar to the software bus in EO-1.  In 
the description of IDEA there is no information about the deployment of IDEA to any 
domains, so a comparison of the performance or capabilities is not possible at this 
time.  In many ways IDEA represents a more AI-centric architecture with declarative 
modeling at its core and ASE represents more of an evolutionary engineered solution. 

Using ASE on longer-range interplanetary missions would require more autonomy 
to deal with the longer gaps between communications periods.  This would require 
higher fidelity models and more computing power.  The current generation of 
radiation hardened spacecraft computers such as the PowerPC 750 provides more than 
adequate power to run the ASE software. 

We have outlined several constraints on spacecraft autonomy software involving 
limited CPU and memory resources, strict timing for spacecraft control, and 
spacecraft safety.  We have also described how we addressed those constraints 
through several optimizations we have performed on the ASE.  These have included 
removing unnecessary code within the planner, changing memory managers, 
performing planner and executive model optimizations, and optimizing the running 
code.  We have also devised a strategy for long term planning using very limited 
memory and CPU.  In addition, we described our use of a three-layer autonomy 
architecture to increase the safety and performance of the ASE software.  Specifically, 
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the three-layer architecture offers specific advantages for this application by allowing  
redundant safety checks at each layer, and allow the 3 layers to respond on 
appropriate time scales for spacecraft operations. 

ASE on EO-1 demonstrates an integrated autonomous mission using onboard 
science analysis, planning, and robust execution.  The ASE performs intelligent 
science data selection that will lead to a reduction in data downlink.  In addition, the 
ASE will increase science return through autonomous retargeting.  Demonstration of 
these capabilities onboard EO-1 will enable radically different missions with 
significant onboard decision-making leading to novel science opportunities. The 
paradigm shift toward highly autonomous spacecraft will enable future NASA 
missions to achieve significantly greater science returns with reduced risk and 
reduced operations cost. 
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Abstract. With the wonders of the Internet and the promises of the worldwide 
information infrastructure, a highly secure authentication system is desirable. 
Biometric has been deployed in this purpose as it is a unique identifier. 
However, it also suffers from inherent limitations and specific security threats 
such as biometric fabrication. To alleviate the liabilities of the biometric, a 
combination of token and biometric for user authentication and verification is 
introduced. All user data is kept in the token and human can get rid of the task 
of remembering passwords. The proposed framework is named as Bio-
Discretization. Bio-Discretization is performed on the face image features, 
which is generated from Non-Negative Matrix Factorization (NMF) in the 
wavelet domain to produce a set of unique compact bitstring by iterated inner 
product between a set of pseudo random numbers and face images. Bio-
Discretization possesses high data capture offset tolerance, with highly 
correlated bitstring for intraclass data. This approach is highly desirable in a 
secure environment and it outperforms the classic authentication scheme. 

1   Introduction 

Biometric has become the foundation of an extensive array of highly secure 
identification and verification solution. This is because the uniqueness of one person 
is in the dominant security defense which they are difficult to copy or forge. By 
utilizing biometric, a person does not need to remember a password or to carry a 
token. The former method is reliance on human cognitive ability to remember them 
and human tends to forget them easily whilst the latter is easy to be stolen or lost. On 
the other hand, biometric is convenient because it only requires the physical human 
presence at the point of identification and verification.  

However, there exist some drawbacks or limitations in biometrics which we have to 
concern about [1]. The problem arises when the data associated with a biometric 
feature has been compromised. For authentication system based on physical token 
such as keys or badges, a compromised token can be easily cancelled and the user can 
be assigned a new token. Similarly, user ID and password can be changed as often as 
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required. Yet, the user only has a limited number of biometric features. If the 
biometric data are compromised, the user may quickly run out of biometric features to 
be used for authentication and verification. These concerns are aggravated by the fact 
that a biometric cannot be changed, and yet, it is not replaceable.  

In addition, biometric systems are vulnerable to attacks, which can decrease their 
security. If an attacker can intercept a person’s biometric data, then the attacker might 
use it to masquerade as the person. The primary concern from the security viewpoint 
centers on protection of information during the representational transformations, and 
in particular whether (or how) these transformations can be inverted to recover the 
input information, ie. biometric fabrication. 

In order to alleviate this problem, the framework of combination between token and 
biometric, namely Bio-Discretization is introduced. This novel personal authentication 
approach combined tokenized random number with face data to generate a unique 
compact bitstring per person is highlighted. The discretization is carried out by 
iterated inner product between tokenized random number and the Non-Negative 
Matrix Factorization face data in the wavelet domain, and finally deciding the sign of 
each bit based on the predefined threshold.  

Incorporation of physical token, to the direct mixture of random and biometric data 
is, in fact, an extremely convenient mechanism. It protects against biometric 
fabrication without adversarial knowledge of the randomization, or equivalently 
possession of the corresponding token. Bio-Discretization enables straightforward 
revocation via token replacement, and furthermore, it has significant functional 
advantages over solely biometric ie. near zero EER point and eliminate the occurrence 
of FAR without overly imperil the FRR performance. 

The outline of the paper is as follow. Section 2 describes the integrated framework 
of wavelet transform (WT) and the Non-Negative Matrix Factorization (NMF) for 
representing the face data as well as Bio-Discretization procedure. Section 3 presents 
the experimental results, and followed by conclusion in Section 4.  

2   Bio-Discretization Formulation Overview 

Bio-Discretization formulation consists of two stages as described below. 

1. Transformation of a raw face image to a highly discriminative representative 
feature using WT and NMF. 

2. Discretization of the data via an iterated inner-product of tokenized random and 
user data.  

The details of the feature extraction and discretization components will be 
discussed as follow. 

2.1   Feature Extraction 

2.1.1   Wavelet Transform 
Wavelet transform is an excellent scale analysis and interpreting tool [2]. It 
transforms image into multiresolution representation, which analyzes image variation 
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at different scales and provides good energy compaction (high image information 
contents) as well as adaptability to human visual system. Wavelet transform offers 
high temporal localization for high frequencies while offering good frequency 
resolution for low frequencies. Therefore, wavelet analysis has been utilized to extract 
the local characteristics from still images due to its local extent [3]. If an orthonormal 
wavelet basis, say Daubechies or Symmlets, was chosen, the coefficients computed 
are independent to each other, a set of distinct features of the original signal could be 
obtained. Besides, wavelet transform decomposes image into a lower dimension 
multiresolution representation, which grants a structural configuration for analyzing 
the image information and shorter computational time.  

The basic idea is to represent any arbitrary function f(x) as a superposition of a set of 
such wavelets or basis functions. The scaling and shifting variables are discretized so 
that wavelet coefficients can be described by two integers, m and n. Thus, the discrete 
wavelet transform is given in Equation 1,  
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where x[k] is a digital signal with sample index k, and ( )nψ is the mother wavelet. 
For two-dimensional signal such as images, there exist an algorithm similar to the 

one-dimensional case for two-dimensional wavelets and scaling functions obtained 
from one-dimensional ones by tensiorial product. This kind of two-dimensional 
wavelet transform leads to a decomposition of approximation coefficients at level j-1 
in four components: the approximations at level j, Lj and the details in three 
orientations (horizontal, vertical and diagonal), Djvertical, Djhorizontal and Djdiagonal [3]. 

Discrete wavelet transform is used to decompose the face image onto a 
multiresolution representation in order to keep the least coefficients possible without 
losing useful image information. Fig. 1(a) demonstrates the decomposition process by 
applying two-dimensional wavelet transform of a face image in level 1 and Fig. 1(b) 
depicts three levels wavelet decomposition by applying wavelet transform on the low-
frequency band sequentially. 

  

a) 1-level wavelet  b) 3-level wavelet 
decomposition  decomposition 

Fig. 1. Face image in wavelet subbands (a) 1-level wavelet decomposition (b) 3-level wavelet 
decomposition 
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In this paper, WT is used to decompose the face images onto wavelet 
decomposition of level two to reduce the computational load. Next, NMF is 
performed on the resultant face images which are now in wavelet domain. NMF 
ensured that all basis generated are non-negative. 

2.1.2   Non Negative Matrix Factorization  
NMF is a method to obtain a representation of data using non-negativity constraints. 
These constraints lead to a part-based representation in the image subface because 
they allow only additive, not subtractive, combinations of original data. Given an 
initial database expressed by a n x m matrix X, where each column is an n-
dimensional non-negative vector of the original database (m vectors), it is possible to 
find two new matrices (W and H) in order to approximate the original matrix : 

, where ,nxr rxmX X WH W H≈ ≡ ∈ ℜ ∈ ℜ  (2) 

We can rewrite the factorization in terms of the columns of X and H as: 

, where , for 1,...,m r
j j j j jx x Wh x h j n≈ = ∈ℜ ∈ℜ =  (3) 

The dimensions of the factorized matrices W and H are n x r and r x m, 
respectively. Assuming consistent precision, a reduction of storage is obtained 
whenever r, the number of basis vectors, satisfies (n+m)r < nm. Each column of 
matrix W contains basis vectors while each column of H contains the weights needed 
to approximate the corresponding column in V using the basis from W.  

In order to estimate the factorization matrices, an objective function has to be 
defined. We have used the square of Euclidean distance between each column of X 
and its approximation of X=WH subject to this objective function: 
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This objective function can be related to the likelihood of generating the images in 
X from the basis W and encodings H. An iterative approach to reach a local minimum 
of this objective function is given by the following rules [4]: 
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Initialization is performed using positive random initial conditions for matrices W 
and H. Convergence of the process is also ensured. Fig. 2 demonstrates the NMF 
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basis extracted from our database. These basis provide a sparse and part-based 
representation of face images. 

In face recognition, NMF is performed where W = (W T W)-1 WT. In the feature 
extraction, each training facial images xi is projected into the linear space as a feature 
vector hi = Wxi. This is then used as a training feature point. A testing face image xt to 
be classified is represented as ht = Wxt. Next we classified them using nearest 
neighborhood classification scheme, Euclidean distance metric. The Euclidean 
distance between the testing image and each training image, d(ht, hi) is calculated. The 
testing image is classified to the class to which the closest training image belong. 

 

Fig. 2. NMF bases 

2.2   Bio-Discretization 

At this stage, the NMF projections, w∈ r, with r, the basis vector length of  NMF  
is reducing down to a set of single bit, {0,1}b ∈ m, with m the length of bit string via a 

tokenized pseudo random pattern, mℜ ∈ , which distributed according to uniform 
distribution U[-1 1]. 

We can describe the procedure of Bio-Discretization as follow: 

1. Raw intensity image representation, I ∈ N, with N the image pixelisation 
dimension. 

2. NMF in wavelet domain in a vector format, w∈ r, with r corresponding to the 
NMF length. 

3. Discretization, {0,1}b ∈ m, where m=r. 

The above mentioned parameters are said to be zero knowledge representations of 
their inputs if the transformation is non-invertible. The transition between (a) and (b) 
is important as good feature location and extraction can reduce substantially the offset 
between two face images of the same person. Achieving (c) requires an offset-tolerant 
transformation by projected w onto each random pattern, and the choice of threshold, 
τ , to assign a single bit for each projection is described as : 

1. Compute x = <w, ℜ >, when ,< ⋅ ⋅ > denote their inner product process. 

2. 
0 : x<

Assign  = 
1 : x

b(x)
τ
τ≥
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Repetition of this procedure to obtain multiple bits renders the issue of inter-bit 
correlations, which is addressed via orthonormal set { : :1,2,..., }kr k mς = . Each bit 
b(x) is hence rendered independent of all others, so that legitimate (and unavoidable) 
variations in w that inverts bi+1(x) would not necessarily have the same effect on bi(x). 
Inter-bit correlations and observations thereof are also important from the security 
viewpoint, the later of which is prevented via discretizing the concatenated bits.  

Finally the images are classified using Hamming distance metric. Hamming distance 
calculate the number of bits which differ between two binary strings resultant from the 
thresholding process. The distance between two strings b(x1) and b(x2) is • |  | x1i – x2i |.  

The Bio-Discretization progression can be illustrated as in Fig. 3. 

3   Experimental Results 

The proposed methodology is tested on two standard databases, namely Faces-93 
Essex University Face Database [5] and Olivetti Research Laboratory (ORL) 
Database [6]. There are various aspects in the Faces-93 Essex database which made it 
appropriate to this experiment.  Data capture conditions are subject to photographed at 
fixed distance from camera, and individuals are asked to speak to produce images of 
the same individuals with different facial expressions. This database consists of 100 
subjects with 10 images for each subject. The set of the 10 images for each subject is 
randomly partitioned into a training subset of 3 images and a test set of another 5 
images. The image size is of 61 x 73 pixels, 256 – level grayscale. The face scale in 
the images is uniform and there are minor variations in turn, tilt and slant. On the 
other hand, ORL database contains 40 subjects with 10 images for each subject. The 
set of the 10 images for each subject is also randomly partitioned into a training 
subset of 3 images and a test set of another 5 images. The image size is of 92 x 112 
pixels, 256 – level grayscale. There are major variations in turn, tilt and slant which 
we make use of the complexity of this database for our experiments.  

The experimental notations are explained as follows: 

1. wNMF: denoting NMF in wavelet domain verification scheme, through Euclidean 
distance metric. 

2. wNMFD-m: denoting NMF in wavelet domain with Bio-Discretization scheme, 
through Hamming distance metric, where m is the bitlength, τ =0. 

Generally speaking, all wavelet transforms with smooth, compactly support 
orthogonality can be in this approach. It is found that the selection of different 
wavelet does not seriously affect the performance of this testing [7]. An experiment 
was carried out to verify the performance rate when Symmlet 10 wavelet filter of 
level 2 is integrated with Non-Negative Factorization (NMF) as shown in Table 1. 
Two different databases were used to test the verification rate. From Table 1, multiple 
r were chosen to verify the best performance. r=20, 40, 60, 80 were used for 
verification rate calculation. The optimum verification rate for Essex Database is EER 
= 1.78% with FAR = 1.56%, FRR = 2% when r = 20. On the other hand, ORL 
database attains EER = 7.25% with FAR = 7%, FRR = 7.5% when r = 40. There is a 
significant  difference in the verification rate of these two  databases as ORL database  
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contains more variations to Essex Database, therefore yield poorer verification rate.  
Nevertheless both are achieving relatively satisfying results. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Bio-Discretization Ilustration 

Table 1. Comparison of Essex and ORL database with wNMF 

Database r FAR(%) FRR(%) EER(%) 

Essex 20 1.56 2.00 1.78 
 40 2.90 3.00 2.95 
 60 5.03 5.00 5.01 
 80 5.10 5.00 5.05 

     
ORL 20 7.40 7.50 7.45 
 40 7.00 7.50 7.25 
 60 7.30 7.50 7.40 
 80 10.70 10.00 10.35 

Transformation 

wNMF 
feature 

Inner 
Product 

Inner 
Product 

Inner 
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Another experiment was carried out by using a similar set of r to determine the 
optimum verification rate of wNMFD-m. We can clearly see from Table 2 that the EER 
= 0% when r=80 and EER = 0.0321% when r=80 in Essex and ORL database, 
respectively. Establishment of FRR (FAR=0%) and the Equal Error Rate (ERR) criteria, 
at which point FAR=FRR for a particular configuration requires analysis of FAR-FRR 
Receiver Operating Characteristics (ROC), which can be deployed by varying a range 
of normalized threshold values in between 0 to 1, as illustrated in Fig. 4 and 5.  

Table 2. Comparison of Essex and ORL database with wNMFD-m 

Database r FAR(%) FRR(%) ERR(%) 
Essex 20 3.83 1.00 2.41 
 40 0.75 1.00 0.87 
 60 0.31 0.00 0.16 
 80 0.00 0.00 0.00 
     
ORL 20 4.17 10.00 7.08 
 40 1.41 2.50 1.96 
 60 1.67 5.00 3.33 
 80 0.06 0.00 0.03 

ROC Plot
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Fig. 4. ROC plot for wNMFD-m in Essex database 
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Fig. 5. ROC plot for wNMFD-m in ORL database 
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Fig. 6 and 7 illustrate the genuine and imposter population for wNMF and 
wNMFD-m, for Essex and ORL database, respectively. The results show the smaller 
overlapping in between genuine and imposter populations for wNMF in Essex 
database compared to ORL database. On the other hand, wNMFD-m in Essex 
database has clean separation compared to ORL database where minor overlapping 
occurs. The former minimize the distance between images from the same class, which 
can be observed from mean and variance values as shown in the Table 3, which make 
it more favor in the classification task.  

(a) wNMF for Essex database  (b) wNMF for ORL database 

Fig. 6. Euclidean distance histograms for wNMF 

(a) wNMFD-80 for Essex database             (b) wNMFD-80 for ORL database 

Fig. 7. Hamming distance histograms for wNMFD-80 

Table 3. Statistic Data for the Genuine and the Imposter population 

Genuine Population Imposter Population Database Methods 
Mean Variance Mean Variance 

Essex wNMF   0.17   0.00   0.53   0.02 
 wNMFD-m 11.99 19.63 37.89 16.83 
ORL wNMF   0.26   0.01   0.52   0.01 
 wNMFD-m 17.28 18.13 37.50 16.42 
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4   Conclusion 

A novel error-tolerant discretization methodology is described in this paper. This 
method has significant advantages over solely biometric or token usage, such as near 
zero EER level and clear separation between the genuine and imposter population, 
thereby mitigate the suffering from increased occurrence of FRR when eliminate 
the  FAR. In order to produce a lower dimension multiresolution representation of  
the images that alleviates heavy computational load, wavelet transform is applied to 
the face images. NMF is chosen to be integrated with WT as the feature extractor 
because this subspace projection technique only allows non-negativity constraints 
which lead to a parts-based face image representation. This is consistent with the 
physiological fact that the firing rate is non-negative. Inner product between wNMFD-
m and tokenized random number outcomes a string of compact binary code, which is 
highly desirable in a secure environment and outperforms the classic verification 
scheme. In addition, Bio-Discretization technique also addressed the invasion of 
privacy issue, such as biometric fabrication.  
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Abstract. The cochlear ear implant has become a standard clinical in-
tervention for the treatment of profound sensorineural hearing loss. After
20 years of research into implant design, there are still many unanswered
clinical questions that could benefit from new analysis and modelling
techniques. This research aims to develop techniques for extracting the
cochlea from medical images to support clinical outcomes. We survey
the challenges posed by some of these clinical questions and the prob-
lems of cochlea modeling. We present a novel algorithm for extracting
tubular objects with non-circular cross-sections from medical images,
including results from generated and clinical data. We also describe a
cochlea model, driven by clinical knowledge and requirements, for rep-
resentation and analysis. The 3-dimensional cochlea representation de-
scribed herein is the first to explicitly integrate path and cross-sectional
shape, specifically directed at addressing clinical outcomes. The tubular
extraction algorithm described is one of very few approaches capable of
handling non-circular cross-sections. The clinical results, taken from a
human CT scan, show the first extracted centreline path and orthogonal
cross-sections for the human cochlea.

1 Introduction

This paper describes a collaborative project being undertaken by the Depart-
ments of Computer Science and Software Engineering, and Otolaryngology at
The University of Melbourne and National ICT Australia to model and anal-
yse the shape of the human cochlea. In the first half of the paper, we describe
the problems, challenges and clinical motivations for the research. In the second
half of the paper, we present a novel algorithm for extracting tubular objects
with non-circular cross-sections (such as the cochlea) from medical images. We
present results from generated test data, and clinical results from human CT
scans.

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 74–85, 2004.
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2 Clinical Background

Across the world, millions of people suffer from profound sensorineural hearing
loss. This form of deafness affects many people; one in 1000 babies are born
deaf with congenital hearing defects, while adults can develop profound hearing
loss with age. Around 40% of people over the age of 75 and over 3 million
children suffer from hearing loss. Until recent years, this type of hearing loss
was incurable. Nerve-impaired deafness is not treatable with standard acoustic
hearing aids, which only amplify the sound. It is characterised by damage to the
nerve or hair cells in the inner ear, and has a variety of causes.

In normal human hearing, sound waves enter the outer ear via the exter-
nal auditory meatus (ear canal) and strike the tympanic membrane (ear drum).
This resonates the connected auditory ossicles (middle ear bones) which convert
the sound waves into mechanical vibration that in turn resonates via the round
window along the scala (internal channel) of the cochlea (shell-like hearing or-
gan). The vibrations displace the basilar membrane, which runs the length of
the cochlea. Hair cells attached to the membrane are displaced by the vibration
and generate an electrochemical stimulus causing neurons in the local region to
fire. The neuronal stimulus is transmitted via the auditory nerve to the cortex
of the brain for processing. The sound frequency is a function of the distance
along the cochlea, thus spatially encoding sound.

The cochlea is the organ of hearing, a tiny (2cm3) shell-like spiral structure
in the inner ear, embedded in the temporal bone of the skull. A normal cochlea
revolves through 21

2 turns, from the basal turn (lower turn) up to the helicotrema
(top of spiral). Three channels run the length of the cochlea: the scala tympani,
scala media and scala vestibuli. The cochlear implant (described below) is in-
serted into the scala tympani. The path of the cochlea resembles a helical spiral,
while the cross-sectional shape resembles a cardioid (rounded “B” shape). The
basilar membrane resonates at different frequencies along its length; the distance
along corresponds to the frequency perceived. The degree of neuronal stimulation
determines the amplitude (volume) sensed.

The cochlear implant, also known as the bionic ear, was developed by Profes-
sor Graeme Clark at The University of Melbourne and later at The Bionic Ear
Institute. The implant restores hearing to patients with sensorineural damage,
and has become a standard clinical intervention for profound deafness. There
have been over 50,000 recipients of the cochlear implant in 120 countries world-
wide, since the first clinical trials in 1985 [2].

The cochlear ear implant consists of: an external microphone that picks up
sound; a signal processing unit that converts the sound into electrical signals;
and an electrode array that stimulates the nerve fibres inside the cochlea. This
completely bypasses the outer and middle ear, and relies only on residual hearing
in the form of viable neurons inside the cochlea. The signal processing unit
performs spectrum analysis on the incoming sound, and determines the frequency
and amplitude of the speech. The array consists of a series of electrodes that
directly stimulate the auditory nerve with electrical current, thus recreating
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Fig. 1. Left: The middle and inner ear: a) external cochlea device, b) signal processor,
f) basal turn, g) cochlea, h) auditory nerve

the sensation of hearing. The distance along the array encodes frequency, while
current determines amplitude [3].

There are many clinical problems and questions that could benefit from new
techniques for the analysis of the shape of the cochlea and implant, some of
which are listed in Figure 2. In order to answer these questions, it is clear that

1. Does the patient suffer from Mondini’s syndrome [1]?

A normal cochlea revolves about 2 1
2

turns, whereas Mondini’s syndrome is char-
acterised by incomplete formation of turns. This needs a model of the cochlea
path to determine number of turns of cochlea canal.

2. Does the patient present surgical risks?

Pathologies such as ossification of the basal turn can complicate surgery. A model
of cross-sectional shape could identify such an abnormality, given a statistical
prior model of normal shape.

3. Where are the electrodes with respect to the modiolus?

Calibration and tuning of the speech processor are affected by the distance to the
modiolus and the position of each electrode. This requires a cochlea model and
implant model to determine distances and path.

4. How far has the electrode array been inserted?

Post-operative tuning of the signal processor depends on this information, to
determine frequency correspondences with the electrodes. Requires a model of
the cochlea and implant.

5. Has the implant pierced the basilar membrane?

If this occurs during implant insertion, it may impair vestibular function or dam-
age residual neurons. This information may also be used to improve electrode de-
sign, and have impact on surgical technique evaluation. Requires detailed cochlea
model and implant model.

Fig. 2. Clinical questions, surgical outcomes and cochlea modelling requirements
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we need a shape model of the cochlea that captures the path of the otic capsule,
the cross-sectional shape (along with the position of the basilar membrane), and
a model of the path of the implant with respect to the cochlea model.

Abnormalities in the shape of the cochlea may be associated with hearing
impairment and deafness. Shape analysis of the cochlea also has implications for
cochlear implant surgery in several areas: diagnosis, such as identifying Mondini’s
syndrome [1] and ossification of the basal turn; surgery planning, since vital
structures may be found in unpredictable locations; and clinical management,
as abnormal shape increases the risk of meningitis.

A variety of non-invasive imaging techniques are available to clinicians for
diagnosis and surgery planning. Conventional 2D x-rays, or radiographs, have
been in use for many years, and are still widely used. Computed Tomography
(CT) is a form of 3-dimensional x-ray, which is particularly suited to imag-
ing bone structures. Magnetic Resonance Imaging (MRI), also a 3-dimensional
modality, images the subject in a magnetic field, and is best at discriminating
different types of tissue. Since the implant is metallic, MRI cannot be used post-
operatively, due to the risk of internal damage. X-rays and CT scans are cur-
rently the only practical means of post-operative evaluation in vivo for cochlear
implant patients.

There are clearly many clinical motivations for imaging the cochlea. However,
there are many significant challenges that remain before these questions can be
answered. As the cochlea is only 2cm3 (about the size of a marble), with current
imaging resolutions, in vivo scans will resolve approximately 60x60x45 voxels at
a 0.1mm anisotropic scale. The scala tympani, the part of the cochlea into which
the electrode is inserted, is approximately 1mm in diameter. The electrode itself
consists of 24× 0.01mm wires with electrodes of 0.5mm in diameter.

Traditional 2D radiographs are currently used in clinical practice to post-
operatively evaluate the position of the electrode. The individual wires and elec-
trodes on the implant are visible, and the resolution is very good. However, it can
be difficult to acquire an x-ray that is properly aligned with the basal turn. More
significantly, since the radiograph is a planar projection, 3D information is lost.
Current clinical practice relies on the surgeon’s experience to make qualitative
evaluations from this data. A CT scan can deliver a full 3D reconstruction of the
cochlea and electrode array post-operatively. However, the metallic construction
of the electrode (platinum) introduces significant blooming artifacts into the sur-
rounding image, and distorts for more than 1mm. Individual electrodes are not
detectable in CT [4]; only the path of the implant and wires. Since this distortion
extends beyond the size of the cochlea affecting local structures, post-operative
evaluation of the implant path is not ordinarily feasible. Clearly, neither CR nor
CT is sufficient alone for these evaluations.

Surprisingly little attention has been paid to modelling the three-dimensional
shape of the hearing organ itself, the cochlea. It is generally accepted that the
cochlea resembles an Archemidean spiral [5, 6] or shell. The only models pub-
lished have described the path, thus no model integrating path and cross-section
exists.
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Cohen’s 2D Electrode Model. Cohen et al. present a 2-dimensional spiral
template to model the path of the inserted electrode array [7], providing a model
for frequency estimation and implant tuning. This can be seen as an approxima-
tion of the path of the otic capsule (defined by the walls of the bone structure
containing the cochlea), however it is known that the implant does not always
track the walls. Since the implant is inserted into the scala tympani, the elec-
trode will not necessarily follow the precise centreline of the otic capsule itself.
Thus this model is only an approximation to the cochlea tubular path.

Cohen’s 2D spiral model is a piecewise logarithmic spiral based on a polar
co-ordinate system (the second equation takes into account the curvature of the
basal turn):

R = ac−bθ θ ≥ 100◦

R = c(1− d log(θ − θ0)) θ < 100◦ (1)

for some constants a, b, c, d. The origin is centred at the modiolus.

Yoo’s 3D Spiral Model. Cohen’s 2D electrode path model was extended into
3D by Yoo et al. [5, 8] in order to model the centreline path of the cochlea
itself. This involved adding a Z-axis component to the existing polar coordinate
system. First a linear function z = e(θ−θ1) was described [5], then an exponential
function h = cedθ [8], where z and h both represent the height of the spiral curve,
for some constants c, d, e and angle θ.

This model for the cochlea centreline is based on the electrode model, and
assumes that the paths are coincident. It was evaluated on a single patient and
validated against histological data, which is typically imprecise. The centreline
is taken as the centroid of cross-section, which is extracted using Wang’s un-
wrapping technique [9]. Ultimately this model is only an approximation to the
path of the cochlea centreline; it does not address the shape of the cross-section
of the cochlea along its path.

Ketten’s Archimedean Spiral Model. Ketten et al. present an Archemidean
spiral model, which is used to estimate cochlea length along the midcanal spiral
path [6]. This model is aimed at predicting insertion depth and cochlea length,
and thus does not directly address the 3D space-curve path that we seek. Yoo
points out that this model does not take into account the basal turn [8], and
thus is less faithful to cochlea morphometry than the models described above.

Models Summary. The most advanced model thus far is the 3D path model
of Yoo et al.. It been derived from a single CT scan, is based on the assumption
that the electrode path and centreline are equivalent, and does not address cross-
section. These existing models are inadequate to respond to the clinical questions
before us. This research aims to address this gap by producing a model that inte-
grates both path and cross-sectional shape, developing an extraction algorithm
capable of generating such a model, and one that will integrate with a model of
the electrode.
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3 Tubular Object Extraction

The cochlea is often described as an Archemidean spiral shell [5], which can
be approximated by a logarithmic curve. However the cross-sectional shape of
the cochlea is not elliptical; it resembles a cardioid (a rounded “B”). Both the
shape and size of the cochlea vary along its length, posing some unique chal-
lenges for extraction and modeling. Most existing tubular extraction techniques
are concerned with the vasculature, where a circular or elliptical cross-section is
typically assumed. Since we cannot make this assumption, a new approach is re-
quired that explicitly treats complex cross-sectional shape. Our goal is therefore
to develop techniques for extracting 3-dimensional tubular objects with non-
circular cross-sections, and recover clinically relevant parameters that support
medical outcomes.

The remainder of this paper is structured as follows: first we discuss related
research in the area of tubular object extraction, and why these are unsuitable
for our purposes. Then we describe the design of our algorithm, including param-
eter selection. We then present the results of processing synthetic data (a gold
standard) based on Yoo’s 3D model, and real CT dataset of a human cochlea.

A number of approaches exist for tubular object segmentation and extraction,
however the majority of research has focused on segmenting vascular networks
[10–14]. Since blood vessels are thin, long, have circular or elliptical cross-sections
and form complex branching networks, most tubular research has focused on
anatomy with these attributes. Consequently, larger tubular objects with non-
trivial cross-sections such as the cochlea have received much less attention.

The intrinsic shape characteristics of a tube can be described by two related
components: the centerline path and the cross-sectional shape along the path.
Binford [15] first proposed the Generalised Cylinder (GC), a spatial curve defin-
ing the centerline path of the object, and a cross-section (typically circular or
elliptical) that can vary as a function of the distance along the path. The Right
Generalised Cylinder (RGC) [16] constrains the cross-section to be orthogonal to
the tangent of the path. With some exceptions (eg. [13]), the majority of recent
approaches to tubular models employ variations on the RGC. In the case of the
cochlea, the centerline path is clinically significant (see Figure 2). Consequently,
a tubular representation suitable for shape analysis would be highly desirable.

In scale space terms, the gross-scale shape of a tube is characterised by the
path of its centerline (the tubular axis), and is typically modelled as a B-spline
[11]. To extract the centreline of a tube, Principal Components Analysis (PCA)
can be applied to a local image region directly to track the maximal eigenvector
[9] and follow the principal axis. More common is to apply PCA to the local
Hessian matrix, and track along the maximal eigenvectors [10, 11, 14].

Aylward et al. [10] use multi-scale intensity ridge traversal, driven by the
eigenvalues of the local Hessian, to extract the centerline of blood vessels. This
approach requires a near-circular cross-section, limiting its applicability to com-
plex cross-sectional modeling. While Krissian [14] simply employs the local Hes-
sian for orientation, Frangi [11] also employs a local discriminant function that
identifies tubular structures locally to improve and guide tracking.
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The Hessian is a 2nd-order directional derivative, which makes it more sus-
ceptible to noise than a 1st-order gradient operator (employed in our approach).
Multi-scale blurring is typically used in conjunction with the local Hessian to
mitigate noise. This also ensures the requisite Gaussian intensity profile to create
the intensity ridge at the centre of the tube. However, this requires the cross-
section to be nearly circular [10], thus limiting its generality. Bifurcations can
also cause problems when using the local Hessian, due to filtered signal loss
around the joint [11].

Yim et al. [13] employ a deformable curve (snake) in a novel tubular co-
ordinate system, that deforms according to image and smoothing forces to model
the wall as a mesh. It is assumed that the centerline has been manually specified
as a sequence of points along the centre axis of the vessel, although Bitter [17]
demonstrates how this can be error-prone.

Lorigo describes an approach based on Level Sets called curves [12], that
uses an evolving curve driven by image intensity gradient to extract vasculature.
However the result is still a segmentation, and thus further analysis would be
required to produce a tubular model suitable for shape analysis.

The fine-scale detail of a tube is defined by the local shape of the orthogonal
cross-section, which can vary along the length of the tube. This is difficult to ex-
tract and model explicitly. Most approaches either do not address cross-sectional
shape [18], or assume a circular or elliptical [10] cross-section. These assumptions
may generally be valid for vasculature, however in [11] Frangi points out that “ex
vivo measurements have shown that this assumption is rather simplistic”. Frangi
describes a spline-based tubular model capable of representing non-circular cross-
sections, and demonstrates the approach to model vessel stenosis.

3.1 Tubular Extraction Algorithm

The Tubular Extraction algorithm uses the Principal Flow Filter [19] to incre-
mentally extract a tubular object by tracking along its path and taking cross-
sectional slices. Since our approach is driven by the image gradient at the tube
walls, there is no constraint imposed on the cross-sectional shape. In this paper,
we do assume that the cross-sectional area does not vary significantly along the
length, which is valid for the cochlea.

The Principal Flow Filter calculates the local orientation of flow along a
tube. Given an input volume I : R

3 �→ R containing a non-branching tubular
object, we specify a point p = (x, y, z) inside the tube, and a vector v oriented
approximately along the tube. We assume that the contrast along the tubular
walls is strong (see Figure 3(a)). Thus the gradient intensity vectors along the
walls will tend to be oriented approximately co-planar with the orthogonal cross-
sectional plane. It follows that the cross-product of any two of these wall gradient
vectors should produce a vector approximately oriented along the tubular axis.
With a sufficiently robust analysis, a local region can be processed in this way to
calculate a mean orientation from all the cross-products, yielding the principal
flow vector vf .
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Fig. 3. (a) Cross-section of a tube, showing: centroid p, maximal diameter ρ, and
gradient vectors around wall; (b) Side view of tube, showing: point p, flow vector vf ,
longitudinal dimension δ and gradient vectors along the wall; (c) pairs of gradient
vectors along the wall contribute to flow vector

Parameters are supplied for the expected maximum diameter of the tube ρ
and the desired section depth δ (inversely proportional to the curvature). This
specifies a Volume of Interest V, centred at p, oriented such that v defines the
new Z-axis, with size ρ × ρ × δ. We size V such that it completely encloses a
short and relatively uniform section of the tube; that is, the width and height
ρ is slightly larger than the diameter of the tube, and the depth δ is small
enough to minimise local curvature. Over the resampled VOI IV we calculate
the first-derivative image gradient:

G = ∇IV (2)

Thus G will yield strong gradient vectors normal to the walls. We randomly
sample N vectors a from this vector field:

M = {ai : ai = S(G), i ∈ [0, N ], ‖ai‖ > ε} (3)

where S is a pseudo-random sampling function, and ε is the minimum gradi-
ent magnitude threshold. We then take the vector cross-product of all pairs
from M :

C = {ci : ci = vm × vn, ∀vm, vn ∈ M ,m �= n} (4)

We map the vectors from C into (φ, ψ) ∈ R
2, where φ is the angle of ci in the

XZ plane and ψ is the angle of in the Y Z plane (see Figure 4(c)). This produces
a cluster around the mean local orientation. To eliminate outliers and mitigate
against sampling noise, we employ a robust random sampling approach based on
the RANSAC algorithm [20]. A series of potential models is taken from the data
set, and compared with all data points in the set using a Euclidean distance
metric d(a, b). The support for a model is increased by a data point falling
within a given threshold of the model. After a sufficient number of iterations,
the model with the greatest support is chosen. The new mean orientation is
calculated from all points in this support set, which is transformed back into a
vector in the original frame, and becomes the local flow vector vf for that region
oriented along the tube.
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Fig. 4. (a) typical mid-saggital slice of human cochlea, showing upper and basal turns,
and auditory nerve; (b) A VOI from the CT cochlea, showing wall with gradient vec-
tors; (c) Flow vectors projected into a Euclidean space, with a cluster clearly showing
consensus on orientation

The Tubular Extraction algorithm consists of the following steps:
1. Initialise with p = p0 and v = v0, and select ρ, δ
2. Resample the Volume Of Interest (VOI) centred at p oriented by v, with

dimensions ρ× ρ× δ
3. Calculate the local flow direction vf using the Principal Flow Filter
4. Extract the cross-sectional plane P given normal vf centred about p
5. Calculate the new centre pc from centroid of P
6. Calculate the new centre point with p = pc + δvf

7. Repeat from step 2

3.2 Results

First the algorithm was evaluated against generated data, in order to have
ground-truth for testing and validation. Yoo’s 3D model of the cochlea [5] was
used to generate a realistic test model (Figure 5i,ii). Two test volumes were ren-
dered with different cross-sections: a circular shape with diameter 10mm, and
a clover-leaf shape with diameter 12mm (resolution 1mm/voxel). The track-
ing results are shown in Figure 5 (iii,iv). The algorithm demonstrated excellent
tracking in both cases, successfully extracting the entire length of the tubes
automatically.

The algorithm has also been applied to a CT scan of a real human cochlea.
The input data and tracking results are shown in Figure 5. The algorithm suc-
cessfully tracked through the basal and mid-modiolar sections of the cochlea, for
approximately 11

4 turns. The characteristic curve shape is clearly visible in the
XZ plot of Figure 6(iv). At two points, anatomy adjoins the cochlea, creating
a bifurcation that necessitated a manual restart. The tracking is not precisely
on the centreline, mainly due to the low resolution available (limited by clinical
considerations and x-ray dosage).
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Fig. 5. Generated Data: Input data (i,ii) and tracking results (iii,iv) for (a) circular
and (b) clover cross-section
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Fig. 6. Clinical Results: the input CT scan data showing a mid slice (i) and 3D view
(ii), with tracking results (iii,iv) and the first 10 cross-sections (v). Note: the path in
(iii) is not orthogonal to viewing plane

4 Conclusion

We have presented a survey of the clinical challenges of cochlea modelling. We
have presented a novel tubular extraction algorithm that captures the path of
tubular objects and their cross-sections. The algorithm explicitly handles non-
circular cross-sections, which is relevant to numerous areas of anatomy. The
output of the algorithm is model-centric, which has direct advantages for shape
analysis, as the model directly captures clinically relevant parameters. The re-
sults demonstrated very accurate extraction of difficult generated test data. Sig-



84 G. Baker et al.

nificantly, the algorithm has been applied to CT and produced the first successful
of the centreline and cross-sections of the human cochlea for 1 1

4 turns. This data
will be validated, extended to analyse a small population, and form the basis of
the first general cochlea shape model derived from clinical data. The challenge of
bifurcations will need to be addressed to apply this technique to other anatomy.

Our thanks to the Royal Victorian Eye and Ear Hospital for supplying the
CT scan data used in this study, to the reviewers for their helpful comments,
and to the developers of the Insight Toolkit [21] imaging library, which was used
to develop the analysis software for this project.
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Abstract. In the last years, there has been a large growth in gene ex-
pression profiling technologies, which are expected to provide insight into
cancer related cellular processes. Machine Learning algorithms, which are
extensively applied in many areas of the real world, are not still popular
in the Bioinformatics community. We report on the successful applica-
tion of the combination of two supervised Machine Learning methods,
Bayesian Networks and k Nearest Neighbours algorithms, to cancer class
prediction problems in three DNA microarray datasets of huge dimen-
sionality (Colon, Leukemia and NCI-60). The essential gene selection
process in microarray domains is performed by a sequential search en-
gine and after used for the Bayesian Network model learning. Once the
genes are selected for the Bayesian Network paradigm, we combine this
paradigm with the well known K NN algorithm in order to improve the
classification accuracy.

1 Introduction

Development of high throughput data acquisition technologies in biological sci-
ences, and specifically in genome sequencing, together with advances in digital
storage and computing, have begun to transform biology, from a data–poor sci-
ence to a data–rich science. In order to manage and deal with all this new
biological data, the Bioinformatics discipline powerfully emerges.

These advances in the last decade in genome sequencing have lead to the
spectacular development of a new technology, named DNA microarray, which
can be included into the Bioinformatics discipline. DNA micro-array allows si-
multaneously monitoring and measurement of the expression levels of thousands
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of genes in an organism. A systematic and computational analysis of these micro-
array datasets is an interesting way to study and understand many aspects of
the underlying biological processes.

There has been a significant recent interest in the development of new meth-
ods for functional interpretation of these micro-array gene expression datasets.
The analysis frequently involves class prediction (supervised classification), re-
gression, feature selection (in this case, gene selection), outliers detection, prin-
cipal component analysis, discovering of gene relationships and cluster analysis
(unsupervised classification). In this way, DNA micro-array datasets are an ap-
propriate starting point to carry out the explained systematic and automatic
cancer classification (Golub et al., [9]). Cancer classification is divided in two
major issues: the discovery of previously unknown types of cancer (class dis-
covery) and the assignment of tumor samples to already known cancer types
(class prediction). While the class discovery is related with cluster analysis (or
unsupervised classification), class prediction is related with the application of su-
pervised classification techniques. Our work focuses on class prediction for cancer
classification. In the last decade there has been a big growth in the accumula-
tion of information in Economic, Marketing, Medicine, Finance, etc. databases.
The larger size of these databases and the improvement of computer related
technologies inspired the development of a set of techniques that are grouped
under the Machine Learning (ML) (Mitchell [21]) term and that discover and
extract knowledge in an automated way. Although ML techniques have success-
fully solved classification problems in many different areas of the real world, its
application is nowadays emerging as a powerful tool to solve DNA micro-array
problems (Li and Yang [19]; Xing et al. [30]; Ben-Dor et al. [1]; Inza et al. [11];
Blanco et al. [2]).

As micro-array datasets have a very large number of predictive genes (usu-
ally more than 1000) and a small number of samples (usually less than 100),
a reduction in the number of genes to build a classifier is an essential part of
any micro-array study. Moreover, for diagnostic purposes it is important to find
small subsets of genes that are informative enough to distinguish between cells of
different types [1]. All the studies also show that the main part of the genes mea-
sured in a DNA micro-array are not relevant for an accurate distinction between
cancer classes (Golub et al., [9]). To this end we suggest a simple combinatorial,
sequential, classic search mechanism, named Sequential Forward Selection (Kit-
tler [13]), which performs the major part of its search near the empty subset of
genes. Each found gene subset is evaluated by a wrapper (Kohavi and John [15])
scheme, which is very popular in ML applications and it is started to be used in
DNA micro-array tasks (Inza et al. [11]; Blanco et al. [2]; Li et al. [18]; Xing et
al. [30]).

In this paper, we present a new classifier combination technique that consists
of combining the use of two well known paradigms: Bayesian Networks (BN) and
K Nearest Neighbor (K-NN). We show the results obtained when using this new
classifier in three micro-array datasets. Before running the classification process,
Feature Subset Selection is applied using a wrapper technique in order to keep
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only the relevant features. The accuracy estimation is given using the Leaving
One Out Cross Validation (LOOCV) technique because, due to its unbiased
nature (Kohavi, [14]), it is the most suited estimation procedure for micro-array
datasets.

The rest of the paper is organized as follows: section 2 focuses on the Feature
Selection process; sections 3 and 4 present the Bayesian Networks and K-NN
paradigms, respectively; section 5 is devoted to the new classifier proposed in
this paper; obtained experimental results are shown in section 6, and in the final
section 7 the conclusions are presented and the future work lines are pointed
out.

2 Gene Selection Process: Feature Subset Selection

The basic problem of ML is concerned with the induction of a model that clas-
sifies a given object into one of several known classes. In order to induce the
classification model, each object is described by a pattern of d features. Here,
the ML community has formulated the following question: are all of these d
descriptive features useful for learning the ‘classification rule’? On trying to re-
spond to this question, we come up with the Feature Subset Selection (FSS) [20]
approach which can be reformulated as follows: given a set of candidate features,
select the ‘best’ subset in a classification problem. In our case, the ‘best’ subset
will be the one with the best predictive accuracy.

Most of the supervised learning algorithms perform rather poorly when faced
with many irrelevant or redundant (depending on the specific characteristics
of the classifier) features. In this way, the FSS proposes additional methods to
reduce the number of features so as to improve the performance of the supervised
classification algorithm.

FSS can be viewed as a search problem with each state in the search space
specifying a subset of the possible features of the task. Exhaustive evaluation of
possible feature subsets is usually infeasible in practice due to the large amount
of computational effort required. In this way, any feature selection method must
determine four basic issues that define the nature of the search process:

1. The starting point in the space. It determines the direction of the search.
One might start with no features and successively add them, or one might start
with all features and successively remove them.

2. The organization of the search. It determines the strategy of the search.
Roughly speaking, the search strategies can be complete or heuristic (see [20] for
a review of FSS algorithms). When we have more than 10-15 features the search
space becomes huge and a complete search strategy is infeasible. As FSS is a clas-
sic NP-hard optimization problem, the use of search heuristics is justified. Classic
deterministic heuristic FSS algorithms are sequential forward and backward se-
lection (SFS and SBS [13]), floating selection methods (SFFS and SFBS [23]) and
best-first search [15]. Two classic implementations of non-deterministic search
engines are Genetic Algorithms [28], Estimation of Distribution Algorithms [10]
and Simulated Annealing [6].
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3. Evaluation strategy of feature subsets. The evaluation function identifies
the promising areas of the search space. The objective of FSS algorithm is its
maximization. The search algorithm uses the value returned by the evaluation
function for helping to guide the search. Some evaluation functions carry out this
objective looking only at the characteristics of the data, capturing the relevance
of each feature or set of features to define the target concept: these type of
evaluation functions are grouped below the filter strategy. However, Kohavi and
John [15] report that when the goal of FSS is the maximization of the accuracy,
the features selected should depend not only on the features and the target
concept to be learned, but also on the learning algorithm. Thus, they proposed
the wrapper concept: this implies that the FSS algorithm conducts a search for
a good subset using the induction algorithm itself as a part of the evaluation
function, the same algorithm that will be used to induce the final classification
model. In this way, representational biases of the induction algorithm which are
used to construct the final classifier are included in the FSS process. It is claimed
by many authors [15, 20] that the wrapper approach obtains better predictive
accuracy estimates than the filter approach. However, its computational cost
must be taken into account.

4. Criterion for halting the search. An intuitive approach for stopping the
search is the non-improvement of the evaluation function value of alternative
subsets. Another classic criterion is to fix an amount of possible solutions to be
visited along the search.

In our microarray problems, we propose to use Sequential Forward Selection
(SFS) [13], a classic and well known hill-climbing, deterministic search algorithm
which starts from an empty subset of genes. It sequentially selects genes until
no improvement is achieved in the evaluation function value. As the totality of
previous microarray studies note that very few genes are needed to discriminate
between different cell classes, we consider that SFS could be an appropriate
search engine because it performs the major part of its search near the empty
gene subset.

To assess the goodness of each proposed gene subset for a specific classifier,
a wrapper approach is applied. In the same way as supervised classifiers when
no gene selection is applied, this wrapper approach estimates, by the LOOCV
procedure, the goodness of the classifier using only the gene subset found by the
search algorithm.

3 Bayesian Networks

Bayesian networks are probabilistic graphical models represented by directed
acyclic graphs in which nodes are variables and arcs show the conditional (in)
dependencies among the variables [12].

There are different ways of establishing the Bayesian network structure [8, 3].
It can be the human expert who designs the network taking advantage of his/her
knowledge about the relations among the variables. It is also possible to learn the
structure by means of an automatic learning algorithm. A combination of both
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Input: ordering and database
Output: net structure
Begin:

for i = 1 to n
πi = ∅
p old = g(i, πi)
ok to proceed = true
while (ok to proceed) and (|πi| < max parents)

z ∈ pred(i) where z = argmaxkg(i, πi

⋃{k})
p new = g(i, πi

⋃{k})
if(p new > p old)

p old = p new
πi = πi

⋃{z}
else

ok to proceed = false
End

Fig. 1. Pseudo-code of the K2 structural learning algorithm

systems is a third alternative, mixing the expert knowledge and the learning
mechanism. Within the context of microarray data it is beyond the knowledge
of the authors the meaning and the inter-relations among the different genes
(variables); this is the reason for not defining an expert made net structure for
each of the databases.

Within the supervised classification area, learning is performed using a train-
ing datafile but there is always a special variable, namely the class, i.e. the
one we want to deduce. Some structural learning approaches take into account
the existence of that special variable [7, 28, 29, 17], but most of them do con-
sider all the variables in the same manner and use an evaluation metric to
measure the suitability of a net given the data. Hence, a structural learning
method needs two components: the learning algorithm and the evaluation mea-
sure (score+search).

The search algorithm used in the experimentation here described is the K2
algorithm [4] (figure 1 shows its pseudo-code). This algorithm assumes an order
has been established for the variables so that the search space is reduced. The
fact that X1, X2, · · · , Xn is an ordering of the variables implies that only the
predecessors of Xk in the list can be its parent nodes in the learned network.
The algorithm also assumes that all the networks are equally probable, but
because it is a greedy algorithm it can not ensure that the net resulting from
the learning process is the most probable one given the data.

The original algorithm used the K2 Bayesian metric to evaluate the net while
it is being constructed:
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P (D|S) = log10
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where: P (D|S) is a measure of the goodness of the S Bayesian net defined over
the D dataset; n is the number of variables; ri represents the number of values
or states that the i-th variable can take; qi is the set of all possible configurations
for the parents of variable i; Nijk is the frequency with whom variable i takes

the value k while its parent configuration is j; Nik =
qi∑

j=1

Nijk; and N is the

number of entries in the database
In addition to this metric, we have tried two more measures in combination

with the algorithm.
The Bayesian Information Criterion [26] (BIC) includes a term that penalizes

complex structures:
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where f(N) = 1
2 log N is the penalization term.

The well known entropy [27] metric measures the disorder of the given data:
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Evidence propagation or probabilistic inference consists of, given an instan-
tiation of some of the variables, obtaining the a posteriori probability of one ore
more of the non-instantiated variables. It is known that this computation is a
NP-hard problem, even for the case of a unique variable.

There are different alternatives to perform the propagation methods. Exact
methods calculate the exact a posteriori probabilities of the variables and the
resulting error is only due to the limitations of the computer where the calcu-
lation is performed. The computational cost can be reduced looking over the
independence of the nodes in the net.

Approximated propagation methods are based on simulation techniques that
obtain approximated values for the probabilities needed. [22] proposes a stochas-
tic simulation method known as the Markov Sampling Method. In the case all
the Markov Blanquet1 of the variable of interest is instantiated there is no need
of the simulation process to obtain the values of the non-evidential variables
and thereby, P (x|wx) can be calculated using only the probability tables of the
parents and children of the node, i.e. using the parameters saved in the model
specification. The method becomes for that particular case an exact propagation
method.

1 The Markov Blanquet of a node is the set of nodes formed by its parents, its children
and the parents of those children.
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4 The k-NN Classification Method

A set of pairs (x1, θ1), (x2, θ2), ..., (xn, θn) is given, where the xi’s take values in
a metric space X upon which is defined a metric d and the θi’s take values in the
set {1, 2, ...,M} of possible classes. Each θi is considered to be the index of the
category to which the ith individual belongs, and each xi is the outcome of the
set of measurements made upon that individual. We use to say that ”xi belongs
to θi” when we mean precisely that the ith individual, upon which measurements
xi have been observed, belongs to category θi.

A new pair (x, θ) is given, where only the measurement x is observable, and it
is desired to estimate θ by using the information contained in the set of correctly
classified points. We shall call:

x′
n ∈ x1, x2, ..., xn

the nearest neighbor of x if:

min d(xi, x) = d(x′
n, x) i = 1, 2, ...,n

The NN classification decision method gives to x the category θ′
n of its nearest

neighbor x′
n. In case of tie for the nearest neighbor, the decision rule has to be

modified in order to break it. A mistake is made if θ′
n �= θ.

An immediate extension to this decision rule is the so called k-NN approach
[5], which assigns to the candidate x the class which is most frequently repre-
sented in the k nearest neighbors to x.

5 Proposed Approach

We present a new classifier combination technique that could be seen either as
a multi-classifier (or classifier combination technique) or as an hybrid classifier
that uses the ideas of the two classifiers involved in the composition.

The new approach works as follows:

1. Select the genes by a wrapper Sequential Forward Selection with the Bayesian
Network paradigm. Naive Bayes algorithm implemented in MLC++ tool
(Kohavi et al. [16]) has been used for this purpose.

2. Given a database containing the selected genes (and the variable correspond-
ing to the class), learn the classification model (BN structure) to be used.
The K2 algorithm has been used as a learning paradigm together with the
three different metrics already explained. This algorithm treats all variables
equally and does not consider the classifying task the net will be used for.
In order to reduce the impact of the random order in the net structures
learned, the experiments have been repeated 3000 times and the nets with
the optimal values have been selected.

3. When a new case comes to the classifier, assign a class to the new case
according to the following process:
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– a) Look for its nearest neighbor case in the training database according
to the 1-NN algorithm. The use of the nearest neighbor of the new case
instead of the case itself allows us to avoid the negative effect that the
Laplace correction could have when propagating instances in which al-
most all the probabilities to be calculated correspond to conditions not
present in the database. Let Ki be this nearest case.

– b) Propagate the Ki case in the learned BN as if it was the new case,
– c) Give to the new case the class which a posteriori higher probability

after the propagation is done.

6 Experimental Results

To test the performance of the presented approach the following three well known
microarray class prediction datasets are used:

– Colon dataset, presented by Ben-Dor et al. (2000) [1]. This dataset is com-
posed by 62 samples of colon ephitelial cells. Each sample is characterized
by 2, 000 genes.

– Leukemia dataset, presented by Golub et al. (1999) [9]. It contains 72 in-
stances of leukemia patients involving 7, 129 genes.

– NCI-60 dataset, presented by Ross et al. (2000) [25]; it assesses the gene
expression profiles in 60 human cancer cell lines that were characterized
pharmacologically by treatment with more than 70, 000 different drug agents,
one at time and independently. Nine different cancers are considered.

We test the classification accuracy of the new proposed approach and compare
the results with those obtained by K-NN and Naive Bayes with all the genes and
by the BN models learned by the three metrics.

When learning Bayesian networks two subgoals can be identified. In one hand,
the structure of the network must be fixed and in the other hand, the values of
the probability tables for each node must be established. In this experimental
work the probability tables are always estimated from the training database.

6.1 Structural Learning Using Different Quality Metrics

In this approximation, instead of using a fixed net structure the K2 algorithm
has been used as a learning paradigm together with the three different metrics
already explained.

Figure 2 shows some of the BN structures obtained by the K2 algorithms with
the different metrics used in the three databases. As it can be seen, the structures
obtained by the K2 metric are more complex, and those obtained by the BIC
learning approach use to be disconnected due to the effect of the penalization.
That is the reason, in our opinion, that makes the structures obtained by using
the Entropy measure optimal for the classification task.
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(a) Entropy metric for the Leukemia
database

(b) BIC metric for the Colon database

(c) K2 metric for the NCI-60 database

Fig. 2. The obtained Bayesian Network structures for different metrics in the three
databases used in the experimental done

6.2 Classification Results

We present in this section the classification results obtained by each of the used
paradigms.

Table 1 shows the LOOCV accuracy estimates for the K-NN algorithm and
the Naive-Bayes approaches when all the genes of the databases are used as
predictor variables in the microarray datasets, as well as the results obtained
after the Feature Subset Selection has been performed for the BN, learned using
the different metrics, and also for the K-NN paradigm. Naive-Bayes results are

Table 1. LOOCV accuracy percentage obtained for the three databases by using KNN
and NB with all the genes, and by the BN and KNN algorithms after the gene selection
process

Dataset KNN-all NB-all K2-FSS BIC-FSS Entropy-FSS KNN-FSS
Colon 32.26 53.23 82.29 80.65 83.87 82.26
Leukemia 65.28 84.72 88.88 93.05 91.66 91.66
NCI-60 73.33 48.33 55.00 25.00 66.66 61.66
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Table 2. LOOCV accuracy percentage for obtained by the proposed classifier for each
dataset after SFS is applied

Dataset k2 bic entropy
Colon 83.87 83.87 85.88
Leukemia 91.66 93.05 94.44
NCI-60 58.33 26.66 68.33

outperformed by the BN models when FSS is applied; notice that when con-
sidering the whle set of variables, we use the Naive-Bayes algorithm instead of
the three learning approaches of the Bayesian Network paradigm due to the the
complexity of the BN learning process when the number of variables is large.

After the FSS is done with the wrapper approach, we have 7 genes selected
for the Colon database, 6 for the Leukemia and 15 for the NCI-60 when Naive
Bayes is used as the classification method. The selected gene number, and the
genes themselves, are different when K-NN paradigm is used in the FSS task (6
genes for the Colon database, 3 for the Leukemia and 14 for the NCI-60).

The results obtained by the new proposed approach are shown in Table 2. An
accuracy increment is obtained in two of the databases (Colon and Leukemia)
with respect to all the previous approaches. Nevertheless, the third dataset does
not show the same behaviour, probably because this database is divided into
9 different classes, which makes difficult to the Bayesian Network paradigm to
discriminate them using so few cases. For this third database, neither the new
approach nor the FSS improves the results obtained by the K-NN when all the
variables are considered.

7 Conclusions and Future Work

A new approach in the Machine Learning world is presented in this paper, and it
is applied to the micro-array data expression analysis. We use a distance based
classifier in combination with a BN, with the main idea of avoiding the bad
effect of the application of the Laplace Correction in the a posteriori probability
calculations due to the small number of cases of the used databases.

Obtained results indicate to the authors that the new approach can be used
in order to outperform the well-classified case number obtained by a Bayesian
Network when this paradigm is used as a classifier model, and also to obtain
better results than the K-NN paradigm.

It must also be pointed out that the BN structure obtained gives us a view
of the relations of conditional (in)dependences among the selected genes and the
variable representing the class. This fact could be used by physicians in order to
understand better the meaning of the existing relations.

As future work a more sophisticated searching approach should be used for
the BN structure learning phase. Evolutionary computation based techniques are
promising candidates for that job [24]. Filter measures should also be probed for
the Gene Selection process instead of the wrapper approach here applied.
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Abstract. Vector quantizer takes care of special image features like edges also 
and hence belongs to the class of quantizers known as second generation coders. 
This paper proposes a vector quantization using wavelet transform and 
enhanced SOM algorithm for medical image compression. We propose the 
enhanced self-organizing algorithm to improve the defects of SOM algorithm, 
which, at first, reflects the error between the winner node and the input vector 
to the weight adaptation by using the frequency of the winner node. Secondly, it 
adjusts the weight in proportion to the present weight change and the previous 
weight change as well. To reduce the blocking effect and improve the 
resolution, we construct vectors by using wavelet transform and apply the 
enhanced SOM algorithm to them. Our experimental results show that  
the proposed method energizes the compression ratio and decompression ratio. 

1   Introduction 

Computer graphics and medical imaging applications have started to make inroads 
into our everyday lives due to the global spread of information technology. This has 
made image compression an essential tool in computing with workstations, personal 
computers and computer networks. Videoconferencing, desktop publishing and 
archiving of medical and remote sensing images all entail the use of image 
compression for storage and transmission of data [1]. Compression can also be 
viewed as a form of classification, since it assigns a template or codeword to a set of 
input vectors of pixels drawn from a large set in such a way as to provide a good 
approximation of representation. The vector quantization is the well-known method as 
a component algorithm for loss compression methods, and many loss compression 
methods are using LBG algorithm for the vector quantization, which was developed 
by Linde, Buzo, and Gray [2]. But, LBG algorithm is recursive and requires 
considerable times to get optimal code vectors [3]. The quantization method using the 
artificial neural network is well suitable to the application that the statistical 
distribution of original data is changing as time passes, since it supports the adaptive 
learning to data [4][5]. Also, the neural network has the huge parallel structure and 
has the possibility for high speed processing. The H/W implementation of vector 
quantizer using the neural network supports O(1)’s codebook search and doesn’t 
require designing the extra structure for codebook.  
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The vector quantization for color image requires the analysis of image pixels for 
determinating the codebook previously not known, and the self-organizing map 
(SOM) algorithm, which is the self-learning model of neural network, is widely used 
for the vector quantization (VQ). However, the vector quantization using SOM shows 
the underutilization that only some code vectors generated are heavily used [6][7]. 
This defect is incurred because it is difficult to estimate correctly the center of data 
with no prior information of the distribution of data.  

In this paper, we propose the enhanced SOM algorithm, which, at first, reflects the 
error between the winner node and the input vector to the weight adaptation by using 
the frequency of the winner node. Secondly, it adjusts the weight in proportion to the 
present weight change and the previous weight changes as well. By using the wavelet 
transform and the proposed SOM algorithm, we implement and evaluate the vector 
quantization. The evaluation result shows that the proposed VQ algorithm reduces the 
requirement of computation time and memory space, and improves the quality of the 
decompressed image decreasing the blocking effect. 

2   Related Research 

2.1 Definition of VQ 

A minimum distortion data compression system or source coder can be modeled as a 
vector quantization (VQ), by mapping of input vectors into a finite collection of 
templates or reproduction code words called a codebook [3]. In VQ, the original 
image is first decomposed into n-dimensional image vectors. The process of mapping 
the decomposed image vector X into the template vector having a minimal error is 
called VQ. That is, VQ can be defined as a mapping Q of k-dimensional Euclidean 
space kR into a finite subset Y of kR . Thus, 

),....,1:'(,: ci
k NixYYRQ ==→  (1) 

where ),....,1:'( ci NixY == is the set of reproduction vectors, the codebook. And 
cN is 

the number of vectors in Y , the size of the codebook. It can be seen as a combination 
of two functions: an encoder, which views the input vector x  and generates the 
address of the reproduction vector specified by )(xQ , and a decoder, which generates 

the reproduction vector 'x  using this address. To measure a degree of distortion of the 
reproduction vector 'x , a mean square (MSE) is generally used. For the color image, it 
is defined as follows and the dimension of image vector is an nn ×  blocks;  
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where 
ijx  is the input value of the original image, 

ijx'  is the value of reproduction  

vector, RGB has a value of 3. 

2.2   LBG Algorithm 

LBG algorithm, which was proposed by Linde, Buzo, and Gray, is most representative 
among the codebook generation algorithms. This algorithm generalizes the scalar 
quantizer designed by Lloyd and called GLA (Generalized Llyod Algorithm)[3]. LBG 
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algorithm is mapped to representation vector with minimum distortion in all input 
vectors, and calculating the average distortion degree. LBG algorithm generates the 
optimal codebook according to the following steps: Step 1. all input vectors are mapped 
to code vectors with minimum error in the codebook. Step 2. the mean square of error 
between input vectors and code vector is calculated. Step 3. the error value is compared 
with the given allowance. If the error value is greater than the allowance, the current 
codebook is adjusted by recalculating the centers of code vectors. Otherwise, the current 
codebook is determined to be optimal. The selection of the initial codebook is important 
to generate the optimal codebook in LBG algorithm. The selection methods of the initial 
codebook are the random selection method, the separation method that divides all 
learning vectors to 2 groups, and the merging method that merges two adjacent vectors 
repeatedly from N clusters to the cN ’s codebook. Without regard to the selection of the 

initialization method, LBG algorithm scans repeatedly all image vectors to generate the 
optimal codebook and requires the high computation time for images of large size. 

2.3   Vector Quantization Using Neural Network 

Self-Organizing Map (SOM) is widely applied in the vector quantization, which is the 
self-learning method among neural network algorithms [7][8]. The SOM algorithm, 
which is derived from an appropriate stochastic gradient decent scheme, results in a 
natural clustering process in which the network performs competitive learning to 
perceive pattern classes based on data similarity. Smoothing of vector elements does 
not take place in this unsupervised training scheme. At the same time, since it doses 
not assume an initial codebook, the probability of getting stranded in local minima is 
also small. The investigations for high quality reconstructed pictures have led us to 
the edge preserving self-organizing map. This greatly reduces the large computational 
costs involved in generating the codebook and finding the closest codeword for each 
image vector. The process adaptively adjusting the weight of the stored pattern in 
SOM algorithm is the same as the process generating dynamically a code vector in the 
codebook for the given input vector in the vector quantization. Therefore, the vector 
quantization using SOM algorithm generates the codebook dynamically for color 
images. 

However, from practical experience, it is observed that additional refinements are 
necessary for the training algorithm to be efficient enough for practical applications 
[9]. And with no information of the distribution of training vectors, the vector 
quantization using SOM algorithm selects randomly the initial code vectors and 
progresses the adaptive learning. Therefore, this adaptive VQ algorithm generates 
code vectors never used after the initial codebook generation, incurring the 
underutilization of code vectors. 

3   Medical Image Vector Quantizer Using Wavelet Transform and 
Enhanced SOM Algorithm 

In this paper, we apply the wavelet transform and the enhanced SOM algorithm 
sequentially to images, generating the codebook for the compression of image as 
shown in Fig. 1. The vector quantization using the traditional SOM algorithm incurs 
the underutilization of code vectors. And, for the improvement of this defect, we 
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propose the enhanced SOM algorithm that reflects the frequency of winner node for 
each class, the previous change of weight as well as the difference between input 
vector and winner node to the weight adaptation. The application of the enhanced 
SOM algorithm to the wavelet-transformed image reduces computation time and 
memory space for the codebook generation and lightens the blocking effect incurred 
by the insufficient size of codebook. 
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Fig. 1. The processing structure of the proposed vector quantizer 

3.1   Enhanced SOM Algorithm 

In this paper, we propose the enhanced SOM algorithm for the vector quantization 
that is able to generate the codebook in real-time and provide the high recovery 
quality. The generation procedure of codebook using enhanced SOM algorithm is 
showed in Fig. 2 and Fig. 3. 
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Fig. 2. The enhanced SOM algorithm for the generation of initial codebook 
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In this paper, we improved the SOM algorithm by employing three methods for the 
efficient generation of the codebook. First, the error between the winner node and the 
input vector and the frequency of the winner node are reflected in the weight 
adaptation. Second, the weight is adapted in proportion to the present weight change 
and the previous weight change as well. Third, in the weight adaptation for the 
generation of the initial codebook, the weight of the adjacent pixel of the winner node 
is adapted together. 

Initialized the index of SOM model

Suggested input vector
(An each block of the image to compress)

Distance computation of present vector

winner node setup

Codebook generaton

Codebook completion

Yes
No

))(*( jOMaxjO =

Initialized the index of SOM model

Suggested input vector
(An each block of the image to compress)

Distance computation of present vector

winner node setup

Codebook generaton

Codebook completion

Yes
No

))(*( jOMaxjO =

 

Fig. 3. The procedure of index determination and codebook generation for each block 

In the proposed method, the codebook is generated by scanning the entire image 
only two times. In the first step, the initial codebook is generated to reflect the 
distribution of the given training vectors. The second step uses the initial codebook 
and regenerates the codebook by moving to the center within the decision region. To 
generate the precise codebook, it needs to select the winner node correctly and we 
have to consider the real distortion of the code vector and the input vector. For this 
management, the measure of frequency to be selected as winner node and the 
distortion for the selection of the winner node in the competitive learning algorithm 
are needed.  We use the following equation in the weight adaptation. 
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where α  is the learning factor between 0 and 1 and is set between 0.25 and 0.75 in 
general. ))(( twx iji −  is an error value and represents the difference between the input 

vector and the representative code vector. This means weights are adapted as much as 
the difference and it prefers to adapt the weight in proportion to the size of the 
difference. Therefore, we use the normalized value for the output error of the winner 
node that is converted to the value between 0 and 1 as a learning factor. The larger the 
output error is, the more the amount for the weight adaptation is. Therefore, the 
weight is adapted in proportion to the size of the output error. )( jef  is the 
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normalization function that converts the value of 
je to the value between 0 and 1, 

je is 

the output error of the j -th neuron, and 
jf  is the frequency for the j -th neuron as the 

winner. 
The above method considers only the present change of weight and does not 

consider the previous change. In the weight adaptation, we consider the previous 
weight change as well as the present one's. This concept corresponds to the 
momentum parameter of BP. We will also call this concept as a momentum factor. 
Based on the momentum factor, the equation for the weight adaptation is as follows: 

)1()()1( ++=+ ttwtw ijijij δ  (4) 

)())(()1( ttwxt ijijiij αδαδ +−=+  (5) 

In equation (5), the first term represents the effect of the present weight change and 
the second term is the momentum factor representing the previous change. 
The algorithm is detailed below: 

− Step 1. Initialize the network. i.e., initialize weights (
ijw ) from the n inputs to the 

output nodes to small random values. Set the initial neighborhood, 
cN  to be large. 

Fix the convergence tolerance limit for the vectors to be a small quantity. Settle 
maximum number of iterations to be a large number. Divide the training set into 
vectors of size nn × .  

− Step 2. Compute the mean and variance of each training input vector.  
− Step 3. Present the inputs )(txi

.  

− Step 4. Compute the Euclidean distance 
jd between the input and each output 

node j , given by,  

))(,( twxdfd ijjj ×=  (6) 

where 
jf is the frequency of the j th neuron being a winner. Select the minimum 

distance.  Designate the output node with minimum 
jd  to be *j .  

− Step 5. Update the weight for node *j  and its neighbors, defined by the 

neighborhood size 
cN .  The weights are updated:  
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( )tNiif c∉  

)()1( twtw ijij =+
 (12) 

The neighborhood )(tNc
decreases in size as time goes on, thus localizing the area 

of maximum activity. And )( jef  is normalization function.  

− Step 6. Repeat by going to step 2 for each input vector presented, till a satisfactory 
match is obtained between the input and the weight or till the maximum number of 
iterations are complete.  

3.2   Application of Wavelet Transform 

In this paper, for the proposed SOM algorithm, we apply a wavelet transform to 
reduce the block effect and to improve the decompression quality. After the wavelet 
transforms the color image, the color image is compressed by applying the vector 
quantization using the enhanced SOM algorithm to each separated RGB values. That 
is, by applying the wavelet transforms to the image, input vectors are generated, and 
the enhanced SOM algorithm are applied to the input vectors. If the index of the 
winner node corresponding to the input vector is found, the original image vector 
corresponding to the transformed input vector is stored in the codebook. Wavelet 
transform is applied to the original image in the vertical and horizontal direction of a 
low frequency prior to the codebook generation. Specially, the image information of 
the original resolution is maintained without the down sampling used in the existing 
wavelet transform. Using the low frequency pass filter of wavelet emphasizes the 
strong areas of image and attenuates weak areas, have an equalization effect and 
remove the noise. Fig. 4 shows the structure of wavelet transform [10]. Fig. 5 shows 
the example of the filters in high frequency and low frequency. 
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Fig. 4. The structure of wavelet transforms 
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(a) Low-frequency band pass filter   (b) High-frequency band pass filter 

Fig. 5. The filters used in wavelet transform 
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4   Simulation Results 

An experiment environment was implemented on an IBM 586 Pentium III with C++ 
Builder. The image to be used experiment is a color bitmap images of 128×128 pixel 
size.  The image is divided into blocks of 4×4 size and each block is represented by 
the vector of 16 bytes, which constitutes the codebook. In this paper, the proposed VQ 
algorithm and LBG algorithm are compared in performance. In the case of the 
codebook generation and image compression, the vector quantization using the 
enhanced SOM algorithm improves 5 times in the computation time than LBG 
algorithm and generates the codebook by scanning all image vectors only two times. 
This reduces the requirement of memory space. The application of the wavelet 
transform lightens the block effect and improves the recovery quality. Fig. 6 shows 
medical color images used in the experiment. Although the proposed algorithm can be 
applied to grayscale images, we selected various medical color images for this 
experiment because the proposed vector quantization algorithm is for the color 
medical image. 

                                
(a) Cell image           (b) Cancer image      (C) Endoscopic image 1  (d) Endoscopic image 2 

Fig. 6. Medical image samples used for experiment 

Table 1 shows the size of codebooks generated by LBG algorithm, SOM algorithm, 
enhanced SOM and the integration of wavelet transform and enhanced SOM for 
images in Fig. 6. In Table 1, the proposed integration of wavelet transform and 
enhanced SOM algorithm shows a more improved compression ratio than other 
methods.  In the case of image 2 which the distribution of color is various, the 
compression ratio is low compared with different images. For the comparison of 
decompression quality, we measure the mean square error (MSE) between the 
original image and the recovered image, and presented in Table 2 the MSE of each 
image in the three algorithms. 

Table 1. Size of codebook by VQ (unit: byte) 

Algorithms 
Images 

LBG SOM Enhanced 
SOM 

Wavelet and 
Enhanced SOM 

Cell Image 49376 52080 51648 27365 

Cancer Cell Image 50357 53213 52347 30645 

Endoscopic image 1 50232 54081 53649 28377 

Endoscopic image 2 50125 54032 53591 28321 
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Table 2. Comparison of MSE (Mean Square Error) for compressed images 

Algorithms 
Images 

LBG SOM 
Enhanced 

SOM 
Wavelet and 

Enhanced SOM 
Cell Image 14.5 11.3 10.8 9.1 

Cancer Cell Image 15.1 14.1 13.2 11.2 
Endoscopic image 1 14.9 13.8 12.7 10.6 
Endoscopic image 2 14.8 13.6 12.4 10.3 

As shown in Table 2, the integration of wavelet transform and enhanced SOM 
algorithm shows the lowest MSE. Also, for images shown in Fig. 7, the 
decompression quality of LBG algorithm is worse than the above three algorithms. 
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Fig. 7. Comparison of processing time for codebook generation 

LBG algorithm generates 10’s temporary codebooks until the creation of the 
optimal codebook and requires a high computation time for codebook generation. 
Oppositely, the proposed algorithm generates only one codebook in the overall 
processing and reduces greatly the computation time and the memory space required 
for the codebook generation. Fig.8, Fig.9, Fig.10 and Fig.11 show respectively 
recovered images for original images of Fig.6. The enhanced SOM algorithm 
improves the compression ratio and the recovery quality of images by the codebook 
dynamic allocation more than the conventional SOM algorithm. 

                            
    (a) LBG                      (b) SOM                (c) Enhanced SOM       (d) Wavelet and 

                                                                                                                        Enhanced SOM 

Fig. 8. The recovered image for cell image 
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(a) LBG                      (b) SOM              (c) Enhanced SOM       (d) Wavelet and 

                                                                                                                 Enhanced SOM 

Fig. 9. The recovered image for cancer cell image 

                         
(a) LBG                       (b) SOM             (c) Enhanced SOM       (d) Wavelet and 

 Enhanced SOM 

Fig. 10.  The recovered image for endoscopic image 1 

                             
(a) LBG                       (b) SOM             (c) Enhanced SOM       (d) Wavelet and 

 Enhanced SOM 

Fig. 11. The recovered image for endoscopic image 2 

5   Conclusion 

The proposed method can be summarized as follows: using the enhanced SOM 
algorithm, the output error concept is introduced into the weight adaptation and the 
momentum factor is added. The simulation results show that the enhanced SOM 
algorithm for the medical color image compression produces a major improvement in 
both subjective and objective quality of the decompressed images. LBG algorithm is 
traditionally used for the codebook generation and requires considerable time 
especially for large size images, since the codebook is generated by repetitive 
scanning of the whole image. The proposed method is apt to real time application 
because the codebook is created by scanning the whole image only twice. The 
enhanced SOM algorithm performs the learning in two steps and total learning 
vectors are used only once in each step. In the first step, it produces the initial 
codebook by reflecting the distribution of learning vectors well. In the second step, it 
produces the optimal codebook by shifting to the current center of each code group 
based on the initial codebook. For reducing the memory space and the computation 
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time for the codebook generation, we construct vectors by using wavelet transform 
and we apply the enhanced SOM algorithm to them. The simulation results showed 
that the integration of the wavelet transform and the enhanced SOM algorithm 
improves the defects of vector quantization such as the time and memory space 
caused by the complex computation and the block effect. 
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Abstract. This paper analyzes the variability of pulse waveforms by means of 
approximate entropy (ApEn) and classifies three group objects using support 
vector machines (SVM). The subjects were divided into three groups according 
to their cardiovascular conditions. Firstly, we employed ApEn to analyze three 
groups’ pulse morphology variability (PMV). The pulse waveform’s ApEn of a 
patient with cardiovascular disease tends to have a smaller value and its varia-
tion’s spectral contents differ greatly during different cardiovascular conditions. 
Then, we applied a SVM to discriminate cardiovascular disease patients from 
non-cardiovascular disease controls. The specificity and sensitivity for clinical 
diagnosis of cardiovascular system is 85% and 93% respectively. The proposed 
techniques in this paper, from a long-term PMV analysis viewpoint, can be ap-
plied to a further research on cardiovascular system.   

1   Introduction 

More and more noninvasive measurements of physiological signals, such as ECG, 
heart sound, wrist pulse waveform, can be acquired for the assessment of physical 
condition. Among these methods, the ECG provides information about the electrical 
activity of the heart [1], while the wrist pulse waveform affords the information on 
the pressure variation in the wrist vessel. Various civilizations in the past have used 
arterial pulse as a guide to diagnose and treat various diseases.  

The Chinese art of pulse feeling, which is still being practiced, has more than 2,000 
years of history. According to traditional Chinese pulse diagnosis, the pulse not only can 
deduce the positions and degree of pathological changes, but is also a convenient, 
inexpensive, painless, and noninvasive method promoteded by the U.N. [2, 3]. Re-
cording and analyzing the pressure wave in the radial artery of the wrist provide a non-
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invasive measure of the arterial pressure wave in proximal aorta. The radial artery pulse 
wave can reveal central systolic, diastolic and mean arterial pressures, as well as supply 
an assessment of arterial wave reflection, which is closely related to cardiovascular 
condition and the degree of stiffness of arteries. Recently, increasingly numbers of west-
ern medicine researchers have begun to pay more attention to pulse diagnosis [4-5].  

Pulse waveform is analyzed usually by traditional time and frequency domain 
methods. Having analyzed the pulse waveform with the conventional methods, we 
find that some dynamic characters of the pulse waveform are undiscovered [6, 7]. 
Few papers on pulse waveform’s nonlinear analysis can be found [8]. Currently, a 
number of nonlinear methods have been recently developed to quantify the dynamics 
of physiological signals such as ECG, EEG and so on. These have achieved some 
meaningful results that the conventional statistics cannot achieve [9]. Consequently, 
we investigate the pulse’s variability through nonlinear methods.   

There are many methods that can disclose the dynamic characters of physiological 
signal, such as K-S entropy, the largest Lyapunov exponent, approximate entropy, 
coarse-grained entropy and so on. However, K-S entropy and largest Lyapunov ex-
ponent assume that the time series have enough length. It appears that ApEn has po-
tential wide spread utility for practical data analysis and clinical application due to its 
five salient features [10]. Furthermore, the ApEn can be applied in both deterministic 
and stochastic processes. At present, whether pulse waveform’s nature is determinis-
tic chaos or not has not been proved yet. Therefore we employ the ApEn to disclose 
some clinical value of pulse variability [11].  

This paper applies SVM to discriminate cardiovascular disease patients from non-
cardiovascular controls. The technique of SVM, developed by Vapnik, was proposed 
essentially for classification problems of two classes. SVM use geometric properties 
to exactly calculate the optima separating hyper plane directly from the training data 
[12-14]. Based on structure risk minimum principal, SVM can efficiently solve the 
learning problem, with the strengths of good generalization and correct classification. 
It is important to emphasize that SVM have been employed in a number of applica-
tions [15]. However, few of them belong to the bioengineering field, and in particular 
to pulse waveform variability discrimination. 

In Section 2, the long-term pulse data collection and preprocessing are stated 
firstly. Then the ApEns analysis of long-term pulse and their corresponding experi-
mental results are presented in Section 3. Having extracted 12 features on pulse vari-
ability, we apply a SVM classifier to discriminate cardiovascular disease patients 
from non-cardiovascular controls in this section.  Section 4 draws our conclusions. 

2   Material and Methods 

This section describes the data collection and our analysis methodology. 

2.1   Study Protocol and Data Collection 

In this study, all the pulse data are acquired by our pulse monitoring and diagnosis 
system, illustrated in Fig. 1 [7]. 
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Fig. 1. Our pulse acquisition system 

Pulse waveform recordings are acquired from 90 volunteers. Three groups are stud-
ied, each including 30 subjects, matched for age and gender. All of them are examined 
by ultrasonic test. They are confirmed to be without neural system problems. 

• Group1 is 30 patients with cardiovascular disease (15 females and 15 males, 
age 60±12 years);  

• Group2 is 30 patients hospitalized for non-cardiac cause (15 females and 15 
males, age 55±12 years);  

• Group3 contains 30 healthy subjects who are selected as control subjects 
matched for sex and age (15 females and 15 males, age 55±12 years). Those 
selected control subjects have no documented history of cardiovascular dis-
eases and disorders, and have been examined by ultrasonic, X-ray examination 
and so on. 

 

Pulse wave 

Sensor 

Fig. 2. The positions of  “Cun”, “Guan”, “Chi” 
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The pulses of all subjects are acquired for 600 seconds long at the sampling rate of 
100 Hz. Each subject was asked to relax for more than 5 minutes before pulse acqui-
sition. According to the traditional Chinese pulse diagnosis, we can acquire pulse at 
the positions of “Cun”, “Guan”, “Chi”, which are demonstrated in Fig. 2. All of the 
subjects were lying on their backs during  pulse acquisition. According to the theory 
of Traditional Chinese pulse diagnosis, the pulse in “Cun” position reflects the condi-
tion of the heart. As a result, we put our pulse sensor on the “Cun” positions of the 
subjects’ left wrists to study the relationship between cardiovascular condition and 
pulse waveform variability. 

2.2   Methods 

We utilize an approximate entropy and SVM classifier techniques to analyze and 
classify wrist pulse waveform variability. The whole procedure is illustrated in Fig. 3. 
At first, we use the designed filter to remove the interference and baseline wander of 
pulse waveform. Then we segment the pulse waveform into 200 partitions and apply 
the approximate entropy to analyze the variability of pulse morphology. After that, 
we extract 12 features from the approximate entropies. Finally, we employ the SVM 
classifier to discriminate the cardiovascular disease patients from non-cardiovascular 
disease controls. 

 
 

 

Fig. 3. The schematic figure on the procedure of pulse waveform 

2.2.1   Pulse Waveform Preprocessing Based on Cascaded Adaptive Filter 
The bandwidth of the acquiring system is with almost linear response from the 
0.05Hz to 100Hz, causing no distortion of pulse waveform. However, distortion may 
arise from the subject’s movement, respiration and so on. Thus, the baseline wander 
introduced in the acquisition process must be removed before computing the pulse 
waveform’s ApEn. We apply the cascade adaptive filter as described in the paper [16] 
to remove this wander.  

2.2.2   Waveform Variability Analysis Using ApEn 
Over the past few decades, thanks to the advance of computer technology, the re-
cording and storage of massive datasets of pulse waveform is possible. As a result, 
some nonlinear analysis methods can be used to extract useful clinical information 
from pulse data.  

Nonlinear dynamical analysis is a powerful approach to understand biological sys-
tem. Pincus introduced ApEn as a set of measures of system complexity, which has 
easily been applied to clinical cardiovascular and other time series. ApEn may contain 
the information that is neither visually apparent nor extractable with conventional 
methods of analysis.  

Preprocessing Segmenting ApEn 
Calculating

SVM 
Discriminating 

Feature 
Extracting
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ApEn is a measure of complexity and regularity. For instance, a small ApEn means 
a high degree of regularity. The approximate entropy, ApEn(m, r, N), can be esti-
mated as a function of the parameters m, r and N, where m is the dimension to which 
the signal will be expanded, r is the threshold and N is the length of the signal to be 
analyzed.  Both theoretical analysis and clinical applications conclude that when m=2 
or 3, and r is between 10% and 25% of the standard derivation of the data to be ana-
lyzed, the ApEn(m,r,N) produces good statistical validity. In this paper, we use m=2, 
r=0.2, N=300 (that means every segment includes 300 sampling points).  

The procedure of pulse morphology variability (PMV) analysis is as follows: 

• Dividing each 10 minutes pulse recording into 200 segments. Each segment 
contains data corresponding to a 3-second portion of the recording (300 sam-
pling points); 

• Calculating ApEn of every segment and obtaining 200 ApEns for each subject.  

Having applied the ApEn for PMV analysis of three-groups, we illustrate the 
ApEn mean values of three groups in Fig. 4. The y-coordinate is the average of 
every subject’s 200 ApEns. Each group contains 30 subjects and their ApEn Means 
all vary from 0.08 to 0.25. On average, the ApEn Means of Group1 are smaller 
than Group2 and Group3’s.  But the ApEn Means of three groups don’t have sig-
nificant difference.  

The ApEn averages of PMV don’t have significant difference, but the fluctuation 
of their ApEn consequences differs notably. In Fig. 5, ApEn1, ApEn2 and ApEn3 is 
the typical ApEns of subject in Group1, Group2 and Group3 respectively. The y-
axis is the value of ApEn and the x-axis is the segment’s sequence number. From Fig. 
5, we can find that the ApEn1 fluctuates faster and more regularly than ApEn2 and 
ApEn3. This means that the healthier the person’s cardiovascular system is, the more 
complex his PMV is. 

 

Fig. 4. The comparison of three groups’ ApEns averages. Each group contains 30 persons. 
Each person’s 10 minutes pulse waveform was portioned into 200 segments. Each point stands 
for the average of a person’s 200 ApEns 
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Fig. 5. The comparison of ApEns 

2.2.3   Pulse Morphology Variability Features Extraction 
In the above part we analyze the PMV of the three groups and find that PMV has 
notable clinical value to differentiate cardiovascular conditions.  

From the spectral point of view, we can discover some useful relationship be-
tween PMV and the cardiovascular system. Fig. 7 illustrates the power spectrum of 
PMV. All of them are computed from the 200 ApEns of 10 minutes’ pulse wave-
forms. The x-axis is the Nyquist frequency and the y-axis is the amplitude of its 
spectrum. The first row PSD1 is the spectrum of one patient in Group1; the second 
PSD2 is the spectrum of one patient in Group2; the third row PSD3 is the spec-
trum of Group3’s. We can find that the healthy person’s ApEn has more low fre-
quency content as shown in PSD3. The PSD1 has more high frequency content 
than PSD2 and PSD3.  

 

Fig. 6. The comparison on the spectral distribution of three groups’ ApEn 
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Fig. 7. The schematic figure of features extraction 

In this part, we will extract some features from the PMV ApEns. Fig. 7 lists the 
features such as the mean, standard derivation of the ApEns and spectral energy ratio 
(SER) of ApEns. This paper partitions the power spectrum of the ApEn into 10 equi-
distant segments as ]5.0~45.0,45.0~4.0,,1.0~05.0,05.0~0[ ssss ffff . Then we 

can get their spectral rates of those 10 segments. The PMV’s SERs are computed as 
shown in Formula (1). 
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where if is the spectral and  )f(A i is its corresponding amplitude. 

2.2.4   SVM Classifiers 
Support Vector Machines were invented by Vapnik. They are learning machines that 
can create functions from a set of labeled training data. For classification, SVMs 
operate by finding a hypersurface in the space of possible inputs. This hypersurface 
will attempt to split the positive examples from the negative examples. The split will 
be chosen to have the largest distance from the hypersurface to the nearest of the 
positive and negative examples. 

The discriminant equation of the SVM classifier is a function of kernel k(xi, x) and 
is given by: 
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where iX are the support vectors, svN is the number of support vectors, i is the 

weight parameters, b is the biased parameter, and }1,1{ +−∈y depending on the 

class. In the present study the two degree non-homogeneous polynomial function was 

used for the linear kernel, given by yxyxK T ⋅=),( , or Polynomial Kernel at the 

degree of two dyxyxK )1(),( +⋅= with d = 2, resulting in the discriminant func-

tion of the SVM classifier. 
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3   PMV’s SVM Classifier Discrimination Results 

The SVM classifier has better generalization ability than neural network and other 
classifiers, especially for small training data sets. In this study, we apply a SVM to 
classify Group1 with Group2, and Group1 with Group3.  As listed in Table1, we 
name the Group1 as Cardiovascular Disease Group, Group2 and Group3 as Non-
Cardiovascular Disease Group. We name the subjects who are classified into cardio-
vascular patients as positive and those subjects who are classified into non-
cardiovascular person as negative. If a subject who was labeled as cardiovascular 
patient is indeed so afflicted, this situation is referred to as a true positive (TP); a non-
cardiovascular disease subject erroneously labeled as cardiovascular patient is re-
ferred to as a false positive (FP). We define negative outcomes that are true (TN) and 
false (FN) in an analogous manner [17-18].  We calculate some characters according 
to Formulas (3) - (5). 

FPTN

TN
yspecificit

+
= , (3) 

FNTP

TP
ysensitivit

+
= , (4) 

ALL

TPTN
accuracy

+= . (5) 

The results list as Table2. The specificity, sensitivity, accuracy of Group1/Group2 
is 85%, 93%, and 89% respectively. They are slightly less than that of 
Group1/Group3. 

Table 1. Definitions on this discrimination between these Groups 

 Non-ardiovascular 

Disease 

Cardiovascular 

Disease 

“Non-Cardiovascular Disease” TN FN 

“Cardiovascular Disease” FP TP 

Table 2. The discrimination results of three Groups 

 Specificity Sensitivity Accuracy 

Group1/ Group2 85% 93% 89% 

Group1/ Group3 90% 93% 92% 
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As the 12 dimensional features cannot be illustrated, of the 12 features, we demon-
strate only two dimensional features: mean(ApEn) and SER(1) in Figs. 8, 9 and 10. 
Fig. 8 is SVM classifier’s result to classify Group1 and Group2. Fig. 9 is the linear 
kernel SVM classifier’s result to classify Group1 and Group3. We can find that 
during the two features, Group1 can be discriminated from Group2 and Group3 
with high accuracy. Fig. 10 is SVM classifier’s result to classify Group2 and Group3. 
In Fig. 10, Group2 and Group3 cannot be differentiated with each other: all the 
vectors are support vectors. These results demonstrate that the variability of pulse 
waveform morphology has a powerful ability in discriminating the cardiovascular 
disease patients from the non-cardiovascular controls. 

 

Fig. 8. The classification of Group1/Group2 by SVM classifier 

 

Group2

Group1 

Support 
Vectors 

Support Vectors 

Group3

Group1 

Fig. 9. The classification of Group1/Group3 by SVM classifier 
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Fig. 10. The classification of Group2/Group3 by SVM classifier (Polynomial Kernel at the 
degree of two) 

4   Conclusions 

This paper studies the variability of long-term pulse waveform and analyzes its clini-
cal value for cardiovascular systems. Analysis of the dynamic behavior of pulse sig-
nal has opened up a new approach towards the assessment of normal and pathological 
cardiovascular behavior. 

This paper also presents PMV’s spectral energy ratio for differentiating person’s 
cardiovascular condition. The results conform that the PMV can be used to differenti-
ate the subjects in different cardiovascular condition. Using SVM to construct classi-
fiers the accuracy of Group1 to Group2 is 89% and the accuracy of Group1 to 
Group3 is 92%. For the purpose of probing the mechanism of manifestations of the 
pulse, further work needs to be performed to quantitatively analyze cardiovascular 
system’s behavior. 
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Abstract. The quality of the fingerprint images greatly affects the performance 
of the minutiae extraction. In order to improve the performance of the system, 
many researchers have been made efforts on the image enhancement algorithms. 
If the adaptive preprocessing according to the fingerprint image characteristics 
is applied in the image enhancement step, the system performance would be 
more robust. In this paper, we propose an adaptive preprocessing method, which 
extracts five features from the fingerprint images, analyzes image quality with 
Ward’s clustering algorithm, and enhances the images according to their 
characteristics. Experimental results indicate that the proposed method 
improves both the quality index and block directional difference significantly in 
a reasonable time. 

1   Introduction 

Fingerprint identification is one of the most popular biometric technologies which is 
used in criminal investigations, commercial applications and so on. The performance 
of a fingerprint image matching algorithm depends heavily on the quality of the input 
fingerprint images [1]. Acquisition of good quality images is very important, but due 
to some environmental factors or user’s body condition, a significant percentage of 
acquired images is of poor quality in practice [2]. From the poor quality images many 
spurious minutiae may be created and many genuine minutiae may be ignored. 
Therefore an image enhancement algorithm is necessary to increase the performance 
of the minutiae extraction algorithm.   

Many researchers have been making efforts in the investigation of fingerprint 
image quality. Hong et al., Ratha et al., Shen et al., and many researchers worked on 
this area with sine wave, wavelet scalar quantization, and Gabor filter. However, most 
of the quality checks have been used as a criterion, which determines image rejection, 
or a performance measurement of image enhancement algorithm. In this case, only 

*  This work was supported by the Korea Science and Engineering Foundation (KOSEF) 
through the Biometrics Engineering Research Center(BERC) at Yonsei University. 
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images are filtered uniformly without respect to the character of images. If the 
adaptive filtering is performed through appropriate analysis of image quality, images 
can be enhanced more effectively.  

This paper proposes an adaptive preprocessing method to improve image quality 
appropriately. The preprocessing is performed after distinguishing the fingerprint 
image quality according to its characteristics. It is an adaptive filtering according to 
oily/dry/neutral images instead of uniform filtering. In the first stage, several features 
are extracted for image quality analysis and they go into the clustering module. Then, 
the adaptive preprocessing is applied to produce good quality images on two dataset: 
NIST DB 4 and private DB from Inha University. 

2   Fingerprint Image Quality 

In general, the fingerprint image quality relies on the clearness of separated ridges by 
valleys and the uniformity of the separation. Although the change in environmental 
conditions such as temperature and pressure might influence a fingerprint image in 
many ways, the humidity and condition of the skin dominate the overall quality of the 
fingerprint [2]. Dry skin tends to cause inconsistent contact of the finger ridges with 
the scanner’s platen surface, causing broken ridges and many white pixels replacing 
ridge structure (see Fig. 1 (c)). To the contrary the valleys on the oily skin tend to fill 
up with moisture, causing them to appear black in the image similar to ridge structure 
(See Fig. 1 (a)). Fig. 1 shows the examples of the oily, neutral and dry images, 
respectively.  

(a) Oily Image (b) Neutral Image (c) Dry Image
 

Fig. 1. Examples of fingerprint images  

• Oily Image: Even though the separation of ridges and valleys is clear, some 
parts of valleys are filled up causing them to appear dark or adjacent ridges 
stand close to each other in many regions. Ridges tend to be very thick.  

• Neutral Image: In general, it has no special properties such as oily and dry. It 
does not have to be filtered. 

• Dry Image: The ridges are scratchy locally and there are many white pixels in 
the ridges.  
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In this paper, the preprocessing is applied differently to the three types of image 
characteristics (oily/dry/neutral): For the oily images, valleys are enhanced by dilating 
thin and disconnected ones (valley enhancement process). For the dry images, ridges 
are enhanced by extracting their center lines and removing white pixels (ridge 
enhancement process) [3]. Most of the fingerprint identification systems preprocess 
images without considering their characteristics. If the preprocessing suitable for their 
characteristics is performed, much better images can be obtained. 

3   Adaptive Image Enhancement 

Fig. 2 shows the overview of the proposed system in this paper. For fingerprint image 
quality analysis, it extracts several features in fingerprint images using orientation 
fields, at first. Clustering algorithm groups fingerprint images with the features, and 
the images in each cluster are analyzed and preprocessed adaptively.  

Feature
Extraction

Quality
Clustering

Oily

Dry

Neutral

Valley
Enhancement

Ridge
EnhancementInput Image Enhanced Image

 

Fig. 2. Overview of the proposed system 

3.1   Feature Extraction 

In this paper, five features are used to measure the image quality. The mean and 
variance of a gray-level fingerprint image are defined as follows. 
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The mean of gray values indicates the overall gray level of the image and the 
variance shows the uniformity of the gray values. I(i, j) represents the intensity of the 
pixel at the ith row and jth column and the image I is defined as an N × M matrix. 

Fingerprint image can be divided into a number of non-overlapping blocks and 
block directional difference is computed [10]. Using the mask in Fig. 3, slit sum Si, i = 
1, …, 8 is produced for center pixel C of the block. 
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Fig. 3. 9×9 Mask [10]  
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Block directional difference = Sum(|Smax - Smin|) 

where Smax = Max{Si, i = 1, …, 8} and Smin = Min{Si, i = 1, …, 8}. 
Pij denotes the gray-level value of the jth pixel in the direction i. Smax and Smin 

appear in each valley (white) pixel and in each ridge (black) pixel, respectively. 
Therefore, the directional difference of image block has a large value for good quality 
image blocks. In other words, ridge structures are characterized as well-separated. For 
bad quality image blocks, the directional difference of image block has a small value. 
Namely, ridge and valley are not distinguished in each other. 

The ratio for ridge thickness to valley thickness is computed in each block [4]. 
Ridge thickness and valley thickness are obtained using gray level values for one 
image block in the direction normal to ridge flow. After that, the ratio of each block is 
computed and average value of the ratio is obtained over the whole image.  

Orientation change is obtained by accumulating block orientation along each 
horizontal row and each vertical column of the image block. Orientation computation 
is as follows [5]. 

1) Divide I into blocks of size w × w.  
2) Compute the gradients x(i, j) and y(i, j) at each pixel (i, j) with the Sobel operator. 
3) Estimate the local orientation of each block centered at pixel (i, j) using the 

following equations [6]:  
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where (i, j) is the least square estimate of the local ridge orientation at the block 
centered at pixel (i, j). It represents the direction that is orthogonal to the direction of 
the Fourier spectrum of the w × w window. In this paper, we set w=16 and feature 
values are normalized between 0 and 1. 

3.2   Image Quality Clustering 

As mentioned before, fingerprint image quality is divided into 3 classes, dry/neutral 
/oily. In this paper, we cluster images according to their characteristics using 5 
features defined before. Fingerprint images are clustered by Ward’s clustering 
algorithm which is one of the hierarchical clustering methods [7]. 

In this paper, image quality clustering tests on NIST DB 4 using five features 
described before. A total 2000 (a half of NIST DB) 5-dimensional patterns are used as 
input vectors of clustering algorithm. To determine the proper number of clusters, 
Mojena’s cut-off value is used [8].  

Mojena’s Value = h+ sh 

where h is the average of dendrogram heights for all N-1 clusters and sh is the 
unbiased standard deviation of the heights.  is a specified constant and according to 
Milligan and Cooper [9], the best overall performance of Mojena’s rule occurs when 
the values of  is 1.25. For that reason, we set  = 1.25 as the number of clusters.  

3.3   Adaptive Preprocessing 

Smoothing is one of the conventional filtering methods [10]. It can remove the white 
pixels of ridges in case of dry images; however, it also removes necessary ridges that 
are thinner than neighbor ridges. Similarly, in case of oily images, it removes 
necessary valleys that are very thin while it removes black noises of valleys. 
Therefore, adaptive filtering with classifying image characteristics is better than 
uniform filtering. Fig. 4 shows a preprocessing method appropriate to image quality 
characteristics [3]. That is, ridges are enhanced in dry images and valleys are 
enhanced in oily images.  

1) Ridge enhancement of dry images: This extracts center lines of ridges and 
removes white pixels in ridges using this center-lined image. It also maintains the 
structure of the fingerprint. 

A. Smoothing: smoothing is applied to the original image to reduce noises. 
B. Thinning: a thinned image is obtained for extraction of ridge structures. 
C. Dilation: a thinned image is dilated.  
D. Extracting the union of black pixels in an original image and the image in 

C: white pixels in the ridges are removed. In this way, the ridge-enhanced 
image is obtained. 

2) Valley enhancement of oily images: It is more complicated than ridge 
enhancement. It needs to detect regions where valleys are thin and disconnected. 
For this, thinning function extracts only the ridges thinner than a threshold. It 
means that the ridges wider than a threshold are eliminated. 
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Fig. 4. Preprocessing appropriate to image characteristics 

A. Smoothing: it eliminates thin and disconnected valleys.  
B. Thinning: thinned image using the threshold is obtained for extraction of 

ridge structures. 
C. Dilation: dilated image is obtained and it contains the regions where ridges 

are sufficiently separated as black and the regions where ridges touch one 
another as white. 

D. Composition of black pixels in the original image and in the image obtained 
in C: it detects the ridges whose thickness is wider than a threshold. 

E. Composition of black pixels in the erosion of an original image and an 
inverse image of an image in C 

F. Extracting the union of black pixels of the images in D and E: in this way, the 
valley-enhanced image is obtained. 

4   Experiments 

The proposed method is verified with the NIST DB 4 (DB1) [11] and the highly 
controlled fingerprint DB at Inha University (DB2) [12]. DB1 consists of 4,000 
fingerprint images (image size is 512×480) from 2,000 fingers. Each finger has two 
impressions. In DB2, the size of images is 248×292. Both of DB1 and DB2 are gray-
level images. DB2 is used to check whether minutiae are extracted correctly or not. 
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We use the first 2,000 fingerprint images in DB1 for clustering and the remaining 
2,000 images for adaptive filtering using the rules obtained from the clustering results.  
Fingerprint image characteristics are analyzed using the Ward’s clustering results. 30 
clusters in a high rank appear in the dendrogram and according to Mojena’s rule the 
proper number of clusters is 5. Cluster 4 is assigned as dry, cluster 5 is oily and the 
remaining three clusters are neutral.  

As a result, clustering made total 23 rules and Fig. 5 shows the essential rules. It 
indicates that in oily images ridges tend to be thicker than valleys and in dry images 
the ratio of ridge-valley thickness and mean are different from other clusters. In 
addition, the important factor of each feature is obtained by using the feature 
frequency in the rules. As shown in Table 1, the ridge-valley thickness ratio is the 
most important feature.  

The image quality is measured in 2 different ways for quantitative analysis. First, 
block directional difference is used for quality check [11]. When the image quality 
is checked manually, we determine the image quality using the clearly separated 
ridges by valleys [4]. Hence, the block directional difference has a large value for 
good quality images. As shown in Fig. 6, the adaptive preprocessing is better than 
the uniform conventional filtering. The average values of the block directional 
difference with the adaptive enhancement are larger than those with the 
conventional filtering.  

IF ((B < 0.041) and (R >= 2.17)) 

   THEN  Oily Cluster 

ELSE IF ((V <0.24) and (2.14 <= R < 2.17) and (B < 0.29)) 

   THEN  Oily Cluster 

ELSE IF ((V < 0.39) and (O >= 0.21) and (B < 0.33) and (R < 1.73)) 

   THEN  Dry Cluster 

ELSE IF ((M >= 0.54) and (B < 0.12) and (V >= 0.39) and (O >= 0.21) and (R < 1.73)) 

   THEN  Dry Cluster 

ELSE  Neutral Cluster 

Fig. 5. Rules obtained by clustering 

Table 1. Important factor of each feature 

Feature Important factor 
Mean (M) 0.67 

Variance (V) 0.20 
Block directional difference (B) 0.37 

Orientation change (O) 0.36 
Ridge-valley thickness ratio (R) 1.00 
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(b) Dry Images(a) Oily Images

Fig. 6. Enhancement results with block directional difference 

Second, the quality is measured with extracted minutiae. Image quality is assessed 
by comparing the minutiae set identified by human expert with that detected by 
minutiae extraction algorithm in an input fingerprint image. The larger the value of 
quality index, the better the minutiae extraction algorithm. Quality index is defined as 
follows: 

ufc

c
indexquality

++
=  

where c is the number of correctly detected minutiae, f is the number of falsely 
detected minutiae, and u is the number of undetected minutiae. 

We use the 50 typical poor fingerprint images from DB2 to measure the filtering 
performance using extracted minutiae. First, we compute the Quality Index of the 
extracted minutiae with the conventional filtering and then the Quality Index of the 
extracted minutiae is computed with the adaptive filtering. Table 2 shows the Quality 
Index values of 50 typical images and the mean and variance of Quality Index values 
for all images. The Quality Index values with the adaptive enhancement are larger 
than those with the conventional filtering. Thus, it means that the adaptive 
preprocessing method improves the quality of the fingerprint images, which improves 
the accuracy of the extracted minutiae. To determine if there is a reliable difference 
between two means, we conduct a paired t-test. The calculated t-value (5.49) and p-
value (<0.0001) indicate that the difference between the two means is statistically 
very significant. That is, the quality difference between the conventional filtered 
images and adaptive filtered images is very significant in 99% confidence level.  

On the other hand, Fig. 7 shows some examples of enhanced images through the 
adaptive preprocessing. As shown in the figure, adaptively filtered images have better 
quality than conventionally filtered images. 

Fig. 8 and 9 show some examples of enhanced images through the adaptive 
preprocessing. Fig. 8 shows the minutiae extracted in dry images with conventional 
filtering and adaptive filtering: (a) and (c) are with conventional filtering, (b) and (d) 
are with ridge enhancement filtering. While (a) and (c) have some falsely  detected 
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Table 2. The quality index values of fingerprint images: 50 typical images and the mean and 
variance 

minutiae, endings, (b) and (d) have the correctly detected minutiae, bifurcations. Fig. 
9 shows the minutiae extracted in oily images. While (a) and (c) with conventional 
filtering have falsely detected minutiae, bifurcations, or ridges connected, (b) and (d) 
with valley enhancement have correctly detected minutiae.  

Image # 
Conventional 

Filtering 
Adaptive 
Filtering 

Image # 
Conventional 

Filtering 
Adaptive 
Filtering 

1 0.16 0.37 27 0.11 0.18 

2 0.25 0.27 28 0.08 0.14 

3 0.0 0.25 29 0.03 0.06 

4 0.0 0.18 30 0.24 0.32 

5 0.07 0.1 31 0.07 0.13 

6 0.0 0.0 32 0.0 0.22 

7 0.0 0.24 33 0.34 0.32 

8 0.0 0.06 34 0.35 0.4 

9 0.12 0.14 35 0.06 0.22 

10 0.07 0.1 36 0.27 0.37 

11 0.17 0.2 37 0.38 0.42 

12 0.09 0.07 38 0.31 0.41 

13 0.15 0.22 39 0.33 0.22 

14 0.16 0.14 40 0.33 0.56 

15 0.23 0.4 41 0.27 0.41 

16 0.21 0.2 42 0.22 0.31 

17 0.22 0.16 43 0.22 0.45 

18 0.05 0.1 44 0.16 0.18 

19 0.12 0.19 45 0.11 0.18 

20 0.06 0.07 46 0.32 0.41 

21 0.22 0.1 47 0.02 0.11 

22 0.06 0.2 48 0.08 0.32 

23 0.02 0.05 49 0.11 0.12 

24 0.08 0.08 50 0.3 0.5 

25 0.28 0.25 Mean 0.1512 0.2226 

26 0.06 0.03 Variance 0.0130 0.0183 
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Fig. 7. Examples of enhancement results. (a) and (d) are original oily and dry images, 
respectively. (b) and (e) are results of general filtering and (c) and (f) are results of adaptive 
filtering for (a) and (d), respectively 

(a) (b)

(c) (d)

Fig. 8. Dry image examples of minutiae extraction with conventional/adaptive filtering: (a) and 
(c) show the extracted minutiae with the conventional filtering, (b) and (d) show the extracted 
minutiae with ridge enhancement 

In order to incorporate the proposed preprocessing method into an online system, 
the whole process should be finished within a few seconds. Table 3 shows the time for 
each feature extraction and preprocessing. 
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(a) (b)

(c) (d)

Fig. 9. Oily image examples of minutiae extraction with conventional/adaptive filtering: (a) and 
(c) show the extracted minutiae with the conventional filtering, (b) and (d) show the extracted 
minutiae with valley enhancement 

Table 3. The time for the adaptive preprocessing (seconds) on Pentium 2GHz PC 

5   Concluding Remarks 

The performance of fingerprint identification system relies critically on the image 
quality. Hence, good quality image make the system performance more robust. 
However, it is very difficult to obtain good quality images in practical use. To 
overcome this problem, image enhancement step is required. But, most of the 
enhancement algorithms are applied equally to images without considering the image 
characteristics. Even though quality check is performed, it is not for quality analysis 
but for the performance evaluation of image enhancement algorithms or for checking 
whether an image is improved or not. 

This paper has proposed an adaptive image enhancement method for fingerprint 
identification system. It is performed through the clustering of image quality 
characteristics. The performance of the proposed method was evaluated using the 
block directional difference and the Quality Index of the extracted minutiae. 
Experimental results show that the proposed method is able to improve both block 
directional difference and quality index, and the time required is in a reasonable range. 
Further works are going on to develop image characteristic factors for the 
identification system in real worlds.  

M & V B O R Preprocessing Total 
0.001 0.141 0.063 0.047 0.301 0.553 
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Abstract. The paper presents a content based image retrieval approach with 
adaptive and intelligent image classification through on-line model modifica-
tion. It supports geographical image retrieval over digitized historical aerial 
photographs in a digital library. Since the historical aerial photographs are gray-
scaled and low-resolution images, image retrieval is achieved on the basis of 
texture feature extraction. Feature extraction methods for geographical image 
retrieval are Gabor spectral filtering, Laws’ energy filtering, and Wavelet  
transformation, which are all the most widely used in image classification and 
segmentation. Adaptive image classification supports effective content based 
image retrieval through composite classifier models dealing with multi-modal 
feature distribution. The image retrieval methods presented in the paper are 
evaluated over a test bed of 184 aerial photographs. The experimental results 
also show the performance of different feature extraction methods for each im-
age retrieval method. 

1   Introduction 

A digital archive of aerial photography is very useful to environmental scientists as 
well as business and governmental agencies for the purpose of environmental evalua-
tion, land development planning, land use analysis, and so on. As an example, a col-
lection of historical aerial image photographs can be used for chronologically tracking 
urban and rural development when it has been digitalized and archived for automatic 
access into a digital library. The content-based image retrieval in digital libraries 
helps to relieve the tedious work of manually finding the geographical region of inter-
est. Content-based image retrieval requires the integration of image processing and in-
formation retrieval technologies. This is the retrieval of images on the basis of fea-
tures automatically derived from the images themselves. Texture, color and shape  
are used the most widely in most researches to describe features in the image. How-
ever, the retrieval of the historical aerial image photographs is based only on texture 
features because they are gray-scaled and low-resolution images. Therefore, more ro-
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bust feature extraction methods are required to allow effective retrieval results. The 
feature extraction is described in the next section. 

In low resolution aerial images, we cannot apprehend the appearance of a certain 
objects in detail. Therefore, we need to use regions with a collection of tiny and com-
plicated structures--such as man-made features including buildings, roads, parking 
lots, airports and bridges--in order to deal with them as texture motifs for image clas-
sification/segmentation. We can also regard the shapeless regions of natural resources 
such as forests, rivers and oceans as texture motifs. 

This work presents a texture-based geographical image retrieval system with adap-
tive and intelligent image classification through on-line model modification. It pro-
vides geographical image retrieval over a test bed of 184 aerial photographs ranging 
from 350 to 650 Kbytes in size. 

2   Texture Feature Extraction for Aerial Images Retrieval  

Directionality, coarseness, and regularity of patterns appearing on an aerial image are 
represented by texture. To represent geographical features for aerial image retrieval, 
there are three popular texture feature extraction methods such as Gabor spectral fil-
tering [1], Laws’ energy filtering [2], and Wavelet Transformation [3], all of which 
have been widely used for various classification and image segmentation tasks. 

Gabor filters are useful for dealing with the texture characterized by local fre-
quency and orientation information. Gabor filters are obtained through a systematic 
mathematical approach. A Gabor function consists of a sinusoidal plane of particular 
frequency and orientation modulated by a two-dimensional Gaussian envelope. A 
two-dimensional Gabor filter is given by:  
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xyx
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                                  (1) 

By orienting the sinusoid at an angle α and changing the frequency n0, many Ga-
bor filtering sets can be obtained. An example of a set of eight Gabor filters is decided 
with different parameter values (n0 = 2.82 and 5.66 pixels/cycle and orientations α = 
0°, 45°, 90°, and 135°).  

Table 1. Laws’ Filter Weights and Specifications 

Specification Weight of filter 

L5 (Level)  
E5 (Edge) 
S5 (Spot) 
R5 (Ripple) 
W5 (Wave) 

(1,4,6,4,1) 
(-1,-2,0,2,1) 
(-1,0,2,0,-1) 
(1,-4,6,-4,1) 
(-1,2,0,-2,1) 
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Laws’ convolution kernels based on five dimensional vectors are used as an en-
ergy filter bank. It consists of 25 filters (Table 1), which can be derived from their 
weights. Convolving and transposing each other produces various square masks of 25 
filters. Each filter is 5x5 matrices and is designed as 5x5 windows. All Laws’ masks 
are directional and illuminant tilt sensitive except L5L5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. a) A large aerial image including a query image. b) A large aerial image including a re-
trieved image. c) A query image. d) A retrieved image. e) Texture features of the query image 
in (c). f) Texture features of the retrieved image in (d) 

A texture feature extraction algorithm based on the wavelet transform provides a 
non redundant signal representation with accurate reconstruction capability and forms 
a precise and uniform framework for signal analysis at different scales [4]. The py-
ramidal wavelet transform is used because of its non data redundancy and less  
complexity. Basically, in the pyramidal wavelet transform, the original image is de-
composed into four sub-images, which are one approximation (LL) and three details 
(LH, HL, HH) frequency components at each level. The HH, LH, HL and LL sub-
images represents diagonal details (higher frequencies in both directions, corners), 
vertical higher frequencies (horizontal edges), horizontal higher frequencies (vertical 

(a)

(c)

(e)

(d)

(f)

(b)
(a)
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(e)

(d)

(f)
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edges) and lowest frequencies, respectively [5]. The decomposition procedures are 
performed repeatedly on an approximation component at each level, and hence 3n+1 
numbers of sub-images are produced for ‘n’ level decompositions. Thus, many wave-
let transform sub-images can be achieved from different levels, and the variance of 
each sub-image is used as a texture feature [6]. However, the most significant infor-
mation appears in middle frequency regions for texture images [7], LH and HL sub-
images are selected from each decomposition level to compute the channel variances 
of a feature image. Since there is no criterion to determine the decomposition level 
that yields the best discriminations, it is necessary to define the desired (optimal) 
level. In practice, deeper level decompositions could not contain significant informa-
tion and will give unreliable data.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. An example of feature classification by RBF models 

3   Image Retrieval Using Adaptive Image Classification 

This section describes how we adopted a Radial Basis Function based neural network 
classifier for image retrieval. Radial Basis Function classifiers have been used to 
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model image feature distributions for a variety of research objectives such as image 
classification and segmentation. In previous researches, we can refer to some methods 
for modeling image feature data for image retrieval. One method [8] is to build a hy-
brid neural network for clustering texture patterns in the feature space. In its training 
phase, feature distributions are partitioned into several clusters through the Kohonen 
feature map. And then the captured clusters become associated with class labels using 
a winner-takes-all representation, and class boundaries are finally decided using a 
learning vector quantization scheme. Another method [9, 10] is to model texture fea-
ture data with the Gaussian mixture model, which consists of several Gaussian distri-
bution components corresponding to texture clusters. 

A modified Radial Basis Function classier (RBF) [11], with Gaussian distribution 
as a basis, was chosen for texture data modeling and classification. This is a well-
known classifier widely used in pattern recognition and suited for engineering appli-
cations. Its well-defined mathematical model allows for further modifications and on-
line manipulation with its structure and parameters. It can be easily implemented as a 
neural network [12]. The RBF classifier models a complex multi-modal data distribu-
tion through its decomposition into multiple independent Gaussians. The model can 
be dynamically adjusted by changing mode parameters over time. Data classification 
provides a class membership along with a confidence measure of that membership. 
Two types of model modification [13] are introduced for this work; 1) Self node 
modification that does not change/shift the node center and adjusts function spread 
through the feature space, 2) Node Generation that creates a new node due to the in-
crease in the multi-modality of data distribution.  

A RBF function Fr consists of a set of basis functions that form localized decision 
regions. Overlapping local regions formed by simple basis functions can create a 
complex distribution. For Gaussian distribution, as a basis function, each region is 
represented by its center and width corresponding to a mean vector and a covariance 
matrix (µ,Σ). For a multi-modal distribution of a class r, a RBF can be formed 
through the following linear combination of these basis functions;  

)(XFr +
i

iri Xfww )(0                                               (2) 

where: wi is the trainable weight vector (for i = 0,…, Nr); r is the class membership 
number; Nr is the number of nodes (basis functions) in class r ; and  

)(Xf )]()(21exp[ 1 µµ −Σ−−= − XX T                               (3)  

Each group of nodes corresponds to a different class. The combination of nodes  
is  weighted. Each  node is a Gaussian function with a trainable mean vector and a co- 

 
variance matrix. Classification decision yields a class r of the highest Fr(X) value for a 
sample vector X.  

The image retrieval algorithm using adaptive image classification is summarized 
as follows: 
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1. Choose the best (primary) filter from a filter bank, which represents a salient fea-
ture (Fig. 1(e)) within the query image (Fig. 1(c)). We can obtain a segmented and 
homogeneous region with the salient feature represented by the filter if the salient fea-
ture partially dominates the query image.  
2. Find similar images (Fig. 1(d)) to the query image with a threshold for similarity 
measurement if a dominant region (Fig. 1(f)) in each image is detected when the im-
age is convolved by the primary filter of the query image. When the threshold is low, 
we can retrieve many candidate images. A collection of these candidate images is an 
intermediary retrieval result obtained by the primary filter. 
3. Select some filters from the bank to complement the primary filter according to a 
feature reference table in order to analyze the query image in detail. These filters are 
called a secondary filter set, with which it is possible to represent a variety of features 
with regard to the segmented homogeneous region. 
4. Collect the feature sample vectors from the segmented region according to the re-
sults obtained by the convolution with the secondary filter set.  
5. Model feature sample vectors in the RBF classifier.  
6. Match the candidate images in the intermediary result with the RBF classifier mod-
els. Fig. 2 shows an example of feature classification by RBF models. A collection of 
the matched images is the result obtained by the simple RBF classification method.  
7. Modify the RBF classifier to retrieve more images through model modification. 
Model modification is achieved through the combination of the current models and 
the feature distributions of the images matched in step 6. 
8. Match the candidate images in the intermediary result with the RBF classifier mod-
els once again. A collection of the matched images is the result obtained by composite 
RBF models.  

4   Experiments 

Experimental data are provided by the UC Berkeley Library Web [14]. They are 184 
aerial photographs of the San Francisco Bay area, California, flown in April, 1968 by 
the U.S. Geological Survey. The scale of the originals is 1:30,000. Each photograph 
image has the size of approximately 1300 X 1500 pixels with 256 grey-level (the size 
and resolution of each image are little different from each other). It is cut into about 
195 (13 X 15) overlapped sub-images (texture tiles) of size 200 X 200. A test bed for 
image retrieval has about 35,880 (184 X 195) texture tiles. For evaluation purposes, 
30 types of visually similar patterns are provided by human observers. From 10 to 50 
texture tiles are also selected for each pattern according to human visual experiences 
and indexed for retrieval performance evaluation, during which the rest of the images 
not selected are also used together with the indexed images. 

We evaluate the performance of our image retrieval method with different feature 
extraction methods: 1) Gabor filter bank, 2) Law’s energy filter bank, and 3) Wavelet 
transform filter bank. The Gabor and Law’s banks consist of 48 Gabor filters (12 ori-
entations and 4 scales in the frequency domain) and 25 filters, respectively. The 
Wavelet  bank  has  24  wavelet  filters  generated by using three Daubechies wavelets  
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(db1, db2, db3) and five biorthogonal wavelets (bior1.3, bior2.4, bior3.7, bior4.4, 
bior5.5) at one, two and three scale decomposition. 

Table 2 summarizes the performance of the aerial image retrieval methods accord-
ing to several experimental results. 

Table 2. The performance of the aerial image retrieval methods 

Gabor Law Wavelet 
 

Recall Precision Recall Precision Recall Precision 

Primary 
Filter 

75% 23.5% 71.4% 20% 69.2% 21% 

Simple RBF 
Model 

68% 55.5% 63% 52% 61.6% 53.7% 

Composite 
RBF Model 

81.5% 54.5% 78.3% 51.6% 76.2% 51.3% 

 

5   Conclusion 

This paper proposed a texture-based geographical image retrieval system with adap-
tive and intelligent image classification through on-line model modification. Through 
extensive performance comparisons under several experiments with different feature 
extraction methods and different retrieval methods, we show that the adaptive image 
classification improved the average recall-precision rates on aerial images over the 
simple image retrieval approach. We also show that the Gabor bank outperforms the 
other banks (Law’s and Wavelet banks).  
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Abstract. Support Vector Machines (SVMs) have been used success-
fully for many classification tasks. In this paper, we investigate apply-
ing SVMs to classification in the context of image processing. We chose
to look at classifying whether pixels have been corrupted by impulsive
noise, as this is one of the simpler classification tasks in image processing.
We found that the straightforward application of SVMs to this problem
led to a number of difficulties, such as long training times, performance
that was sensitive to the balance of classes in the training data, and
poor classification performance overall. We suggest remedies for some of
these problems, including the use of image filters to suppress variation in
the training data. This led us to develop a two-stage classification pro-
cess which used SVMs in the second stage. This two-stage process was
able to achieve substantially better results than those resulting from the
straightforward application of SVMs.

1 Introduction

In this paper we investigate the application of Support Vector Machines (SVMs)
to the image processing domain, in particular the application of SVMs to the
classification of features within images. We consider a common problem of image
processing, the removal of impulsive noise corruption from images, and develop
Support Vector Machine classifiers to detect pixels in an image that are corrupted
by impulsive noise.

Impulsive noise is a form of corruption in which the values of a random
number of pixels in an image are lost and are replaced by values which are
both random and independent of the pixels that are replaced. Impulsive noise
corruption can be modelled by salt-and-pepper noise, in which corrupt pixels
take on a value at the minimum or maximum pixel intensity (corresponding to
a value of either 0 or 255 for 8-bit images) or by a more general model in which
corrupt pixels take on a random value distributed uniformly over the range of
possible pixel values. This paper deals with noise coming from the second model.

It is desirable to remove impulsive noise corruption from images, both to
improve the visual appearance of the image, and to remove corrupt pixel values

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 140–151, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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from further image processing. Many noise filters have been proposed to remove
noise corruption from images by replacing pixels corrupted by impulsive noise
with an estimate of the pixels’ original values in an attempt to reconstruct
the original noise-free image. We decompose the problem of removing impulsive
noise into two tasks: identifying the noisy pixels in an image, and determining a
suitable value with which to replace each noisy pixel.

In this paper, we concentrate on the detection of pixels corrupted by impulsive
noise. We treat the detection of noise as a classification problem, and develop
Support Vector Machines for categorising the pixels of an image into two groups:
pixels corrupted by noise and pixels that represent image structure. A Support
Vector Machine classifier is trained on a set of pixels labelled as either “noise”
or “uncorrupt” and, following training, its performance is evaluated on a set of
unlabelled pixels.

Pixels corrupted by impulsive noise are random-valued and carry no infor-
mation about the value of the original pixel, and so pixels identified as noise
by the SVM can be reconstructed only through interpolation using their non-
corrupt neighbours. For some tasks, such as statistical analysis of an image, it is
sufficient to identify the corrupt pixels of an image so that they can be omitted
from further processing, since pixel replacement through interpolation adds no
additional information for analysis.

This paper begins with a brief introduction to Support Vector Machine classi-
fiers. The proposed noise detector is presented in terms of the problems that had
to be overcome in the development of an SVM-based approach. In section 2.1 we
describe the generation of the training dataset. Next in section 2.2 we improve
the distinction between noisy and uncorrupt pixels. In section 2.3 we suppress
variation within the class of uncorrupt pixels to improve the accuracy of pixel
classification. Finally, in section 2.4 we present a composite approach based on
median filtering and a Support Vector Machine, in which a median filter identifies
impulsive noise in an image and an SVM corrects misclassifications to prevent
image structure from being incorrectly classified as noise.

1.1 Support Vector Machine Classifiers

Support Vector Machines are a machine learning tool for performing such tasks
as supervised classification, regression and novelty detection. They have been
applied to a wide range of real-world problems including text categorisation,
human face detection in images, hand-written character recognition, image re-
trieval, and the detection of microcalcifications in mammograms [6, 2, 10, 5].

SVM classifiers learn a particular classification function from a set of labelled
training examples. The training set consists of n training examples, with each
example described by a d-dimensional vector, x ∈ Rd, labelled as belonging to
one of two categories, y ∈ {−1, 1} referred to as the “positive class” and the
“negative class”. Following training, the result is an SVM that is able to classify
previously unseen and unlabelled instances, x, into a category based on examples
learnt from the training set.
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Fig. 1. SVM classification of two classes in a two-dimensional input space

Geometrically, the Support Vector Machine classifier aims to construct a
hyperplane that divides Rd in two, with all training examples in the positive
class on one side of the hyperplane, and all examples in the negative class on the
other side (see Figure 1). Although there may exist infinitely many hyperplanes
that correctly separate the training data, the best SVM classifier is obtained by
finding the hyperplane with the maximum “margin”. The margin is defined as
the distance between the closest training examples in the positive and negative
classes to the separating hyperplane [1]. The training examples that determine
the margin are known as “support vectors”. A trained Support Vector Machine
classifies unlabelled points according to the side of the hyperplane on which they
fall.

In a typical training set, there will be some examples that unavoidably fall on
the wrong side of the hyperplane’s decision boundary. In this situation, the sep-
arating hyperplane is found by simultaneously maximising the margin between
the two classes while minimising the penalty associated with the misclassifica-
tions in the training set. The optimum hyperplane, defined by (w · x) + b = 0,
is found by solving the following quadratic programming problem:

min
w,b,ξ

1
2 ||w||2 + C

∑n
i=1 ξi (1)

s.t. yi(xi ·w + b) ≥ 1− ξi

ξi ≥ 0 i = 1, . . . ,n

where ξi, i = 1, . . . ,n are slack variables introduced to allow for examples that fall
on the wrong side of the hyperplane, and C is a positive parameter that controls
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the trade-off between maximising the margin and minimising the training error.
This is equivalent to solving the following Lagrangian dual problem, where αi, i =
1, . . . ,n are the Lagrange multipliers:

max
α

∑n
i=1 αi − 1

2

∑n
i=1
∑n

j=1 αiαjyiyjxi · xj (2)

s.t.
∑n

i=1 αiyi = 0
0 ≤ αi ≤ C i = 1, . . . ,n

We evaluated two Support Vector Machine algorithms for training, an im-
plementation of the Sequential Minimal Optimisation algorithm [9] and the
SVMlight package [8]. We obtained similar classification results with either al-
gorithm. The results presented in this paper were obtained using SVMlight with
a linear kernel and with the Support Vector Machine parameter C determined
by SVMlight .

2 SVM Detection of Impulsive Noise in Images

Support Vector Machine classifiers learn a particular classification function from
a set of labelled training examples. We created training and testing datasets by
adding between 1%–20% impulsive noise corruption to an existing image, with
the assumption that the original image was initially free of noise and the only
noise contained in the image was the impulsive noise that was added.

We examined the effects that a number of parameters had on the perfor-
mance of the SVM noise classifier. For each set of variables to be evaluated, an
array of ten noise-corrupted versions of the same underlying image was gener-
ated, in which each image contained an equal level of impulsive noise. The first
two images in each set were used to train two Support Vector Machine classifiers
independently, while the remaining eight images in the set were used to evaluate
the performance of the two trained SVM classifiers. The relative performance of
SVMs with different parameter settings was evaluated by calculating the “gen-
eralisation performance” of the SVM. The generalisation performance for each
SVM consisted of the percentage of noisy pixels and valid pixels in the testing
data that were misclassified by the SVM. The misclassification rate was an aver-
age of the misclassifications in the eight test images for the two SVM classifiers
that were trained.

The examples in the training and test sets were described in a nine-dimensional
input space that consisted of the values of each pixel and its eight surrounding
neighbouring pixels. This input space was selected because it retained the rela-
tionship of each pixel to its neighbours, which we hoped would allow a Support
Vector Machine to identify patterns that represented structure such as lines,
edges, and corners, and enable these patterns to be distinguished from impul-
sive noise.
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2.1 Training Set Selection

The performance of a Support Vector Machine classifier is dependent on its
training and so it is important that the training dataset consists of examples
that are representative of the points from the positive and negative classes. We
faced two problems in the selection of our training data: reducing the size of the
training set and balancing the proportion of training examples from the noise
and uncorrupt classes.

The images used in training and testing had dimensions of 512× 512 pixels.
We found that it was infeasible to create the training set by including every pixel
from an image of these dimensions due to the time required to train an SVM on
a dataset of this size (over 250, 000 examples). An initial attempt to reduce the
size of training dataset was to downsample the training image from 512 × 512
pixels to a smaller 64× 64 pixels. Impulsive noise was then added to the resized
image and the training data was generated by taking every pixel in this image to
form a training set of roughly 4000 examples. However, this generated a training
set with an uneven proportion of examples from the two classes—the proportion
of training examples labelled as noise matched the proportion of impulsive noise
that was added to the original image. A Support Vector Machine trained on
such a biased dataset was found to get caught in a local optimum in which it
classified every example into the class that dominated the training set; if the
training image contained only 2% impulsive noise, the resulting SVM classified
every test example as an uncorrupt pixel.

The problems of training set imbalance and training set size were both over-
come by creating the training data by randomly selecting 2000 uncorrupt and
2000 noisy pixels from a full-sized image of dimensions 512×512 pixels. This led
to a small training dataset containing 4000 examples with an equal number of
examples coming from both classes. In addition, taking a subset of pixels from
the full-sized image had the advantage that the spatial properties of pixels in
the training image were not affected by resizing the image.

2.2 Improving Class Separation

The generalisation performance of a Support Vector Machine classifier is highly
dependent on the positive and negative classes being linearly separable in the
input space. If the training set contains two classes that are clearly separable
the resulting model will contain few Support Vectors and we conjecture will
generalise well to the test set.

Our datasets contained considerable overlap between the “noise” and “uncor-
rupt” classes. Since we were dealing with noise that takes on a random intensity,
there is a probability that a pixel could be corrupted by noise with a value that is
close to, or identical to, the original pixel value. This leads to training data that
is inseparable, since the same example may be labelled as both a valid pixel and
as noise in the dataset. Furthermore, it is somewhat subjective as to whether
a pixel that differs only marginally from its neighbours represents noise or is a
small feature within the image.
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To overcome this problem, examples in the training and test data were la-
belled as noise only if the original pixel’s value had been changed by more than a
certain threshold. For example, if a pixel of value x was replaced by noise of value
x′, the example would be labelled in the dataset as follows (given threshold T ):

label (x) =

{
uncorrupt, |x− x′| < T

noise, |x− x′| ≥ T
(3)

For the remainder of this paper a noise threshold of 25 is used. Although
this value excludes one-fifth of the possible values for impulsive noise in an 8-bit
greyscale image, it was selected because we believe that impulsive noise with a
value that differs from the original pixel value by 25 or less would be visually
imperceptible in the image. The use of this threshold produced an SVM with
good generalisation performance.

2.3 Reducing the Variation Within the Classes

The detection of impulsive noise in image data is complicated by the large
amount of background variation within images, which requires a large training
set to define. However, if both training and test images were filtered to remove
background structure, while retaining the possible noise in the image, then the
task of the Support Vector Machine would be greatly simplified and, we believe,
the SVM would generalise better to images outside the training set.

We evaluated the use of a filter to remove the background structure of an
image. Training and test images were filtered by either a highpass FIR filter
or the Immerkær background-removal filter [7]. The highpass filter was selected
for its ability to emphasise the impulsive noise in an image—which appears
as high-frequency data in the frequency-domain—making it stand out against
the background of the image. The Immerkær filter was proposed as part of
a method for estimating the level of additive noise in an image in which the
predictable image structure is first removed from the image, leaving only noise
(and fine image detail) remaining. Image structure is removed by filtering the
source image, X, with the following convolution kernel, resulting in the image Y :

Y =

⎛⎝ 1 −2 1
−2 4 −2

1 −2 1

⎞⎠⊗X (4)

The convolution kernel is based on two Laplacian filters, and has the effect of
removing all constant, linear, and quadratic variation in the intensity of pixels
within the local window.

The effect of applying the highpass filter and Immerkær filter on an initial
noise-corrupted image is shown in Figure 2. Figure 4 shows the generalisation
performance of a Support Vector Machine trained and tested on images with
no filtering, with a highpass filter, and with an Immerkær filter. The median
difference is described in the next section.
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ImmerkaerHighpassNo Filter

Fig. 2. Application of pre-processing filters on “Lena” containing 2% noise

2.4 Multistage Classification Using SVMs

Motivated by the significant improvement that the Immerkær background-removal
filter had on the generalisation performance of a Support Vector Machine, we
had the idea of processing images with the median filter. The median filter is a
popular non-linear filter used for removing impulsive noise from images, and is
used at the core of many noise removal algorithms. The median filter is capable
of effectively suppressing impulsive noise, however, it does so at the expense of
the non-corrupt pixels in the image [3, 4]. In particular, the median filter is un-
able to distinguish fine lines from impulsive noise, and so lines in the image are
removed or distorted. We recognised that subtracting the median filtered image
from its non-filtered counterpart would result in an image containing only the
noise in the original image as well as any distortions introduced by the median
filter where it misclassified image structure as noise. A Support Vector Machine
classifier could then be trained to separate noisy pixels from features removed
by the median filter, without the complication of background image variation.

The median filter replaces every pixel with the median value of a surrounding
window of the image. For a (2N + 1)× (2N + 1) window centered around pixel
xi,j , the median filter performs the following operation:

yi,j = median(xi−N,j−N , . . . , xi,j , . . . , xi+N,j+N ) (5)

The “median difference filter” that we developed is described below for source
image X,

Y = |X −Median(X)| (6)

We used a median difference filter with a window size of 3 × 3 pixels in our
research.

Figure 3 shows the result of applying the straight median filter to an initial
noise-corrupted image, and the corresponding median difference image. Figure 4
presents the generalisation performance of a Support Vector Machine that is
applied to the median difference image (corrupted with 2% impulsive noise) and
shows that the median difference SVM classifier clearly outperforms other SVM
approaches.
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Fig. 3. Demonstration of median difference filter on “Lena”. For illustrative purposes
the image contains 10% noise
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3 Comparative Results

In this section we compare the performance of our proposed Support Vector
Machine-based impulsive noise detection algorithm against a noise detector based
upon the median filter for images corrupted by various levels of impulsive noise.
The median filter classifier considers a pixel to be noise if the difference be-
tween its value and the median value of its neighbours is greater than a given
threshold, T :

class(xi,j) =
{

noise, |xi,j −median(i, j)| > T
uncorrupt, |xi,j −median(i, j)| ≤ T

(7)

Many noise filtering algorithms, including those that treat the detection and
removal of noise as a single problem, make use of the median filter—or median
filter classifier—to perform implicit noise detection.

Our experiments were performed on 8-bit greyscale images of dimensions
512×512 pixels, which were corrupted with 1%, 2%, 5%, 10%, and 20% random-
valued impulsive noise. The Support Vector Machine classifier was trained and
tested on images that had been preprocessed with the median difference filter
described in Section 2.4. The results in this paper were obtained using the image
“Lena”, but the trend observed with this image was also observed with other
images.

Table 1 presents the 95% confidence interval for the percentage of misclassi-
fied pixels in the “noise” and “uncorrupt” classes, using both the proposed SVM
classifier and the median filter classifier. These results show that the proposed
SVM-based impulsive noise detector is able to perform well even when the level
of impulsive noise corruption is high. A summary of the statistical significance
of the proposed SVM classifier’s better noise detection is given in Table 2. With
the exception of the classification of image structure in images corrupted by 1%
noise, all tests were statistically significant at below the 5× 10−5 level of signif-
icance. We conjecture that even images with no noise corruption contain pixels
that differ significantly from their neighbours, and these pixels are incorrectly
classified as noise by the SVM, leading to the slightly higher misclassification
rate for image structure in images containing 1% .

The orginal training dataset consisted of 4000 pixels from a 512× 512 pixel
image. For an image corrupted with 2% impulsive noise, the training set contains
only 0.78% of the uncorrupt pixels from the image. Thus the results in Tables 1
and 2 show that the proposed SVM classifier is generalising well from a relatively
small training set.

To verify that the Support Vector Machine was indeed learning to identify
the characteristics of noise, and not simply learning to identify corruption in the
training image, a Support Vector Machine that was trained on the image “Lena”
was used to identify noise in the images “Boat” and “Mandrill” (see figure 5).
Two Support Vector Machine classifiers were each trained on two separate noise-
corrupted versions of the image “Lena” containing 2% impulsive noise. The two
trained SVMs were then evaluated on noise classification of eight noise-corrupted
versions of the images “Lena”, “Boat” and “Mandrill”. The median difference
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Table 1. Comparison of median filter noise detector versus proposed SVM noise clas-
sifier

Median Filter Classifier Proposed SVM Classifier
Noise Level Misclassified Misclassified Misclassified Misclassified

Noise Structure Noise Structure
1% 3.65–4.37% 0.735–0.763% 0.692–0.995% 0.770–0.778%
2% 3.78–4.15% 0.996–1.05% 0.637–0.863% 0.914–0.928%
5% 4.75–5.20% 2.08–2.15% 0.829–0.975% 1.17–1.19%
10% 5.87–6.17% 4.79–4.92% 1.05–1.17% 1.46–1.50%
20% 7.81–8.04% 12.3–12.4% 1.65–1.76% 2.23–2.30%

Table 2. Tests for statistical significance of performance improvement of proposed
SVM noise detector

Noise Level P-Value (Noise) P-Value (Structure)
1% 2.78 × 10−7 9.98 × 10−1

2% 3.99 × 10−10 4.83 × 10−5

5% 1.34 × 10−10 4.85 × 10−11

10% 5.97 × 10−13 5.89 × 10−13

20% 3.15 × 10−14 3.42 × 10−16

image was used for all training and test images. Table 3 shows the 95% confidence
interval for the percentage of pixels misclassified by the proposed SVM. For
comparison, we also include results for an SVM that has been trained and tested
on the same underlying image. For example, an SVM that was trained on the
image “Boat” containing 2% impulsive noise was tested on eight other versions
of “Boat” containing 2% noise.

Table 3. Generalisation of proposed SVM to noise detection outside training image

Trained on “Lena” Trained on different noise-
corrupted version of same image

Image Misclassified Misclassified Misclassified Misclassified
Noise Structure Noise Structure

Lena 0.637–0.863% 0.914–0.928% 0.637–0.863% 0.914–0.928%
Boat 1.41–1.62% 2.13–2.16% 1.63–1.86% 1.77–1.81%

Mandrill 5.95–6.48% 14.9–15.7% 11.4–12.1% 6.59–6.93%

We note that performance on “Lena” was better than performance on the
other two images. The classifiers trained on “Lena” and “Boat” were more accu-
rate in classifying noise than in classifying structure. However, the reverse was
true for “Mandrill”. “Mandrill is an image with a large amount of texture and
detail. We conjecture that the high level of variation in the image structure in
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“Mandrill” causes the classifiers trained on this image to be biased towards cap-
turing structural details correctly. This may explain why the classifier’s trained
on “Lena” were more accurate in classifying noise on “Mandrill” than the clas-
sifiers trained on “Mandrill” itself. Also we conjecture that it may be necessary
to include more attributes or to use an SVM with a non-linear kernel to improve
the learning of the underlying image structure.

4 Conclusions

In this paper, we have approached the removal of impulsive noise from an im-
age as a classification problem, and have proposed an impulsive noise detection
algorithm based on Support Vector Machine classifiers. The performance of the
Support Vector Machine classifier was improved by applying domain knowledge
in order to generate a balanced training set, to reduce the overlap between the
positive and negative classes, and to suppress the variation of examples within
each class.

The use of domain knowledge led to a two stage process in which a traditional
noise filtering algorithm, the median filter, was used as a first stage to identify
impulsive noise in an image, and a Support Vector Machine was then used to
correct misclassifications by the median filter. This composite noise classifier
performed significantly better than either the median filter or a Support Vector
Machine classifier individually. Further work could investigate the replacement
of the median filter as a first-stage noise detector with a filter that is appropriate
to the level of noise and type of noise in an image.

The results that we have obtained with multi-stage noise detection indicate
that Support Vector Machines may be worthwhile as the second stage in a two-
stage classification process. Such an approach could be applied to areas outside
noise detection, where a Support Vector Machine is used to improve upon an
existing technique which, as we have shown with the median filter, is simply
used as a black box first-stage classifier. Further work could also investigate the
use of other machine learning classifiers to implement the second-stage of the
process.
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Abstract. This paper investigates that loose clothing such as wearing dresses 
and human body shapes create individual eigenspaces and, as a result, 
conventional appearance-based method cannot be effective for recognizing 
human body postures. We introduce a dress effect due to loose clothing and a 
figure effect due to various human body shapes in this particular study. This 
study particularly proposes an image pre-processing by ‘Laplacian of 
Gaussian (LoG)’ filter over input images and a ‘mean posture matrix’ for 
creating an eigenspace in order to overcome the preceding effects. We have 
tested the proposed approach on various dress environments and body shapes, 
and robustness of the method has been demonstrated. 

1   Introduction 

Due to inexpensive mathematical computations, an appearance-based eigenspace 
(abbr. as ES hereafter) technique has many applications, e.g., human computer 
interaction, visually mediated interaction and automated visual surveillance. In the 
past years, we have seen an extensive use of the ES method on capturing the 
appearances of objects and human faces under various conditions [1-6, 13]. It should 
be mentioned that the appearance-based ES method was firstly proposed by Murase 
and Nayar [7] for recognizing 3D object’s poses from 2D images. However, PCA 
algorithm was successfully implemented for human face recognition by Sirovich and 
Kirby [1]. Besides, several other models have been proposed for the underlying 
objectives, e.g., separating styles and contents using bilinear models [8], human face 
detection using one-example views [9], Bayesian rules [10], body pose detection using 
specialized mapping [11], and spatio-temporal correlation [12].  

However, we concentrate on an unexplored area of research, i.e., human body 
posture recognition using an ES technique which has many expected practical 
applications such as security.  In case of employing ES technique for human body 
posture recognition, we have found that loose clothing such as wearing clothes and 
various body shapes have some undesirable effects on shaping the pattern of 
eigenspaces and we need to overcome these problems for successful representation 
and recognition of human postures. We introduce notions of a dress effect due to loose 
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clothing and a figure effect due to various human body shapes in this particular study. 
We employ image pre-processing by Laplacian of Gaussian (LoG) filter for reducing 
the dress effect, and a mean posture matrix from some selected posture sets for 
avoiding the figure effect. This mean posture matrix is used for generating the basic 
ES. The basic ES is responsible for further recognizing unfamiliar but similar postures. 
We have succesfully overcome the preceding effects by the proposed methods for 
human body postures recognition and tentative experimental proofs have been 
demonstrated in this particular paper.  

2   Proposed Approach  

2.1   Image Pre-processing 

In order to employ an eigenspace in human body posture recognition, posture 
representation should have generality, i.e., it should solely depend on the posture 
change and not on the person or dress change. If one employs the original eigenspace 
technique [7], however, respective eigenspace is inevitably generated each time the 
person changes his/her dress. This is because it employs gray images for the 
generation of an eigenspace. We employ blurred edge images of given images to 
obtain a solely apperance-dependent eigenspace.  

A blurred edge image E(x,y) of the original image I(x,y) is defined by 

2( , ) ( ( , ))E x y D G I x y= ∗                           (1) 

G is the gaussian distribution for reducing the texture effect and the resultant image 
is differentiated by a Laplacian operator 2D . In the proposed technique, the blurred 
edge images provided by Eq.(1) are employed for generating an eigenspace.  

2.2   Computing a Mean Posture Matrix and Proposed Eigenspace 

Let us take a blurred edge image E(x,y) and take P successive sampled images 
p

x  

(p=1,2,…,P). The sampled image 
p

x  having 0 0M N×  pixel size is converted into 

a column vector of the form 

( )T

1 2 ,
, , ...,

p p p N p
x x x=x .                        (2) 

by arranging pixels in a raster scan manner. Here 0 0N M N≡ × . Superscript ‘T’ 

denotes transpose of a vector or a matrix.  
If person h involves to make respective posture sets, a matrix hX  containing P 

columns and N rows can be denoted by 

( )1 2
, , ...,h h h h

P
X = x x x .                          (3) 

Here 1, 2, ...,h H= . Taking a particular posture set hX , an ES can be produced 
and respective postures are represented in the produced eigenspace. For H humans, 
the posture curves (graphical representation of ES) corresponding to respective 
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persons should ideally coincide with each other in the ES, which is not the case in 
practice. Therefore a mean expression of the postures is taken into account. 

A mean posture matrix X  is defined in the following way to obtain a basic ES; 

( )1 2

1

1
, , ...,

H
h

P

h

X X
H =

== x x x ,           (4) 

where 

1

1 H
h

p p
hH =

=x x ,                               (5) 

which is called a mean image. A mean posture set X  is a set of average images.  

We define a covariance matrix C as follows; 
TC XX=                                   (6) 

and determine eigenvalues i  with its corresponding eigenvectors ie  of the 
covariance matrix C using an eigen equation C λ=e e . The N dimensional space 
defined by all the eigenvectors of matrix C is compressed via PCA algorithm by 
choosing only k (k is an integer satisfying k<< N ) eigenvectors ie  (i=1,2,…,k) 
corresponding to the largest k eigenvalues to make an ES. 

Once we determine the selected eigenvectors employing the mean posture matrix, 
the successive procedures, i.e., creating eigenspace and posture recognition technique 
can be found in the literature [7]. The developed ES having edge images and mean 
posture matrix is defined here as the proposed or basic ES. 

3   Experimental Results 

3.1   Effect of the Blurred Edge Images 

In the performed experiment, a setup is conducted using a camera and 30 different 
human models (H=30) with their presently worn clothes including their different body 
shapes. A person is asked to stand in front of a fixed video camera and to make a slow 
turn. The video motion is sampled approximately every 10 degrees yielding 36 (=P) 
images of different postures. The original sampled image is reduced to a 32×32 pixels 
image for the sake of memory efficiency. Considerations of occlusion and background 
issues are out of scope in this particular study. Fig. 1a shows 12 human models out of 
30 used in the experiment and 16 (out of 36) body postures of a particular person are 
also shown in Fig. 1b. These images are submitted to the proposed image processing 
as described earlier. The result of edge images is also shown in Fig. 1c.   

We have generated 30 individual posture curves (single person) as shown in Fig. 2. 
These posture curves are obtained from individual models and placed in a same axis 
dimension in order to compare the effect of proposed image processing graphically. It 
should be noted that these posture curves (Fig. 2b) have generated using LoG images 
and this is just separate eigenspaces from the respective models. Therefore, we have 
avoided the averaging the posture sets for this issue, i.e., covariance matrix 

Th hC X X= . This mean posture matrix is applied for recognizing unknown postures. 
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Fig. 1. Human models, postures and processed images: (a) 12 human models out of 30 used in 
the experiments, (b) 16 postures out of 36 of a model, and (c) blurred edge or LoG images 

This performance is just for highlighting the effect of proposed image processing, 
i.e., LoG images. The posture curves obtained from the conventional method [7] are 
illustrated in Fig.2a, whereas those derived from the proposed method are depicted in 
Fig.2b. It is obvious that the dress effect has made the posture curves completely 
different with each other by the conventional method, though the models’ postures are 
similar. On the other hand, the dress effect has been successfully overcome in the 
proposed approach as shown in Fig.2b. It is noted that we differentiate between the 
conventional and proposed method by their input images in creating eigenspace. 
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                    (a)                            (b) 

Fig. 2. Individual posture curves obtained from (a) the conventional method and (b) the 
proposed method 

3.2   Recognizing Human Postures Employing the Proposed Eigenspace 

We divide all data sets randomly (taking equal number) into three sets, i.e., LS , 
A

TS  

and
B

TS where LS denotes learning samples and TS denotes testing samples. We 

employ a leave-and-out or k-fold cross validation method for choosing the learning 
samples for making the proposed ES so that all data sets can be used either for training 

or testing.   Therefore, when we use LS for generating an ES, 
A

TS  and 
B

TS  data 

sets remain for testing. Similarly, if we choose 
A

TS  as learning samples, LS  and 

B
TS  are used for testing purposes, and vice versa. Table 1 shows the distribution of 

data set for generating the proposed ES and the samples for testing. The average 
recognition results of each test are also shown in this table. Employing a learning 
sample such as LS, we calculate a mean data set by Eq.(5) and generate the proposed 
eigenspace from it. Fig. 3 shows a proposed ES of the data set LS . This proposed ES is 

used for recognizing image data contained in 
A

TS  and
B

TS . Moreover, the 

leave-and-out method can also arrange the data sets such a way that each time 29 data 
sets could be used for learning and single data set could be employed for testing.  In 
this case, we have obtained an average of 88.6%. However, if we use more data set, the 
CPU time will be a bit higher. The recognition rate is calculated dividing the ratio of 
successful hits and the total postures projected. It is mentioned that we have projected 
unknown but similar postures onto the basic eigenspace and decided the successful hits 
based on the minimum description length.  

We have obtained an average recognition rate of 71.66% using only the edge 
images, mean posture matrix are not taken into consideration here, where only one set 
was used for learning and 29 sets were for testing. This result only highlights the 
progress of our proposed method. It is noted that the proposed method works only with   

 



Applying Image Pre-processing Techniques for Appearance-Based Human Posture     157 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. A proposed eigenspace created from A
S

data set 

the combined application of LoG image processing and mean posture matrix for 
creating eigenspace. Classification results between two conventional and the proposed 
methods are also shown in Table 2. According to the papers of Murase and Nayar [7] 
and Murase and Sakai [12], we have used the original gray images and silhouette 
images, respectively for their input images. In these cases, a best-search method has 
applied for selecting an appropriate learning sample while other data sets are used for 
testing (i.e., total of 29 data sets) purposes. According to the conventional methods, we 
need to search a based model for the learning samples and the others will be remaining 
for testing. Therefore, we have used only one sample for learning and rest of the 
samples have used for testing. On the other hand, the proposed method calculates a 
mean posture matrix and we have taken 10 image set for obtaining this mean. 
Therefore, the rest of 20 samples have used for testing. Obtained higher recognition 
rates have proved the robustness of the proposed method. In case of time efficiency, 
we need only 1.5 Sec. (CPU time) using 1 G Htz PC and Matlab implementation 
software. 

Table 1. Data distribution for the proposed ES and recognition 
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S1-10 

 

 
S11-20 

 

 
S21-30 

 

Recognition 
Rates (avg.) 

Average  
(all data) 

(i) 

(ii) 

(iii) 

LS   

A
TS  

B
TS  

A
TS  

LS  

B
TS  

B
TS  

A
TS  

LS  

86.2% 

83.4% 

87.2% 

 
85.6% 
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Table 2. Classification results between conventional and proposed methods 

Methods Recognition Rates  Test Sets Eigen 
Dimension

Mean Square 
Error  

Murase 95[7] 
Murase 96[12] 
Proposed ES  

40.05% 
71.29% 
85.6% 

29 
29 
20 

8 
8 

4 

0.0345 
0.0345 
0.0345 

4   Discussion and Conclusions 

This paper has proposed an updated eigenspace technique for human body posture 
recognition, which allows some image pre-processing techniques. The proposed 
eigenspace technique has also considered a mean posture matrix for developing the 
ES. It has successfully reduced the effects of human posture-change due to loose 
clothing and various body shapes and this result was experimentally shown. We have 
also compared the proposed method with conventional methods and the obtained 
results have indicated that the proposed ES method is better than the conventional ones 
in terms of recognition rates for human body posture recognition. Since our method 
has employed the image contour and their internal edges, it has more demand in the 
field of gesture recognition. We have also reduced the processing time by compressing 
image size and requiring less eigen dimension.  

The classification of dresses and human body shapes normally has a large variety. 
We have employed 30 person’s body postures with their presently worn dresses. 
Since they are mostly from the same society (however there are two models from 
different nationalities), the body shapes were not so different.  Employment of more 
different types of clothes such as lady’s dresses and textured clothes and various 
body shapes such as Japanese traditional Osumo people are expected to the future 
study.  

Some possible extensions of the proposed method can also be proposed in this 
section. In particular, the applications of image processing techniques for reducing 
dress texture effect, generalization (mean) of postures, eigenspace selection may 
develop some new algorithms in this area for flexible objects recognition where 
individual eigenspace generating may not be essential. This proposed approach can be 
of interest to the researchers of various fields and the scope of this study can be 
extended for recognizing human behavior, activities, motions, gestures, etc. 
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Abstract. This paper is about tracking people in real-time as they move
through the non-overlapping fields of view of multiple video cameras.
The paper builds upon existing methods for tracking moving objects in
a single camera. The key extension is the use of a stochastic transition
matrix to describe people’s observed patterns of motion both within and
between fields of view. The parameters of the model for a particular
environment are learnt simply by observing a person moving about in
that environment. No knowledge of the environment or the configuration
of the cameras is required.

1 Introduction

Tracking moving objects as they are observed by a video camera is a much re-
searched problem in computer vision. Although it is far from solved, there is
a variety of existing systems that work quite reliably under certain well docu-
mented conditions. A thorough review is beyond the scope of this paper, but
some examples are Boujou1, which tracks point features, Condensation [8] and
its variants, which track image contours, and mean-shift methods [2] which track
colours. Other tracking systems are specialised to tracking people [1] or certain
objects whose shape is known in advance [5].

Many applications, however, demand tracking over a wider area than can be
covered by a single camera. For instance, a building may be monitored by a net-
work of surveillance cameras, and ideally a person would be tracked consistently
as they move between them [3]. One solution is implement blanket coverage of
the building, so that every part of it is visible to at least one camera. If the
cameras are calibrated, and the structure of the environment is known, then
people will pass from one camera’s field of view (FOV) to another at known
locations, which act as trigger points for handing over tracking from one cam-
era to the next. This however is impractical for an environment of any size or
complexity, due to the number of cameras required and physical constraints on
their placement.

1 www.2d3.com
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Tracking algorithms will therefore have to deal with “blind spots” where a
person is not visible to any camera if they are to operate on a network of cameras
monitoring a complex environment. Most tracking algorithms in the computer
vision literature are not well suited to this task, because typically they rely on
the assumption of smooth motion, using previously observed velocity to predict
the future location of their target. An example of this is the Kalman filter [14],
and various types of particle filter [8, 4], which are more robust than the Kalman
filter to sudden changes but are based on the same underlying assumption. When
tracking an object between non-overlapping fields of view, its motion is almost
guaranteed not to be smooth. For instance, a person may disappear from the
right side of one FOV and then reappear after some time at the top of another
FOV, depending on how the cameras are positioned.

This problem has become increasingly apparent in recent years, and has been
the subject of some recent research in computer vision. Kettnaker [10] presents
a Bayesian approach to tracking objects through FOVs that do not overlap.
However this system requires a set of allowable paths, and a set of transition
probabilities and their expected duration, to be supplied a priori. This effectively
requires that the environment is known in advance, along with the ways in which
people move about in it, and the positions of the cameras. In many surveillance
applications, this information is difficult or impossible to obtain.

A traffic monitoring system using cameras situated about 2 miles apart along
a highway is described in [7, 11]. Cars are identified as they enter each camera’s
field of view based on both their appearance and positional information from
views through which they have previously passed. The surveillance of traffic
is well suited to cameras with non-overlapping FOVs, because traffic generally
follows well defined paths which extend over long distances.

Recently, work has been carried out on tracking people or objects with
more general motion between non-overlapping camera FOVs. This has been ap-
proached as a problem of learning the probability of transitions between fields of
view from corresponding tracks (e.g. see [9]). However, the correspondence be-
tween tracks in different images must be supplied a priori, as training data. Ellis
et al. [6] do not require correspondences, instead observing motion over a long
period of time and recording each appearance and disappearance. All possible
pairings between appearance and disappearance are accumulated in a histogram,
and those which occur most consistently are considered the true transitions.

In this paper we describe a system for tracking objects across the FOVs of
cameras that do not overlap. The system does not require any knowledge of the
cameras’ placement or calibration, nor does it need to know anything about the
environment it is monitoring. It works by learning a Markov model describing
the paths taken by a marker as it is carried around in the environment.

The structure of this paper is as follows. In Section 2, we review a single
camera tracking technique which we use as part of our multiple camera tracker.
In Section 3, we introduce the Markov model we use to model the motion of
objects within and between cameras, and describe how this model is trained for
a particular camera setup and environment. Following this the Markov model
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is combined with the single view tracker to form our multiple view tracking
algorithm, described in Section 4. Some illustrative results of the tracker are
then presented in Section 5.

2 Tracking Objects with Background Subtraction

Our method for tracking people across multiple cameras is built on an existing
technique for tracking within a single camera’s field of view. In particular, we
implemented the multimodal background subtraction algorithm of Stauffer and
Grimson [13].

Background subtraction is a method for object detection that maintains a
model of the colour of the background at each pixel; in [13], the model is a mix-
ture of Gaussians. In each frame of video, the likelihood of the current colour of
each pixel is computed according to its background model. Based on this likeli-
hood, each pixel is classified as foreground or background. Foreground pixels are
those which are not well explained by the background model, and are therefore
likely to be interesting objects to track. Clusters of foreground pixels are grouped
into objects which can then be tracked as a whole. Stauffer et al. use a Kalman
filter to track these objects across frames.

The problem with a Kalman filter is that motion observed in previous frames
is used to predict the motion in the current frame. This assumption holds for an
object moving smoothly in a single camera’s field of view, in an uncluttered envi-
ronment. However as objects move between camera FOVs, there will inevitably
be a discontinuity in their observed motion. Even within a single FOV, if the tar-
get object moves behind an obstacle which hides it from view and then reappears
at another point in the image, its observed motion is no longer continuous.

We therefore need a tracking algorithm that can cope with discontinuities
in order to extend this method to track objects across multiple FOVs. Our
algorithm is based on a Markov model, which is introduced in the next section.

3 The Markov Model

We model the movement of each object as a Markov process. A Markov process
(or model) is one which at time t can be in any one of N states S = {s1...sN}.
The way it progresses between these states is governed by:

– an N dimensional initial state probability vector π, and
– a stochastic N × N transition matrix A, whose (i, j)th element defines the

probability of moving from state si to sj .

To cast our tracking system as a Markov model, each camera’s field of view
is divided evenly into G × G pixel squares, each of which is associated with a
state. The square in which the object currently appears is the current state of
the model.

In this context, each element Aij of the transition matrix defines the proba-
bility that the object moves from the image region associated with state Si at
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frame t to that associated with state Sj at frame t + 1 (A is stationary). Each
coefficient πi denotes the probability that an object appears for the first time in
the region associated with Si.

This is a very general model of motion, allowing an object to move instantly
from any part of any camera FOV to any other. Of course in practice objects
do not behave this way. The transition matrix and the initialisation vector need
to be assigned values that reflect the way people or objects actually move in the
environment under observation.

3.1 Training the Markov Model

We learn appropriate values for A and π from a series of observations. The
observations are generated by a person carrying an easily identifiable marker as
they move around in the environment. The marker (we used a bright red soccer
ball, see Figure 1) is used to ensure the person is tracked reliably, even when
there is more than one person moving about in the environment. This was found
to be more practical than the alternative, which was to clear the environment
of other people and track a single person as they move about.

The marker is tracked simply by finding the image patch whose redness rel-
ative to its usual background colour is the highest. If no image patch appears
significantly redder than usual, it is assumed that the marker is not currently
visible. In practice, this turned out to be very reliable in our rather beige office
environment. The training program was left to run in the background for hours
on end, without picking up false tracks.

Fig. 1. Training the Markov model. Each 80 by 80 pixel square is assigned a state.
Each transition of the red ball between states (the image regions bordered by grid
lines, shown here in green) is recorded

To learn values for A and π, we use a simple occurrence counting method. For
each frame, as the marker moves between states Si and Sj in the camera views,
the value of Aij is incremented. Similarly, each time a new track is initialised
in state Si, the corresponding value πi is incremented. Training does not have
to be carried out continuously. It was common during experimentation to train
the model for a few minutes and then save the current values of A and π, to be
loaded up and further refined later on. To prevent A from being dominated by
entries in its leading diagonal, which correspond to the marker remaining in the
same state, Aii is not incremented if the marker is detected in the same state
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Si in consecutive frames. Aii is incremented, however, if the object appears in
state Si, then disappears for one or more frames, and then reappears in state Si.
After training, A is normalised so that each row sums to 1. π is also normalised
so that its entries sum to 1.

This method is analogous to the well known Baum-Welch algorithm [12] for
Hidden Markov Models (HMMs), when the states are not hidden (i.e. one can
derive the current state of the model from the current observation). The removal
of the level of inference that “hides” the states from the observations means that
considerably less training data is required for our Markov model than would be
needed for the equivalent HMM.

4 Object Tracking

We now apply the Markov model described in the previous section to the results
of the object detection method described in Section 2. Recall that having located
foreground pixels and connected them to form objects, we have some number
of objects detected in the field of view of each camera. These objects are now
matched with corresponding objects detected in the previous frame of video.

In practice, it was useful to use Kalman filters as a first pass tracking mecha-
nism. The Kalman filter and the Markov model are complementary, in the sense
that the Kalman filter, having a continuous state vector, is better suited to re-
solving short tracks between frames, whereas the Markov model, having discrete
states ofG×G pixels, is better at tracking fast motion or motion that the Kalman
filter cannot predict. Thus the Kalman filter will usually pick up objects that
have moved slowly and smoothly within the field of view of a single camera, while
the remaining objects are then matched using the Markov model, as follows.

First, the current state SC of each unmatched object is computed by working
out the location of its centre. We then consider all objects that disappeared
between 2 and K frames ago as candidate matches. The object that disappeared
in the location whose state SD maximises the transition probability ADC is
matched with the currently visible object. If the maximum value of ADC is less
than the probability that a new track has begun in this location, πC , the object
remains unmatched and is labelled as being previously unseen.

The set of matches that maximise each individual probability may not be
the set of matches that maximises the combined probability of all matches.
Whenever the probabilities of multiple appearances are maximised by the same
disappearance, the matching process is repeated assigning that disappearance
to each appearance in turn. The assignment which maximises the combined
probability is retained.

5 Results and Observations

We consider a modest network of 3 cameras, all attached to the same desktop
PC. The approximate layout of the cameras is shown in Figure 2. Each camera
delivers a 320× 240 video stream at about 15 frames per second.
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Fig. 2. Top: Camera network layout. Cameras 1 and 3 are on my desk, pointing at
right angles to each other. Camera 2 is positioned above the door looking down the
corridor outside my office. Bottom: View from cameras 1, 2 and 3

The Markov model was trained sporadically over a period of weeks using the
method described in Section 3.1, by the authors and other volunteers carrying
the ball around in the office and the corridor outside. The same model parameters
were used for all experiments described in this paper. Each state in our model is
associated with an 80 × 80 square of pixels, meaning that there is a total of 12
states per camera and 36 states overall. Fortunately, motion in our environment
is quite constrained, so although the transition matrix contains 36× 36 entries,
far fewer than that need to be learnt.

Our first set of experiments involves tracking a single person (“Person A”)
as he moves through this environment, within and between the cameras’ fields
of view. The sequence of movements is as follows: Person A gets out of his desk
chair, then moves right to left through the field of view of camera 1 (Fig 3(a)) to
the far side of the office, in the field of view of camera 3 (Fig 3(b)). Not satisfied
with this, he then leaves the office and walks down the corridor to an adjacent
office. This takes him through the field of view of camera 2, from bottom to
top (Fig 3(c),(f),(g)). He then re-enters the office and returns to his chair. This
path takes him through the fields of view of all cameras and several blind spots
between them.

While this is taking place other people are walking along the corridor outside
the office (Fig 3(d),(e)). The main challenges in this experiment are to correctly
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 3. Snapshots (in order of time) from tracking experiment 1. Each snapshot consists
of the video frame (top) and the tracking result (bottom). The subject is successfully
tracked through all camera views despite the presence of distractions. Passers-by in the
corridor ((d) and (e)), are identified as different people (marked with different colour
bounding box), while the subject is identified consistently across all views (same colour)
despite disappearing and reappearing several times

link each reappearance of Person A with his disappearance from the previous
view, and to track each passerby in the corridor while recognising that each one
is the appearance of a new, previously unseen person.

Snapshots of the experiment are shown in Figure 3, in order of time. In
each snapshot, the image captured by the relevant camera is shown above the
results of the object detection and tracking algorithm. The white pixels in these
results are those classified as foreground. Rectangles are drawn around those
groups of foreground pixels that are detected as objects and matched to objects
in a previous frame. Each object is identified by the colour of its surrounding
rectangle. From these results it can be seen that Person A (yellow rectangle) is
successfully tracked between views as he moves about in his environment. An
example is shown of passers-by who are tracked in the corridor, while Person A
is still in his office. The track is successfully maintained for both person A and
this passerby.
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(a) (b) (c) (d) (e)

Fig. 4. Snapshots from tracking experiment 2, involving 2 people crossing in the office
doorway, out of view of the cameras. The tracks are correctly maintained

A second experiment involves 2 people moving in opposite directions through
the camera FOVs. Person A moves from his desk, out of the office and into the
corridor. Meanwhile person B moves from an adjacent office, down the corridor
and into the office of person A. Persons A and B cross over at the doorway
to the office, which is not visible to any camera. The tracker therefore relies
on the Markov model to make the correct decision when person A appears
in camera 3 and person B appears in camera 2 (the corridor camera), after
they cross over. In both cases the tracks are maintained correctly, as shown in
Figure 4.

Experiment 3 involves a similar situation, with 2 people moving about in the
environment simultaneously. This time, person A leaves his office (Fig 5(a)) and
heads down the corridor (Fig 5(c)), exiting at the top of the FOV of the corridor
camera. Person B follows A (Fig 5(b),(d)), into the corridor then exits to the
bottom of the corridor camera (Fig 5(e)). Persons A and B then reappear and
return to their desks (Fig 5(f),(g),(h)).

This sequence shows the ability of the Markov model to decide which disap-
pearance best explains each appearance, based on the location of each. Having
been trained, the model knows that it is unlikely to observe a person disap-
pear from the top of the corridor camera and reappear at the bottom, and vice
versa.

Experiment 4 shows how the tracker can be misled. Person A is tracked
correctly to the door of his office (Fig 6(a),(d)), while at the same time person B
exits the office across the corridor (Fig 6(b),(c)). Person B is correctly identified
as a new appearance, and then exits to the bottom of the FOV of the corridor
camera. Person A then enters the corridor camera from the bottom, and is
mistakenly identified as a reappearance of person B (Fig 6(e)). This reflects the
Markov model’s belief that an appearance at the bottom of corridor camera is
more likely to be someone walking along the corridor than exiting the office. This
belief is quite reasonable—more people are likely to observed walking along the
corridor than exiting person A’s office—but wrong in this case.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5. Person B follows person A out of the office, then turns around. Person A then
returns after person B. Both people are correctly identified, despite the fact that person
B disappears and reappears. Again, frames are shown in order of time

5.1 Observations

Given the failure case in Experiment 4, it seems like it might be useful to use
the appearance of each object to help identify it. However, it was found that due
to the difference in lighting, camera characteristics, and their points of view, the
appearance of an object could change significantly between cameras. This means
that appearance can not be used in a straightforward way to disambiguate ap-
pearances and disappearances in camera FOVs. Recognising this, Javed et al. [9]
learn the way appearance changes between cameras rather than using similarity
of appearance to match objects between views. We intend to investigate similar
approaches.

This system operates in real time, at around 5-10 frames per second. The
bottleneck is the bandwidth required to capture 3 streams of video on a PC,
which could be overcome using specialised capture hardware or by processing the
streams on different machines. Computationally the most expensive procedure is
the multimodal background subtraction update; in fact once learnt, the Markov
model takes very little compute time to apply.
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(a) (b) (c) (d) (e)

Fig. 6. A case in which the tracker fails. Person A in the blue shirt is tracked correctly
to the door of his office. During this time person B leaves his office, and exits to the
bottom of the FOV of camera 2. As person A enters the FOV of camera 1 from below,
he is assigned the identity of person B

6 Conclusion and Future Work

In this paper we have introduced a real-time algorithm that uses a Markov
model to track objects as they move between the separated FOVs of multiple
cameras. We have described the way in which the parameters of the Markov
model are learnt and the way it is applied to an existing single camera tracking
algorithm.The feasibility of the algorithm has been demonstrated using several
scenarios in our office camera network.

There are a number of extensions that could be made to this work. We could
extend the Markov model to a Hidden Markov model that combines its motion
model probabilistically with the output of the tracker, which would also be
expressed probabilistically. It would also be useful to maximise the probability of
the observed tracks over the previous N frames rather just the previous 1 frame.
The Viterbi algorithm [12] is a well known method for doing this for HMMs. One
drawback of Markov models, hidden or not, is that transitions between states
occur instantaneously. We plan to incorporate information about transition times
by storing a histogram for each transition of the durations observed for that
transition during the training phase. This can then be combined with the overall
transition probability to disambiguate track discontinuities based on timing.
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Abstract. In this paper, we propose a caption detection and removal technique 
for reuse of TV scenes using the Multilayer Perceptrons (MLPs) and Genetic 
algorithms (GAs). The technique first detects the captions in a TV scene using 
the MLP-based caption detector, and then removes the detected captions using 
the GA-based region remover. In our technique, the caption removal problem is 
modeled as an optimization problem, which in our case, is solved by a cost 
function with isophote constraint that is minimized using a GA. The technique 
creates an optimal connection of all pairs of isophote disconnected by caption 
regions. To connect the disconnected isophote, we estimate the value of the 
smoothness, given by the best chromosome of the GA, and project this value in 
the isophote direction. Experimental results show a great possibility for auto-
matic removal of captions in TV advertisement scenes. 

1   Introduction 

These days, we often see indirect advertisement captions in TV scenes. However, 
indirect advertisement captions are not permitted in public places. Moreover, broad-
casters have demonstrated interest in reusing of archive materials for TV programs or 
on-line distribution to other companies and the general public. Therefore, advertise-
ment captions or text logos are usually erased by hand after taking a picture or are 
taped over by sticky bands before taking a picture. Since the early days of broadcast-
ing and photography, this work has been done by professional artists. However, these 
procedures require a lot of time and effort for high performance. If there were an 
automatic method that could remove a caption in a TV scene without loss of natural-
ness, it could be efficiently used where automatic removal of a caption is required. 
Such fields include digital video broadcasting, virtual studios, and translation ser-
vices. Therefore, one motivation for this investigation comes from the need for a 
caption removal. For detecting captions in a frame, we used the MLP-based caption 
detector [1]. Neural network techniques have been applied to solve complex problems 
in the filed of image processing. Among the numerous neural networks, the MLP 
network is a particularly efficient model for classification problems [2]. Therefore, 
MLP networks are employed to train a set of texture discrimination tasks that mini-
mize classification error for the given texture classes, caption region and non-caption 
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region. Additionally, the detected caption regions are removed using a GA-based 
region remover. 

Generally, approaches to image restoration involve optimization of some cost func-
tion with constraints [3]. For example, most commonly used cost functions are con-
strained least-squares (CLS), which directly incorporate prior information about an 
image through the inclusion of an additional term in the original least-squares cost 
function. The CLS can be formulated by simultaneously minimizing the data error 
and a measure of the roughness of the solution as follows: 
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penalty term involving just the image. The regularization parameter α  controls the 
tradeoff between the two terms. This method is based on the addition of a quadratic 
penalty term to the standard least-squares data fidelity criterion. Usually, the second 
term in Eq. (1) is chosen as a derivative or gradient operator, which are the 2-D gra-
dient or Laplacian operator, respectively. However, this method is well-known to 
smooth an image isotropically without preserving discontinuities in intensity. In addi-
tion, it is impossible to restore an original image using the linear technique [4]. Thus, 
we consider the optimization problem of removing a region, which has been discon-
nected by captions. To prevent the destruction of discontinuities while allowing for 
isotropically smoothing its uniform areas, we can solve the cost function minimiza-
tion based on GAs with an isophote (curves of constant intensity) [5].  

In the proposed technique, caption removal is computed by the propagation of the 
best chromosome only in the direction orthogonal to the contour that leads to the 
isophote. In addition, our technique combines anisotropic diffusion with the GA to 
restore smooth isophote [6]. Our method optimally connects all pairs of isophote 
disconnected by captions. The proposed technique views a caption removal problem 
as an optimization problem, which can be solved by a GA. The GA is capable of 
searching for global optimum in functions. The principal advantages of GAs are do-
main independence, non-linearity, and robustness [6]. Our technique very well main-
tains the surrounding information such as edge or texture. Experimental results dem-
onstrate great possibility of automatic removal of a caption in TV scenes. 

2   Overview of the Proposed Method 

Given an input of a TV scene taken from a television broadcasting. Output is a  
removed caption scene. The proposed technique consists of a caption detector and 
caption remover, as illustrated in Fig 1. The method receives a frame that includes 
captions in the TV scenes, and then produces a frame that includes the removed cap-
tions. We assume that the captions in a frame are noise. Thus, they are automatically 
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removed according to the information of the surrounding area. In the caption detector, 
the location of a caption in a frame is indicated using the MLP-based caption detector 
[1]. This step creates a bounding block at each caption region that covers it com-
pletely (the bounding box can be larger then the actual caption size). In the caption 
remover, the removal process performs each caption region detected by the previous 
step. Before the removal process is performed, an anisotropic diffusion process is first 
applied to each caption region in order to smoothly (without losing sharpness) create 
the isophote and reduce the noise. Then, the diffused each caption region is removed 
by the GA-based caption remover with an isophote constraint [6]. 
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Fig. 1. Flowchart of the proposed method 

3   Caption Detection Using MLPs 

Caption detection is performed on individual scenes. In this section, we will explain 
the steps involved in caption detection. The first step is to take an input frame from a 
TV scene. Before any further processing is performed, the frame’s edges are en-
hanced using a 3×3 mask. Further, a salt and pepper noise removal is performed to 
remove any noise that was not removed in the previous step. For this purpose we used 
a mean filter. The second step applies the MLP-based caption detector to the filtered 
image. Next, a connected component analysis is performed on caption pixels detected 
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in the previous step. Each caption is assumed to give rise to a connected component 
or a part thereof. All the caption pixels that are present at a certain distance (eight-
pixel neighborhood) are merged into a single connected component structure using 
the heuristics in Ref. [7]. This connected component structure contains the location of 
the pixels that are connected together. Fig. 2 shows the structure of the MLP for cap-
tion detection. 

Input image Detection caption image
M

M

MLP-based caption detector

Input pixel to the MLP
 

Fig. 2. Structure of the MLP for caption detection 

MLPs receive an M×M pixel region of the image as the input and genetrate a 
binary image as output. The value of the output node is compared with a threshold 
value and the class of each pixel is determined. For the input node of network, we 
used the intensity value of region. Fig. 3 shows an example of the cross-section of an 
image including the caption regions. As shown in Fig. 3, the intensity of the caption 
regions is more specific then the intensity of the non-caption regions. 

  
(a) 

  
(b) 

  
(c) 

Fig. 3. Intensity variation of caption regions. (a) Input frame, (b) Intensity profile of the cap-
tion region, (c) Intensity profile of the non-caption region 
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After the caption region is detected, we employ a connected component anlaysis to 
remove the loosely connected pixels of the detected binary caption image and a 
morphological operator to fill-in the detected binary caption image. Next, to segment 
each text in the caption region, the caption region vertically and horizontally seg-
ments each character using the gradient profile analysis [8]. Fig. 4 shows the text 
segmentation process for the detected caption regions. 

  
(a) 

G ra d ie n t im ag e

 
 

(b) (c) 

Fig. 4. Example of text segmentation in the detected caption regions. (a) the results of caption 
detection, (b) x and y-axis projection profiles of caption region, (c) the results of text  
segmentation 

4   Caption Removal Using GAs 

During caption removal, each caption region detected by the caption detector is re-
moved using a GA whose inputs are a frame and each caption region. The parameter 
search procedures of GAs are based upon the mechanism of natural genetics, which 
are probabilistic in nature and exhibit global search capabilities. GAs work with a 
population of chromosomes, each representing a possible solution to a given problem 
at hand. Each chromosome is assigned a fitness value according to how good its solu-
tion to the problem is. Highly fit chromosomes are given greater opportunities to mate 
with other chromosomes in the population. On the other hand, the least fit individuals 
in the population are less likely to be selected as mates and so disappear from future 
generations. During each generation, the chromosomes start with random solutions 
that are then updated and reorganized through GA operators, such as selection,  
crossover and mutation [6]. After iteratively performing these operations, the  
chromosomes eventually converge on an optimal solution. For caption removal, the 
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propagation of the best chromosomes is computed only in the direction orthogonal to 
the contour that leads to the isophote. This method creates an optimal connection of 
all pairs of disconnected isophote. 

4.1   Initial Population and Cost Function 

A chromosome that represents a solution to the problem is allocated at a pixel. We 
used a color vector as a chromosome to represent real values of the image. A chromo-
some consists of RGB feature vectors that are used to assign a fitness value to the 
chromosome. Fitness is defined as the minimized cost function between the estimated 
feature vector and the observed feature vector at the location of the chromosome in 
the image. The initial chromosome is randomly selected according to the pixel value 
of the region diffused by anisotropic diffusion. If the pixel value diffused by the dif-
fusion process is X, the initial chromosome at the removed pixel is randomly assigned 
a value between X-20 and X+20. Generally, a pixel value in an image is similar to the 
pixel values of neighboring pixels. The cost function for each chromosome is evalu-
ated by comparing the removed caption image with the original image. In order to 
find an optimal solution, we use a priori knowledge such as the constraint form of the 
isophote curvature evolution to reduce the artifacts of restoration. Here, the optimal 
solution minimizes the isophote curvature of the removed caption pixel, preserves the 
color values, and is similar to the isophote curvatures of neighboring pixels. The cost 
function is defined as follows: 

,)ˆ()ˆ1(ˆ)ˆ(

3

2

21

2

term

N

termterm

N ddfdfVE
ΩΩΩ

Ω−+Ω+∇+Ω−= κκβκα     (2) 

where the term2 and 3 are the constraints, and 
NV  and 

Nκ  are the average pixel value 

and the average isophote curvature of neighboring pixels at the restored caption pixel, 
respectively. f̂  and κ̂  are the estimated pixel and the estimated isophote curvature 

at the caption pixel to be removed. In Eq. (2), α and β are constants and N is the set of 
neighboring pixels of the removed caption pixel. 

5   Experimental Results 

All experiments were performed on a Pentium -1.7GHz and implemented using a 
MS Visual C++. The structure of the MLP-based caption detector uses two hidden 
layers with 40 nodes per hidden layer, an input layer with 41 nodes of an intensity 
value at the 11×11 region (as shown Fig. 2), and a threshold value for the output of the 
discrimination set at 0.5. The parameters for the GA were obtained through several 
test runs. The probabilities of crossover and mutation were fixed at 0.1 and 0.05,  
respectively. The population (assuming as initial population the one obtained by an 
anisotropic diffusion step) and generation size were taken as 512 (a random selection 
at the diffused R, G and B color channels, 8×8×8=512) and 50, respectively. As  
mentioned in the section 4, the control parameters of the cost function,  and , were 
chosen as 0.15 and 0.3. All examples used frames from advertisement scenes that 
included captions over TV broadcasting. The size of each frame is 320×240 and a 
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frame rate is 10 frames/s. Fig. 5 shows the results of caption detection and removal 
from the various test frames. 

 

 

 

Fig. 5. Example of caption detection and removal. Test frames (first), detected caption regions 
(second), and segmented caption region (third), and removed caption frame (last) 

Table 1 shows the caption detection rates in test video sequences. Each video se-
quence (2000 frames, 10 frame/s) is captured from the TV scenes with the various 
size captions. For experiment, the caption region was manually detected, and com-
pared with the results of caption detection using the MLP-based caption detector and 
connected component (CC)-based caption detector [9]. The criterion for a correct 
detection of the caption was the same as in [1, 7]. It shows that MLP-based caption 
detector performs better than the CC-based caption detector, but that the MLP-based 
method requires more processing time. Fig. 6 shows the removal results of an image 
with a caption using our method. The first image in Fig. 6 shows various colors and 
irregular textures. The first six images of Fig. 6 – clockwise from top left – are an 
advertisement caption image, an image occluded by a mask, and after 5, 10, 30, and 
50 generations of our method. 

Table 1. Result of caption detection 

Test 
video 

Method 
Detection rate 

(%) 
Missed cap-

tions 
False detections 

MLP 97.6 8 24 1 
CC 91.0 15 40 

MLP 94.5 9 19 
2 

CC 85.7 23 31 
MLP 95.2 6 19 

3 
CC 81.3 27 37 
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Fig. 6. Results of the caption removal 

6   Conclusions 

In this paper, we propose a caption detection and removal technique in a TV scene. 
The caption removal problem is modeled as an optimization problem that can be 
solved by a cost function with an isophote constraint that is minimized using a GA. In 
the proposed technique, we estimate the value of smoothness, given by the best 
chromosomes of the GA, and project this value in the isophotes direction. This 
method restores the inside of the region using the geometric features of the image 
from the surrounding area and can be used to make a natural scene. Experimental 
results demonstrate that the proposed method has sufficiently good performance. 
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Abstract. The particle filter has attracted considerable attention in vi-
sual tracking due to its relaxation of the linear and Gaussian restrictions
in the state space model. It is thus more flexible than the Kalman filter.
However, the conventional particle filter uses system transition as the
proposal distribution, leading to poor sampling efficiency and poor per-
formance in visual tracking. It is not a trivial task to design satisfactory
proposal distributions for the particle filter. In this paper, we introduce
an improved particle filtering framework into visual tracking, which com-
bines the unscented Kalman filter and the auxiliary particle filter. The
efficient unscented auxiliary particle filter (UAPF) uses the unscented
transformation to predict one-step ahead likelihood and produces more
reasonable proposal distributions, thus reducing the number of particles
required and substantially improving the tracking performance. Experi-
ments on real video sequences demonstrate that the UAPF is computa-
tionally efficient and outperforms the conventional particle filter and the
auxiliary particle filter.

1 Introduction

The particle filter (PF), also known as sequential Monte Carlo or Condensation
[1], has been extensively studied for the sequential time series inference due to
its relaxation of the linearity and Gaussianity constraints of the Kalman filter
(KF). This method represents the posterior distribution of the states with a
group of discrete samples/particles. During the filtering process, these particles
are updated to maintain the posterior with the importance sampling technique.
In theory the PF algorithm can deal with any nonlinearities or distributions.

In the context of computer vision, its applications includes visual tracking
[2, 3, 4, 5, 6], robot localisation [7], structure from motion [8] etc. Despite its suc-
cessful application in those cases, it usually requires a considerable amount of
discrete particles to effectively approximate the continuous probabilistic distri-
butions; this results in low efficiency and even prohibitive computational burden
for high dimensional state space problems. One solution is to design “optimal”
proposal sampling distributions for the importance sampling process, generating
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less particles in the low posterior probability areas, which contribute little to the
state estimation.

The conventional PF [2] for visual tracking adopts the dynamic transition
prior (the probabilistic model of the states’ evolution) as its proposal distribu-
tion. When the dynamic motion model can not capture the subject’s motion
accurately, the motion predicted by the prior deviates from the true trajectory.
This occurs frequently when tracking with a conventional particle filter. In such
cases, the likelihood distribution is situated in the prior’s tail and sampling from
such a prior fails to generate sufficient particles in the high posterior areas [9].
Several approaches have been advanced to relocate the particles to the domi-
nant modes in the likelihood or posterior distribution space with a stochastic or
deterministic optimisation method [3, 4, 5, 10, 11].

Alternatively, a learned dynamic model instead of a simple predefined auto-
regressive model yields better sampling [12, 13]. Nevertheless, such approaches
are usually only available for specific motions such as cyclic human walking.

Another way is to design a better proposal. As an ad hoc approach, in [14] an
auxiliary colour tracker is used to generate proposal distributions for the main
tracker. The limitation of this method is that the auxiliary tracker might fail
and produce false proposal distributions. A more general approach is “optimal
filtering” [15]. It has been shown that the “optimal” importance function should
take the most recent observations into consideration [15].

An elegant solution to this problem is the auxiliary particle filter (APF)
[9] which generates particles from an importance distribution depending on the
most recent observations and then sample from the estimated posterior using
this importance distribution. APF has been shown to outperform traditional
Condensation algorithm in many applications [7, 9]. In [6] Nait-Charif et al
have compared APF and Condensation in the context of tracking a person in
an overhead view, and better performances are observed when using the APF
algorithm. But the improvement is very limited. The reason is that the APF
algorithm cannot approximate accurately the one-step ahead likelihood which
plays an important role in the algorithm. In this paper, we use an unscented
transformation (UT) to alleviate this problem (more discussion is presented in
Section 2).

The KF can be used to incorporate the current observation into the PF and
consequently to improve the distribution proposal. The unscented particle filter
(UPF) is a combination of the unscented Kalman filter (UKF) and the generic
PF [16] which has proven to be a better solution for particle filtering based visual
tracking [17, 18].

In the context of signal processing, Andrieu et al combines UT, UKF and
APF for a jump Markov system and they obtain promising performances in the
application of time-varying autoregressions [19]. Our work is motivated mostly
by their strategy.

In this paper we introduce the enhanced importance sampling strategy —
the UAPF technique, which uses the UKF to approximate the one-step ahead
likelihood for the APF. At the same time, the UKF generates the proposal
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distributions as the UPF does. This step can utilise the results obtained by
the previous UT approximation step, hence little extra computation is involved.
This approach then yields efficient sampling and substantial improvement over
the conventional PF and the APF algorithm. We apply the UAPF to the visual
tracking problem. Experiments on real video sequences demonstrate that the
UAPF is computationally efficient and outperforms both the conventional PF
and APF.

The structure of the paper is as follows. After the introduction in Section 1,
we discuss the optimal sampling technique and present the UAPF algorithm in
detail in Section 2. In Section 3 we discuss the application to visual tracking.
Experiments on real video sequences are also presented in Section 3, followed by
concluding remarks in Section 4.

2 The Unscented Auxiliary Particle Filter

To make this paper self-contained, we first briefly review the technique of Monte
Carlo Bayesian filtering, which is described in more detail in [1]. We then sum-
marise the proposed auxiliary particle filter algorithm. Essentially it is an im-
plementation of the APF depending on the UKF. This sampling strategy leads
to an enhanced efficient importance sampling distribution and an accurate ap-
proximation over the conventional APF. Appealingly, this combination does not
introduce much extra computation, which is a critically important factor in real-
time visual tracking.

2.1 Bayesian Filtering and the Particle Filter

Visual tracking is usually formulated as Bayesian filtering. Given the Markovian
dynamic model p(xt|xt−1):

xt = g(xt−1,ut) (1)

and the observation model p(zt|xt):

zt = h(xt,vt) (2)

at time t, the task is to infer the latent state vectors xt based on the observa-
tion sequences z1:t. In Eqs. (1) (2), g(·, ·) and h(·, ·) are the system dynamics
model and observation model, respectively. Usually they are highly nonlinear.
The process and measurement noises at time t are given by ut and vt.

The inference is achieved by

p(xt|z1:t) ∝ p(zt|xt)p(xt|z1:t−1) (3)

where the prior is the previous posterior propagated across the temporal axis,

p(xt|z1:t−1) =
∫
p(xt|xt−1)p(xt−1|z1:t−1)dxt−1. (4)

When the dynamic and observation models are nonlinear and/or non-
Gaussian, the above posterior cannot be analytically computed and one has to
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resort to numerical approximations such as particle filters. In the visual tracking
problem, the dynamic model can be approximated by a linear model while the
observation model is usually highly nonlinear.

The essential idea of the particle filter is that the posterior is approximated
by a series of discrete particles, each of which includes a state vector xt and an
associated weight wt: {x(n)

t ,w
(n)
t }N

n=1, where
∑N

n=1 w
(n)
t = 1 holds. The poste-

rior is formulated as p(xt|z1:t) =
∑N

n=1 w
(n)
t δ(xt − x(n)

t ), where δ(·) is the Dirac
function. Then the integral in Eq. (4) is tractable with this numerical approxi-
mation.

Suppose we can sample the particles from an importance density q(·), i.e.
x(n)

t ∼ q(xt|x(n)
t−1, z1:t), (n = 1, . . . , N), then each particle’s weight is set to

w
(n)
t ∝

p(zt|x(n)
t )p(x(n)

t |x(n)
t−1)

q(xt|x(n)
t−1, z1:t)

. (5)

Before or after the importance sampling step, a selective re-sampling step is
adopted to ensure the efficiency of the particles’ evolution [1].

To summarise, we present the complete algorithm for a conventional PF in
Fig. 1.

– Initialisation:
Set t = 1. Sample N particles {x(n)

t−1, w
(n)
t−1}N

n=1 from the prior p(x0).
– Re-sampling:

Re-sample to obtain N replacement particles {x(n)
t−1,

1
N

}N
n=1, according to the

weights w
(n)
t−1.

– Importance sampling:
For n = 1, . . . , N , sample N particles x(n)

t from the importance proposal
q(xt|x(n)

t−1, z1:t), and evaluate the weights according to Eq. (5). Then normalise
the weights.

– Set t = t + 1, go to the Re-sampling step to process the next frame.

Fig. 1. The particle filtering algorithm

The proposal distribution q(·) is critically important for a successful parti-
cle filter because it concerns putting the sampling particles in the useful areas
where the posterior is significant. It is known that sampling using the dynamic
transition model as the proposal distribution is usually inefficient when the like-
lihood is situated in the prior’s tail or it is highly peaked. In visual tracking the
dynamical models cannot accurately predict the true motion trajectory due to
unexpected motion. In such cases the conventional PF which samples from the
dynamic model is quite likely to put most of the particles in the wrong areas of
the state space.
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2.2 The Auxiliary Particle Filter

The APF is an improved sampling strategy which performs approximately “op-
timal” sampling and utilises the most recent observations [9]. It is a one-step
look-ahead procedure, in which a particle is propagated to the next time frame in
order to help the sampling from the posterior. However, the predictive likelihood
is only available by an approximation, i.e., the predictive likelihood p(zt|x(n)

t−1)
is approximated by p̃(zt|x(n)

t−1).
In order to put the particles in useful areas of the state space, the APF

re-samples the particles {x(n)
t−1,

1
N }N

n=1 according to the values π
(n)
t = w

(n)
t−1 ·

p̃(zt|x(n)
t−1). Similar to the standard importance sampling, we sample from a pro-

posal distribution x(n)
t ∼ q(xt|x(n)

t−1, z1:t), then the weight associated to each
particle should be set to

w
(n)
t ∝

p(zt|x(n)
t )p(x(n)

t |x(n)
t−1)

q(xt|x(n)
t−1, z1:t)p̃(zt|x(n)

t−1)
. (6)

In [9] Pitt et al use the values likely to be generated by the dynamic model
p(xt|x(n)

t−1) as the approximation. Although the APF outperforms the conven-
tional PF in many applications [7, 9], as pointed out in [19], this approximation
of the predictive likelihood could be very poor and lead to performance even
poorer than the standard importance sampling if the dynamic model p(xt|xt−1)
is quite scattered and the likelihood p(zt|xt) varies significantly over the prior
p(xt|xt−1). In [6] the authors observe that the APF achieves a little improvement
over the stand particle filters in the context of visual tracking.

2.3 The Unscented Transformation and the
Unscented Kalman Filter

In this subsection we briefly introduce the UT and UKF. The UKF is the best
Kalman filter for nonlinear estimation applications. By including the noise com-
ponent in the state space, the UKF can be implemented naturally using the UT,
which is the basis of UKF and UPF.

Using the UT, the mean and covariance of the Taylor expansion of a nonlin-
ear transformation can be guaranteed to be accurate up to second order. Instead
of linearizing using Jacobian matrices, the UT/UKF uses a deterministic sam-
pling strategy to capture the mean and covariance with a small set of carefully
selected points named “sigma points” [20]. Therefore, in accuracy, the UT/UKF
is better than the extended Kalman filter which approximates the nonlinear
transformation with a first-order linearisation. The UKF is also more computa-
tionally efficient due to its avoiding the calculation of Jacobian matrices. Note
that, unlike the PF, both the EKF and UKF assume unimodal distributions.

Consider the nonlinear tracking problem modelled by the state-space equa-
tions (1) and (2), we select 2L+1 scaled sigma points {x̂(l)

t−1, ŵ
(l)
m,t−1, ŵ

(l)
P,t−1}2L

l=0

at time frame t − 1, where ŵ
(l)
m,t−1 and ŵ

(l)
P,t−1 are the weights associated with



Enhanced Importance Sampling: UAPF for Visual Tracking 185

each sigma point1. Then the sigma points are propagated through the nonlinear
dynamic system eq. (1) (l = 0, . . . , 2L),

x̂(l)
t|t−1 = g(x̂(l)

t−1,0). (7)

Compute the scaled mean and covariance of x̂(l)
t|t−1

x̃t|t−1 =
L∑

l=0

ŵ
(l)
m,t−1x̂

(l)
t|t−1, (8)

P̃t|t−1 =
L∑

l=0

ŵ
(l)
P,t−1(x̂

(l)
t|t−1 − x̃t|t−1)T(x̂(l)

t|t−1 − x̃t|t−1). (9)

Note that we approximate xt|t−1 and Pt|t−1 with the sample mean and co-
variance of the sigma points set. With the measurement model Eq. (2), we can
similarly approximate z̃t|t−1 and the covariance by calculating the sample mean
and covariance of ẑ(l)

t|t−1 = h(x̂(l)
t|t−1,0), l = 0, . . . , 2L. In order to implement

the UKF, the cross-covariance needs to be calculated in the same way. Finally
through time update and measurement update we can estimate xt|t and Pt|t with
the Kalman filter [20]. With Eq. (8) and the likelihood model the predicted like-
lihood p̃(zt|x(n)

t−1) can be easily calculated. Moreover, this method also has the
advantage of being able to compute the proposal q(x(n)

t |x(n)
t−1, z1:t) [16, 17].

2.4 The Unscented Auxiliary Particle Filter

Based on the APF and UKF techniques presented above, we use the UT and
UKF to compute both the predicted likelihood p̃(zt|x(n)

t−1) and the importance
proposal q(x(n)

t |x(n)
t−1, z1:t). The second step is performed exactly the same as

the UPF does. See [16] for more details. This combination yields an enhanced
importance sampling strategy—the unscented auxiliary particle filter. For clarity
we summarise the unscented auxiliary particle filter algorithm in Fig. 2. Note
that a Markov transition kernel with the posterior distribution, such as Metroplis
or Gibbs kernel, can be applied to each particle to rejuvenate the trajectory of the
particles. This additional step can be used to deal with complex high-dimensional
models [16, 22].

3 Visual Tracking with the Unscented Auxiliary Particle
Filter

In this section, we describe a visual contour tracking system based on the UAPF
technique.

1 Refer to [21] for how to select the sigma points and calculate the weights.
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– Initialisation:
Set t = 1. Sample N particles {x(n)

t−1, w
(n)
t−1}N

n=1 from the prior.
– Auxiliary re-sampling:

Re-sample to obtain N replacement particles {x(n)
t−1,

1
N

}N
n=1, according to the

auxiliary weights π
(n)
t = w

(n)
t−1 · p̃(zt|x(n)

t−1), with normalisation
∑N

i=1 π
(n)
t = 1.

The predicted likelihood is obtained by unscented transformation.
– Unscented importance sampling:

1. Update particles x(n)
t . Estimate the mean and covariance of the state vector,

x̃(n)
t and P̃(n)

t|t−1, with the unscented Kalman filter.

2. Sample N particles {x(n)
t , w

(n)
t }N

n=1 from the proposal distribution

q(x(n)
t |x(n)

t−1, z1:t) = N (xt; x̃
(n)
t , P̃(n)

t|t−1),

where N (·; ·, ·) is the Gaussian distribution.
3. Compute the particle weights as

w
(n)
t =

p(zt|x(n)
t )p(x(n)

t |x(n)
t−1)

p̃(zt|x(n)
t−1)q(x

(n)
t |x(n)

t−1, z1:t)
.

– Set t = t + 1, go to the Auxiliary re-sampling step to process the next frame.

Fig. 2. The unscented auxiliary particle filtering algorithm

3.1 The State Space and Dynamics Model

The visual contours we track are elliptic-shaped. Instead of using B-spline rep-
resentations to model relatively complex shapes [18, 23], we model the shape
representations with an ellipse which can be modelled by 5 parameters x =
{(Ox, Oy), (Rx,Ry), θ}, which are the centre, axis lengths and orientation angle,
respectively, as depicted in Fig. 3.

As most of the motions are full of uncertainties, it is quite difficult to model
these motions with an auto-regression (AR) model (or more complex, a mix-
ture of AR models), except for some cyclic motions such as human walking [24].
Even worse, in many scenarios, the camera itself is moving randomly, so we have
to consider a combination of the camera’s complex movement (pan/tilt/zoom)
and the tracked object’s motion, it is more unrealistic to learn the dynamic
model. Thus it could be problematic to use a predefined first- or second-order
AR model to capture the motion of a long video sequence. Consequently to use
a motion prior as the sampling proposal could fail to generate particles in the
area where the likelihood is significant. However, it is not this paper’s inten-
tion to explore an elegant motion model. Rather, we assume a constant velocity
model for the ellipse centre’s motion while a Gaussian random walk for the scale
change and the orientation angle’s motion, because compared with the global
motion of the object, these changes are relatively slower and more difficult to
capture.
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3.2 The Observation Model and Likelihood Model

The ellipse is centred at (Ox, Oy) and K measurement lines ϕ(k), (k = 1, . . . ,K)
are constructed passing through the intersection point (C(k)

x ,C
(k)
y ), (k = 1, . . . ,K)

and the ellipse centre (See Fig. 3). Given the current state x, the ellipse in the
image coordinate is determined. The measurement line ϕ(k) is also determined.
By jointly solving the ellipse equation and the measurement line equation, the
intersection point (C(k)

x ,C
(k)
y ) can be easily obtained. The observation Eq. (2)

is written as,

zt = h(xt,vt) = (C(k)
x ,C(k)

y ) + vt, (k = 1, . . . ,K), (10)

as stated in Eq. (2), vt is the measurement noise. In this paper we assume it is
a Gaussian distribution.

Calculating the likelihood is based on this ellipse. As in [18, 23] a Canny
edge detector is applied along each measurement line ϕ(k) which has a fixed
length LM . Due to the cluttered background, multiple hypothesis points z(k) =
{z(k)

1 , . . . , z
(k)
nl }2, may be detected. Among them, at most one point is the true

observation belonging to the tracked shape. Under the assumption that (1) the
true edge point is normally distributed with zero mean and variance σ2, (2) the
clutter is a Poisson process with density λ, and (3) the density of the clutter
features is uniform on the measurement line, the likelihood of the observation at
measurement line k is [2, 18],

p(z(k)
t |xt) ∝ 1 +

1√
2πσhpλ

nl∑
i=1

exp

[
−|z

(k)
i |2
2σ2

]
, (11)

where hp is the prior probability that no true contour edge is detected and |z(k)
i |

is the distance of the detected feature point i from the contour. nl is the number
of detected feature points.

Assuming that the feature outputs on a distinct normal line are statistically
independent, the overall likelihood for K lines which are roughly even around
the ellipse is

p(zt|xt) =
K∏

k=1

p(z(k)
t |xt). (12)

Note that the innovation calculation in [17], which is needed by the mea-
surement update, involves estimation of the mixing weight associated with each
detected point; we avoid this estimation by assuming the clutter is uniformly
distributed along the measurement line and the detected edges have the same
intensities.

2 In the 2D image coordinate, z
(k)
i is (C(k)

x , C
(k)
y ). For clarity we omit the time

index t.
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Fig. 3. The state space and the observation model

3.3 Evaluation

We evaluate the UAPF tracking system on two video sequences3. The resolution
of both of the image sequences is 128 × 96 and they are sampled at 10 frames
per second, both in typical office environments.

In these experiments, all the parameters concerned with the particle filter
and the measurement process are the same: N = 500 particles, the length of
measurement line LM = 8 pixels, σ = 4 pixels and K = 25 measurement rays.
We start the particle filter by hand. That means the initial states of the particles
are manually tuned and the parameters about the dynamical AR model are
obtained by analysing the first several frames.

As pointed out in [6], similar results are observed in our experiments that
the auxiliary particle filter could merely trivially improve the tracking perfor-
mances over the conventional PF, when tracking poorly modelled motion. So
in this section we only present the comparison between the results obtained by
conventional PF and those by the UAPF.

Fig. 4 shows the tracking results on the face tracking with a cluttered back-
ground. We see that at frame 18 the conventional PF is easily distracted by the
cluttered background when the the head moves in a direction different from what
the dynamical model predicts. For the UAPF technique, the current observation
is taken into account, so it can get a relatively accurate predicted likelihood
which is utilised to generate better proposal distribution. Consequently the par-
ticles are placed effectively in those useful areas with significant posterior. Then
the UAPF can track the image sequence successfully.

Fig 5 shows the results on a challenging image sequence. The human face is
moving back and forth quite quickly. The tracker is easily confused by the clutters
when the prior fails to predict the object’s motion. The conventional PF tracker
fails and never recovers from frame 7 on. However, with the better proposal

3 The test image sequences (courtesy of Dr. Birchfield) are available at the URL
address: http://robotics.stanford.edu/∼birch/headtracker/seq/
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Fig. 4. Tracking results with the conventional PF (top) and the UAPF (bottom). From
left to right, the frame numbers are 3, 18, 31, 40 and 50. From frame 18 on, the motion
of the tracked object moves towards the inverse direction of the pre-assumed motion
direction which makes the conventional PF lose the target. In contrast, the UAPF can
track the whole image sequence successfully

Fig. 5. Tracking results with the conventional PF (top) and the UAPF (bottom).
From left to right, the frame numbers are 4, 7, 15, 30. At frame 7, the conventional PF
tracker is trapped in a false region when the subject’s face changes its motion direction
suddenly. The conventional PF tracker fails for most the remaining frames and never
be recovered

distributions, the UAPF tracker can track the whole sequence successfully. Please
see the tracking video for details4.

4 Discussion and Conclusion

We have introduced an enhanced importance sampling technique, termed UAPF,
for particle filtering in the framework of visual tracking. The UAPF uses the
unscented transformation to efficiently predict one-step ahead likelihood and
produces more reasonable proposal distributions. We further apply this strategy

4 The tracking results described in this paper can be accessed at the URL address:
http://www.cs.adelaide.edu.au/∼vision/demo/
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to a variety of visual tracking sequences. Experiments on these real-world video
sequences show that the UAPF is computationally efficient and outperforms the
conventional particle filter and the auxiliary particle filter.

As pointed out in Section 2.4 this method can integrate Markov chain Monte
Carlo (MCMC) steps to explore the posterior space, yielding an improved hy-
brid Monte Carlo filtering [5]. We plan to apply this combination to a high-
dimensional problem such as articulated human tracking in which the conven-
tional particle filter is usually deficient [4, 5, 25].
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Abstract. This paper demonstrates a novel subspace projection technique via 
Non-Negative Matrix Factorization (NMF) to represent human facial image in 
low frequency subband, which is able to realize through the wavelet transform. 
Wavelet transform (WT), is used to reduce the noise and produce a 
representation in the low frequency domain, and hence making the facial 
images insensitive to facial expression and small occlusion. After wavelet 
decomposition, NMF is performed to produce region or part-based 
representations of the images. Non-negativity is a useful constraint to generate 
expressiveness in the reconstruction of faces. The simulation results on Essex 
and ORL database show that the hybrid of NMF and the best wavelet filter will 
yield better verification rate and shorter training time. The optimum results of 
98.5% and 95.5% are obtained from Essex and ORL Database, respectively. 
These results are compared with our baseline method, Principal Component 
Analysis (PCA). 

1   Introduction 

Faces play an important role in the primary focus of attention in social intercourse, 
and to identify and verify an identity. Human has the ability to recognize thousand of 
faces learned throughout their lifetime. Therefore, face recognition is one of the most 
remarkable abilities of human vision. With its extensive and robust application in 
security systems, identification of criminals, assistance with speech recognition 
systems, surveillances and user identifications, it has become a significant research 
area to the physicists and scientists worldwide. 

Unlike human beings who have the excellent capability to recognize different 
faces, machines are still lacking of this aptitude due to its variation in illuminations, 
complex backgrounds, visual angles, facial expressions and therefore, face recognition 
has become a complex and challenge task. 

In the early study, [1, 2] found that information in low spatial frequency bands have 
a dominant role in face recognition. Thereafter, [3] shows that low-frequency 
components contribute to the global description, while the high-frequency components 
contribute to the finer details required in the identification task. Nastar et al. [4] have 
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observed the relationship between variation in facial appearance and their deformation 
spectrum. They found that facial expressions and small occlusions affect the high-
frequency spectrum whereas changes in pose or scale of a face affect their low 
frequency spectrum.  Only a change in face will affect all frequency components. Bow 
[5] demonstrates that the quality of the reconstructed image is very good if the image 
is restored with the lower half-frequency spectrum. The aforesaid show that the low-
frequency components are already sufficient for recognition. Therefore, wavelet 
transform is proposed for facial images decomposition. 

The dimensionality of real world objects is inevitably much higher than can be 
pictured using the three dimensions we can see. Hence, dimensionality reduction is 
very important to project the facial images from the high-dimensional space onto a 
lower-dimensional space. [6] have proposed Principal Component Analysis (PCA) to 
describe face patterns with a lower-dimensional space than the image space. One of 
the characteristic of PCA is such that a high dimensional vector can be represented by 
a small number of orthogonal basis vectors, namely principal components. In this 
paper, PCA is used as a baseline for comparison.  

Next stage will be followed by projected the facial images onto the subspace via 
NMF. NMF was proposed by Lee and Seung in 1997 [7]. NMF performed similar to 
PCA but it is based on finding a representation of a local space only using additive 
constraints. NMF is used in various applications including information retrieval [8], 
summarizing video [9], music transcription [10] and language model adaptation [11]. 
NMF imposes the non-negativity constraints in learning basis images. The pixel 
values of resulting images, as well as coefficients for reconstructions, are all non-
negative. This technique preserves much of the structure of the original data and 
guarantees that both the resulting low-dimensional basis and its accompanying 
weights are non-negative. For this reason, NMF is considered as a procedure for 
learning a part-based representation.  

In this paper, we investigate the performance when WT and NMF are integrated to 
take the advantages of these two methods in order to achieve an excellent verification 
rate in identifying the faces. These results are compared with PCA technique which is 
our baseline. With the adoption of WT, the training time in NMF can also be reduced 
significantly.  

This paper is organized as follows. Section 2 define wavelet transform based 
features and their basic properties. In section 3, we describe PCA and NMF properties. 
Integrated framework of WT and NMF is illustrated in section 4. The experimental 
results are presented in section 5 and lastly, conclusion is discussed in section 6.  

2   Wavelet Transform 

Wavelet analysis is a common tool for analyzing localized variation of power within a 
time series. By decomposing a time series into time-frequency space, dominant modes 
of variability and how these modes vary in time are able to be determined. The 
wavelet transform are used for numerous studies in geophysics, including analysis of 
wave aberration, tropical convection and the dispersion of ocean waves.  
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The wavelet transform can be used to analyze time series that contain non-stationary 
power at many different frequencies. Assume that one has a time series, xn, with equal 
time spacing and n=0…N-1. Also assume that one has a wavelet function, that 
depends on a non-dimensional “time” parameter. To be “admissible” as a wavelet, this 
function must have zero mean and be localized in both time and frequency space [12].  

The wavelet function is used generically to refer to either orthogonal or non-
orthogonal wavelets. In this paper, only the orthogonal wavelet function is used, 
namely Haar, Daubechies 5 and 10, Symlet 5 and 10, and Spline bior1.1 and 5.5. The 
basic idea is to represent any arbitrary function f(x) as a superposition of a set of such 
wavelets or basis functions. The scaling and shifting variables are discretized so that 
wavelet coefficients can be described by two integers, m and n. Thus, the discrete 
wavelet transform is given in Equation 1,  

1
( ( ))( , ) [ ] [ ]m
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m
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W f x m n x k a n k
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ψ ψ −= −  (1) 

where x[k] is a digital signal with sample index k, and ( )nψ is the mother wavelet. 
Two-dimensional wavelet transform leads to a decomposition of approximation 

coefficients at level j-1 in four components, the approximations at level j, Lj and the 
details in three orientations (horizontal, vertical and diagonal), Djvertical, Djhorizontal and 
Djdiagonal.  

Discrete wavelet transform is used to decompose the facial images into a 
multiresolution representation in order to keep the least coefficients possible without 
losing useful image information. Fig. 1(a) depicts the decomposition process by 
applying a two-dimensional haar wavelet transform of a face image in level 1 and Fig. 
1(b) depicts three levels wavelet decomposition by applying haar wavelet transform 
on the low-frequency band sequentially. 

  
a) 1-level wavelet  b) 3-level wavelet 

decomposition  decomposition 

Fig. 1. Face image in wavelet subbands (a) 1-level wavelet decomposition (b) 3-level wavelet 
decomposition 

3   PCA and NMF 

3.1   Principle Component Analysis (PCA) 

PCA is a linear subspace projection technique used to project data from high-
dimensionality subspace onto a lower-dimensionality subspace. Let Xj be N-element 
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one-dimensional image and suppose that we have n such images (j=1,…,n). A one-
dimensional image column X from the two-dimensional image is formed by scanning 
all the elements of the two-dimensional image row by row and writing them to the 
column vector. Then the mean vector, centered data vector and covariance matrix are 
calculated as in Equation 2,3 and 4.  

1

1 n

j
j

m X
n =

= , (2) 

j jd X m= − , (3) 
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1 n
T

j j
j

C d d
n =

=  (4) 

Here X = (x1,…,xN)
T, m=(m1,…mN)

T, d=(d1,…dN)
T. When calculating the covariance 

matrix, eigenvectors are sorted by decreasing eigenvalues only taking the most 
representative ones which correspond to the directions of maximum variance. Once 
the subspace is fully described by a projection matrix, the classification of a new 
feature vector is accomplished by projecting and finding the nearest training one using 
Euclidean distance metric. 

3.2   Non-negative Matrix Factorization (NMF) 

NMF is a method to obtain a representation of data using non-negativity constraints. 
These constraints lead to a part-based representation in the image subface because 
they allow only additive, not subtractive, combinations of original data. This is 
believed to be compatible with the intuition notion of combining parts to form a 
whole in an accumulative means, and this is how NMF learns a part-based 
representation [6]. It is also consistent with the physiological fact that the firing rate is 
non-negative.  

Given an initial database expressed by a n x m matrix X, where each column is an 
n-dimensional non-negative vector of the original database (m vectors), it is possible 
to find two new matrices (W and H) in order to approximate the original matrix : 

, where ,nxr rxmX X WH W H≈ ≡ ∈ℜ ∈ℜ  (5) 

We can rewrite the factorization in terms of the columns of X and H as: 

, where , for 1,...,m r
j j j j jx x Wh x h j n≈ = ∈ℜ ∈ℜ =  (6) 

The dimensions of the factorized matrices W and H are n x r and r x m, 
respectively. Assuming consistent precision, a reduction of storage is obtained 
whenever r, the number of basis vectors, satisfies (n+m)r < nm. Each column of 
matrix W contains basis vectors while each column of H contains the weights needed 
to approximate the corresponding column in V using the basis from W.  

In order to estimate the factorization matrices, an objective function has to be 
defined. We have used the square of Euclidean distance between each column of X 
and its approximation of X=WH subject to this objective function: 
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This objective function can be related to the likelihood of generating the images in 
X from the basis W and encoding H. An iterative approach to reach a local minimum 
of this objective function is given by the following rules [13] : 
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Initialization is performed using positive random initial conditions for matrices W 
and H. Convergence of the process is also ensured. Fig. 2 demonstrates the NMF 
basis figures extracted from our database. These basis provide a sparse and part-based 
representation of face images. 

In face recognition, NMF is performed where W = (W T W)-1 WT. In the feature 
extraction, each training facial images xi is projected into the linear space as a 
feature vector hi = Wxi. This is then used as a training feature point. A testing face 
image xt to be classified is represented as ht = Wxt. Next we classified them using 
nearest neighborhood classification scheme, Euclidean distance metric. The 
Euclidean distance between the testing image and each training image, d(ht, hi) is 
calculated. The testing image is classified to the class to which the closest training 
image belongs.  

 

Fig. 2. NMF bases 
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4   Integrated Framework of Wavelet and Non-negative Matrix 
Factorization 

The integrated framework of wavelet and non-negative matrix factorization (wNMF) 
produce sparse and part-based images. In addition to that, WT reduce the resolution of 
the image and decrease the computation load of the feature generation. In this paper, 
two level of wavelet decomposition is performed on face images. The face image with 
the low-frequency subband representation, L1 is then subjected to NMF transform as 
described in Section 3. The block diagram of wNMF feature representation is 
illustrated in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Block diagram of generating the wNMF features 

5   Experimental Results 

The experiments were conducted by using Faces-93 Essex University Face Database 
(Essex) [14] and Olivetti Research Laboratory (ORL) Database [15]. There are 
various aspects in the Faces-93 Essex database which made it appropriate to this 
experiment.  Data capture conditions are subject to photograph at fixed distance from 
camera, and individuals are asked to speak to produce images of the same individuals 
with different facial expressions. This database consists of 100 subjects with 10 
images for each subject. The set of the 10 images for each subject is randomly 
partitioned into a training subset of 3 images and a test set of another 5 images. The 
image size is of 61 x 73 pixels, 256 – level grayscale. The face scale in the images is 
uniform and there are minor variations in turn, tilt and slant. On the other hand, ORL 
database contains 40 subjects with 10 images for each subject. The set of the 10 
images for each subject is also randomly partitioned into a training subset of 3 images 
and a test set of another 5 images. The image size is of 92 x 112 pixels, 256 – level 
grayscale. There are major variations in turn, tilt and slant which we make use of the 
complexity of this database for our experiments.  

For performance evaluation, the error measures of a verification system are False 
Accept Rate (FAR) and False Reject Rate (FRR) as defined in Equation 11 and 12.  

Wavelet 
Transform

NMF Feature 
Vector 
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Number of accepted imposter claims (FA) 
FAR= x100%

Total number of imposter accesses
 (11) 

Number of rejected genuine claims (FR) 
FRR= x100%

Total number of genuine accesses
 (12) 

A unique measure, Total Success Rate (TSR) is obtained as Equation 13. 

FA + FR 
TSR= 1- x100%

Total number of accesses
 (13) 

Another measure, Equal Error Rate (EER) is the datum on the Receiver Operating 
Characteristics curve where FAR is equal to the FRR.  

Firstly, PCA is used to determine the initial face recognition rate. Two different 
databases were used to test the performance rate. Principal component (pc) is fixed to 
100. The result shown that TSR=95.88% with FAR=4.11% and FRR=5% is obtained 
for Essex database. On the other hand, ORL database achieved TSR=92.31% with 
FAR=7.69% and FRR=7.5%. This baseline will be used as comparison for further 
experiments. 

Next, an experiment was carried out to verify the performance rate of Non-
Negative Factorization (NMF) as shown in Table 1. According to Table 1, different r, 
the number of basis vectors, were chosen to verify the best performance. r=10 to r=60 
were used for verification rate calculation. The optimum verification rate for Essex 
Database is EER=1.90% with FAR=1.8%, FRR=2% when r=40 whilst ORL database 
attains EER=7.25% with FAR=7%, FRR=7.5% when r=20. There is a significant 
difference in the verification rate of these two databases as ORL database contains 
more variations to Essex Database, therefore yield poorer verification rate.  
Nevertheless both are achieving relatively satisfying results.  

Table 1. Comparison of Essex and ORL database with NMF method 

Database r FAR(%) FRR(%) EER(%) 
Essex 10 2.50 2.00 2.25 
  20 2.20 2.00 2.10 
  30 3.00 3.00 3.00 
  40 1.80 2.00 1.90 
  50 4.90 5.00 4.95 
  60 4.80 5.00 4.90 
     

ORL 10 12.00 12.20 12.10 
 20 7.00 7.50 7.25 
 30 7.40 7.50 7.45 
 40 8.00 7.50 7.75 
 50 8.00 8.00 8.00 
 60 8.00 8.00 8.00 
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Another experiment was carried out by using a similar set of r to determine the 
optimum verification rate when NMF is integrated with multiple wavelet filters with 
decomposition level 2. The optimum result is recorded in Table 2. Integration of haar 
filter and NMF achieved the best performance when r=20 whereas integration of 
Spline bior5.5 filter and NMF is best when r=40 for Essex and ORL database 
respectively. It can be observed that the optimum r is not big. This indicates that 
moderately large r of NMF is sufficient to discriminate the different face. Table 3 
shows the comparison of PCA, NMF and wNMF for Essex and ORL databases 
respectively. 

Table 2. Comparison of Essex and ORL database with integration of various types of wavelet 
filters and NMF  

 
 
 
 
 
 
 
 
 
 

Table 3. Comparison of PCA, NMF and wNMF for Essex and ORL database 

Db Method pc/r FAR(%) FRR(%) TSR(%) 
Essex PCA 100 4.11 5.00 95.90 

 NMF 40 1.80 2.00 98.20 
 wNMF 20 1.56 2.00 98.50 
    0  

ORL PCA 100 7.69 7.50 92.30 
 NMF 20 7.00 7.50 93.00 
 wNMF 20 4.50 5.00 95.50 

Database 
(Db) 

 
Filter FAR(%) FRR(%) EER(%) 

Essex Haar 1.56 2.00 1.58 
 Db5 4.30 4.00 4.15 
 Db10 5.00 5.00 5.00 
 Sym5 4.60 5.00 4.80 
 Sym10 7.70 8.00 7.85 
 Bior1.1 5.00 5.00 5.00 
 Bior5.5 4.00 4.00 4.00 
     
ORL Haar 5.90 5.00 5.45 
 Db5 5.00 5.00 5.00 
 Db10 5.00 5.00 5.00 
 Sym5 5.10 5.00 5.05 
 Sym10 5.00 5.00 5.00 
 Bior1.1 5.00 5.00 5.00 
 Bior5.5 4.50 5.00 4.75 
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Table 4. Training elapse time for Essex and ORL database 

Database WT Elapse Time (sec) 
Essex Without 534.266 
  With 240.094 
   

ORL Without 398.578 
  With 151.547 
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Fig. 4. Integration of various wavelet filters and NMF for Essex database 

Table 4 indicates time computation which is implemented on a Pentium 4 2.66 GHz 
with 256Mb RAM processor. A longer duration is consumed to train the database due 
to the reason that 1000 iterations are used to update W and H. The difference between 
these two databases with the hybrid of NMF and WT is 88.547 seconds. 
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Fig. 5. Integration of various filters and NMF for ORL database 
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Figure 4 and 5 illustrate the Receiver Operating Characteristics (ROC) curve for 
the integration of multiple wavelets and NMF for Essex and ORL Database 
respectively. A ROC curve plots the FRR against FAR at various thresholds. The 
closer the plot lies to the axis, the better the performance. Thus Figure 4 and 5 reveals 
that haar filter and spline bior5.5 filter perform the best when the best chosen wavelet 
is integrated with NMF for both databases. 

6   Conclusion  

An efficient method for face recognition using Wavelet Transform and Non-Negative 
Matrix Factorization is presented in this paper. Two databases namely, Essex 
Database and ORL Database were used throughout the experiments to compare the 
verification rate. Wavelet analysis produces lower dimension multiresolution 
representation that alleviates heavy computational load, and also generates noise and 
minor distortion insusceptible to face wavelet – based template. After wavelet 
decomposition NMF is performed on the facial images. The results obtained are 
compared with the PCA technique. The results shown that wavelet and NMF can 
outperform PCA for better verification rate.  
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Abstract. Populations of biased, non-random sequences may cause standard
alignment algorithms to yield false-positive matches and false-negative misses.
A standard significance test based on the shuffling of sequences is a partial solu-
tion, applicable to populations that can be described by simple models. Masking-
out low information content intervals throws information away. We describe a
new and general method, modelling-alignment: Population models are incorpo-
rated into the alignment process, which can (and should) lead to changes in the
rank-order of matches between a query sequence and a collection of sequences,
compared to results from standard algorithms. The new method is general and
places very few conditions on the nature of the models that can be used with it. We
apply modelling-alignment to local alignment, global alignment, optimal align-
ment, and the relatedness problem.

Results: As expected, modelling-alignment and the standard prss program from
the FASTA package have similar accuracy on sequence populations that can be
described by simple models, e.g. 0-order Markov models. However, modelling-
alignment has higher accuracy on populations that are mixed or that are described
by higher-order models: It gives fewer false positives and false negatives as shown
by ROC curves and other results from tests on real and artificial data.

An implementation of the software is available via the Web1.

1 Introduction

Sequence alignment is an important method for discovering patterns and relationships
between sequences. The alignment of biological sequences can give clues to common
ancestry or to common biological function. Alignment algorithms are used to answer
two quite different kinds of questions, (i) Are two (or more) sequences related or not? (ii)
How are two (or more) sequences related, given that they are related? There is a “funda-
mental difference between the searching [for related sequences] and [optimal] alignment
operations.” – [14]. It is also well known that populations of biased, non-random, low
information content sequences may cause algorithms to return false-positive matches
and false-negative misses for the first kind of problem and may also cause poor align-
ments, for the second kind of problem. There are partial solutions, with disadvantages:
Masking-out low information content intervals [8] can reduce false-positives but it throws

� Partially funded by Australian Research Council Grant A49800558.
1 http://www.csse.monash.edu.au/˜powell/m-align.tar.gz

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 203–214, 2004.
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away some information and raises the question of how low is low? The significance of
a possible match is often assessed by comparing its score (or cost) with those obtained
when “one member of the protein [say] pair [is] randomized" (shuffled, permuted) –
[21]. We call this general kind of significance testing shuffling; note that an alignment
is calculated under the assumption of random sequences and then the shuffling test is
applied, possibly to a bad alignment if the sequences are non-random.

We describe a new method, modelling-alignment (M-alignment) which incorporates
explicit models of sequence populations. It is based on the premise that two sequences are
related if one tells something new and useful about the other, i.e. something not otherwise
known.Ithasanaturalnull-theoryandhypothesis test. Insteadofalowinformationinterval
being masked-out, it is given a low, but non-zero, weight thus not discarding information.

A high information interval, i.e. a feature, is given a high weight; there is a big scoring
advantage if it is matched in another sequence. In general this can, and should, change the
rank-order of alignments between two sequences and the rank-order of matches between
multiple sequences. There is no hard (and arbitrary) threshold for what is a background
low information interval or for what is a high information feature; there is a continuous
spectrum of information content from low to high.

M-alignment is general and places few restrictions on the kind of population model
that can be used with it. If the “correct” model is not known in advance there are some
sensible candidates to try and a good model can be detected on the basis of information
content. Algorithm time-complexity remains O(n2) for reasonable models. This paper
extends work on the 1-state mutation model [2] by applying M-alignment to the relat-
edness and optimal alignment problems, for both global [21] and local [27] alignment,
under the 3-state, affine gap-costs model [13] of mutation.

M-alignment results are compared to those of the prss program – from the FASTA
package [22] – which is based on rdf2 [23] with a shuffling significance test. Receiver
operating characteristics (ROC) curves show that, as expected, both methods give similar
results on simple data, i.e. uniform and 0-order Markov model populations. M-alignment
is more accurate, i.e. gives fewer false positives and fewer false negatives, on mixed
populations, on populations of mixed sequences, and on populations described by higher-
order models.

At this point it is convenient to clarify some of the terminology we use in this paper.
We use the term rank-order to mean order obtained when items are ranked according to
some score. When a group or population of sequences is well explained by a particular
model, we say that model is a population model for those sequences. An alignment can
be seen as a hypothesis of how two (or more) sequences are related. Using information-
theoretic techniques we can quantify how likely a hypothesis is, and thus discuss the
probability of an alignment.

2 Systems and Methods

2.1 Models

There is considerable interest in the compression of biological sequences [15, 19, 24, 3],
not so much to save disc space but as a criterion for comparing models of populations of
sequences. The terms biased, non-random, low information content and compressible are
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equivalent for our purposes: If DNA bases, say, are generated uniformly at random, an
optimal code assigns each one a two-bit code. This follows from Shannon’s mathematical
theory of communication [26]. If the DNA comes from a biased 0-order model say,
shorter codes can be allocated on average. For example, if the respective probabilities
of an A, T, G or C are [1/2, 1/4, 1/8, 1/8] this leads to optimal codes of [1, 2, 3, 3]-bits
respectively, that is 1 3/4-bits on average. For higher-order models, code-words depend
on the context of previous characters, on the ‘k’ previous characters for a Markov model
of order k. Probabilistic finite-state automata (PFSAs), also known as hidden Markov
models, have been used as models [12] of populations of sequences. Each of these
models, and many others, can deliver a probabilistic prediction for the next character
in a sequence given a context. From Shannon, the length of a code-word for the next
character, its message length, is the -log of this probability and is a measure of the
information content of the character in the context. M-alignment uses this quantity.

2.2 Relatedness and Alignment

The generic dynamic programming algorithm (DPA) for sequence comparison can be
used to find various kinds of global alignments depending on how it is instantiated: E.g.
Given scores of one for a match and zero for mismatch, insert and delete, the DPA finds
the longest common subsequence (LCS). Given costs of zero for a match and one for
mismatch, insert and delete, it finds an optimal alignment under the Levenshtein [18]
metric also known as the simple edit-distance [25]. Affine gap-costs, for runs of inserts
or deletes, are more plausible biologically and Gotoh [13] gave such an alignment al-
gorithm; the key is to have three states for each cell in the DPA’s matrix, for costs (or
scores) conditional on diagonal, vertical and horizontal moves.

All of the above DPA variations find a global optimal alignment for some given
criterion, or at least under the assumption that, two sequences are related. Shuffling tries
to solve the relatedness problem by comparing the score (or cost) of an optimal alignment
with the scores (costs) of alignments of the randomized sequences. If the former is not
significantly better than the latter the sequences are deemed to be unrelated. The idea
is that randomized sequences are like their originals in general statistical terms but
are otherwise unrelated. Shuffling preserves 0-order statistics of sequences. It can be
arranged to preserve 1st-order statistics [11] and even codon usage [5] but it is hard
to imagine how to carry it out while preserving the statistics of an arbitrary model
particularly if that is a mixture or is high-order.

A different approach to the relatedness problem considers a probabilistic mutation
model. The costs (scores) of the DPA are replaced by the -log probabilities of match,
mismatch, insert and delete. In fact costs and scores can be normalized [1] to show
the underlying probabilities. An alignment may be seen as just a hypothesis about how
sequences are related, and alignment algorithms as encoding the sequences and an align-
ment in an efficient manner. The alignment that leads to the shortest encoding is the best
inference in a statistical sense [28]. The DPA can be used to find a most probable align-
ment, but it can also be modified to calculate the joint probability of two sequences:

An alignment is just a hypothesis. The set of all alignments is exclusive and ex-
haustive, given that two sequences are related. Rather than selecting the largest
probability, their probabilities can therefore be added.
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This was originally done for a 1-state mutation model [6]. Later, it was extended [4]
to 3-state (affine gap-costs) and 5-state (piece-wise linear gap-costs) mutation models,
and included the cost (complexity) of models so that simple and complex models can be
compared fairly. Such considerations also give a natural null-theory that the sequences
are not related, i.e. that one tells nothing new or useful about the other. Two sequences are
unrelated if their joint probability is less than or equal to the product of their individual
probabilities, given by the null-theory.

The next section describes how these methods are extended to local alignment and
how the information content of compressible sequences is taken into account in M-
alignment.

3 Algorithm

The M-alignment algorithms (i) make use of probabilistic alignment methods for global
and local alignment, and (ii) incorporate sequence population models to calculate the
information content of characters in context. This is done in combination with the 3-state,
affine gap-cost mutation model.

Firstly, probabilistic methods are used to estimate the probability of relatedness of se-
quences S1 and S2 under local alignment, i.e. that there is some configuration S1=A+L+B
and S2=C+L’+D where intervals L and L’ are related (globally) and intervals A, B, C,
and D, which are possibly empty, are not related. A, B, C and D are compressed with
the population model. L and L’ are compressed with both the population and mutation
models, in a way to be described. For the relatedness problem we sum over all such
configurations, that is over all A, L, B, C, L’ and D and all alignments of L with L’,
still in O(n2)-time. For the optimal local alignment problem we choose the best such
configuration.

Secondly, the DPA operates cell by cell on a two-dimensional array. For affine gap-
costs, each cell contains three values for the -log probability of S1[1..i] and S2[1..j]
conditional on the last operation being an insert, delete or match/mismatch. Each in-
crement involves the -log probabilities of a mutation and of a character from one or
both strings as appropriate. The key idea of M-alignment is to obtain the latter from a
population model.

Then contribution of an insertion or deletion is calculated as the product or the
mutation probability (more on this later), and probability of the character being inserted
or deleted. This character probability is calculated by using the population model. A
mismatch is calculated in a similar fashion, except using two probabilities, one for each
character. The calculation of a match is slightly different since we have two different
probabilities for the same character. For convenience, the probability of a match is
multiplied by the average of the two character probabilities.

There is the problem of what mutation probabilities to use. This could be addressed
by using fixed probabilities as is effectively done with scores in the Smith-Waterman
algorithm. Alternatively, and as we do here, the mutation probabilities can be estimated
by the algorithm. We do this by starting the probabilities at sensible values, then running
the algorithm a number of times re-estimating the mutation probabilities each time.
This is simple expectation maximisation which is guaranteed to converge in this case,
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possibly to a local maximum. The initial mutation probabilities used are calculated by
transforming Smith-Waterman costs into probabilities [1]. Note that a side-effect of this
is that an explicit probability is given to terminal gaps rather than the somewhat arbitrary
zero used in the Smith-Waterman algorithm.

This explanation of the M-alignment algorithm is for the particular case of DNA
sequences where the mutations are insertion, deletion, mismatch or match. Instead of
simply considering matches and mismatches, it is sometimes useful to use a 4x4 grid
of scores to assign a score for aligning each DNA base against each other DNA base.
This is very similar to the use substitution matrices when aligning proteins (BLOSUM,
PAM, etc.). The modification of M-alignment for this is given in Section 6.

4 Implementation

A version of the DPA was implemented to carry out M-alignment for a 3-state, affine gap-
costs mutation model, local alignment. It accepts a population model as a parameter. It
is able to return either the -log probability of two sequences being related (by summing
alignment probabilities) or an optimal local alignment. The results from testing this
program on both real and artificial data are given in the next section.

5 Tests

On the face of it M-alignment appears to address a similar problem as Hidden Markov
Model alignment algorithms such as HMMER [10]. Indeed, HMMER and M-alignment
have a number of similarities, both use probabilistic modelling, both sum over all pos-
sible alignments. However, they are for different problems and are therefore difficult
to compare fairly. HMMER builds a profile HMM, ideally from a multiple sequence
alignment. It is then possible to use this HMM to align against a sequence or search
a database. This differs from M-alignment because M-alignment aligns two actual se-
quences in the presence of a model of the population. However, since M-alignment may
use almost any type of model, it would be possible for it to use a HMM profile model,
although it is not clear whether this would be useful.

5.1 Generation of Related Sequences

It is easy to generate a typical sequence given a population model. The difficulty is
to generate related pairs that are typical of the population; uniform random mutations
would cause descendants to drift towards the statistics of a uniform model. The solution
is to propose a mutation at random and to either accept it or reject it.

We have a sequence,A, and a population modelM . The entropy ofA under this model
shall be written M(A). The length of sequence A will be written |A|. The sequence that
results from making x mutations toA shall be referred to asAx. We earlier described the
motivation as wanting the mutated sequence to “fit” the population model. To make this
precise, what is desired is that as x tends to infinity, the entropy of the mutated sequence,
M(Ax), will tend to the entropy of the population model, M , itself.
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The method used to mutate sequences was inspired by the Metropolis algorithm [20].
Consider every possible sequence as having a node, Si, in a graph. An arc between two
nodes, Si and Sj , implies that a single mutation relates the two corresponding sequences.
As we make mutations to a sequence, we move between nodes in the graph. In the extreme
case where many mutations are made, we want to visit each node with a frequency equal
to probability p, where p is probability of that node’s sequence under the population
model. A sufficient condition for this is to have the probability of taking the arc from Si

to Sj equal to the probability of taking the arc from Sj to Si.
We will assume a point mutation model for simplicity. That is, we consider making

mutations of the form delete a character, insert a character or change a character. For an
alphabet of 4 characters, sequenceA has 3×|A| possible change mutations, |A| possible
delete mutations and 4 × (|A| + 1) possible insert mutations. If we assume a uniform,
or relatively flat, prior on the length of sequences, then we have the requirement when
mutating a sequence that on average the number of deletions should be the same as the
number of insertions. There is a degree of freedom in choosing the ratio of changes to
insertions and deletions. We shall use a probability parameterPchange for this. We define
two other probabilities in terms of this.

Pinsert =
(1− Pchange)(4× (|A|+ 1))

(5× |A|+ 4)

Pdelete =
(1− Pchange)
(5 + 4/|A|)

When we mutate sequence A, a random choice is made whether to consider an
insertion, a deletion or a change mutation using the three above probabilities (note they
sum to unity). If a deletion is to be considered, then the position of the deletion is chosen
uniform randomly over the length of the sequence. If a change, then the position and
character are chosen randomly. If an insertion, then the position and the character to be
inserted are randomly selected. The sequence that would result from this mutation is
A′. Let q be the probability given to sequence A by the population model, and q′ the
probability given to sequenceA′. If q′ is greater than q then the mutation is accepted and
A′ becomesA1. Otherwise, the mutation is accepted with probability q′/q. This process
is repeated until the desired number of mutations has been made.

Since this method does not preclude a mutation “undoing” previous mutations, the
resulting mutated sequence, Ax, may be more similar to A than otherwise expected.
This tends to be more likely if M is a very low entropy model.

In the following tests we wish to examine the performance of M-alignment with
local alignment. So, we generate related pairs of sequences, L and L’, using the above
method. Then, unrelated prefixes A and C and suffixes B and D are generated from the
population model.

5.2 Results with Artificial Data

Artificial data was used to compare the new M-alignment algorithm with the com-
mon Smith-Waterman algorithm using shuffling as a significance test. The benefit of
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using artificial data is that the conditions can be controlled precisely to clearly illustrate
the advantages and disadvantages of techniques. We also know what the answer is.

The implementation used for the Smith-Waterman algorithm was the prss program
that is part of the FASTA 3.3 package. In all tests, the prss program was used with
the standard parameters: +5 for a match, -4 for a mismatch, -16 and -4 for the first and
subsequent characters in a sequence respectively. The default of 200 uniform shuffles
was used to determine the significance of each alignment.

The artificial data was generated using a number of different population models.
In all cases, 10 parent sequences were generated from the population model(s). From
each parent, 25 child sequences were generated having a mutated subsequence in com-
mon with parent. The amount of mutation was varied so some children were similar to
their parent and some were very dissimilar. The method of mutation was described in
Section 5.1.

The child sequences were considered as the library to be searched, and each parent
was used in turn as the query sequence. Thus for each query there were 25 related
sequences of differing relatedness and 225 unrelated sequences. This ratio of related
to unrelated sequence in the library is high compared to real sequence databases but
will suffice for testing purposes. Each parent sequence was compared against every
child sequence making 2500 pair-wise comparisons. Of these 2500 comparisons, 250
are between related sequences, and 2250 between unrelated sequences.

To present the results of the tests Receiver Operating Characteristics (ROC) [14, 7]
plots are used. Each algorithm tested produces a number measuring the relatedness of
the two sequences being compared. This may be the raw Smith-Waterman score, or the
p-value found by the prss program, or the log odds ratio produce by M-alignment. For
each test, the 2500 pair-wise comparisons are ranked in order of significance by this
measure. For each possible cut-off value the number of true positives and the number of
false positives are counted. Plotted on the y-axis is the ratio of false positives to the total
number of unrelated pair-wise comparisons. And on the x-axis the ratio of true positives
to the total number of related comparisons. The better an algorithm is at separating
related from unrelated sequences the closer its curve will be to the bottom right corner
of the ROC plots. Since we are mostly interested in the behaviour for a smallish number
of false positives the y-axis is plotted with a log scale. Recall that M-alignment may
take as a parameter the model for the sequences. Except where noted otherwise, the
M-alignment algorithm is told to fit a 1st order Markov Model to the sequences.

In tests with a simple unbiased model, (i.e. each character occurs with probability 1/4)
the raw Smith-Waterman score, the prss program and M-alignment perform similarly.
For a population model that produces sequences with a simple composition bias, tests
showed that the prss program and M-alignment perform in a similar manner, while
raw Smith-Waterman score is inferior.

Figure 1 shows the results of a test that combines unbiased and biased sequences.
Instead of all 10 parent sequences coming from the same population model, 5 come
from an unbiased model, and 5 from a 0th order Markov Model (simple composition
bias). The shuffling of the prss program does account for sequences with a biased
composition, but as seen in this test it does not perform as well as M-alignment when
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Fig. 1. ROC for a uniform sequence model and biased composition sequences

there are different models in the population. Similar behaviour has been seen when using
other combinations of models.

The final test illustrates the benefits if one is able to better model the population.
The population model in this test is a little more complicated. This model consists of
two sub-models. One is a simple uniform model, and the other a very biased 1st order
Markov Model that produces sequences of characters that are TATA-rich. Sequences are
generated by choosing one of these two sub-models at random, then using that sub-model
to produce a random number of characters. This is repeated a number of times to produce
a sequence of sufficient length. This model is, in a sense, a blend between a uniform
model, with an entropy of 2 bits per character, and a 1st order model, with an entropy of
1.1 bits per character. Figure 2 shows the results of the different algorithms on sequences
of this type. Our algorithm is performing significantly better than the prss program.
The best performer in this figure is the M-alignment algorithm using the “blendModel”.
This blendModel was designed with some knowledge of the population model. Specif-
ically, the blendModel knows that the data is produced by a combination of a uniform
model and also the exact 1st order model used. It does not know the probability with
which these sub-models are chosen, nor the length of the sequences produced by the sub-
models. As can be seen in the figure, having this extra knowledge about the population
model allows for better separation of related and unrelated sequences. The M-alignment
algorithm is superior to the Smith-Waterman algorithms because an arbitrary left-to-
right sequence model can be used. Thus, more complex population models may be used
with M-alignment to allow better differentiation between related and unrelated
sequences.
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It may be argued that this test is unfair to the prss program since it would be
common practice to mask out low-complexity regions before doing the comparison with
the prss program. However, these low-complexity regions do give some information
about whether the sequences are related, just not as much information as high-complexity
regions.

It is clear from the ROC plots that M-alignment is superior to the prss program
when sequences are of low complexity, even when it is simply a mixture of uniform
and biased composition sequences. However, the prss program performs well on these
types of sequence if the population is confined to one type. This may be explained
because the prss program does not have a natural cut-off p-value, and indeed the best
cut-off depends on the type of the population. M-alignment has a natural cut-off at a
log-odds ratio of zero. At zero, both the null model and the alignment model are equally
good explanations of the data. In practice, a slightly larger cut-off value would be used; a
cut-off of 3 bits indicates the alignment model is 8 times better than the null model, a cut-
off of 10 bits gives a confidence of about 99.9% provided population model assumptions
are appropriate.

5.3 Results with Real Data

In this section we show that M-alignment also performs well on real genomic DNA
sequences. We chose a relatively low information sequence from Plasmodium falci-
parum chromosome 2. The sequence is from the end of the intron and start of the second
exon of PFB0010w and of 157 characters in length. This sequence was chosen because
PFB0010w is known to be related to a number of genes and pseudo-genes and because
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it has considerable repetition. Thus this is the type of sequence we expect traditional
algorithms to have difficulty with.

This sequence was used in a nucleotide-nucleotide BLAST search against the nr
database which was run using the NCBI BLAST server. The default options were used
with the exception that filtering was turned off. This search resulted in 60765 “matching”
sequences — no matches were found when filtering was on. Each of these 60765 se-
quences were retrieved with an extra 50 characters at each end so the alignment programs
could have some extra context information. The vast majority of these sequences are in
fact unrelated to the query sequence. Most of these false positives are due to match-
ing TATA regions. Using M-alignment with a sequence model that correctly apportions
weight to such regions should give good results. The model we used, was a fifth-order
Markov Model trained on all 60765 matching sequences.A fifth-order model was chosen
because it achieved the best compression across the whole population taking into account
the complexity of the model. While such a model is not ideal, we assume that most of
the sequences are unrelated but do represent a certain population, and that a fifth-order
model can capture much of the information about this population. If a sequence is to be
said to be related to the query sequence then it must have more in common than simply
coming from that population.

The prss and M-alignment programs were then used to do a pair-wise comparison
between the query sequence and each of the 60765 matching sequences. Thus, a rank-
ing of all the matching sequences was produced by both programs. M-alignment gives
roughly 1300 sequences a significant score, while prss claims more than 10000 signif-
icant matches. It is difficult to assess objectively which ordering is better. Our subjective
comparison of the two rankings suggests that the M-alignment ranking is superior.

A fragment was taken from pseudo-gene PFB0045c [17], which is known to be dis-
tantly related to the gene the query sequence was taken from, PFB0010w. This fragment
comes from the region of PFB0045c that corresponds to the intron of PFB0010w. The
fragment was not found by the BLAST search. If this fragment is ranked amongst the
other sequences it would, ideally, rank fairly high since the vast majority of the 60765
sequences are unrelated to the query sequence. The prss program ranks this fragment
at 25499 of 60765, while the M-alignment program ranks it at 241.

6 Proteins

Our use of the M-alignment algorithm has concentrated on DNA sequences thus far, and
our implementation is solely for DNA sequences. Here we will briefly describe how it
would be possible to extend M-alignment to protein sequences.

When aligning proteins it is not sufficient to simply have a mismatch score (or cost)
unlike for DNA. Protein alignment commonly uses a scoring matrix such as PAM [9] or
BLOSUM [16] which gives a score for aligning any pair of amino acids. The BLOSUM
matrices use the BLOCKS database to calculate the joint probability of two amino-
acids occurring together, this is then normalised to account for the bias in appearance
of each amino-acid. These are not directly useful to M-alignment. For M-alignment
it is necessary to have a conditional probability for each pair of amino-acids. So, if
we have an alignment that aligns glycine with leucine we need p(glycine|leucine)
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and p(leucine|glycine), note that these probabilities may be different. It should be
straightforward to derive these probabilities from the BLOCKS database. The bias in
the appearance of amino acids is then taken into account by the population model.

There are two possible ways to encode each pair of amino acids. We define Pr(x, y)
as follows to be the average of these.

Pr(x, y|a[1..i− 1], b[1..j − 1]) =
1
2
[ p(y|x)Pr(x|a[1..i− 1])

+ p(x|y)Pr(y|b[1..j − 1]) ]

It is not clear what type of population model would work well for proteins. We have
concentrated on DNA sequences thus far because DNA sequences typically have a larger
variation in information content than protein sequences.

7 Conclusion

M-alignment in global- and local-, sum-of-all-alignment form performs well at pre-
dicting relatedness for various kinds of population. On uniform random populations,
accuracy is equivalent to the standard Smith-Waterman program with shuffling; it is
hard to see how a significance test based on shuffling could cope well with arbitrary
models of populations. M-alignment performs better, as shown by ROC curves, for
compressible (non-random) populations if the true population model, or a reasonable
model, is known. It can perform badly if a bad model is used, as is to be expected, but
it can detect the better of two or more population models on the basis of compression.

M-alignment can be used practically to determine relatedness in small or moderate
collections of sequences. It could also be used on a client-computer to post-process, and
re-rank, putative matches returned from a large collection of sequences by a fast search
algorithm running on a server. This use could reduce false-positives but could not bring
back any false negatives. The superior performance of M-alignment was illustrated for
this task by using a sequence from Plasmodium falciparum chromosome 2.
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Abstract. This paper reports a novel technique to classify short dura-
tion articulated object motion in video data. The motion is represented
by a spatio-temporal template (STT), a view based approach, which col-
lapses temporal component into a static grey scale image in a way that no
explicit sequence matching or temporal analysis is needed, and character-
izes the motion from a very high dimensional space to a low dimensional
space. These templates are modified to be invariant to translation and
scale. Two dimensional, 3 level dyadic wavelet transform applied on these
templates results in one low pass subimage and nine highpass directional
subimages. Histograms of STTs and of the wavelet coefficients at dif-
ferent scales are compared to establish significance of available informa-
tion for classification. To further reduce the feature space, histograms of
STTs are represented by orthogonal Legendre moments, and the wavelet
subbands are modelled by generalized Gaussian density (GGD) param-
eters - shape factor and standard deviation. The preliminary experi-
ments show that directional information in wavelet subbands improves
the histogram-based technique, and that use of moments combined with
GGD parameters improves the performance efficiency in addition to sig-
nificantly reducing complexity of comparing directly the histograms.

1 Introduction

The analysis of video data has become a vital area of research within the com-
puter vision and image understanding community in the last decade. The reason
for an in-creased attention towards video data analysis is attributed to not only
the falling cost of computational power and the availability of sufficient resources
to process large amounts of image data (image sequences) but also to its broad
implications for modern day requirements in security, monitoring and surveil-
lance for law enforcement, military applications and use of motion analysis to a
wide range of applications across Medi-cine, Sports, Biomechanics and Neuro-
science and Motor Control.

Although this technique can be applied to any short duration complex mo-
tion of an articulated body, this paper examines it on one of the most studied
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components in video data - the human motion because it is the driving force
in systems related to surveillance, control and analysis. One of the drawbacks
of sensing motion by video is the complexity of data processing as compared to
other sensors where devices (e.g. gloves, reflectors, electrodes) [1–5] are placed
on subjects and in the surroundings to transmit or receive generated signals re-
spectively. This ”naturalness and non-intrusive” advantage of video data based
on vision sensing approach can be better utilized if the operational complexity
of processing the data can be reduced.

This paper proposes to improve the efficiency of our previously reported
gesture recognition techniques [6–8], which determined the efficacy of the use
of directional information available in wavelet multiresolution decomposition of
the spatio-temporal templates (STT) representing action. This is the first step
towards developing applica-tions where movement data may be interpreted by
machines in normal living and work-ing environments to identify the actions or
the subject. This will take the capability of machines into the ’understanding
people’ domain.

This research has incorporated the techniques proposed by Bobick and Davis
[9], Black and Yakoob [10] , Sharma, Dinesh et al [6–8] and Mandal [11]. It is
based on the use of view-based representation of actions using STT formed by
collapsing tem-poral component and difference of frames (DOF) data, of the
video covering the pe-riod of distinct motion, into a static grey scale image.
The intensity value at each pixel in this representation is a function of the
motion properties at the corresponding spatial location in an image sequence.
The temporal history of the movement in the STT is inserted such that the
recently moving pixels are brighter [7, 9, 12].

This paper reports a novel research that reduces the complexity of processing
video data for classification by condensing the feature space. The authors pre-
viously re-ported that wavelet high pass subimages carry important directional
information [7], and that the global detail activity available in high pass decom-
positions significantly improve the classification accuracy [6]. But the complexity
of comparing high pass wavelet histograms is very high. This paper reports the
efficacy of reducing this com-plexity by modeling highpass wavelet coefficients
by generalized Gaussian density (GGD) parameters and by transforming STT
histograms into orthogonal Legendre moment’s space.

2 Theory: An Overview and Explanation of the
Approach

Based on research reported in literature, that actions can be recognized by mo-
tion itself [13, 14], that for recognition of actions one only needs the description
of the appearance of motion [6–10, 13–15] and that motion can be recognized
directly with-out any reference to underlying static images; it can be stated that
actions and mes-sages / information can be recognized by description of the ap-
pearance of motion without reference to underlying static images, and without a
full geometric reconstruc-tion of the moving part [10]. It can also be argued that



Moments and Wavelets for Classification of Human Gestures 217

the static images produced using spatio-temporal template based on the Dif-
ference of Frames (DOF) can represent features of temporally localized motion
[16].

The hypothesis that similar images have similar color distribution can be ex-
tended to grey scale image [17, 18]. Although, histogram based techniques have
lower com-plexity as compared to other classical pattern recognition techniques
[19–21], authors have reported that performance of the histogram alone is not
adequate for motion template classification because it fails to capture the spatial
information. However, combining the histogram features with spatial image in-
formation provided by the wavelet multiresolution decomposition compensates
this drawback [6–8].

The wavelet multiresolution representations are very effective in analyzing
informa-tion content of the images by providing a measure of directional activity
at each de-composition level in space-frequency domain [22]. At different resolu-
tions, the details of an image generally characterize different physical structures
and is useful for pattern recognition algorithms [23].

This paper reports our efforts to improve the efficiency of classification re-
ported in previous papers [6–8] by reducing the dimensionality of feature space
by just two GGD parameters (shape factor and standard deviation) to repre-
sent wavelet high-pass coefficients and by using limited number of orthogonal
Legendre moments to represent STT histograms.

2.1 Modeling of Subband Coefficients

It has been proven that histograms (or pdfs) of highpass wavelet coefficients can
be modelled using a generalized Gaussian density (GGD) function, which can
be ex-pressed as [23, 24]:

p(x) = a exp {−|bx|γ} (1)

where γ is the shape parameter of the pdf. The positive constants a and b are
given by

a =
bγ

2Γ (1/γ)
b =

1
σ

√
Γ (3/γ)
Γ (1/γ)

(2)

where σ is the standard deviation and Γ (.) is the standard gamma function i.e.

Γ (z) =
∫ ∞

0
e−ttz−1dt, z > 0 (3)

Figure. 1 show a typical example of a histogram of wavelet subband coefficients
to-gether with a fitted GGD using the method reported in [25]. The mean values
of the highpass wavelet subimages are very close to zeros. Therefore two param-
eters, σ (the standard deviation of coefficients) and γ (the shape parameter) can
describe the pdf of a highpass subimage.



218 A. Sharma and D.K. Kumar

�

Fig. 1. GGD fit for first level horizontal wavelet coefficients of action Lateral Arm
Raise Full

2.2 Moments

By definition regular moments (Mk) are projections of f(x) onto monomials
(xk)and the central moments (µk) are projections onto (x− x)k.

Mk =
∫ +∞

−∞
xkf(x)dx, µk =

∫ +∞

−∞
(x− x)kf(x)dx for k ≥ 0, k ∈ Z (4)

These polynomials are not orthogonal to each other and hence the regular and
central moments may have substantial redundancy between them. Therefore, the
histograms (pdf)of pixel intensities are represented by Legendre moments, which
are orthogonal.

Legendre Moments. The Legendre moments of order K1+K2++Kn, where
n is the space dimension under consideration, are defined [26]by

λK1...Kn =
(2K1 + 1) . . . (2Kn + 1)

2n

∫ +∞

−∞
. . .

∫ +∞

−∞
PK1(x1) . . . PKn(xn)f(x1...n)

×dx1 . . . dxnwhereK1 . . .Kn = 0, 1, . . . ,∞ (5)

The Legendre polynomials Pk(x) are a complete orthogonal basis set on the
interval [-1,1]. The kthorder Legendre polynomial is

Pk(x) =
1

k!2k

dk

dxk
(x2 − 1)k =

k∑
j=0

akjx
j (6)

where akj the coefficients of xj are given by Eq. 7 [27].

akj =
k∑

j=0j,k oddj,k even

(k + j)!
2k((k − j)/2)!((k + j)/2)!j!

(7)

By orthogonality principle, a function can be written as an infinite series ex-
pansion in terms of the Legendre polynomial over the square [−1 ≤ x1, . . . , . . . , xn

≤ 1]:

f(x1, . . . , . . . , xn) =
∞∑

k1=0

. . .

∞∑
kn=0

λk−1...knPk1(x1) . . . Pkn
(xn) (8)
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where the Legendre moments are computed over the same square. Using Eq. 4,
the kth Legendre moment of a function f(x ) is defined as:

λk =
(2K + 1)

2

∫ +∞

−∞
Pk(x)f(x)dx, for k ≥ 0, k ∈ Z (9)

Using Eq. 4 and Eq. 6, λk can be written as:

λk =
(2K + 1)

2

k∑
j=0

akjmj (10)

So, the Legendre moments depend on the geometric moments of the same
order or lower and can be calculated using Eq. 10.

The STT grey levels range from 0 to 255. Since the Legendre polynomials are
orthogonal between [-1,1], the dynamic range of the histogram (pdf) is mapped
onto this interval.

The pdf f(x) can be written as an infinite expansion series in terms of the
Legendre polynomial:

f(x) =
∞∑

k=0

λkPk(x) (11)

The f(x) can be approximated by the first (N+1) moments as:

f
′
(x) =

N∑
k=0

λkPk(x) (12)

The distance between two histograms f and g is given by

E =
∫ +1

−1
[f

′
(x)− g

′
(x)]2dx (13)

using Eq. 12, it can be written as:

=
N∑

k=0

2(λkf − λkg)2

2k + 1
=

N∑
k=0

Wk(λkf − λkg)2, Weight Wk =
2

2k + 1
(14)

2.3 Discrete Wavelet Transform in Image Processing

The wavelet transform of any image can be successfully implemented by a pair
of appropriately designed quadrature mirror filters (QMF’s) [22, 23, 28]. Wavelet
based image decomposition can be viewed as a form of sub-band decomposition
[29]. Each QMF pair consists of a low pass filter (H) and a high pass filter (G),
which splits the signal’s bandwidth in half. Each filter bank is sampled at half
a rate of the previous frequency. By repeating this procedure, it is possible to
obtain wavelet transform of any order. The down sampling procedure keeps the
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scaling parameter constant (n=1/2) throughout successive wavelet transforms.
In the case of an image the filtering is implemented in a separable way by filtering
the rows and columns.

Figure. 2 shows the 2-D DWT of image at ’level 1’ of decomposition. Accord-
ing to the procedure, the image can be transformed into four sub images, namely:

- LL sub-image : Both horizontal and vertical directions have low frequencies.
- LH sub-image: The horizontal direction has low frequencies and the vertical
one has high frequencies.
- HL sub-image:The horizontal direction has high frequencies and the vertical
one has low frequencies.
- HH sub-image: Both horizontal and vertical directions have high frequencies.

�

Fig. 2. 1st level Decomposition.,∗ denotes convolution and 2 denotes subsampling

Subsequent levels of decomposition follow the same procedure by decompos-
ing the ’LL’ subimage of the previous level (Figure 3).

A three stage dyadic decomposition will create one lowpass subimage (L3)
and nine (three each in horizontal (H1, H2, H3), vertical (V1, V2, V3) diagonal
(D1, D2, D3) direction) highpass directional subimages, as depicted in Fig. 2.
The lowpass subi-mage, a thumbnail version is the low-resolution description
of the original image. The highpass subimages provide the fluctuations in the
horizontal, vertical diagonal directions.

�

Fig. 3. 3 - Level Multiresolution Decomposition of an image
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�

Fig. 4. Video Frames and Spatio-Temporal Template for Action: Sitting on a Chair

3 Feature Extraction

The spatio-temporal template (STT) of object motion in video data is given by
[6, 7]:

Hn(x, y) = max
N−1⋃
n=1

B(x, y,n)× n (15)

where

B(x, y,n) =

⎧⎨⎩1 if D(x, y,n) > Γ

0 Otherwise
(16)

and
D(x, y,n) = |I(x, y,n)− I(x, y,n−)| (17)

N is total number of frames that capture the motion, Γ is selected thresh-
old, I(x, y,n) is the intensity of each pixel at location x, y at frame/time n
and D(x, y,n) is the difference of consecutive frames representing regions of mo-
tion.The pixel intensity Hn is a function of motion history at that point and the
result is a scalar-value image where more recently moving pixels are brighter [9].

The STT has to be described in terms of suitable features for classification.
The grey levels are the temporal descriptors and thus the analysis should be
’global internal’ (region based) instead of shape boundary description and its
features [29–31].

For an appearance based, view sensitive approach, it is desirable to have
action identification technique invariant to the imaging situation [9]. Although,
grey level distribution is invariant to image rotation and changes slowly with
translation [32], the scale and translation invariance can also be achieved by
normalizing the template by using regular moments .(Appendix I: Normalization
with respect to translation and scale) [7, 33].

The computation of feature vectors involves representing these templates in
terms of histograms (Fig. 6) and wavelet multiresolution coefficients using three-
stage dyadic decomposition with db1 wavelet. The highpass wavelet coefficients
are modelled by GGD parameters (equations 1 and 2) using the method proposed
in [25].

The feature vector computed from the template is compared and matched
with a class of feature vectors stored a priori (reference), to establish the corre-
spondence between the given template (of an unknown action) and a predefined
action. The classification is done based on minimum distance between two ac-
tions represented by template histograms f and g using
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dLP
(f, g) =

∑
nk

|f(nk)− g(nk)|p (18)

Measure of similarity between two actions using Legendre moments and GGD
parameters is established by L2 metric:

d(f, g) =
N∑

n=0

Wk(λkf − λkg)2 +
B∑

n=1

(σkf − σkg)2 +
B∑

k=1

(γkf − γkg)2 (19)

where, λ s are the Legendre moments, σ and γ are the standard deviation and
shape parameters of wavelet subimages respectively. The parameters N and B
are number of moments representing histograms f and g, and wavelet subbands
respectively

4 Experimentation

Video data was collected for five predefined gestures performed ten times each by
seven subjects (Figures 4 - 5). The movement was recorded in 2-D vision-space
at 2 meters normal to subject and the window size was an area of 6 sq meters.
For each of the experiments, the following constrains were maintained during
motion capture:

1. Related to Movements : SCMO (Stationary Camera Moving Object), Pres-
ence of Single Subject in Scene, Constant Window Size and View Angle,
Same pixels are not revisited by motion.

2. Related to Environment and Subject : No restriction on colour and tightness
of clothes, Subjects of different height, weight, age and both genders, Static
back-ground and uniform illumination during the timing window of action

5 Measure of Performance and Methodology for
Classification

The efficiency of performance (η) is defined as the ratio of successful matches in
the first 20 matches. (e.g. 16 out of 20 gives an accuracy of 80%). Feature vectors
were generated for a set of 20 from each of the five gestures (Fig. 4, Fig. 5. The
distance measure between test gesture and the stored 100 gestures is computed
for similarity.

Efficiency of performance is computed for original templates (DOH), Low
pass subimages (LL) and nine highpass subimages (HH) using L1 metric (Eq.
18) cases A,B and C respectively) [7]. Improvement in efficiency is computed
by combing directional wavelet histograms (WH) and GGD parameters (WP)
respectively with DOH (Cases D and E respectively). Finally, measure of sim-
ilarity between two actions using Legendre moments and GGD parameters is
established by Eq.19.
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�

Fig. 5. Examples of remaining four actions and their spatio-temporal templates (STT)

�

Fig. 6. Examples of STT histograms for Sit, lateral arm raise full and drink

6 Results and Discussions

Table 1 shows the performance efficiency (η) based on various techniques, out-
lined in section 6, with wavelet decomposition using L1 metric for cases (A-D).
L1 metric for DOH and equation 19 for WP are used to compute efficiency for
case E.

Table 1. Significance of available information in wavelet lowpass and highpass subim-
ages and improvement in efficiency using wavelet subbands for 3rd level decomposition
(B=3)

Case No. Classification Technique Efficiency (η)%
A DOH 87
B LL 63
C HH 57
D DOH+WH 91.5
E DOH+WP 93

The comparison of template histograms provides an efficiency of 87%. The
comparison of 3rd lowpass subimage (L3) of template provides an efficiency
of only 63% because of noisy behavior of the lowpass wavelet subimage. It is
important to note that comparison of only nine highpass subimages also provide
an efficiency of 57%. This shows that although it is possible to discriminate by
using the directional information at various scales, the efficiency of accuracy
is not significant. Efficiency improves by 4.5% with template histogram and
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wavelet histograms for 3 levels of decomposition. Replacing subband histograms
with wavelet band parameters improves the efficiency by 6%.

In addition to improved performance, the feature space of directional wavelet
histograms is significantly reduced using wavelet parameters. Instead of compar-
ing individual bin values, each histogram is compared by just two parameters -
shape factor ′γ′ and standard deviation ′σ′.

Table 2 explains the performance efficiency (η) based on moments and wavelet
parameters using Eq.19. Moments and wavelet parameters combined provide an

Table 2. Performance of Legendre moments alone and in combination with wavelet
subband parametrs - shapefactor and standard deviation

Performance Efficiency %
B and N Moments Alone Moments + Wavelet parameters(σ&γ)

B=3, N=1 82.5 87.5
B=3, N=15 85 90.5
B=3, N=20 85.5 91

efficiency improvement of 5.5% over moments alone. It is also observed that
the efficiency does not improve beyond N = 15. For N = 15 and B = 3, only
21 parameters (15 moments and 6 wavelet parameters) need to be compared.
This considerably reduces the dimensionality of feature space but at a marginal
decrease in performance.

7 Conclusions

The results demonstrate that the statistical properties of the template and
wavelet coefficients can be used to classify short duration movements in video
data.. The proposed use of wavelets show that highpass subimages carry impor-
tant directional information but does not provide significant classification results
by itself. The modeling of wavelet coefficients by GGD parameters greatly reduce
the feature space with appreciable improvement in efficiency of performance The
significant reduction in complexity (15 moments versus all bins) of comparing
histograms using Legendre moments is accompanied by a marginal decrease in
performance efficiency. The authors are currently attempting to use cascade of
features to overcome this drawback.
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Appendix 1

Normalizing the Templates with Respect to Scale and Translation.

I
′
(x, y) = I

(
x
a + x, y

a + y
)

where
(
x = m10

m00
, y = m01

m00

)
(x, y) is the centroid of

I(x, y) the original template and a =
√

β
m00

with β a predetermined value and

m00 is the Zeroth order moment. Note that for a binary image m00 is the total
number of shape pixels in the image.
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Abstract. This paper presents a novel two-factor authenticator which hashes 
tokenized random data and moment based palmprint features to produce a set 
of private binary string, coined as Discrete-Hashing code. This novel technique 
requires two factors (random number + authorized biometrics) credentials in 
order to access the authentication system. Absence of either factor will just 
handicap the progress of authentication. Besides that, Discrete-Hashing also 
possesses high discriminatory power, with highly correlated bit strings for  
intra-class data. Experimental results show that this two-factor authenticator 
surpasses the classic biometric authenticator in terms of verification rate. Our 
proposed approach provides a clear separation between genuine and imposter 
population distributions. This implies that Discrete-Hashing technique allows 
achievement of zero False Accept Rate (FAR) without jeopardizing the False 
Reject Rate (FRR) performance, which is hardly possible to conventional bio-
metric systems. 

1   Introduction 

In the past, secret passwords, ID cards and tokens were the popular approaches for 
personal recognition. However, with the acceleration of technology recently, these 
traditional approaches gradually hardly gain reliance from the public since they can 
easily be duplicated and shared. The cost of management of forgotten passwords, lost, 
stolen or forged ID cards and tokens, coupled with the decreasing cost and higher 
reliability of biometric based authentication system, has boosted an extensive imple-
mentation of biometric based personal recognition system in our daily activities. Un-
fortunately, even biometrics also suffers from some inherent biometrics-specific 
threats [1] and biometric recognition devices have been fooled. A Japanese mathema-
tician and amateur scientist, Tsutomu Matsumoto, reported that he had been able to 
fool fingerprint recognition devices by molding a “gummy” replica of a human finger 
[2]. This event arouses a suspicion from the public towards the reliability of the bio-
metric based recognition systems.  

Besides that, conventional biometric systems are impossible to gain zero Equal Er-
ror Rate (EER), which is zero in False Accept Rate (FAR) and False Reject Rate 
(FRR). In the conventional biometric systems, the classes are difficult to completely 
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separate in the measurement space. This factor triggers the interdependency problem 
between FAR and FRR where specification of relatively low FAR, i.e. acceptance of 
imposters, will output relatively high FRR, i.e. rejection of genuine. 

 In this paper, a novel two-factor authenticator, which is able to overcome the limi-
tations of the classic biometric recognition system, is proposed.  In this proposed 
system, pseudo random number is inner product with moment based palmprint fea-
tures to generate a string of random data for each palmprint class (user). Discretiza-
tion of these strings of random real values into strings of binary bits [0, 1] is imple-
mented based on a predefined threshold value. This set of binary codes is coined as 
Discrete-Hashing code.  

Discrete-Hashing code, abbreviated hereinafter as D-Hashing code, possesses high 
data capture offset tolerance, with highly correlated bit strings for intra-class data. 
This means that Discrete-Hashing is able to minimize the intra-class distance but 
maximize the inter-class distance. Experimental results demonstrate that this pro-
posed approach provides an extremely clear separation between the genuine and im-
poster populations. This clear separation reveals the additional credit of Discrete-
Hashing, which is zero EER achievement. This implies that our proposed method is 
able to drive off the interdependency problem faced by conventional biometric rec-
ognition system and allow acquisition of zero FAR without jeopardizing the FRR 
performance. Fig. 1 illustrates the overview of our proposed system. 

 
 

 

 

 

 

 

 

 

Fig. 1. Block diagram of our proposed system 

2   Palmprint Image Preprocessing 

Palmprint images captured in the image acquisition stage may have variable sizes and 
orientations. Moreover, there captured images not only do contain region of interest, 
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denoted hereinafter as ROI, but also contain region of not interest, the trivial objects. 
Therefore, image preprocessing is a necessary and crucial step in biometric system. A 
perfect preprocessing always results a more robust and accurate feature extraction, 
which leads to a tremendous authentication.  
 During preprocessing, the placement and orientation of ROI is fixed in order to 
achieve rotational and translational invariants. After the correction of placement ori-
entation, the ROI is extracted.  Next, the ROI is converted to a fixed size so that all of 
the palmprints conform to a same size. Then, intensity normalization algorithm is 
applied on the extracted ROI to overcome with the low contrast and non-uniform 
illumination problems. Finally, the preprocessed ROI is input into feature extraction 
module, see Fig. 2. The details of preprocessing can be referred in [3]. 

 
 
 
 
 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Palmprint image preprocessing 

3   Feature Extractor-Pseudo Zernike Moments 

The kernel of pseudo Zernike moments is the set of orthogonal pseudo Zernike poly-
nomials that defined over the polar coordinates inside a unit circle. The two-
dimensional pseudo Zernike moments of order p with repetition q of an image inten-
sity function f(r, ) are defined as [4][5], 
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Since it is easier to work with real functions, pqPZ  is often split into its real and 
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where 0,0 >≥ qp . 

4   Discrete-Hashing  

The function of Discrete-Hashing is to enhance the offset tolerance of our system. 
The generated D-Hashing code possesses high intra-class correlation, but relatively 

low inter-class correlation. In this stage, feature vector, pqPZ , transformed from 

image function, f(x,y), via pseudo Zernike moment feature extraction approach, is 
transfigured into a m-length bit string of binary code, {0,1}m, by iterated inner product 
feature vector with a set of pseudo random data. This random data is distributed ac-
cording to uniform distribution U [-1 1]. Collaboration between pseudo random data 
and moment based feature vector turns out a robust discriminative power mechanism 
that results a diminution of intra-class offset.  

The progression of Discrete-Hashing is described as below, 

1. compute ),( ℜpqPZx = <feature vector, random data set> , where < , > de-

notes the inner product process. 

2. determine 
≥
<

=
τ
τ

x

x
xb

;1

;0
)( , where  is a threshold for assigning a single 

bit, which will be used to form D-Hashing code. 

This procedure is repeated for other sets of random data to attain multiple binary 
bits for making up a bit string, D-Hashing code, acted as verification key in our pro-
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posed authentication system. Here is worth to note that the random data is an or-

thonormal set { }mkk ,.....,3,2,1; =ℜ=℘  which alleviates inter-bit correlations. In 

other words, each bit b(x) is unassociated to other bits and this trait maximizes the 
inter-class distance. The D-Hashing code formulation is illustrated in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 3. D-Hashing code formulation 

5   Experimental Results and Discussions 

Experiments were conducted by using a set of database which possessing 100 differ-
ent palmprint classes, with six samples for each class. This makes up a total of 600 
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experimental palmprint samples. For each palmprint pattern, the first, third and fifth 
sample were used for testing and the rest for enrollment. The region of interest is 
cropped and converted to 16-bit grayscale. A few palmprint samples are shown in  
Fig. 4. 

 

Fig. 4. A few palmprint samples that used in the experiments 

The experimental schemes are as follows: 

PZM : denoting solely PZM-based  scheme. 
PZM+D-m: denoting two-factor scheme where m is the bit length. 

The experimental data are acquired for m=30, 50 and 70. A simple similarity appa-
ratus, Euclidean distance metric, is adopted in classification phase. 
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Fig. 5. Plot of recognition rate versus moment order 

At the initial stage, pertinent and optimal moment order in representing the palm-
print identity is determined. An experiment was conducted using different settings of 
feature vectors based on the order (h) of pseudo Zernike moments for determining the 
moments that optimally describe palmprint features. The result of recognition rate is  
shown in Fig. 5. Moments of order 12, which obtain the highest recognition rate, pos-
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sesses the best feature vectors that optimally describe the palmprints. Therefore, mo-
ments of order 12 are selected for the continuous experiments in this study. Further- 
more, the figure also reveals that the higher order of moments, the higher recognition 
rate of the system. This is because higher order moments capture finer and details 
about the image [6]. However, this is only true to a certain point as the recognition 
rate will become stabilize or even worse if the feature length is extended further. 

Table 1 shows the comparison between PZM and PZM+D-m schemes based on the 
Equal Error Rate (EER) condition where FAR•FRR.  It can FRR.  It can be observed that PZM+D-
m schemes perform much better than PZM scheme. From the result, PZM+D-70 
scheme yields 0% of FRR when FAR is reduced to zero. This is a significant en-
hancement to the contemporary biometric systems as the interdependency problem 
between FAR and FRR is eliminated. Besides, we can see that longer bit length, m, 
produces more impressive result. 

Table 1.  PZM and PZM+D-m schemes comparison based in ERR 

Schemes FAR (%) FRR (%) TSR (%) 
PZM 4.422 4.427 95.578 

PZM+D-30 0.535 1.00 99.460 
PZM+D-50  0.030 0 99.970 
PZM+D-70 0 0 100.00 

 

Fig. 6.  Receiver Operating Characteristic (ROC) plot for PZM+D-m schemes 

Fig. 6 depicts dramatic decrement of EER for PZM+D-m schemes and its  
consistent Receiver Operating Characteristic (ROC) plot along the x- and y-axis. The 
lower and further left on the graph for each curve then the better the performance. 
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Thus Fig. 6 shows the robustness of PZM+D-70 scheme in personal verification. The 
figure also illustrates the phenomenon of longer bit length, m, produces better result. 
Introduction of Discrete-Hashing in authentication system is efficient to overcome the 
trade-off between system FAR and FRR. 

 

(a) 

 

(b) 
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(c) 

 
(d) 

Fig. 7. Genuine and imposter population distribution for (a) PZM scheme, (b) PZM+D-30 
scheme, (c) PZM+D-50, and (d) PZM+D-70 

Fig. 7 illustrates the genuine and imposter population distribution for PZM and 
PZM+D-m schemes, respectively. The results show that there is a large overlapping 
in between the genuine and imposter population distributions for PZM scheme, but a 

Genuine Imposter 
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small overlapping for PZM+D-30 and PZM+D-50 schemes and a clear separation for 
PZM+D-70 scheme. This indicates that PZM+D-m scheme with suitable bit length, 
m, outweighs PZM scheme by minimizing the intra-class distance and maximizing the 
inter-class distance, see Fig. 7. The steeper drop-offs in PZM+D-m profiles are appar-
ent compared to the PZM profile. These sharp drop-offs allow achievement of zero 
FAR without downgrading the FRR performance. 

6   Concluding Remarks 

Novel framework of two-factor palmprint authentication system is presented in this 
paper. This two-factor system couples tokenized pseudo random pattern and pseudo 
Zernike moment based features to generate a set of unique private compact binary 
code, Discrete-Hashing code. In this paper, pseudo Zernike moments are chosen as 
feature extractor due to their superior feature representation capability and prominent 
orthogonality property. Combination between moment based features and random 
data outcomes a clear separation of the genuine and the imposter frequency distribu-
tion, zero EER level where specification of zero FAR does not imperil the perform-
ance of FRR, diminution of intra-class offset and expansion of inter-class differential 
distance. The proposed two-factor palmprint authenticator is able to accomplish an 
excellent performance with 100% of Total Success Rate (TSR) with zero False Ac-
cept rate (FAR) and False Reject rate (FRR). 
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Practical Gaze Point Computing Method
by 3D Position Estimation
of Facial and Eye Features
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7 Hongji-Dong, JongRo-Gu, Seoul,

Republic of Korea

Abstract. This paper addresses the accurate gaze detection method by
tracking facial and eye movement at the same time. For that, we imple-
mented our gaze detection system with a wide and a narrow view stereo
camera. In order to make it easier to detect the facial and eye feature po-
sitions, the dual IR-LED illuminators are also used for our system. The
performance of detecting facial features could be enhanced by Support
Vector Machine and the eye gaze position on a monitor is computed by a
multi-layered perceptron. Experimental results show that the RMS error
of gaze detection is about 2.4 degrees (1.68 degrees on X axis and 1.71
degrees on Y axis at the Z distance of 50 cm).

Keywords: Gaze Detection, Facial and Eye Movement.

1 Introduction

Human gaze can provide important information in communication, such as
giving cues of people’s interest and attention, facilitating turn-taking during
conversations, giving reference cues by looking at an object or person, and indi-
cating interpersonal cues such as friendliness or defensiveness [24]. Gaze detection
technology is important in many applications. It is applicable to the interface of
man-machine interaction, such as the view control in three-dimensional simula-
tion programs. Furthermore, it can help the handicapped to use computers and
is also useful for those whose hands are busy doing other things[19]. In addition,
it can be used for man-machine interface for wearable computer environment
and the manipulation of mouse or keyboard is difficult in such a case. The pre-
vious gaze detection researches can be classified into 4 categories. First one is
that focused on 2D/3D head motion estimation[2][11]. Second one is that for
the facial gaze detection[3-9][12][13][15] and the third one is the eye gaze de-
tection[10][14]. And last one is that considering both head and eye movement
has been researched. Ohmura and Ballard et al.[5][6]’s methods and Rikert et
al.[9]’s method has the constraints that the user’s Z distance should be measured
manually and take much time to compute the gaze position. Gee et al.[7] and

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 237–247, 2004.
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Fig. 1. The gaze detecting system

Heinzmann et al.[8]’s methods only compute gaze direction vector and do not ob-
tain the gaze position on a monitor. In the methods of [12][13], a pair of glasses
having marking points is required to detect facial features. The researches of
[3][4][16] show the facial gaze detection methods and have the disadvantage that
the gaze errors are increased in case that the eye movements happen. To over-
come such problems, the research of [17] shows the facial and eye gaze detection,
but uses only one wide view camera. In such case, the eye image resolution is
too low and the fine movements of user’s eye cannot be exactly detected. Wang
et al.[1]’s method provides the advanced approaches that combines head pose
and eye gaze estimation by a wide view camera and a panning/tilting narrow
camera. However, in order to compute the gaze position, their method supposes
that they know the 3D distance between two eyes, that between both lip corners
and the 3D diameter of eye ball. Also, they suppose there is no individual vari-
ation for the 3D distances and diameter. However, our preliminary experiments
show that there are much individual variations for the 3D distances/3D diameter
and such cases can increase much gaze errors. To overcome above problems, we
propose the new method for detecting gaze position.

2 Overall Procedures of Gaze Detecting Algorithm

In this paper, the gaze detection is performed according to following procedures.
At first, the facial features are detected in wide view image as shown in sec-
tion 3. Then, the Z distance between a user and monitor is calculated by our
stereo wide/narrow view camera and the facial gaze position is calculated as
shown in section 4. After that, the magnified eye image is obtained by pan-
ning/tilting/zooming/focusing narrow view camera and the eye feature location
is performed as shown in section 5 and 6. Then, the eye gaze position is calcu-
lated by multi-layered perceptron and the final gaze position is calculated by the
vector summation of facial and eye gaze position as shown in section 7.
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Fig. 2. The on/off controlling of IR-LED illuminator for detecting eye features

3 Localization of Facial Features in Wide View Image

In order to detect gaze position on a monitor, we first locate facial features
in wide view images. To detect facial features robustly, we implement a gaze
detection system as shown in Fig. 1. The IR-LED(1) is used to make the specular
reflections on eyes. Due to the IR pass filter(2) in front of camera lens, the
brightness of input image is only affected by the IR-LED(1) excluding external
illumination. The reason of using IR-LED(1) of 880nm is that it does not make
dazzling to user’s eye. When a user starts our gaze detection system, the micro-
controller(4) turns on the illuminator(1) synchronized with the even field of
CCD signal and turns it off synchronized with the next odd field of CCD signal,
successively as shown in Fig. 2[17]. From that, we can get a difference image
between the even and the odd image and the specular reflection points on both
eyes can be easily detected because their image gray levels are higher than other
regions[17]. In addition, we use the Red-Eye effect and the method of changing
Frame Grabber decoder value in order to detect more accurate eye position[17].
In general, the NTSC signal from camera has high resolution (0 ∼ 210 − 1), but
the range of A/D conversion by conventional decoder of the Frame Grabber is
low resolution (0 ∼ 28 − 1). So, the NTSC signal in high saturated range such
as the corneal specular reflection on eye and the some reflection region on facial
skin can be represented as same image gray level (28−1), which makes it difficult
to discriminate the corneal specular reflection. However, the NTSC signal level
of corneal specular reflection is higher than that of other reflection due to the
reflectance rate. So, if we make the decoder brightness value lower, there is no
high saturated range and the corneal specular reflection and the other reflection
can be discriminated easily as shown in Fig. 3. Around the detected corneal
specular reflection points, we determine the eye candidate region of 30*30 pixels
and locate the accurate eye (iris) center by the circular edge detection method.
After that, we detect the eye corner by using eye corner shape template and
SVM (Support Vector Machine)[17]. We got 2000 successive image frames for
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Fig. 3. The NTSC signal range vs. AD conversion range

SVM training and additional 1000 images were used for testing. The parameters
used for SVM were selected by our empirical experiments. Experimental results
showed the classification error for training data is 0.11% and that for testing data
is 0.2%. The classification time of SVM was 8 ms in Pentium-III 866MHz. After
locating eye centers and eye corners, the positions of nostrils can be detected by
anthropometric constraints in a face and SVM. In order to reduce the effect by
the facial expression change, we do not use the lip corners. Experimental results
showed that RMS error between the detected feature positions and the actual
positions were 1 pixel (of both eye centers), 2 pixels (of both eye corners) and 4
pixels (of both nostrils) in 640×480 pixels image. From those, we use 5 feature
points (left/right eye corners of left eye, left/right eye corners of right eye, nostril
center) in order to detect facial gaze position.

4 Computing Facial Gaze Position

Based on the detected 2D eye corner center positions, we can pan/tilt the narrow
view camera in order to capture the eye image. For that, the Z distance (between
the wide view camera and the 3D eye corner positions) should be required in
order to determine the accurate angle of panning/tilting supposing that the
geometric relationship between the wide and narrow view camera is known.
However, the accurate Z distance is difficult to be obtained with single wide
view camera and we use the following method in order to determine the angle of
panning/tilting. At first, we determine the initial viewing angle of narrow view
camera as 4.3 degree(from -2.15 to +2.15 degree, vertically) by empirically and
we can obtain the magnified eye image of narrow view camera (the diameter of
iris is below 135 pixels at the Z distance of 50 cm). Then, we can detect more
accurate 2D eye corner positions by the method as mentioned in section 3. Then,
we compute the 3D eye corner positions using the narrow and wide view stereo
camera as following. Supposing that P point, which is the left eye corner of right
eye, is observed in both wide and narrow view camera as shown in Fig. 4, then
we can obtain Eq. (1) [18].
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Fig. 4. The perspective projection

X1 =
x1 ∗ (f1 − Z1)

f1
, Y1 =

y1 ∗ (f1 − Z1)
f1

X2 =
x2 ∗ (f2 − Z2)

f2
, Y2 =

y2 ∗ (f2 − Z2)
f2

(1)

where (x1, y1) is the observed 2D position in the narrow view camera, (x2, y2)
is the observed 2D position in the wide view camera and f1, f2 are the focal
lengths of the narrow view and the wide view camera, respectively. In addition,
(X1, Y1, Z1) is the 3D position of P point in the narrow view camera coordi-
nate and (X2, Y2, Z2) is the 3D position of P point in the wide view camera
coordinate. Considering the coordinate conversion between the narrow and wide
view camera, we can obtain the Z distance (Z2)[18]. With the calculated the Z
distance (Z2) and Eq. (1), we can obtain the 3D positions(X2, Y2, Z2) of feature
point(P) in the wide view camera coordinate. Then, we perform the additional
coordinate conversion between the wide view camera coordinate and monitor
coordinate. Same rules are applied to the other 4 features points and we can
obtain the 3D positions of 5 features (left/right eye corners of left eye, left/right
eye corners of right eye, nostril center) in monitor coordinate. For that, addi-
tional panning/tilting of the narrow view camera may be required in order to
include the other feature points in the narrow view image and it takes little
time as below 5 ms. The experimental results show that the RMS error of be-
tween the computed 3D positions of 5 features and the actual ones (measured
by 3D position tracking sensor) is about 0.781 cm (0.41cm in X axis, 0.45cm
in Y axis, 0.49cm in Z axis) for 50 person data. Then, we can determine one
facial plane from the computed 3D positions of the 5 features and the normal
vector (whose origin exists in the middle of the forehead) of the plane shows a
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(a) (b)

Fig. 5. The eye image having specular reflection on glasses (a)Eye image with left
illuminator (b)Eye image with right illuminator

Fig. 6. The features for eye gaze detection from right eye

gaze vector by head (facial) movements. The gaze position on a monitor is the
intersection position between a monitor and the gaze vector.

5 Auto Zooming and Focusing of Narrow View Camera

As mentioned in section 4, we get the eye image in narrow view camera, but the
eye image size inevitably becomes small (the diameter of iris is below 135 pixels
at the Z distance of 50 cm). In order to compute more accurate eye gaze position,
we should get more magnified eye image. So, we implement the zoom lens into
our narrow view camera and perform auto zooming operation in narrow view
camera. In addition, conventional narrow view camera has small DOF (Depth
of Field) and there is the limitation of increasing the DOF with the fixed focal
camera. So, we also implement the focus lens into our narrow view camera and
perform auto focusing operation in narrow view camera in order to capture clear
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Fig. 7. The features for eye gaze detection from left eye

eye image. For auto zooming and focusing, the Z distance between the eye and
the narrow view camera is required and we can obtain the accurate Z distance
(Z1) by Eq. (1) and section 4. In the case that the surface of glasses can make
the specular reflection which covers the whole eye image, the eye region is not
detected and we cannot compute the eye gaze position. So, we turn on the both
sided illuminator (Fig. 1(6)) alternately and overcome such problem as shown
in Fig. 5.

6 Localization of Eye Features in Narrow View Image

After we get the zoomed/focused eye image (the diameter of iris is more than 230
pixels), we perform the localization of eye features again as shown in Fig. 6 and 7.
We detect P1 ∼ P ′

4 in right eye image as shown in Fig. 6 and also detect P5 ∼ P ′
8

in left eye image as shown in Fig. 7 for computing eye gaze detection. Here,
the P1 and P ′

1 show the pupil center and the P2 and P ′
2 does the iris center. J.

Wang et al.[1] uses the method that detects the iris outer boundary by elliptical
fitting. However, the upper and lower regions of iris outer boundary tend to be
covered by eyelid and inaccurate iris elliptical fitting happens due to the lack
of iris boundary pixels. In addition, their method computes eye gaze position
by checking the shape change of iris when a user gazes at monitor positions.
However, our experimental results show that the shape change amount of iris
is very small and it is difficult to detect the accurate eye gaze position with
that. So, we use the positional information of both pupil and iris. Also, we use
the information of shape change of pupil, which does not tend to be covered by
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Fig. 8. The neural network for eye gaze detection and gaze position detection by face
and eye movement

eyelid. As shown in Fig. 6(b) and 7(a), the shapes of iris and pupil are almost
ellipse, when the user gazes at a side position of monitor and we use the canny
edge operator to extract edge components and a 2D edge-based elliptical Hough
transform. In order to detect the eye corner position, we detect the eyelid as
shown in Fig. 6 and 7 using the region-based eyelid template deformation and
masking method. Here, we use 2 deformable templates (parabolic shape) for
upper and lower eyelid detection, respectively. Experimental results show that
RMS errors between the detected eye feature positions and the actual ones are 2
pixels (of iris center), 1 pixel (of pupil center), 4 pixels (of left eye corner) and 4
pixels (of right eye corner). Based on the detected eye features, we select the 22
feature values (f1 ∼ f11 are used in case that right eye image can be captured
by narrow view camera as shown in Fig. 6 and f12 ∼ f22 are used in case that
left eye image can be captured as shown in Fig. 7).

7 Detecting the Gaze Position on a Monitor

In section 4, we explain the gaze detection method only considering head move-
ment. However, when a user gazes at a monitor position, both the head and eyes
tend to be moved simultaneously. So, we compute the additional eye gaze posi-
tion by the detected 22 feature values (as mentioned in section 6) and a neural
network (multi-layered perceptron) as shown in Fig. 8(a). The numbers of input
nodes, hidden nodes and output nodes are 11, 8 and 2, respectively. They are
selected by our empirical experiments. For output function of neural network,
we use a limited logarithm function, which shows better performance than that
in case of using other functions, like a linear, sigmoid etc. That is because the
narrow view camera is above the wide view camera and the 2D eye movement
resolution is decreased in case of gazing at the lower positions of the monitor.
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Fig. 9. An example of gaze detection errors on a 19” monitor

The continuous output values of neural network represent eye gaze position on
a monitor. After detecting eye gaze position, we can determine a final gaze po-
sition based on the vector summation of facial and eye gaze position as shown
in Fig. 8(b).

8 Performance Evaluations

The gaze detection error of our method is compared to that of our previous
methods[3][4][15][17]. The researches[3][4] compute facial gaze position not con-
sidering the eye movements. The research[15] calculates the gaze position by
mapping the 2D facial feature position into the monitor gaze position by linear
interpolation or neural network without 3D computation and considering eye
movements. The method[17] computes the gaze positions considering both head
and eye movements, but uses only one wide view camera. The test data are
acquired when 95 users gaze at 23 gaze positions on a 19” monitor as shown in
Fig. 9. Here, the gaze error is the RMS error between the actual gaze positions
and the computed ones. At the 1st experiment, the gaze errors are calculated in
two cases as shown in Table 1. The case I shows the gaze error about test data
including only head movements and the case II does the gaze error about test
data including head and eye movements.

Shown in Table 1, the gaze error of the proposed method is the smallest in
any case. Fig. 9 shows an example of the gaze detection errors on a 19” monitor.
The reference positions are marked as ”black big circle” and the computed gaze
positions are shown as ”X” and ”black small circle”. From the Fig. 9, we can
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Table 1. Gaze error about test data (cm)

Method Linear Single Combined [3] [4] [21] Proposed
interpol.[19] neural net[19] neural nets[19] method method method method

case I 5.1 4.23 4.48 5.35 5.21 3.40 1.21
case II 11.8 11.32 8.87 7.45 6.29 4.8 2.11

know the gaze errors and the error variations are more increased in lower region of
the monitor. That is because two cameras are positioned on the monitor and fine
movement of head and eye cannot be seen in case of gazing at the lower positions
of the monitor, consequently. At the 2nd experiment, the points of radius 5 pixels
are spaced vertically and horizontally at 1.5” intervals on a 19” monitor with
monitor resolution of 1280×1024 pixels as such Rikert’s research[9]. The RMS
error between the real and calculated gaze position is 2.09 cm and it is superior to
Rikert’s method (almost 5.08 cm). Our gaze error is correspondent to the angular
error of 1.68 degrees on X axis and 1.71 degrees on Y axis at the Z distance of
50 cm. In addition, we tested the gaze errors according to user’s Z distance.
The RMS errors are 2.07cm at 50cm, 2.07cm at 60cm, 2.11cm at 70cm and the
performance of our method is not affected by the user’s Z position change. Last
experiment for processing time shows that our gaze detection process takes about
100ms in Pentium-III 866MHz and it is much smaller than Rikert’s method (1
minute in alphastation 333MHz). The research[1] shows the angular error of
below 1 degree, but their method supposes that they know the 3D distance
between two eyes and that between both lip corners and there is no individual
variation for the 3D distances. In addition, they suppose that they know the
3D diameter of eye ball and there is no individual variation for that. However,
our preliminary experiments show that there are much individual variations for
the 3D distances/3D diameter (from 95 users’ test) and such cases can increase
much gaze errors (the angular error of more than 5 degree).

9 Conclusions

This paper describes a new gaze detecting method. Experimental results show
that the RMS error of gaze detection is about 2.4 degrees (1.68 degrees on X
axis and 1.71 degrees on Y axis at the Z distance of 50 cm). In future works,
we plan to develop the method to increase the auto zooming/focusing speed to
decrease total processing time of gaze detection. In addition, we will test the
gaze detection performance with more data in various environment.
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Abstract. Recent research in ontologies and descriptions logics has focused on
compromising between expressiveness and reasoning ability, with many other is-
sues being neglected. One major issue that has been neglected is how one should
go about in modifying ontologies as inconsistency arises. The central concern of
this problem is therefore to determine the most rational way of modifying on-
tologies, such that no extra knowledge would be retained in or retracted from the
knowledge base. The purpose of this paper is to outline the complexities in this and
to present some insights into the problem of ontology modification. Description
logic (DL) is used in this paper as the underlying logic for the representation of
ontology, and ontology modification is performed based on this logic.

Keywords: Ontologies, Description Logics, Belief Revision.

1 Introduction

Description logics are increasingly being seen as an appropriate representation language
for defining ontologies [2]. Being fragments of first-order logics, they have a clear
and well-understood semantics. Yet, reasoning in these logics can be done much more
efficiently than in full first-order logic.

Thus far, research on ontologies and description logics has focused on finding logics
with the appropriate level of expressivity for the task at hand, and the development of
efficient reasoning in these logics. But many other questions still remain unsolved. For
example, when building and integrating ontologies, DL reasoners can be used to derive
consequences (like subsumption and instance relationships) and to test for consistency
(of one ontology or the integration of different ones). In many cases, these inference
services help the users to find errors in the ontology that is being tested (inconsistencies
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or unwanted consequences). Although such errors are detected automatically, the ontol-
ogy engineer must manually change the ontology to correct these errors. It would be
preferable if this hard and time-consuming task can (at least partially) be automated by
applying known AI techniques from the area of belief revision and the related areas of
belief merging and negotiation in particular, to extract information from an inconsistent
knowledge base.

Belief revision techniques [6] have been applied in DLs (in Nebel’s Ph.D. thesis
[19]), but not to the expressive DLs which may be needed for ontologies. The efficient
application of these techniques is not just a question of plugging DL algorithms into
a belief revision system. Rather, it will involve the development of new algorithms
exploiting the structure of the DLs under consideration. The hope is that such algorithms
will be well-behaved in practice for the same reasons that the existing algorithms for
DLs are well-behaved.

In section 2 we provide a brief introduction to description logics, and in section
3, we describe the problem of inconsistency in description logics and suggest ways
for resolving these inconsistencies. In section 4, we present a perference ordering as a
guideline for performing ontology modification. This is followed by a discussion on the
different kinds of modification relevant to ontologies in section 5.

2 Description Logics

Description Logics are representation languages, specially designed for expressing con-
cepts in a hierarchical structure. They offer inferential capabilities, such as subsumption,
instance checking and consistency checking. A knowledge base based on description
logic is composed of two separate components, the TBox and the ABox. The ABox con-
tains concept assertions and role assertions. Concept assertions deal with individuals,
allocating individuals to concepts. Role assertions, on the other hand, are binary relation-
ships that link up pairs of individuals. The TBox contains terminologies or vocabularies,
which can be expressed in terms of concepts or roles. The TBox conveys information
by equating each concept to other concepts through the use of connectives, which are
defined by the description languages, with the syntax rule governing the formation of
complex concepts. Concepts in the TBox can be considered as the representation of a
set of individuals in the ABox, and if expressed in terms of roles, it represents a binary
relationship between two sets of individuals in the ABox.

For demonstration purposes, we will limit ourselves to just one type of description
lanaguage, namely, the ALU , which belongs to the family of attributive languages (or
AL -languages), as described in [1]. The attributive language is based on a set of atomic
concepts and roles, which are assumed to be pre-defined and will be used as building
blocks for more complicated concepts. Construction of concept in ALU is guided by
the following syntax rule:

There are other constructors defined in DLs that can be used to obtain more expressive
languages. Other constuctors that are available include full existential quantification and
number restrictions.
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C, D −→ A | (atomic concept)
¬A | (negation of atomic concept)
� | (universal)
⊥ | (bottom concept)
C � D | (intersection of concepts)
C � D | (union of concepts)
∀R.C | (value restriction)
∃R.� (limited existential quantification)

Fig. 1. Syntax Rule for ALU

3 Consistency in Description Logic

In this section, we present the notion of inconsistency in DL as an indication for triggering
the ontology modification process, and provide an example on a simple knowledge base
in DL.

We defineK = Cn(KT ∪KA) to be the knowledge base, withKT andKA denoting
the two components of K, namely the knowledge in the TBox and ABox respectively.
An example of such a knowledge base is shown below:

KT = {Bird � Animal � F ly}

KA = {Bird(Tweety)}

Example 1

Here, we define Tweety as a Bird in KA, and we define Bird to subsume Animal
and F ly in KT . Also, we assume that that both Animal and F ly are primitve con-
cepts, that is, concepts that cannot be defined any further (refer to later section on basic
primitives for more details).

KT elements can take either of the two forms, namely inclusions and equilities, as
denoted by the symbol � and ≡ respectively, and can be applied to both concepts and
roles. KT can be considered as rules that are imposed onto KA, and through this we
can deduce new knowledge (assertions) not contained in either KT or KA. We call this
knowledge KTA, and define it as K − (KT ∪KA).

KTA ⊇ {Animal(Tweety),F ly(Tweety)}

Note that all tautologies and sentences such as (Animal�Unknown)(Tweety) are
omitted from KTA, as they have little relation to the content of this paper. The above
knowledge base is consistent, since K �|= ⊥. Note that, if either KT |= ⊥ or KA |= ⊥,
then K |= ⊥.

Next, consider α as a single sentence. Also, consider the following:

α = {¬F ly(Tweety)}

If we attempt to incorporate this new piece of knowledge α into our original knowl-
edge base K, we would have an inconsistent knowledge base, since KTA ∪ {α} |= ⊥,
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and therefore K ∪ {α} |= ⊥. The main objective of ontology modification is to provide
the most rational way of resolving these conflicts, without retracting or retaining any
more of the original knowledge in K than is necessary. While it is obvious that ontol-
ogy modifications are necessary to maintain a consistent knowledge base, it is not clear
which part of the knowledge in K should be retained or retracted.

There are two opposing views to this problem. In the machine learning perspective,
in particular clustering [9, 10], one can view datums as assertions, while clusters can be
viewed as terminologies. In this sense, the formation of clusters is solely dependent on
their nearby datums, that is, clusters are a generalised form of datums. If we map this
idea to description logics, then the TBox will just be the generalisation of the ABox,
which means ABox assertions should prioritise over TBox terminologies, if one is to
choose in between the two. Intuitively, since assertions are observations, one would
be tempted to believe in them, as human beings (agents) tend to believe in what they
see with their own eyes (sensors), and would prefer to give up their belief on things
that they do not see, that is, the terminologies. However, from another point of view,
where TBox is treated as intensional knowledge and ABox is treated as extensional
knowledge, one would arrive at a totally different conclusion. By definition, intensional
knowledge of a concept is the set of attributes that are common to all those and only
those individuals that are being referred to, whereas extensional knowledge is the set
of individuals denoted by the concept. From this definition, one can basically conclude
that extensional knowledge is determined by intensional knowledge. Thus, intensional
knowledge of TBox is more deeply embedded, and therefore more resistent to change
compared to extensional knowledge of the ABox. An example that is consistent with this
definition is that of scientific discovery [17], in which theories that are being developed
are unlikely to be changed easily, even though there are clear experimental observations
that are in conflict with the developed theories.

Basic Primitives. In what follows we will be assuming that agents share a set of prim-
itive concepts in terms of which all other concepts are defined. Without this assump-
tion it seems impossible to perform any kind of ontology modification. Even with this
assumption, there are still many difficulties to be resolved. The question of how to
decide what are the primitive concepts is a very difficult one, as illustrated by a puz-
zle pointed out by the philosopher David Miller [18], and also in Goodman’s paradox
[7, 8].

Resolving Inconsistencies. In general, one should always pay special attention to the
composition of K in determining how ontology modification should be performed. In
this case, consistency between different components of K and α becomes a crucial
factor in ontology modification. In this section, we examine the techniques for resolving
the inconsistencies as they arise. We introduce the notation K ′ to represent K after
modification. Similarly, we denote K ′

T , K ′
A and K ′

TA, as the modifed version of KT ,
KA and KTA respectively,

1. K ∪ {α} �|= ⊥.
The new piece of knowledge α does not result in any inconsistencies, therefore we
can simply incorporate α into K.
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2. K ∪ {α} |= ⊥,KT ∪ {α} �|= ⊥ and KA ∪ {α} |= ⊥.
In this case, we have an inconsistency in KA ∪ {α} and we would have to modify
KA to rectify the problem, as modifying KT or KTA would have no effect on the
situation at all. Modification ofKA should resemble the idea of AGM belief change
and therefore capture the notion of minimal change.

Another issue we should consider is the effect of modifyingKA. Depending on the
interactions between KT and KA, the effect on KTA would be varied accordingly.
The simplest situation we can have is when there is no interaction between KT

and KA, that is, none of the assertions in KA (at least not the ones that would be
modified due to α) uses any definition in KT to make new assertions in KTA, and
therefore changes in KA would not be reflected upon that part of KTA relating to
KT . On the other hand, if interaction exists between KT and KA, and if assertions
are either added or removed from KA, then such changes would be reflected upon
KTA. This could potentially introduce other inconsistencies in KTA and therefore
one should always take KTA into consideration when modifying KA.

If assertions are being removed from KA, and as a result assertions that can be
derived fromKT need to be removed fromKTA, then one can choose to retain these
assertions by transferring them to K ′

A. One incentive for applying this technique
would be to ensure minimal change inK such thatK ∪{α} is consistent. However,
doing so in most cases would not ensure minimal change in KA. Also, the nature
of the transferred knowledge would be changed, as they would no longer be the
inferred knowledge of KT and KA, but rather it becomes independent of KT .

Now, consider Example 1 again and this time let α = {¬Bird(Tweety)}. Since
we have an inconsistency in KA ∪ {α}, as both Bird(Tweety) and its negated
form ¬Bird(Tweety) are in KA ∪ α, one would have no choice but to remove
Bird(Tweety) from KA. While removing Bird(Tweety) from KA would make
KA∪{α} consistent, some knowledge such asAnimal(Tweety) andF ly(Tweety)
in KTA, would be lost. To retain such knowledge while ensuring consistency, one
could simply transfer some of the assertions inKTA toK ′

A, that is, transferring either
Animal(Tweety) or F ly(Tweety) to K ′

A. It should be clear from this example
that modifying either KT or KTA would have no effect on the situation.

3. K ∪ {α} |= ⊥,KT ∪ {α} |= ⊥ and KA ∪ {α} �|= ⊥.
The situation of having an inconsistency inKT is similar to that inKA, in which the
only way to resolve the inconsistency would be to make changes to the inconsistent
component, which is KT in this case. Modification of KT could be done by either
strengthening or weakening definitions in KT . For example, consider Example 1
again, but this time let α = {Bird � ¬F ly}. There are two possible solutions
to resolve the inconsistency. One is to strengthen the definitions in KT , that is, by
dropping the condition F ly in the original definition, and have Bird � Animal �
¬F ly instead. By performing this operation, we are not only admitting that we were
incorrect, but also accepting the new condition ¬F ly. The alternative solution is by
weakening definitions in KT . In this case, we can weaken Bird � Animal � F ly
to justBird � Animal, and avoid having to make judgement on the condition F ly.
It should be clear that both the strengthening and weakening techniques can have an
effect on KTA. For instance, by changing KT to Bird � Animal, F ly(Tweety)
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would no longer be available. However, one could adopt a similar technique as in the
case of inconsistent KA, that is, preserving certain part of the knowledge in KTA

by transferring them to K ′
A.

4. K ∪ {α} |= ⊥,KT ∪ {α} �|= ⊥ and KA ∪ {α} �|= ⊥.
This inconsistency is due to KTA ∪ {α} |= ⊥. This problem can be rectified by
modifying either KT or KA. KTA would shrink eventually, if there is enough
knowledge retracted from KT or KA. An obvious solution for Example 1 would be
to either removeBird � Animal�F ly from the TBox orBird(Tweety) from the
ABox or both. Alternatively, we can weaken the definition in KT . This is done by
identifying a feature from Tweety, that can be used to distinguish Tweety from any
other birds (or feature from other birds, that is distinct from Tweety). In this case,
we can weaken the definitionBird � Animal�F ly toBird � Animal� (F ly�
Penguin). Here, we could have two situations. If Penguin(Tweety) is inK or α,
and that Tweety is the only Bird that is also a Penguin, then what we have done
is simply making an exception to Tweety and admitting that Penguin can also be
a Bird. On the other hand, if Penguin(Tweety) is not in either K or α, then we
are really just allocating Tweety to a meaningless concept called Penguin. Such
concept could be substituted by any other concept name, say unknown(Tweety).
In fact, we can simply create a concept, substitute Penguin by this concept and
have Tweety allocated to it, for instance unknown(Tweety), where the concept
unknown can be replaced by any concept name that has never appeared before or
will ever be appeared. If such a concept does appear, then we would have a clash in
meaning with two concepts having the same label (concept name). This is suggesting
that this technique, although effective in resolving inconsistency, should be avoided
whenever possible.

5. K ∪ {α} |= ⊥,KT ∪ {α} |= ⊥ and KA ∪ {α} |= ⊥.
When we have a situation where inconsistency exists in both KT and KA. Each of
the single treatments alone described in 1, 2 and 3 will not be sufficient, instead it
is necessary to seek a combination of these treatments. One strategy in resolving
inconsistencies in K is by applying both 1 and 2, until both KT ∪ {α} �|= ⊥ and
KA ∪ {α} �|= ⊥. Now, if K ∪ {α} still remains inconsistent, then it would be
necessary to also apply 3 to resolve inconsistencies in KTA.

4 Preference Ordering for Description Logics

The idea of having a preference ordering for each component in K is based on previous
work on epistemic entrenchment [6, 5] in belief revision. Obviously, some terminologies
or assertions are more important, and thus should be prioritised over the others. As
illustrated in Fig.2, the preference ordering is represented as a cube, with each dimension
representing an ordering for each of KA, KT and KTA. Each component in K has its
own ordering, with the position labelled ’0’being the origin, which is also highest priority
or priority level 0. The number of priority levels for each of the components is specified
at the time the cube is constructed, and one would be required to specify at least the
number of priority levels for KA and KT . One might also wish to limit the number of
priority levels inKTA. The priority levels are positive discrete values, and increase with
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Fig. 2. Preference Ordering for KT , KA and KTA

distance from the origin. The higher the priority level value, the lower the priority. Each
level contains a set of wffs, and forKA andKT , it will be constructed according to one’s
preferences and can vary in different contexts. One of the interesting features in DL is
the idea of dividing K into KT and KA. Such a structure allows inferences to be made
to generate a natural ordering for KTA.

Here, we propose a method of constructing a preference ordering for KTA based on
KA and KT . Let KTi be the set of terminologies for KT at priority level i and KAj

be the set of assertions for KA at priority level j. Also, let |i| and |j| be the number of
priority levels for KT and KA respectively. We define KT and KA as follows:

KT =
|i|⋃

n=0

KTn

KA =
|j|⋃

n=0

KAn

Next, we define a function called Inst that deduces all the direct logical consequences
of a set. We construct KTA as follows:

Γn =
{
KAj if n = 0;
Inst(KTi ∪ Γn−1) if n > 0.

lim
n→∞

Γn = Cn(KT ∪KA) = K

KTAn = ∆Γn,n+1 = Γn+1 − Γn

The idea is very simple. We first apply the definitions in KT to KA to infer a new
set of assertions, which will become the set of assertions with the highest priority in
KTA. Next, we apply the definitions to the new assertions (those in the highest priority
of KTA) we have just generated and infer more assertions, which will be considered as
the second highest priority. We repeat the process until either no more assertions can be
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inferred, or when we run out of priority levels, in which case the level with the lowest
priority will store all the remaining assertions.

There are several advantages in this scheme of perference ordering. Firstly, our
preference ordering captures the effect of performing inferences, and the more inferences
needed to arrive at a particular assertion, the less accurate this knowledge is likely to be,
thus we penalise this by giving it a lower priority. Secondly, the fact that each priority
level is dependent on the levels above (higher priority) means that if we were to remove
one assertion from a particular level, all the levels below it would also be affected. This
suggests that, whenever we are performing DL modification, we should always choose
to modify assertions in lower priorities first, as it would be less likely to affect other
assertions. In this sense, it is consistent with the idea of minimal change. For example,
suppose we have the following in K:

KT = {Bird � Animal � F ly,Animal � ¬Human � ¬Intelligent}

KA = {Bird(Tweety)}

We infer the following as the highest priority of KTA:

KTA0 = {Animal(Tweety),F ly(Tweety)}

Next, we infer the following based on all previous inferences in KTA:

KTA1 = {¬Human(Tweety),¬Intelligent(Tweety)}

Now, let α = Intelligent(Tweety), which means we have an inconsistency. While
one could change the definitonBird � Animal�F ly to, for instance,Bird � F ly, our
preference ordering suggests that we should maintain as many assertions of higher prior-
ities as possible, and be more willing to give up assertions of lower priorities. In this case,
since the inconsistency originates from the fact that we have ¬Intelligent(Tweety) in
priority level 1, one should attempt to resolve at this particular level, that is, by removing
¬Intelligent(Tweety) fromKTA. One way to acheive this is by altering the definition
Animal � ¬Human � ¬Intelligent to Animal � ¬Human.

5 Discussion

This section will be devoted to a discussion on the more general forms of ontology
modification.

5.1 Ontology Alignment

OntologyAlignment is one of the major challenges in ontology modification. The setting
is as follows: Two or more agents have different ontologies relating to the same domain.
Their purpose is to be able to communicate. What is needed is a method of translation
from one ontology to the other. There has been some recent work [11–13, 20, 21] in
making use of Channel Theory to perform ontology alignment, in which a method for
automatically determining such the ontology translation procedures is defined, under
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the assumption that all agents share a set of basic primitives on which all other terms
are based. In description logics this would amount to the alignment of concepts defined
in the TBox. Therefore, if we are to perform ontology modification here, one would
probably give higher priorities to the TBox than the ABox.

5.2 Ontology Merging

It is possible to idenitify different types of ontology merging. Merging TBoxes amounts
to making sure that different agents use the same terms in identical ways. The goal here
is quite unlike that of classical belief merging [14–16]. In belief merging, information
from different sources are pooled together, and the requirement is to find a consistent set
of beliefs representing the merged information. In the case of merging TBoxes, it seems
that either one of the two things could happen. If agents find that they use the same terms
in ways that differ only slightly, it would be required of all agents involved to amend
their definitions slightly. This is indeed reminiscent of classical belief merging. The other
possibility is for them to realise that, although they are using the same term(s), they are
really describing sufficiently different concepts. In such a case it would be necessary
for both agents to invent new terms to describe the concept of the other one. Perhaps a
combination of alignment and merging would be appropriate.

Observe that TBox merging ought not to affect the Aboxes, although it might affect
the conclusions that can be drawn, from assertions in theAboxes, of course. Suppose that
a concept in the TBoxes of agents 1 and 2 has been modified slightly; that is, merging
has taken place. For example, suppose agent 1’s concept of fish in its TBox is of an
animal with fins that lives in water, and that its Abox contains the information that Willy
is an animal, has fins, lives underwater, and suckles its young. It will then be able to
conclude that Willy is a fish. But if, after merging, agent 1’s concept of a fish is changed
to an animal with fins, living in water, not suckling its young, Willy would no longer be
classified as a fish.

A formalisation of TBox merging looks quite different from that of classical merging.
For example, one of the basic properties of belief merging is that if all the pieces of
information to be merged put together yield a consistent set of sentences, this is what the
merged outcome should be. But consider a situation in which agent 1 defines a dog as
an animal with four leg that barks, and agent 2 defines a dog as a large animal with four
legs, that barks. Although these two definitions are consistent, it is unintuitive to take
the merged outcome to be these two definitions put together (yielding a definition of a
dog as a large animal with four legs that barks). Agent 1 might well reason that agent
2’s definition is based on the fact that it has not yet encountered large dogs.

The other type of merging would be Abox merging. This is merging in the classical
style, although one would have to make the assumption that TBoxes have already been
aligned and merged before ABox merging takes place.

5.3 Ontology Revision

One view of Abox revision is that it is essentially classical revision, but with the provi-
son that everything in the TBox is fixed. Formally, this can be described as classicalAGM
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revision [6], for example, with sentences in the TBox treated similar to logically valid
sentences. However, there exists another view of ABox revision. Suppose that Agent 1’s
definition of a bird is of an animal with feathers. Furthermore, suppose that Agents 1’s
TBox contains the fact that all birds fly. Now suppose further that I have observed that
Agent 1 has observed that Tweety is an animal with feathers, and Agent 1 has been told
that Tweety is a bird. Now Agent 1 observed that Tweety cannot fly. This thus creates
an inconsistency with information in TBox. One solution to this, of course, is to remove
the information that Tweety is a bird. But a more natural solution would seem to be to
modify the definition of bird in some way. At the moment it is still unclear as to when
to perform the first kind of ABox revision, and when it would be more appropriate to
perform the second kind.

6 Future Work

So far, we have provided some insights as to how ontology modification can be per-
formed. However, we have neglected one crucial aspect in ontology modification that
relates closely to ontology merging, namely the interpretation of knowledge. Let K be
the knowledge base of an agent, say Agent0, and consider α as a piece of new knowl-
edge reaching Agent0. Also, let F ly be a primitve concept. We mentioned earlier that, if
¬F ly(Tweety) is in K and its negated form F ly(Tweety) is α, then K ∪ {α} will be
inconsistent. However, this is not necessarily true, as it depends on whether the concept
F ly is actually interpreted the same way in bothK andα. If the two interpretations do not
equate, then what we really have is in fact ¬F ly0(Tweety) inK and F ly1(Tweety) in
α, which means there might not be an inconsistency at all. Future work should therefore
be focused on addressing this problem.

7 Conclusion

In this paper, we identified various types of inconsistencies in a typical description lan-
guage, namely theALU , and proposed techniques for resolving these inconsistencies. In
particular, we looked at the interactions between the different components of the knowl-
edge base, and how they contribute to the ontology modification process. Furthermore,
we introduced the idea of a preference ordering based on the nature of inferencing in
description logic that can be used as a guide for ontology modification. Such an ordering
allows one to distinguish the more prioritised knowledge from the less prioritised ones,
and therefore by using this ordering one could decide which part of the knowledge to
give up or to retain.

One assumption we have made in this paper is that primitive concepts are being
pre-defined as the building blocks for all concepts. This assumption is consistent with
the theory by Barwise and Seligman [3, 4], namely Channel Theory, where information
flows are based on regularities between agents. The way these regularities are being
established, is therefore another interesting area of research in ontology but it is beyond
the scope of this paper.
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Abstract. In this paper we explore the issue of using some aspects of the 
Conceptual Graph Theory formalism to define functions on ontologies. We 
exploit the formal definitions of type hierarchy and projection to define 
operations on an ontology, and then illustrate these ideas by demonstrating a 
knowledge base of historical interactions that was implemented on an ontology 
defined in this way. 

1   Introduction 

With the large amount of information (and knowledge) available through the Internet, 
users are starting to look for effective ways to filter through the information, to find 
only the information relevant to their work. Instead of using the web to provide 
documents and raw data, users will instead use a knowledge server to filter and 
combine the retrieved knowledge to the user’s specific purposes.  It has been widely 
acknowledged that the semantics of order-sorted type hierarchies are fundamental 
both to the retrieval of knowledge from large real-world-size knowledge bases and to 
the next generation of web technology [Arara and Benslimane 2002; Corbett 2002; 
Mineau 2002].   

An ontology, in the Knowledge Engineering and Artificial Intelligence sense, is a 
framework for the domain knowledge of an intelligent system. An ontology structures 
the knowledge, and acts as a container for the knowledge. We exploit the CG 
formalism by using a concept type hierarchy to act as the framework for the 
knowledge base. An unpopulated ontology (which is simply a framework for the 
knowledge) is represented by the type hierarchy without specific individuals, while 
the populated ontology (the framework, as well as the knowledge of the domain) is 
represented by a hierarchy and the specific conceptual graphs which instantiate 
individuals, constraints, situations or concepts. 

The Chrysostom web knowledge-base project provides an interesting case for 
furthering this research. The Chrysostom project is an attempt to model the social 
world of the late Roman Empire. The underlying ontology captures the knowledge 
found in a very large body of documents associated with the cities of Antioch in 
ancient Syria and Constantinople (modern Istanbul) in the fourth and fifth centuries.  
The initial idea behind the Chrysostom Knowledge Base (CKB) was to capture all of 
the speeches of the fourth-century orator and bishop John Chrysostom in one, easily 
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accessible location. The point of capturing the knowledge found in the speeches is 
that they contain a wealth of information about everyday life.  Capturing this 
information in a knowledge base is a significant first step in creating a model of 
fourth-century society, and also helps to make that information more accessible. 

2   Background 

Until now, scholars have dipped into these orations selectively, getting bits and pieces 
of unrelated information.  Our research shows that a user can get a distorted picture 
when not looking across the entire corpus [Allen and Mayer 1993].  Hence, the need 
for an ontology was twofold: to try to enforce responsible use of the data on scholars, 
and to provide a uniform framework for the knowledge contained in the speeches. 

The Chrysostom knowledge base which runs on top of this ontology makes it 
possible to search and get every single instance of a piece of knowledge.  But because 
the search is not directly expressed as keywords (due to the nature of the rhetoric, use 
of broad categories, allusions, etc) the user needs more than the standard keyword 
search mechanism. 

The intent of the project which implements this knowledge base is to extract all 
information about how society functioned in fourth-century Near-Eastern Helenic 
cultures.  The breadth and variety of the coverage of topics common to the everyday 
lives of the people of these regions makes this knowledge an extremely valuable 
resource for researchers of social history. 

The original design called for phrases and passages from Chrysostom’s speeches 
to be placed into categories which would then be keyword searchable in an online 
database.  The designers of the CKB soon discovered problems with this design.  For 
example, a historian may want to look for competing uses of public spaces.  In a 
keyword search, this would involve a combination of searches including marketplace, 
street system, religious building, civic building, plaza, parade, ceremony, and so on.  
Even then, many concepts would be lost to the user.  It is necessary to give the user 
the ability to find the combination of these concepts, not merely a conjunction of the 
keywords. 

Similarly, ideas and concepts may not be directly represented literally in the 
database. The user may want to find all mention of beggars and begging, for example, 
but must also search topics related to poverty and homelessness. Concepts may not be 
directly searchable. For example, the keywords of “psychology”, “superstitious 
behavior” and “value systems” are all unsearchable in the text-based database, but all 
of these concepts appear in the form of other words or phrases. 

The intent was to make all of the speeches (more than 1,000 of them exist in text 
form) available to any web user.  The texts already exist in an accessible form, thanks 
to the Thesaurus Lingua Graeca Project (TLG), which has been working for more 
than two decades to put Greek speeches into an electronic form. This combination of 
concepts and raw text would make a highly useful database of fourth-century life in 
these cultures. Since the database is so large, including many concepts, many types 
and categories, and many text passages, our problem was to discover how to best 
handle the size and complexity of this knowledge base. 
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In this paper, we will show portions of the CKB, to demonstrate the size and 
complexity of the ontology. We will then show how lattice operations on the 
ontology have already improved the performance and accessibility of the knowledge 
base.  We conclude with discussion on how our techniques will further improve this 
knowledge base, and how the techniques developed for this project will benefit 
knowledge representation, knowledge retrieval and the semantic web. 

3   Projection as an Ontology Operator 

We base our formal definition of ontology on the CG Theory definition of canon, as 
defined in [Mugnier and Chein 1996; Corbett 2003] and others. A canon in the sense 
discussed here is the set of all CGs which are well-formed, and meaningful in their 
domain. Canonical formation rules specify how ontologies can be legally built and 
guarantee that the resulting graphs satisfy “sensibility constraints,” called the 
Canonical Basis. The canonical basis is a set of rules in the domain which specifies 
how the relations can be legally used, for example that the concept eats must have a 
theme which is food. 

A type hierarchy can then be established for both the concepts and the relations 
within a canon.  A type hierarchy is based on the intuition that some types subsume 
other types, for example, every instance of cat would also have all the properties of 
mammal.  This hierarchy is expressed by a subsumption or generalization order on 
types.  We formalize these ideas below. 

Definition 1.  Ontology.  An ontology is a tuple (T, I,∀,::, B) where T is the set of 
types.  We will further assume that T contains two disjunctive subsets C and R 
containing types for concepts and relations.  Relations are functions with arguments, 
where each argi : R ∀ C is a partial function where argi(r) indicates the i-th argument 
of the relation r. 

I is the set of individuals, sometimes called referents. 
∀ ∀ T ∀ T is the subtype relation. It is assumed to be a lattice (so there are types 

top (T) and bottom (∀) and lattice operations join (common specialization) and meet 
(common generalization)). 

:: ∀ I  ∀ T is the conformity relation.  The conformity relation relates type labels 
to individual markers.  This is essentially the relation which ensures that the typing of 
the concepts makes sense in the domain. 

B (also called ∀ by some authors) is the Canonical Basis, a function which 
associates each relation type with the concept types that may be used with that 
relation.  This helps to guarantee well-formed graphs. 

An ontology is then a collection of types and individuals, which forms a 
framework for the knowledge in a domain. The collection is arranged into a hierarchy 
based on the subtype relation ∀. The canon provides the basis for subsumption in the 
ontology and guarantees consistency among the relations and in the typing of 
individuals.  Note that this hierarchy is not necessarily a taxonomy, in that a type may 
have multiple supertypes.  Further note that there is no point on the hierarchy where 
we must make a distinction between a type and an instance.  Every concept on the 
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hierarchy is treated as a type.  A type may have subtypes and supertypes, but there is 
no need to distinguish these from instances of the types. 

This is distinct from the object-oriented objective of objects inheriting all the 
properties of a class of objects. The essential difference is in, for example, treating a 
kitchen as you would any generic room. The type room can be placed, occupy space, 
and have specific values for color and number of doors. A class of rooms will have 
attributes, but cannot be said to occupy a space or have specific dimensions, or have a 
specific count or placement of doors. The generic room can have constraints placed 
on its attributes, and finally can be specialized into a kitchen. Fundamentally, a 
generic room can take the place of a specialized room, unlike a class of objects. 

The ontology (as a concept type hierarchy) acts as the framework, with conceptual 
graphs that conform to the hierarchy used to instantiate concepts in the domain.  The 
ontology is populated by creating conceptual graphs which represent actions, ideas, 
situations or states in the domain.  Recall, though, that a conceptual graph need not be 
a complete description, and will always be treated in the same manner as any other 
type. 

The closest approach to demonstrating an equivalence between FOL and 
Conceptual Graphs is due to [Amati and Ounis 2000]. They use a restrictive form of 
CGs, in which each concept type is allowed only one individual to represent it. Once 
the existential operator has been applied to a generic referent, all concepts of that type 
must use that one individual. Clearly, this makes it much easier to interpret 
Conceptual Graphs into FOL. Given that restriction, Amati and Ounis show that 
graph derivation through projection is sound and complete. They discuss a method 
for graph deduction on these restricted graphs. 

The real significance of the work by Amati and Ounis, and indeed of our own 
work, is the proof that deduction systems over Conceptual Graphs are not only 
possible, but also effective ways of handling knowledge comparison and deduction. 

4   Projection of Ontology Types 

The definitions of consistency and type subsumption in this paper are based on 
formal concepts of projection and lower bounds from Conceptual Graph Theory 
[Sowa 1992]. Projection is the operation used to determine subsumption relations, 
and to find similarities between parts of the knowledge base. A more general type G 
is said to subsume a more specific type H if G has a projection into H. For example, 
the type mammal would have a projection into the type cat. 

The set T of types is arranged into a type hierarchy, ordered according to the 
specificity of each type. Separate type hierarchies are established for the concepts and 
the relations within a canon, expressed by a generalization order on the types.  A type 
t is said to be more specific than a type s if t specializes some of the concepts from s.  
Projection is the function which determines the specialization/generalization relation 
between two concepts.   

The following definitions of projection are modified from the standard definition 
used in recent Conceptual Graph literature [Willems 1995; Mugnier and Chein 1996; 
Leclère 1997; Corbett 2001].  Rather than defining projection from one graph into 
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another, these definitions represent projection of types, and therefore define the 
subsumption operator on type hierarchies. 

Definition 2.  Concept Projection.  Given two concept types, s ∀ C and t ∀ C´, s is 
said to have a projection into t if and only if there is a morphism hC:  C ∀ C´, such 
that: 

∀s ∀ C and ∀t ∀ C´, hC(s) = t only if type(s)  type´(t), and referent(s) = * or 
referent(s) = referent´(t) 

C is the set of concepts, type : C ∀ T indicates the type of a concept, and referent : 
C ∀ I indicates the referent marker of a concept. 

Definition 3. Relation Projection. Given two relation types, s and t, s is said to have 
a projection into t if and only if there is a morphism hR:  R ∀ R´, such that: 

∀ r ∀ R and ∀ r´ ∀ R´, hR(r) = r´ only if type(r)  type´(r´) 
R is the set of relations, and type : R ∀ T indicates the type of a relation. 

The definition of type subsumption is based on notions of graph projection.  
Projection and subsumption are defined for individual graphs to help determine their 
ordering in accordance with the type hierarchy, and to allow unification, deduction 
and combination of graphs.  The topic of graph projection and subsumption is 
covered in detail in [Corbett 2001] and [Corbett 2003]. 

This definition of projection then gives us a formal definition for subtype and 
supertype and for subsumption on the partial order of the types in the hierarchy. The 
operations of join, meet and unify are now simply applications of the projection 
operator. Finding types which are compatible (i.e. that can be unified) is now a matter 
of finding a common subtype (or join) between the two types.  If the only common 
subtype is ∀  then there can be no comparison. 

In terms of the Chrysostom Knowledge Base, the meet and join operations are 
used to refine a user’s search query. As shown in the following section, a user can 
start with a general concept and use projection to find more specific concepts, or join 
can be used to find common specializations between two concepts.  Similarly, the 
meet operator can be used to common generalizations. 

5   The Chrysostom Knowledge Base 

Given the stated goal of creating a knowledge base of fourth century society, the 
obvious direction to take was first to define an ontology of the domain, including 
terminology, relations and concept types.  The historical researchers on our team then 
“filled in” the ontology with the passages from Chrysostom’s orations (translated into 
English) by attaching short passages to the concepts that represent them. Thus, the 
ontology is populated by the text-based data to create the Chrysostom Knowledge 
Base. The work of completing the knowledge base continues, as more than a 
thousand of Chrysostom’s works exist, but the knowledge base is implemented and 
functioning. 
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The ontology represents the interactions among the concepts in the domain.  That 
is, not just interactions between people, or business transactions, but interactions 
between, for example, travel and shipping, sea and ship, tools and agriculture, etc.  
Figure 1 shows a portion of the Chrysostom ontology, including the top of the 
hierarchy and some of the highest-level types. When complete, the CKB will contain 
about 65,000 individual text entries spread among more than 1,500 types.  At its 
deepest paths, there are nine layers of subsumption between the top and bottom 
elements. 

It can be seen in Fig. 1 that the highest level types express very broad categories 
of the things that Chrysostom discusses in his orations.  It is possible for any type to 
have a specialization in common with any other type (a join).  For example, the 
concept “travel” has a join with the concept of “the sea”, which is “shipping”.  The 
concepts of “plants,” “tools,” and “occupation” are joined at the concept of “farmer” 
and “farming.” 

6    Search Examples 

Search on Concrete Concepts 
The user interface is implemented as a web-based interface, and there are several 
ways in which a user can interact with the knowledge base. In our first example, the 
user is looking for any mention of lodgings for travelers. This user decides to start by 
entering “hospitality” as a search query. The CKB will respond by showing the 
subsumed types under hospitality (which is a high-level type). The subsumed types 
include festival, meal, visitor and provision of lodging, as shown in Fig. 1. The user 
interface showing these results is shown in Fig. 2. Our user follows the hierarchy to 
provision of lodging to find two categories, which are two different types of hostels.  
However, the user can see from the texts mentioned that these words refer to hostels 
set up for the poor, or for political refugees. The CKB screen shows that hostel is a 
join between provision of lodging and accommodation, and so the user decides to 
explore accommodation as a promising category. Accommodation subsumes two 
types, hostel and inn, and it is this latter category that contains the texts that the user 
is looking for. 

Another example is illustrated by the partial CKB hierarchy shown in Fig. 3. 
(Note that in order to save space, we leave out most of the lattice, such as the explicit 
top and bottom and other concepts related to the concepts shown here.) Here, our user 
is interested in finding out about shipping in the ancient world.  She searches on the 
term “shipping” and finds, not surprisingly, that the concept of shipping is a join 
formed between the concepts of Travel and The Sea. Further, the user finds that there 
are several categories under shipping that may be of interest, including personal 
travel, ship/boat, shipwreck, shipping personnel and shipping of goods. The user 
navigates through shipping of goods, and finds that trading also subsumes shipping of 
goods. She then finds text passages of interest under the categories of import and 
export. 
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Fig. 2. The user interface to the Chrysostom Knowledge Base 
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Fig. 1. A portion of the Chrysostom ontology 
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Fig. 3. A portion of the Chrysostom ontology showing shipping and commerce 

At any given point in a search, not only is the text that is associated with that 
concept available, but also the user can click on any of the categories of that text.  For 
example, under shipwreck, the user can click on disaster, captain, crew or doctor.  
Here, the user did not ask for the join of disaster and personnel to get captain, but the 
concept of captain existed there already, as a join of other concepts.  This linking of 
implied joins (that the user was not searching for) allows greater search and 
expression of the query. 

As a further example, a user is interested in reading about the work methods or 
environment of the fourth-century bronzesmith.  The user may enter the query as 
“bronzesmith,” “metalwork,” or even “mallet.”  As shown in Fig. 4, these queries will 
yield results which discuss the work practices of metalworkers. 

Fig. 4 also includes brief summaries of some of the result passages discovered 
here, showing that in one case the passage is a reference to how both the bronzesmith 
and the goldsmith work, and also the need for a source of light.  The second passage 
refers to the bronzesmith’s work methods.  Not included in the diagram are passages 
which refer to training in metalwork (said to be combination of theory and practice) 
decorative metalwork and the use of the concept of metalwork as an example of truly 
hard work.  The user can go to a short text passage where the reference comes from, 
and the reference numbers in the right column of Fig. 2 are indexes into the TLG 
where the complete text can be found. 

Search on Abstract Concepts 
Besides the extensive use in Chrysostom’s speeches of analogy and metaphor, users 
will want to be able to search on abstract concepts.  As mentioned earlier, the user 
can now search for psychology, values, superstitious behavior and other abstract 
notions.  For example, the query “value” will yield many passages associated with 
values and value scales.  From this point, though, the user can follow links to other 
values expressed in the speeches, such as honor, debt, behavior, activity of rich 
people, and so on. Similarly for the query “superstition,” which links to psychology 
and habitual behavior. 
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Whether the user starts with a keyword entry or follows links from another 
concept, all of these concepts have portions of speeches associated with them that 
give some insight into the lives of people who lived in this time and place.  Once the 
user has found the appropriate concept type, she only has to link to the Greek text to 
read a short section from the speech.  Note that the entire text is not available online, 
but can be obtained through the TLG. 

Note also, that there are text passages associated with nearly all of the types in the 
ontology.  So, the user will not only find short text passages associated with mallet or 
sickle, but also with agricultural implement, commercial transaction, or transport 
personnel.  When the original text passage contains these concepts as a general idea, 
the text is linked to the general concept, rather than something more specific.  So, the 
text data is not only associated with the leaf nodes of the hierarchy, but with nodes at 
all levels. 

7   Future Directions 

We have demonstrated the use of type hierarchies and subsumption in this paper, but 
we haven’t yet explored how to use these techniques or unification to retrieve 
concepts which are hidden in the text because those concepts haven’t been made 
explicit in the type hierarchy. The problem is that it’s not always possible to find a 
join in a straightforward manner. For example, heatstroke is a concept that is 
subsumed by both summer and medical treatment. However, the join between these 
two concepts is not explicit in our ontology, and so heatstroke is not searchable in  
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Fig. 4. Another portion of the Chrysostom ontology showing tools 
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that manner. The user must follow links from either medicine or season down to the 
reference on heatstroke. 

Our work has now brought us to the point where it will be necessary to create new 
join terms on the fly.  The heatstroke example illustrates the direction of the project.  
In the event of finding a term which may need to be referred to again, there needs to 
be a mechanism which will create this new concept and place it on the hierarchy.  In 
this case, there will be issues of the subsumption ordering, and how the information is 
retrieved and indexed. 

Exactly how case retrieval and the subsumption ordering, introduced by the 
unification tool, interact is to be determined. However, the emphasis will be on 
constructing indices based on the classification of conceptual graph terms into 
hierarchies complementing the structure of the explored knowledge space. This 
means that it will be essential to have the knowledge organized into a hierarchical 
structure which in itself contains much of the semantics for understanding the 
knowledge, as we have done with the Chrysostom Knowledge Base. 

When generating new states the expressiveness of the representation acts to 
restrict the possibilities requiring consideration. Constraints in the partially elaborated 
problem statement (ie query) and in the specificity of the corresponding partial 
solution filter the matching passages. Together with the operation of ordered types in 
unification, these constraints help to eliminate results which are inappropriate to the 
state under consideration.  Given a computationally efficient implementation of the 
type system, which is the subject of our future work, a unification tool over 
conceptual graphs will help to efficiently match appropriate solutions to the partial 
fragment (or query, keyword, semantic fragment, partial graph) under consideration.  
In this sense, a unification tool will not only make it easier to create domain rules, but 
also aid in the retrieval of the solution to the query by making it faster and easier to 
find appropriate types. 

The lattice methods that we employ are domain and representation independent 
and are based on an abstract data type for partially ordered sets.  For a given object 
domain, a partial order over objects serves as an index to that domain.  For example, 
building designs can be ordered in terms of spatial symmetries, software specification 
can be ordered by generalization of behavior and social history can be ordered by 
social role or value systems.  The effect is that case retrieval efficiency can be 
dramatically enhanced. 

The knowledge-base which is the subject of our work is unique in that there is no 
single definition for subsumption, or a “more specific” concept.  In fact, it is this 
feature of a natural database which forces us to enhance the theory behind the 
semantics of subsumption and type hierarchy, as opposed to the ordering which 
naturally accompanies databases of artifacts, such as architecture or software 
constructs. 

The point in using a unification tool for conceptual graphs is that conceptual 
structure term unification is more computationally efficient than standard constraint 
processing.  In our future tool, when a user constrains a query to the database,  
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constraints in the query can be unified with the knowledge-base to produce a result 
which is very specific to the query. Fewer constraints are solved because constraints 
are already stored in the hierarchy of the lattice as classifications.  This is similar to 
existing approaches to constraint solving (for example, Baader and Siekmann [Baader 
and Siekmann 1994]) with the exception that conceptual graphs have the additional 
semantic power of  being a typed and order-sorted structure. Constraints are used, 
then, to help select appropriate indices and to refine the search result generated by the 
user’s queries. 

However, we are still left with several open questions which we hope to address in 
this project. These questions include the semantic and theoretical support and the 
implementation techniques of the lattice operators, the efficiency considerations of 
the indexes and the construction of the lattices. However, these issues are intimately 
related to the indexing mechanism that we propose to explore. In general, we need to 
find a conceptual graph solution that helps this historical knowledge-base run in an 
efficient way when the solutions are many and varied. These issues are directly 
related to engineering an indexing tool. 

Our goal is to automatically create an index into the knowledge base as the query 
is being formed.  The new index item will precisely target the knowledge the user 
wants to locate, ignoring knowledge that is semantically unrelated, and therefore 
irrelevant.  We achieve this by expanding theory first developed for lattice theory and 
conceptual graphs to create partially-ordered subsumption hierarchies to index the 
knowledge. 

An example of the use of this sort of indexing of the knowledge can be illustrated 
by considering a query regarding the travel time between two cities in that time.  
Ultimately, we want to give the capability to the user to make hypothetical queries 
that are not explicit in the texts, but can be answered by putting together facts found 
in the knowledge base.  For example, a user may want to query the knowledge base 
as to whether it would be possible to travel from Constantinople to Antioch in less 
than ten days.  Chrysostom is never explicit on this point, but certain facts about 
travel do appear in his orations.  He discusses military movements, travel by land and 
by sea, and messengers sent between various cities.  Given the time and patience, a 
researcher in social history could find the answer to the query by reading many 
speeches, and piecing together the scraps of information they contain. 

Our Chrysostom Knowledge Base of the future would allow this sort of query, by 
matching on the concepts of travel contained in these texts, by performing constraint 
processing automatically, and by a little use of the knowledge indexing.  The new and 
improved CKB would tell the user that it was possible to travel between those two 
cities in less than ten days, if the traveler moved by ship. 

8   Conclusions 

We have demonstrated that the formal definitions of concept and relation type, and of 
type hierarchies can be used to successfully define an ontology. Using these 
techniques, we have designed and implemented the Chrysostom Knowledge Base,  
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which contains knowledge of the social history of fourth-century Helenic cultures.  
The significance of the knowledge is that it contains facts and information about the 
everyday lives of the people who lived at the time. As such, it is a very valuable 
resource for researchers studying those cultures. The further significance of this 
knowledge base is that it is a working implementation of an ontology constructed 
using concept type hierarchies.  The resulting knowledge structure is an ontology of 
fourth-century social history. 

Ultimately, we would like to see the knowledge base instantiated by representing 
all text passages as conceptual graphs, so that search and indexing is made easier, but 
we have anecdotal evidence from users that the knowledge base has made research 
easier because of the lattice structure of the hierarchy. 

9   An Invitation 

The authors welcome feedback on the Chrysostom Knowledge Base, and invite 
readers to explore the knowledge base, and its underlying ontology.  The CKB can be 
accessed at: http://www.cecs.acu.e-du.au/chrysostom/ 
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Abstract. In this paper, we propose a dynamic allocation method of
basis functions, an Allocation/Elimination Gaussian Softmax Basis Func-
tion Network (AE-GSBFN), that is used in reinforcement learning. AE-
GSBFN is a kind of actor-critic method that uses basis functions. This
method can treat continuous high-dimensional state spaces, because ba-
sis functions required only for learning are dynamically allocated, and
if an allocated basis function is identified as redundant, the function
is eliminated. This method overcomes the curse of dimensionality and
avoids a fall into local minima through the allocation and elimination
processes. To confirm the effectiveness of our method, we used a maze
task to compare our method with an existing method, which has only an
allocation process. Moreover, as learning of continuous high-dimensional
state spaces, our method was applied to motion control of a humanoid
robot. We demonstrate that the AE-GSBFN is capable of providing bet-
ter performance than the existing method.

1 Introduction

Many problems with reinforcement learning involve very large state spaces, es-
pecially when the state space is multi-dimensional. The curse of dimensionality
arises because state spaces grow too large to store all individual state values in
a single table. To lessen the curse of dimensionality, function approximators are
commonly used, because they require far fewer resources than a table look-up
method, and generalize over other parts of the state space. Function approx-
imators commonly use fixed basis functions, such as CMACs [1] and Radial
Basis Functions [2]. However, these methods easily break down when they treat
continuous high-dimensional state spaces. To avoid this problem, methods of in-
cremental allocation of basis functions, and adaptive state space formation have
been proposed [3–6].

In this paper, we propose a dynamic allocation method of basis functions, Al-
location/Elimination Gaussian Softmax Basis Function Network (AE-GSBFN),
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in reinforcement learning for treating continuous high-dimensional state spaces.
AE-GSBFN is a kind of actor-critic method that uses basis functions, and has al-
location and elimination processes. In this method, if a basis function is required
for learning, it is allocated dynamically. On the other hand, if an allocated basis
function becomes redundant, the function is eliminated. This method can treat
continuous high-dimensional state spaces, because the allocation and elimina-
tion processes decrease the number of basis functions required for evaluation of
the state space. In order to confirm whether this method can avoid a fall into
local minima and overcome the curse of dimensionality, we do two experiments:
solving a maze and controlling a humanoid robot.

2 Actor-Critic Method

In this section, we describe an actor-critic method using basis functions. We
apply this type of method to our method.

Actor-critic methods are TD methods that have a separate memory structure
to explicitly represent the policy independent of the value function [2]. Actor-
critic methods are constructed by an actor and a critic, as suggested by Figure
1. The policy structure is known as the actor, because it is used to select actions,
and the estimated value function is known as the critic, because it criticizes the
actions made by the actor.

The actor and the critic each have a basis function network for learning of
continuous state spaces. Basis function networks have a three-layer structure as
shown in Figure 2, and basis functions are placed in middle-layer units. Repeating
the following procedure, in an actor-critic method using basis function networks,
the critic correctly estimates the value function V (s), and then the actor obtains
actions which maximize V (s).
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1. When state s(t) is observed in the environment, the actor calculates the j-th
value uj(t) of the action u(t) as follows [7]:

uj(t) = umax
j g

( N∑
i

ωijbi(s(t)) + nj(t)
)

, (1)

where umax
j is a maximal control value, N is the number of basis functions,

bi(s(t)) is a basis function, ωij is a weight, nj(t) is a noise function, and
g() is a logistic sigmoid activation function whose outputs lie in the range
(−1, 1). The Output value of actions is saturated into umax

j by g().

2. The critic receives the reward r(t), and then observes the resulting next state
s(t+∆t). The critic provides the TD-error δ(t) as follows:

δ(t) = r(t) + γV (s(t+∆t))− V (s(t)), (2)

where γ is a discount factor, and V (s) is an estimated value function. V (s(t))
is calculated as follows:

V (s(t)) =
N∑
i

vibi(s(t)), (3)

where vi is a weight.

3. The actor updates weight ωij using TD-error:

ωij ← ωij + βδ(t)nj(t)bi(s(t)), (4)

where β is a learning rate.

4. The critic updates weight vi:

vi ← vi + αδ(t)ei, (5)

where α is a learning rate and ei is eligibility trace. ei is calculated as follows:

ei ← γλei + bi(s(t)), (6)

where λ is a trace-decay parameter.
5. Time is updated.

t← t+∆t. (7)

Note that ∆t is 1 in general, but we used the description of ∆t for interval
of the control of humanoid robots.
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3 Dynamic Allocation of Basis Functions

In this paper, we propose a dynamic allocation method of basis functions. This
method is an extended application of the Adaptive Gaussian Softmax Basis
Function Network (A-GSBFN) [8, 3]. A-GSBFN only allocates basis functions,
on the other hand, our method allocates and eliminates them. In this section,
we first mention A-GSBFN in Section 3.1, and then propose our method, Al-
location/Elimination Gaussian Softmax Basis Function Network (AE-GSBFN),
in Section 3.2.

3.1 A-GSBFN

Gaussian softmax basis function is used in A-GSBFN, and it is given by the
following equation:

bi(s(t)) =
ai(s(t))∑N

k=1 ak(s(t))
, (8)

where ai(s(t)) is a radial basis function, and N is the number of radial basis
functions. Radial basis function ai(s(t)) in the i-th unit is calculated by the
following equation:

ai(s(t)) = exp(−1
2
‖M(s(t)− ci)‖2), (9)

where ci is the center of i-th basis function, and M is a matrix that determines
the shape of the basis function.

In A-GSBFN, a new unit is allocated if the error is larger than a threshold
δmax and the activation of all existing units is smaller than a threshold amin:

|h(t)| > δmax and max
i

ai(s(t)) < amin, (10)

where h(t) is defined as h(t) = δ(t)nj(t) at the actor, and h(t) = δ(t) at the
critic. The new unit is initialized with ci = s, ωi = 0.

3.2 Allocation/Elimination GSBFN

In order to perform allocation and elimination of basis functions, we introduce
three criteria into A-GSBFN: trace εi of activation of radial basis functions [9],
additional control time η , and existing time τi of radial basis functions. The
criteria εi and τi are prepared for all basis functions, and η is prepared for
both networks of the actor and the critic. A learning agent can gather further
information on its own states by using these criteria.

We now define the condition of allocation of basis functions.

Definition 1 Allocation.
A new unit is allocated at c = s(t) if the following condition is satisfied at the
actor or critic networks:
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|h(t)| > δmax and max
i

ai(s(t)) < amin

and η > Tadd, (11)

where Tadd is a threshold. �

Let us consider to use condition (10) for allocation. This condition is only
considered for allocation, but it does not consider process after function elimi-
nation. Therefore, when a basis function is eliminated, another basis function is
immediately allocated at near state of the eliminated function. To prevent im-
mediate allocation, we introduced additional control time η into the condition
of allocation. The value of η monitors the length of time that has elapsed since
a basis function was eliminated. Note that η is initialized at 0, when a basis
function is eliminated.

We then define the condition of elimination using εi and τi.

Definition 2 Elimination.
The basis function bi(s(t)) is eliminated if the following condition is satisfied in
the actor or critic networks.

εi > εmax and τi > Terase, (12)

where εmax and Terase are thresholds. �

The trace εi of the activation of radial basis functions is updated in each step
in the following manner:

εi ← κεi + ai(s(t)), (13)

where κ is a discount rate. Using εi, the learning agent can sense states which
are recently taken by itself. The value of εi takes a high value if the agent stays
in almost the same state. This situation is considered when the learning fell
into a local minimum. Using the value of εi, we consider to how avoid the local
minimum. Moreover, using τi, we consider to how inhibit a basis function from
immediate elimination after it is allocated. We therefore defined the condition
of elimination using εi and τi.

4 Experiments

In order to confirm the effectiveness of AE-GSBFN, we did two experiments: solv-
ing a maze and controlling a humanoid robot. We first compared AE-GSBFN
with A-GSBFN in the maze experiment. We checked performance of the avoid-
ance of local minima in the experiment. We then did the experiment on control-
ling a humanoid robot to confirm whether AE-GSBFN can treat high-dimensional
state space.

4.1 Solving the Maze

Consider the continuous two-dimensional maze shown in Figure 3. This environ-
ment has start state S and goal stateG. In this environment, the learning agent can
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sense G, and takes action u(t) = (ux,uy) to reach it. Rewards r(t) are determined
by goal state G = (Gx,Gy) and the current state s(t) = (sx, sy), as follows:

r(t) = −
√

(Gx − sx)2 + (Gy − sy)2. (14)

One trial terminates when the agent reached G or exceeded 600 steps. We
used umax

j =0.5, γ=0.9, β=0.1, α=0.02, λ=0.6 and ∆t=1 [step] for parameters
in Section 2, M = diag(4.0, 4.0), δmax = 0.5 and amin = 0.4 in Section 3.1, and
Tadd =100 [step], κ=0.9, εmax =5.0 and Terase =100 [step] in Section 3.2.

Figure 4 shows the reward per trial with AE-GSBFN and A-GSBFN, and it
is desirable that the value is large. The solid line in the figure represents the trial
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run with AE-GSBFN and the dotted line is the trial run with A-GSBFN. The
results shown in the figure are averaged over 20 repetitions of the experiment.
This results indicate that AE-GSBFN obtains more rewards than A-GSBFN.
We looked at performances of both method in detail, using the number of steps
required to travel from S to G. The curves in Figure 5 represent the number of
steps taken by the agent in each trial. Results of the figure are also averaged over
20 repetitions of the experiment. This results indicate that AE-GSBFN traveled
from S to G faster than A-GSBFN.

Figures 6 and 7 plot basis functions allocations in successful experiments. In
successful experiments, the allocation of basis functions with AE-GSBFN differs
little from A-GSBFN. Statistics however indicated that AE-GSBFN achieved
G 18 times for 20 repetitions, but A-GSBFN achieved only 9 times. It can be
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seen that AE-GSBFN performs better than A-GSBFN, and we consider that
AE-GSBFN avoided a fall into local minima through the above experiments.

4.2 Controlling Humanoid Robot

In this section, as learning of continuous high-dimensional state spaces, AE-
GSBFN is applied to a humanoid robot learning to stand up from a chair
(Figure 8). The learning was simulated using the virtual body of the humanoid
robot HOAP1 made by Fujitsu Automation Ltd. Figure 9 shows HOAP1. The
robot is 48 centimeters tall, weighs 6 kilograms, has 20 DOFs, and has 4 pres-
sure sensors each on the soles of its feet. Both of sensors of angular rate and
acceleration are mounted in its breast. To simulate learning, we used the Open
Dynamics Engine [10].

The robot can observe the following vector s(t) as its own state:

s(t) = (θW , θ̇W , θK , θ̇K , θA, θ̇A, θP , θ̇P ), (15)

where θW , θK and θA are waist, knee, and ankle angles respectively, and θP is
the pitch of its body (see Figure 8). Action uj(t) of the robot is determined as
follows:

uj(t) = (θ̇W , θ̇K , θ̇A), (16)

One trial terminates when the robot fell down or time passed over ttotal = 10
[s]. Rewards r(t) are determined by height y [cm] of the robot’s breast:

r(t) =

⎧⎨⎩−20×
∣∣∣∣ lstand − y

lstand − ldown

∣∣∣∣ (during trial)

−20× |ttotal − t| (on failure)
, (17)
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i) 300th trial

ii) 1031th trial

iii) 1564th trial

t=0.0[s] t=1.5[s] t=3.0[s] t=4.5[s]

t=0.0[s] t=1.5[s] t=3.0[s] t=4.5[s] t=6.0[s]

t=0.0[s] t=2.0[s] t=4.0[s] t=6.0[s] t=8.0[s] t=10.0[s]

Fig. 10. Learning results

where lstand = 35 [cm] is the position of the robot’s breast in an upright posture,
ldown = 20 [cm] is its center in a falling-down posture. We used umax

j = 1
36π

[rad], γ = 0.9, β = 0.1, α = 0.02, λ = 0.6 and ∆t = 0.01 [s] for parameters in
Section 2, M = diag(1.0, 0.57, 1.0, 0.57, 1.0, 0.57, 1.0, 0.57), δmax = 0.5 and
amin = 0.4 in Section 3.1, and Tadd = 1 [s], κ = 0.9, εmax = 5.0 and Terase = 3
[s] in Section 3.2.

Figure 10 shows learning results. First, the robot learned to fall down back-
ward, as shown by i). Second, the robot intended to stand up from a chair, but
fell forward as shown by ii), because it could not yet fully control its balance.
Finally, the robot stood up while maintaining its balance, as shown by iii). The
number of basis functions in the 2922th trial were 72 in both actor and critic net-
works. Figure 11 shows experimental result with the humanoid robot HOAP1.
The result shows that HOAP1 stand up from a chair as its simulation.

We then compared the number of basis functions in AE-GSBFN with the
number of basis functions in A-GSBFN. Figure 12 shows the number of basis
functions of the actor, averaged over 20 repetitions. In these experiments, learn-
ing with both AE-GSBFN and A-GSBFN succeeded in the motion learning, but
the figure indicates that the number of basis functions required by AE-GSBFN
is fewer than A-GSBFN.That is, high dimensional learning may be done using
AE-GSBFN. Finally, we plot height of the robot’s breast in successful experi-
ments in Figures 13 and 14. In the figures, circles denote successful stand-up. The
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t=0.0 t=2.0 t=4.0 t=6.0 t=8.0 t=10.0

Fig. 11. Experimental result with HOAP1
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Fig. 12. Number of the basis functions at the actor network (averaged over 20 repeti-
tions).

results show that learning with both AE-GSBFN and A-GSBFN succeeded in
the motion learning.

5 Conclusion

In this paper, we proposed a dynamic allocation method of basis functions,
AE-GSBFN, in reinforcement learning. Through the allocation and elimination
processes, AE-GSBFN overcomes the curse of dimensionality and avoids a fall
into local minima. To confirm the effectiveness of AE-GSBFN, it was applied to
a maze task and to the motion control of a humanoid robot. We demonstrated
that AE-GSBFN is capable of providing better performance than A-GSBFN,
and succeeded in enabling the learning of motion control of the robot.

The future work of this study is general comparisons of our method with
other dynamic neural networks, for example, Fritzke’s Growing Neural Gas [11]
and Marsland’s Grow When Required Nets [12]. Analysis of the necessity of
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Fig. 13. Height of robot’s breast with AE-GSBFN. Circles denote successful stand-up
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Fig. 14. Height of robot’s breast with A-GSBFN. Circles denote successful stand-up

hierarchical reinforcement learning methods proposed by Moromoto and Doya
[13] in relation to the chair standing simulation is also important issue for the
future work.
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Abstract. In many applications of machine learning a series of feature
extraction approaches and a series of classifiers are explored in order to
obtain a system with the highest accuracy possible. In the application we
discussed here at least two feature extraction approaches have been ex-
plored (Fast Fourier Transform) and Discrete Wavelet Transform, and at
least two approaches to build classifiers have also been explored (Artifi-
cial Neural Networks and Support Vector Machines). If one combination
seems superior in terms of accuracy rate, shall we adopt it as the one
to use or is there a combination of the approaches that results in some
benefit? We show here how we have combined classifiers considering the
misclassification cost to obtain a more informative classification for its
application in the field.

Keywords: Industrial applications of AI, Machine learning, Multimodel
systems, Pattern analysis in signals, feature extraction, ensemble of clas-
sifiers.

1 Introduction

Applications of machine learning evolve through series of feature extraction ap-
proaches and a series of classifiers in order to obtain a system with the highest
accuracy possible. The industrial application we will discuss here is the classifi-
cation of ultrasound echoes in an A-scan for long and complex shafts. Although
pattern analysis and machine learning techniques have been used with high suc-
cess in analyzing A-scan data, this is typically in the context of very short signals.
There, the task is usually much simpler; in particular, it reduces to detecting the
existence of an echo (indicating a fault in the material) or not. But, with long
shafts there are many echoes, and in fact there are echoes for where there is no
fault (these are known in the field of non-destructive testing as mode-converted
echoes). They are the result of reflection and other artifacts of the ultrasound
signal navigating and filling the shaft.

To discriminate these echoes from genuine echoes is difficult and some under-
standing of the physics of the setting suggests at least two approaches to identify
features can be used by a classifier. At least two feature extraction approaches

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 284–295, 2004.
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have been explored (Fast Fourier Transform(FFT) and Discrete Wavelet Trans-
form(DWT)), and at least two approaches to build classifiers have also been ex-
plored (Artificial Neural Networks(ANN) and Support Vector Machines(SVM)).
If one combination of feature extraction and classifier seems superior in terms of
accuracy rate, shall we adopt it as the one to use or is there a combination of the
approaches that results in some benefit? We show here how we have combined
classifiers considering the misclassification cost to obtain a more informative
classification for its application in the field.

Combining classifiers in machine learning has been mostly considered under
the paradigms of ‘boosting’ [1, 2] and “bagging’ [1, 3]. While these alternatives
allow to produce a more accurate classifier by combining simpler classifiers, they
demand a iterative learning that re-organizes the distribution of cases in the
training set. In a sense they are a way to improve a learning paradigm. We
believe that in this case there are physical properties that justify the inclusion of
the FFT as an informant of the decision process even if the accuracy using DWT
is already shown to be superior. Thus, we will not apply boosting or bagging to
learning from the DWT(as feature extractor) and SVM(as classifier). While this
may improve the accuracy of the classifier, it will potentially ignore important
features that the FFT is highlighting.

We have organized this paper as follows. Section 2 provides more details
regarding the industrial application. Section 3 describes our analysis based on
cost-sensitivity for developing an integrated system. Section 4 describes our em-
pirical evaluation, including the process to extract a training set, followed by
conclusions in Section 5.

2 Ultrasonic Flaw Detection for Shafts

Rotating shafts or fixed pins (inside large machinery) are susceptible to failures
without apparent warning. Early detection of conditions that lead to in-service
failures is necessary and of large economic impact. Failures in shafts are usually
preceded by fatigue cracking and this has been detected mainly through non-
destructive testing (NDT) techniques using ultrasonic A-scans. A-scan signals
taken from shafts are more complicated to interpret. A-scans from other machine
parts like plate surfaces or pipe surfaces are shorter and simpler signals, but an
A-scan from a shaft is long. Moreover, in a lengthy shaft, an ultrasonic pulse
travels many paths echoing off the machined surfaces. Since most shafts are
often more complex than a plain solid cylinder (shafts typically have multiple
diameter sections or more complex geometry consisting of splines, lubrication
and bolt holes), the many reflections from these machined features render it
difficult to correctly attribute signals to defects.

Also, the critical faint echoes from a cracked surface may lay somewhere
among the multiple secondary echoes. These multiple secondary echoes result
from multiple instances of mode conversion between a shear wave and a com-
pression wave as the ultrasonic wave travels the length of the shaft from the
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Fig. 1. Ultrasonic pulse generating mode-converted echoes in shaft testing

source. Their position depends on the diameter of the shaft and the various
dissipation angles. Figure 1 illustrates the principle behind the generation of
mode-converted echoes by showing some illustrative lines of wave propagation
of ultrasonic pulse on a lengthy shaft.

These mode-converted echoes may cause misjudgment of the position of fea-
tures. The problem is then, to discriminate efficiently amongst the large volumes
of digital information, the different types of reflectors, and classify them into a)
those that correspond to design features of the metal piece (DF), b)those that
correspond to flaws, cracks and other defects emerging on the shaft (CR) and
c)the multiple reflections and mode-converted echoes (MC) of the two earlier
cases a) and b). Among these three causes of echoes, type DF is considered to
be easily distinguished compared to other types; namely CR or MC. An issue
of further concern in the field is that the signal echoes caused by CR can be
confused by fainted echoes caused by MC and vice versa. Consequences of both
cases are catastrophic with enormous cost in downtime, consequential damage
to associate equipment and potential injury to personnel [4].

To eliminate inconsistent results by even the same human expert, a variety
of modern signal processing techniques and artificial intelligence tools have been
adopted [5, 6] and these approaches are integrated as automatic ultrasonic sig-
nal classification (AUSC) systems. In an AUSC system, ultrasonic flaw signals
acquired in a form of digitized data are preprocessed and informative features
are extracted using various digital signal processing techniques.

As in most applications of pattern recognition and classification, the main
interest for the AUSC research community has been the extraction of effective
sets of features from which classification might be performed more efficiently
and accurately. While it is hard to determine which set of features is best, it is
important to at least identify those that make the process reliable and effective
in the field. It is also important to relate some of the features to some of the un-
derstanding of the phenomena (in terms of its physics). However, the physics are
complex, and the relationship between ultrasonic signal characteristics and flaw
classes is not straightforward. Thus, various digital signal processing techniques
have been investigated for the determination of features from the raw signal.

Among various feature extraction schemes which have been previously pro-
posed, The Fast Fourier Transform (FFT) has been a useful scheme for extract-
ing frequency-domain signal features [4, 7]. This seems natural when dealing with
ultrasound since the most traditional representation of these types of signals is
by mathematical Fourier series that identify physically meaningful features like
frequency and phase. More recent studies on the ultrasonic flaw classification em-
ploy the Discrete Wavelet Transform (DWT) as a part of their feature extraction
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scheme as DWT provides effective signal compression as well as time-frequency
presentation [8, 9].

In their quest for better sets of features for AUSC, many researchers have
compared these two feature extraction schemes (FFT and DWT), classifying
short signals taken from plate or pipe surfaces and distinguishing corrosive from
intact ones. Most comparisons between FFT and DWT showed a superiority of
DWT to FFT, for example discriminating the type of flaw (or its non-existence)
[10–12]. However, in long shafts there is reasons to believe that phase information
is relevant as the creation of a mode-conversion has implications for the phase
information.

The first study analyzing feature extraction in more complex ultrasonic sig-
nals from shafts [13] also established experimentally that DWT was a poten-
tially stronger feature extraction scheme for feeding Artificial Neural Networks
(ANNs). It showed that the DWT scheme enhanced training data, because it
could be selected with higher flexibility, and then it could be used for training
these networks for in-field ultrasonic shaft signal classification.

The demonstrated superiority of DWT was initially tested only on ANNs
as the classifier. However, considering the many difficulties inherent in the ANN
learning paradigm (such as generalization control, overfitting and parameter tun-
ing) we remained more conservative about DWT’s predominance. We recently
made a new comparative experiment involving Support Vector Machines (SVM)
instead of ANN models [14]. The experimental results showed once again a supe-
rior performance of DWT as the feature extraction scheme in the classification of
echoes from ultrasonic signals in long shafts. This confirmed the DWT as indeed
superior because it provided better classification with another classifier, namely,
the SVM, for which statistical properties indicate robustness in its construction,
especially when a limited number of training examples are available.

3 Cost-Sensitive Integrated Classification System

Our goal is to develop a new integrated SVM classifier (ISVM), that is a com-
bined classification system employing efficiently benefits from each of two SVM
classifiers using two different feature extraction schemes FFT and DWT. To
achieve this, firstly two independent SVM classifiers are constructed, namely
FSVM and DSVM. FSVM is a SVM classifier trained with the training data
whose features are extracted by the FFT scheme while DSVM is trained using
data transformed by the DWT. With these two sub-classifiers, ISVM then sets
a new classification rule by which one among FSVM and DSVM is chosen and
applied to the classification of new data. That is, the new rule sets which sub-
classifier’s decision has to be observed for one input to ISVM, mainly based on
the comparison of posterior probabilities on each case. The overall structure of
ISVM is shown in Figure 2.

The first step for constructing a new combined decision rule is to calculate
the posterior probability of every possible hypothesis on each decision made by
FSVM or DSVM. The posterior probability is calculated using Bayes theorem
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Fig. 2. The overal structure of ISVM

and summarized on a posterior probability table (PPT). In fact, the calculation
process using Bayes theorem can be compactly replaced by the representation
of the confusion matrix table (CMT) as a PPT as shown in Figure 3.

Generally, CMT shows how well each classifier can recognize each class (sen-
sitivity). For example in Figure 3, we can see how well FSVM performs when
classifying MC samples by simply calculating the sensitivity of MC samples in
FSVM (this is NFMM/NMC). Also, the performance of FSVM in classifying CR
data is NFCC/NCR, which is the sensitivity of CR samples in FSVM.

On the other hand, the posterior probability on PPT reflects the confidence
that each class holds after we have made one decision by a classifier. For example,

Fig. 3. The relation between CMT(a) and PPT(b) and examples of CMT(c) and
PPT(d)



A Hybrid Classification Approach to Ultrasonic Shaft Signals 289

the value tfm in the PPT table shown on Figure 3(b) reflects how much we can
be confident that the real clsss of an input data would be MC when FSVM
classifies an input data as MC. Correspondingly, the value efm is the probability
that the decision in FSVM, which is MC, would be wrong. Therefore, the value
tfm is also considered as the degree of trust about the FSVM’s decision on MC
while value efm is the error rate on that decision.

The CMT (Figure 3(a)) summarizes test results through two already con-
structed classifiers, FSVM and DSVM. Based on the CMT, the trust-rates and
error-rates are calculated on each decision. The completed PPT becomes the
basis on the further decision which will be made on ISVM. The process for the
classification of a new instance in ISVM is divided into two steps as follows.

1. The input data is classified by each sub-classifiers (FSVM and DSVM) re-
spectively, then the results are recorded as F and D.

2. Two posterior probabilities P(CR|F,D) and P(MC|F,D) are compared and
CR is assigned to the new instance if P(CR|F,D) is higher than P(MC|F,D)
and MC is assigned in the opposite case. Here, values on PPT of each sub-
classifiers is used to calculate the posterior probabilities for the combined
cases(P(CR|F,D) or P(MC|F,D)).

This decision rule partly employs the theory of naive Bayes classifier and is
more or less straightforward if the cost is assigned evenly to different types of
misclassification. For example, the final decision made by ISVM is always to
follow DSVM’s result when the example PPT shown in Figure 3(d) is used. In
this case, ISVM is of less interest because the integrated system never will not
use the potential of FSVM. In a cost-sensitive environment where one needs
to assign different costs to different types of classification error, however, the
decision making rule in ISVM becomes more complex.

In conventional or simple classification systems, the costs for making errors
in classification is usually same regardless of the type of misclassification. It
is, however, impractical to ignore the difference in costs for the different types
of errors. In such cost-sensitive environment, the classification system seeks to
minimize the total misclassification cost, while the conventional classification
seeks to minimize the total number of errors regardless of cost.

In the field of shaft inspection data where we need to predict whether a signal
echo is caused by CR(crack) or MC(mode-conversion), two different costs can
be assigned. One is the cost of having a crack undetected (assigning the input
to class MC when it actually belongs in class CR), and the other is the cost of
having a false alarm (assigning the input to class CR when it actually belongs
in class MC). Each of both costs are denoted as c(MC,CR) and c(CR,MC)
respectively as shown in the error cost matrix (ECM) in Figure 4(a). Here we
assume the cost is zero when a case is classified accurately and we exclude the cost
of assigning a case to the unknown class. This ECM becomes a basic component
for constructing the decision making rule in ISVM, consequently which becomes
a cost-sensitive classification system.
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Fig. 4. Error costs for each type of misclassification (a) and the calculation formulas
of expected risk for each cases (b)

To minimize the expected value of the classification (named expected risk)
in a typical error-sensitive classification system, the optimal decision rule is to
assign an input pattern x to the class k such that:

k = arg mini=1,...,m

m∑
j=1

c(i, j)P (j|x) (1)

where c(i,j ) denotes the cost of deciding for class i when the true class is j, m
is the number of classes, and P(j |x) denotes the j -th class posterior probability
for pattern x.

When we apply this rule to the classification of shaft inspection data, the
Equation( 1) is transformed to:

k = arg mini∈{CR,MC}(c(i,CR)P (CR|x) + c(i,MC)P (MC|x)) (2)

Therefore, the expected risk for every misclassification case in each sub-
classifiers FSVM and DSVM is summarized in Figure 4(b) and these values
are supplied to the decision making rule in ISVM. As shown in Figure 2, ISVM
is an integrated system which consists of two sub-classifiers FSVM and DSVM
and a different decision rule is applied depending on types of combination of two
sub-decision results from FSVM and DSVM. For one specific shaft inspection
data as an input to ISVM, we have four cases in the combination of two deci-
sions by FSVM and DSVM and they are presented in Figure 5. The expected
risk (ER) for each of four combinations are also formulated using values calcu-
lated through ECM (Figure 4(a)) and PPT (Figure 3(b)). The calculated ER
for each hypothesis are compared and the hypothesis with smaller ER is chosen
as the final decision in ISVM.

We can present the decision rule in a different way equivalently, which makes
the decision rule more explanatory.
– If the decisions of FSVM and DSVM are same and r is smaller than r1,

assign MC.



A Hybrid Classification Approach to Ultrasonic Shaft Signals 291

Sub-classifier’s ER for ISVM’s Final decision rule
decision decision (assume r = C(MC,CR)

C(CR,MC)
= a/b)

FSVM DSVM MC CR

MC MC a(efm)(edm) b(tfm)(tdm)
{

MC if r≤r4
CR if r>r4

where r4=(tfm ∗ tdm)/(efm ∗ edm)

CR CR a(tfc)(tdm) b(efc)(edc)
{

MC if r ≤ r1
CR if r > r1

where r1 = (efcm ∗ edc)/(tfc ∗ tdc)

MC CR a(efm)(tdc) b(tfm)(edc)
{

MC if r ≤ r2
CR if r > r2

where r2 = (tfm ∗ edc)/(efm ∗ tdc)

CR MC a(tfc)(edm) b(efc)(tdm)
{

MC if r ≤ r3
CR if r > r3

where r3 = (efc ∗ tdm)/(tfc ∗ edm)

Fig. 5. ER for each hypothesis on ISVM’s decision and derived rules for final decision

– If the decisions of FSVM and DSVM are same and r is larger than r4, assign
CR.

– If the decisions of FSVM and DSVM are same and r is between r1 and r4,
follow their decision.

– If the decisions from FSVM and DSVM are different and r is between r2
and r3, follow the opinion of DSVM.

– If the decisions of FSVM and DSVM are different and r is smaller than r2,
assign MC.

– If the decision of FSVM and DSVM are different and r is larger than r3,
assign CR.

4 Empirical Evaluation

The experimental setting consists of four main processes.
1. A set of shaft inspection data, which will be used for training and valida-

tion set, is preprocessed and mapped to feature domains using two feature
extraction schemes (FFT and DWT).

2. We train two SVM models (temp FSVM and temp DSVM) with FFT train-
ing data and DWT training data respectively. Test results are obtained
through 10-folds cross validation. Based on this test result, a PPT is con-
structed for each model.

3. Two SVM models (FSVM and DSVM) are trained with the whole set of
FFT training data and the whole set of DWT training data respectively.
These two trained SVM models become sub-classifiers in ISVM.

4. Separate validation sets for each domains are classified with FSVM and
DSVM and those classification results are compared with a result classified
by the new developed decision rule of ISVM.
Figure 6 summarizes the steps of our experiment. A more detailed description

follows.
A-scan signals were acquired from eight various shafts, ranging between

100mm to 1300mm long by using a probe set to 2 MHz frequency. Signal seg-
ments of interest then are selected from the whole ultrasonic A-scan signals. In
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Fig. 6. Flow chart of overall procedure of our experiment

order to apply a consistent way of signal segmentation which is necessary for
suppressing time-variance problems with DWT, we used a Systematical echo
capturing method with Zero-padding (SZ) [13, 15].

Through this process, we produced a set of time-domain signal vectors of 768
samples long and also recorded whether the signal originated from a crack (CR)
or not and whether it was a primary or mode-converted echo (MC). We used
ShafTestTM1 as a tool to capture these A-scans and build up an initial database
of required echoes. For our experiment, 50 CR signals and 69 MC signals were
chosen randomly from the sample pool and they were stored as a training set.
The remained samples were stored separately so that validation sets can be
chosen from the remained sample pool later.

Once an initial database had been built, the time-domain data is mapped
to different feature domains: frequency domain using FFT and time-frequency
domain using DWT. Through this process, we generate two different sets of
feature training data, namely tr FFT and tr DWT which would later become the
input to the SVM classifiers. In particular, The 768 values of long time-domain
vectors delivered by the gate-selection preprocessing, are downsampled into 384
values and then transformed by FFT. For the FFT we concatenated sequences

1 It is a trade mark of CCI Pope.
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Fig. 7. Experimental results: (a)FSVM vs DSVM (b)[FSVM or DSVM]vs ISVM

of magnitude components and phase components into a 384 dimensional pattern
vector for SVM classification.

On the other hand, the 768 values of long time-domain signal patterns are
also converted by DWT. The idea of DWT starts from decomposing discrete
time signals into their coarse and detail information by passing them through
a high-pass and a low-pass filter respectively. This decomposition is repeated
several times only for low-pass filtered signals, and the outputs from high-pass
filtering in each decomposition level, presented as DWT coefficients, are con-
catenated starting with the coarsest coefficients. While, we compressed the 768
values representing the DWT coefficients into 384 samples by discarding the last
384 coefficients which are supposed not containing much information but mainly
noise, and these 384 long vector of DWT coefficients are stored as the DWT fea-
ture sets. For our experiment, we applied Daubechies wavelets [16] for filtering.

In our new integrated SVM classification system for shaft test, we need to
compare the posterior probability each hypothesis holds given that a specific
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training data has been observed when an error cost matrix is given by a user.
Posterior probabilities for each case is summarized in PPM and the steps of
constructing PPM is as follows. Firstly, tr FFT and tr DWT are divided up into
10 sets. In turn, 9 of these are used to train the SVM classifier, and the remaining
set is classified by the constructed SVM classifier. We employed RBF kernel
for constructing SVM classifiers as the RBF kernel approach provides nonlinear
mapping, requires comparatively small numbers of hyperparameters and has less
numerical difficulties. This is repeated with all 10 possible combinations and all
the classification results of ten validation sets are concatenated and stored. The
statistics of the stored result data is presented on CMT for both FFT data and
DWT data and, PPMs are completed in the way explained previously. CMT and
PPM for our experiments are same as shown in Figure3(c) and (d) respectively.

On the other hand, two other SVM models are trained by tr FFT and
tr DWT and they are named as FSVM and DSVM respectively. These two
models become sub-classifiers of ISVM and their individual classification perfor-
mances are compared with ISVM’s. As explained previously, the decision making
rule set on ISVM requires five parameters: r, r1, r2, r3 and r4. All values except
r are calculated using values in PPMs shown in Figure3(b) and they are 0.037,
0.925, 2.714, 68.16 respectively. With these four values, we can get five possible
ranges where r is assumed to be: 1)r<0.037, 2)0.037<r<0.925, 3)0.925<r<2.714
and 4)2.714<r<68.16

In order to examine the performance of ISVM compared to FSVM or DSVM,
we chose 23 samples randomly from the sample pool which is a remained sam-
ple pool after the training set were chosen out previously. These samples are
classified by ISVM for each five assumption on r and error cost in each set is
calculated. The error cost is also counted on the result classified by single FSVM
or DSVM, and they are compared with error cost of ISVM result. These test and
comparison process is repeated 10 different times and the results are presented in
Figure7. We see that in most scenarios, we obtain more informative and reliable
classification by integrating classifiers.

5 Conclusion

When we are to combine the results of classifiers, the machine learning literature
offers schemes like boosting and bagging; however, these are mostly effective ways
to enhance the predictive value of rough classifications and to re-assign weights
to instances in the training set to re-focus the learning on hard instances. But, in
the application at hard, there are reasons to believe that the feature extraction
methods are obtaining fundamental properties of the signal (like frequency or
phase information). We do not want to totally dismiss the outcomes of a classifier
based on Fast Fourier Transform despite the classifiers based on Discrete Wavelet
Transform have been shown superior. We have presented the first approach in
this direction and shown its applicability for this application.
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Abstract. Landmarking is a recent and promising meta-learning strategy, 
which defines meta-features that are themselves efficient learning algorithms. 
However, the choice of landmarkers is often made in an ad hoc manner. In this 
paper, we propose a new perspective and set of criteria for landmarkers. Based 
on the new criteria, we propose a landmarker generation algorithm, which gen-
erates a set of landmarkers that are each subsets of the algorithms being land-
marked. Our experiments show that the landmarkers formed, when used with 
linear regression are able to estimate the accuracy of a set of candidate algo-
rithms well, while only utilising a small fraction of the computational cost re-
quired to evaluate those candidate algorithms via ten-fold cross-validation. 

1   Introduction 

With the growing plethora of machine learning algorithms, and both theoretical [18] 
and empirical [12] results indicating that no single algorithm is generically superior, 
the issue of selecting an appropriate learning algorithm for a given dataset becomes 
increasingly important. Traditionally, the common practice is to evaluate all  
applicable (candidate) algorithms based on some form of hold-out testing (e.g. cross-
validation and bootstrapping), and thereby determine which to use (e.g. [14]). How-
ever, such evaluation is typically computationally unviable due to the volume of 
available algorithms. To overcome this, various methods utilising past experience, or 
meta-knowledge [8], have been proposed. Typically referred to as meta-learning [8, 
15], such solutions utilise experience on previous datasets (i.e. meta knowledge) to 
learn hypotheses that characterise the domains of expertise of the candidate algo-
rithms. Given the set of all possible datasets, these domains of expertise correspond to 
subsets in which certain algorithms are deemed to be superior to others. 

As in standard machine learning, the success of meta-learning is greatly dependent 
upon the quality of the features chosen. Various strategies for defining these  
meta-features have been proposed [4, 10, 5, 12, 1, 9]. However, to date there is no 
consensus on how good meta-features should be chosen. Landmarking [13, 6, 7] is an 
alternative and promising approach that characterises datasets by directly measuring 
the performance of simple and fast learning algorithms, called landmarkers. The main 
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idea is that the performance of a learning algorithm on a dataset uncovers information 
about the nature of the dataset [2]. However, the selection of landmarkers is typically 
done in an ad hoc fashion, with the landmarkers generated focused on characterising 
the domains of expertise of an arbitrary set of algorithms. 

In this paper, we reinterpret the role of landmarkers, defining each as a function 
over a set of learning algorithms that characterises the domain of expertise of one 
specific learning algorithm. Essentially, given a set of candidate algorithms, we wish 
to generate a set of landmarkers (i.e. for each candidate algorithm, we seek to find 
one corresponding landmarker), such that each landmarker: (1) is more efficient than 
its counterpart candidate algorithm1, and (2) corresponds to a domain of expertise that 
is similar or correlated to that of its associated candidate algorithm (i.e. the domains 
of expertise of the landmarker and associated algorithm roughly overlap in the space 
of all possible datasets – henceforth labelled the expertise space). Via these new 
landmarker criteria, we propose a new approach for landmarker generation, where the 
main idea is to use some subset of the candidate algorithms to landmark each of those 
candidate algorithms. 

The paper is organised as follows. In Section 2, we redefine the role of landmark-
ers and introduce the new criteria for landmarker selection. The subsequent section 
introduces a new method for landmarker generation based on the new criteria. Section 
4 then describes and discusses the experiments, and corresponding results. The last 
section concludes the paper and suggests some paths for future work. 

2   Establishing Good Meta-attributes: Landmarker Criteria 

As is the case with any standard machine learning problem, the performance and 
success of meta-learning is greatly dependent upon the available inputs and the corre-
sponding features used to describe of the problem. Thus, appropriate meta-features, 
or in our case, appropriate landmarkers, must be found. 

2.1   Redefining Landmarkers 

In the literature [13, 6, 7], a landmarker is typically associated with a single algorithm 
with low computational complexity. Landmarkers have thus far been employed much 
in the same manner as the prototypical meta-features; they simply serve as meta-
features whose purpose is to help define an algorithm-generic expertise space, in 
which the domain of expertise of any candidate algorithm may be defined. This for-
mer definition of landmarkers is exemplified in Figure 1 (annotated from [2]). This 
figure denotes the space of all datasets S, where each rectangle denoted by a lold

i repre-
sents the domain of expertise of a landmarker (under the old definition – i.e. each lold

i 

                                                           
1  It may seem that by estimating one candidate algorithm via a set of learning algorithms, we 

are actually increasing computational complexity. However, as we will see from our pro-
posed landmarker generation algorithm in Section 3, we may limit the set of algorithms from 
which we construct our landmarkers, such that this set has less computational complexity 
than the set of candidate algorithms. 
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corresponds to the domain of expertise of single algorithm), and each dotted ellipse ai 
represents the domain of expertise of a candidate algorithm. The general idea is that 
by noting which landmarker domains of expertise the dataset falls under, it would be 
possible to induce which candidate algorithm domains of expertise to which it be-
longs. For example, when a dataset falls within the domains of expertise of lold

3 and 
lold

4, we may infer that the dataset in question probably belongs to the domain of ex-
pertise of a2. And correspondingly, when another dataset falls within the domains of 
expertise of lold

2 or similarly, if it does not fall within the domains of expertise of the 
other lold

i, then it is likely to belong to the domain of expertise of a1. 

 
lold

1 
S 

lold
2 

lold
3 

lold
4 

lold
5 

a1 

a2 

 

Fig. 1. An example depicting the use of landmarkers under the old definition 

We introduce a new perception of landmarkers that defines each landmarker to be: 

1. A function over set of learning algorithms. 
2. Specific to one candidate algorithm; i.e. the role of the specified landmarker is to 

characterise only one single algorithm’s domain of expertise. 

For example, a landmarker for a boosted C4.5 decision tree algorithm could corre-
spond to the accuracies of several learning algorithms such as a decision stump, a 
naïve Bayes learner, etc. A counterpart of Figure 1, using our new perception of a 
landmarker is depicted in Figure 4 of Section 2.2 (after further explanation of the 
criteria used to generate such landmarkers). 

This new perception additionally suggests that predicting the domain of expertise 
of each candidate algorithm should be treated as an isolated learning problem. 

The characteristics associated with this new perception of landmarkers (i.e. points 
1 and 2 above), are important for two reasons. Firstly, recent empirical results have 
shown that different candidate algorithms require different characteristics to better 
predict their domains of expertise (i.e. each meta-feature can have varying signifi-
cance depending on the candidate algorithm involved) [13, 10, 9]. And secondly, 
recent work has also shown empirically that estimating the individual predictive accu-
racy of each candidate algorithm is better than attempting to learn an aggregated 
concept (e.g. best performing algorithm in the set) over the set of algorithms [11]. 
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Intuitively, while one can consider an overall concept regarding the generic exper-
tise space, this requires that the dataset characteristics be relevant in defining the 
domain of expertise of any algorithm. This meta-feature space would most likely be 
very complex, and thus difficult to define. Additionally, with this universal meta-
feature paradigm, there is also a much higher probability of learning chance concepts. 

2.2   New Landmarking Criteria 

In previous landmarking work, two landmarker criteria have been defined: efficiency 
and bias diversity [13]. The rationale behind the efficiency criteria is obvious – we 
wish to incur less computational cost than directly evaluating the set of candidate 
algorithms. Conversely, the rationale behind bias diversity is more vague; the general 
idea behind bias diversity is to ensure that different landmarkers measure different 
dataset properties, at least implicitly [13]. This may be interpreted as a criterion that 
requires the domains of expertise of the landmarkers to be non-correlated. 

While these criteria aid to restrict the search space of algorithms (i.e. potential 
landmarkers), their utility in terms of pinpointing or directing the search for viable 
landmarkers is questionable. Essentially, the efficiency and bias diversity criteria 
do not emphasise the selection of landmarkers that would map the domains of ex-
pertise of a specific set of candidate algorithms; they do not place any requirement 
on the relationship between the selected landmarkers and the set of candidate  
algorithms. 

Consequently, it could be interpreted that these criteria seek to find a set of 
landmarkers that is able to characterise the space of all datasets well enough so that 
the domain of expertise of any algorithm (i.e. a generic domain of expertise) may 
be defined. However, these criteria do not ensure the generation of a set of land-
markers that characterises the right dataset features such that there is sufficient 
generality required to locate the domains of expertise of the given set of candidate 
algorithms. For example, although the landmarkers depicted in Figure 2 have un-
correlated domains of expertise, they cannot distinguish between the domains of 
expertise of the five algorithms. This is because the landmarkers do not relate to 
the algorithms they are meant to characterise. Thus, what landmarker criteria 
should we then use? 

In meta-learning, we are primarily interested in the performance measurements2 of 
the algorithms available to us. Thus, to meta-learn, we must map the landmarker 
measurements to the performance measurement of the candidate algorithm whose 
domain of expertise we are attempting to learn. This implies that the landmarker for a 
candidate algorithm should output measurements that are indicative of the perform-
ance measurements on that candidate algorithm. More specifically, in order to pick a 
landmarker for some algorithm, we should ensure that the measurements output by 
the landmarker are associated or correlated to the performance the candidate algo-
rithm; this would be one way to ensure that the landmarker is related to the target. 
This may also be explained in terms of the expertise space. 

                                                           
2  Essentially, all the meta-target types are functions of the performance measurements over the 

candidate algorithms. 
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Two algorithms whose domains of expertise are overlapping will be closer to each 
other in a space of all domains of expertise. Conceptually, the distance between two 
algorithms a and l can be regarded as ||a – l||. Also, we may express ||a – l||2 as ||a||2 + 
||l||2 – 2 a.l. Thus, if a is close to l, this implies that ||a – l||2 is small, and thus that a.l is 
relatively large. This pertains to the correlativity criterion we use to check if a land-
marker (e.g. l) is representative of some candidate algorithm (e.g. a). However, in 
order to operationalise a.l, we must move into the space of datasets, as depicted in 
Figure 3. Thus, we measure correlativity based on r [16] as: 

))((/)(
||||||||

.
),(cos. 22==∠== iiii lala

la

la
lalar  (1) 

 

 

lold
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lold
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lold
  3 
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a1 

a5a4 a3
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Fig. 2. A scenario in which the bias diversity criteria would fail to map the domains of exper-
tise of the given set of candidate algorithms 

It should also not be forgotten that while attempting to derive landmarkers whose 
measurements are correlated to the cross-validation measurements, the computational 
cost of running the landmarkers should not exceed the computational cost of perform-
ing cross-validation – otherwise there would be no benefit over using cross-
validation! Thus, we define the following criteria for landmarkers: 

− Correlativity – each landmarker should as closely as possible resemble their 
complex algorithm counterpart; fluctuations in the landmarker performance 
measurements (e.g. accuracy) should correlate to fluctuations in the same per-
formance measurements of its counterpart algorithm. 

− Efficiency – the computational cost of running the set of landmarkers should be 
less (and preferably significantly less) than the computational cost of running 
all algorithms. 

Figure 4 illustrates our new perception of landmarkers in relation to the new crite-
ria. Here, each li corresponds to the domain of expertise of the new form of land-
marker proposed by us (i.e. a close approximation of the domain of expertise of the 
candidate algorithm being landmarked). Essentially, by ensuring that a landmarker 
(i.e. a function over the domains of expertise of several algorithms) correlates to the 
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domain of the candidate algorithm in question, we are able to ensure (or at least  
quantify) the relevance of the meta-features provided by the landmarkers. 

 

Algorithm a 

Landmarker l 

ax … ay 

Space of Algorithms 
(Conceptual Domains of 

Expertise) 

Vector of Accuracies A 

Matrix of Accuracies L 

Space of Accuracies  
(Over Datasets) 

Dependent Variable

Independent Variable(s) 

Transform

[Note that r = Pearson’s correlation coefficient] 

r

 

Fig. 3. An example depicting of how a.l may be operationalised 
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Fig. 4. A scenario illustrating the domains of expertise corresponding to the new version of 
landmarkers under the new criteria 

3   The Proposed Landmarker Generation Approach 

A description of the proposed landmarker generation algorithm is given in Figure 
5. The general idea of the proposed landmarker generation algorithm is to use a 
subset of the available algorithms as a landmarker for each of these algorithms. 
More specifically, given a set of candidate algorithms A = {a1, …, an}, we seek to 
select a set of landmarkers L’ = {l’1, …, l’n}, where each l’i is the landmarker se-
lected for the algorithm ai, l’i ⊂ A, and the union of all l’i ∈ L’ (written as un-
ion(L’)) is a (proper) subset of A. For example, given A = {a1, a2, a3, a4}, a possible 
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set of selected landmarkers is L’ = {l’1, l’2, l’3, l’4}, where l’1 = {a1}, l’2 = {a2}, l’3 = 
{a1, a2}, l’4 = {a2}. 

Input: A = {a1, …, an}, a set of candidate algorithms.
Output: L’ = {l1’, …, ln’}, a corresponding set of landmarkers where each li’ is 
the chosen landmarker for ai.  

Let:  

• the powerset of A excluding φ and A itself be L = {union(L1), …, union(Lm)},
where m = 2n-2, 

• the powerset of union(Li) excluding φ be Li = {l1, …, lp}, with p = 2|union(Li)|-1, 

• the mean computational cost of each li be denoted eff(li), where this mean is
over the training datasets, and 

• the computational cost of ten-fold cross-validation on the training datasets
with A be denoted eff(A). 

 
Landmarker generation algorithm: 
[1] For each union(Li): 
[2]  For each aj ∈ A: 
[3]   If aj ∉ Li then: 
[4]    For each lk ∈ Li: 
[5]     Find ψ(aj, lk) = r2 + ((eff(A) – eff(lk)) / eff(A)),  
      where r2 is value of the linear regression function whose  
      dependent = aj and independent(s) = {ax | ax ∈ lk} 
[6]     Let num_landmarkers(Li) = num_landmarkers(Li) + 1 
[7]   Find best_landmarker(aj, Li) = ly |

iLzl ∈∀
maxarg ψ(aj, lz) = ψ(aj, ly) 

[8]  Find mean_r2(Li) =  
   1 / num_landmarkers(Li)

∈∀ Aja
xj la ),(ψ | lx = best_landmarker(aj, Li) 

[9] Let L’ = {li’ | li’ = best_landmarker(ai, Lj), Lj =
LkLunion ∈∀ )(

maxarg mean_r2(Lk)} 
 

Fig. 5. Pseudo code for the proposed landmarker generation algorithm 

To choose between the various potential landmarkers, we select the landmarker 
with the highest combined correlation and efficiency gain. More specifically, for each 
potential landmarker li, we find r2(li) + ((eff(A) – eff(lk)) / eff(A)). r2(li) is the mean 
coefficient of determination obtained over each aj – li pairing (i.e. given the inde-
pendent(s) li, several linear regression functions can be formed, each with li paired 
with a dependent aj ∈ A). eff(li) and eff(A) are the mean computational cost of run-
ning li and A (i.e. the time taken for training and testing) observed over the training 
datasets respectively. Note that the values used in the linear regression functions are 
the accuracy values observed when applying the relevant aj to a training set of data-
sets. 
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This landmarker generation algorithm assumes: 

− Several of the algorithms will have similar domains of expertise, and thus, not 
all have to be used. 

− If a candidate algorithm has a very dissimilar domain of expertise (as compared 
to the other algorithms), that domain of expertise can be correlated to the con-
junction of several others. 

4   Experiments, Results and Analysis 

For our experiments we utilise 10 classification learning algorithms from WEKA [17] 
(i.e. naïve Bayes, k-nearest neighbour (with k = 1 and 7), support vector machine, 
decision stump, J4.8 (a WEKA implementation of C4.5), random forest, decision 
table, Ripper, and ZeroR) and 34 classification datasets randomly chosen from the 
UCI repository [3]. To evaluate the accuracy of each candidate algorithm on each 
dataset, stratified ten-fold cross-validation was employed. The effectiveness of the 
proposed landmarker generation algorithm is evaluated using the leave-one-out cross-
validation approach. This corresponds to n-fold cross-validation, where n is the num-
ber of instances, which in our case is 34, each pertaining to one UCI dataset. 

For each fold we use 33 of the datasets to generate landmarkers as described in 
Section 3. The resultant set of landmarkers indicates which algorithms must be evalu-
ated and which will be estimated (i.e. the algorithms in union(L’), and the remaining 
A \ union(L’) respectively). On the dataset left out, we first run the algorithms that 
must me evaluated and then use their accuracy results to estimate the performance of 
the other algorithms using the regression functions computed during landmarker 
generation.  

The version of the algorithm described in Section 3 will attempt to find a set of 
landmarkers L’ such that |union(L’)| < |A|. We have modified the algorithm so that 
the maximum number of candidate algorithms used by a chosen set of landmarkers 
(i.e. |union(L’)|, the landmarker set size of L’) may be defined by the user. In our 
experiments we generate and test all 9 possible landmarker sets sizes (9 ≥ |union(L’)| 
≥ 1, given that the number of available algorithms is 10). 

This leaves us with 9 sets of accuracy estimates for each of the candidate algo-
rithms over each of the UCI datasets. Three evaluations are performed over the accu-
racy estimates: 

− Efficiency gained (EG): for each held-out dataset and landmarker set size, we 
compute the percentage of computation saved by employing the landmarker. 
This saving is the portion of the computational time incurred by conducting 
ten-fold cross-validation over all the candidate algorithms that is saved by in-
stead running only the algorithms associated with the landmarker in question. 
For each landmarker set size, we report the mean EG recorded over all datasets. 

− Rank order correlation (rs): for each held-out dataset and landmarker set size, 
we utilise the Spearman’s rank order correlation coefficient rs, to determine the 
correlation between: (i) the rank order of the accuracies estimated via the 
landmarkers and regression, and (ii) the rank order of the accuracies evaluated 
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via ten-fold cross-validation. For each landmarker set size, we report the mean 
rs recorded over all datasets. 

− Algorithm-pair ordering (AP): for each dataset and landmarker set size, we 
compare the order of each pair of algorithms (e.g. if acc(a1) > acc(a2)) based 
on the estimated (via the landmarkers and regression) and evaluated accuracies 
(via ten-fold cross-validation). For each landmarker set size, we report the 
mean (across all datasets) of the percentage of pairings in which the order is 
predicted correctly. Note that there are 10C2 = 45 algorithms pairings with 10 al-
gorithms. However, one notices that when all 10 algorithms are employed by 
the set of landmarkers, no landmarkers are required, and we are simply per-
forming ten-fold cross-validation. Accordingly, for a landmarker set size of x, 
those x algorithms are evaluated, not estimated. Thus, xC2 algorithm pairs will 
correspond to the ordering that is found via ten-fold cross-validation. We de-
note this as assured AP, which is the accuracy associated with pairings that are 
guaranteed to be correct. 

Table 1. The mean efficiency gained (EG), r
s
, algorithm-pair ordering (AP), and r2 values, and 

the assured AP value observed from our experiments 

No. Algorithms, 
|union(L’)| 

Mean EG Mean rs Mean AP 
Assured 

AP 
Mean r2 

1 92.9 0.54 71.3 0.0 0.64 
2 85.4 0.59 74.1 2.2 0.81 
3 84.6 0.68 77.7 6.7 0.89 
4 83.1 0.73 80.6 13.3 0.92 
5 82.6 0.77 82.4 22.2 0.94 
6 67.0 0.83 86.1 33.3 0.94 
7 69.4 0.88 89.6 46.7 0.95 
8 23.8 0.92 92.7 62.2 0.96 
9 8.5 0.97 96.3 80.0 0.97 

10* 0.0 1.00 100.0 100.0 NA 
* This corresponds to 10-fold cross-validation, which we are comparing against. 

Table 1 presents the results from our experiments. It shows the mean EG, the rank-
ing order correlation (mean rs), the mean accuracy over algorithm-pair orderings 
(mean AP), the percentage of algorithm-pair orderings guaranteed to be correct  
(assured AP), and the mean r2. Each i-th row of the table presents the results of the 
landmarker set(s) of set size i from each fold. The results show that the landmarkers 
generated, when used with the linear regression models, are very encouraging. Even 
when only utilising a single candidate algorithm (i.e. |union(L’)| = 1), the chosen set 
of landmarkers is still able to produce a reasonable result (i.e. mean rs = 0.54, mean 
AP = 71.3). The efficiency gained is also substantial (i.e. mean EG = 92.9, this means 
the landmarker only incurred 7.1% of the computational cost that is observed with 
ten-fold cross-validation on all ten candidate algorithms!). As expected, when we 
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allow the generation algorithm to utilise larger sets of candidate algorithms as land-
markers (i.e. as we allow larger |union(L’)|), the r2, rs, and AP all increase, and the 
efficiency gained decreases, with all the values approaching the ten-fold cross-
validation result. 

It should be noted that the computational costs of the algorithms used vary quite 
drastically. In fact, from Table 1, the large dip in the mean EG of the landmarkers 
utilised when going from 8 to 9 algorithms is primarily caused by the use of the SVM 
algorithm, which is significantly more computationally expensive as compared to the 
other candidate algorithms. However, as our results indicate, the landmarker genera-
tion algorithm selects algorithms with higher correlation and lower computational 
costs, before attempting to utilise the ones with similar levels of correlation, but 
higher computational costs. 

5   Conclusions 

In this paper, we have provided a new definition of landmarkers, specifying each to 
be: (i) a function over a set of learning algorithms, (ii) that is focused on characteris-
ing the domain of expertise of one candidate algorithm. Correspondingly, we have 
identified new criteria for the generation of landmarkers, in that each should be: (i) 
efficient, and (ii) correlated as compared with its associated algorithm. Based on these 
criteria, we have proposed a simple landmarker generation algorithm that considers 
subset combinations of the set of candidate algorithms as landmarkers. The experi-
mental results show that even when the number of algorithms employed by the set of 
landmarkers is small (and thereby, the gain in efficiency is large – up to a 92.9% 
saving over the cost of running the entire set of candidate algorithms), the lowest rank 
order correlation is 0.54, which is a very promising result. Furthermore, as the num-
ber of algorithms used by the set of landmarkers increases, the accuracy of the per-
formance estimations approaches that of ten-fold cross-validation, even though the 
gain in efficiency mostly sustained. These results also suggest that the heuristic em-
ployed for the landmarker selection (see Section 3) is a viable one. As future work, 
we would like to: (i) explore a wider variety of potential landmarkers, (ii) explore the 
use of different heuristics, (iii) conduct more extensive experimentation, and (iv) 
ground this approach in a theoretical framework. 

References 

1. Bensusan, H.: God doesn’t always shave with Occam’s Razor: learning when and how to 
prune. Proc. ECML (1998) 119-124 

2. Bensusan, H., Giraud-Carrier, C.: Casa Batló is in Passeig de Gràcia or landmarking the 
expertise space. Proc. ECML, Wkshop. on Meta-learning: Building automatic advice 
strategies for model selection and method combination (2000) 29-46 

3. Blake, C., Merz, C.: UCI repository of machine learning databases. University of Califor-
nia, Irvine, Dept. of Information and Computer Sciences (1998) 

4. Brazdil, P., Gama, J., Henery, R.: Characterizing the applicability of classification algo-
rithms using meta level learning. Proc. ECML (1994) 84-102 



306         D. Ler, I. Koprinska, and S. Chawla 

5. Brazdil, P., Soares, C., Costa, J.: Ranking learning algorithms: Using IBL and meta-
learning on accuracy and time results. Machine Learning vol. 50(3) (2003) 251-277 

6. Fürnkranz, J., Petrak, J.: An evaluation of landmarking variants. Proc. ECML, Wkshop. 
on integrating aspects of data mining, decision support and meta-learning (2001) 57-68 

7. Fürnkranz, J., Petrak, J., Brazdil, P., Soares, C.: On the use of fast subsampling estimates 
for algorithm recommendation. Technical Report, Austrian Research Institute for Artificial 
Intelligence (2002) 

8. Giraud-Carrier, C., Vilalta, R., Brazdil, P.: Introduction to the special issue on meta-
learning. Machine Learning vol. 54(3) (2004) 187-193 

9. Kalousis, A., Hilario, M.: Feature selection for meta-learning. Proc. PAKDD (2001) 222-
233 

10. Kalousis, A., Hilario, M.: Model selection via meta-learning: a comparative study. Int. J. 
Artificial Intelligence Tools vol. 10(4) (2001) 525-554 

11. Köpf, C., Taylor, C., Keller, J.: Meta-analysis: from data characterisation for meta-
learning to meta-regression. Proc. PKDD, Wkshop. on Data Mining, Decision Support, 
Meta-learning and ILP (2000) 

12. Michie, D., Spiegelhalter, D., Taylor, C.: Machine learning, neural and statistical classifi-
cation. Ellis Horwood (1994) 

13. Pfahringer, B., Bensusan, H., Giraud-Carrier, C.: Meta-learning by landmarking various 
learning algorithms. Proc. ICML (2000) 743-750 

14. Schaffer, C.: Technical note: selecting a classification method by cross-validation. Ma-
chine Learning vol. 13(1) (1993) 135-143 

15. Vilalta, R., Drissi, Y.: A perspective view and survey of meta-learning. J. Artificial Intel-
ligence Review vol. 18(2) (2002) 77-95 

16. Wickens, T.: The geometry of multivariate statistics. LEA Publishers (1995) 
17. Witten, I., Frank, E.: Data mining: practical machine learning tools with Java implementa-

tions. Morgan Kaufmann (2000) 
18. Wolpert, D.: The supervised learning no-free-lunch theorems. Proc. Soft Computing in 

Industry - Recent Applications (2001) 25-42 
 



A Learning-Based Algorithm Selection
Meta-Reasoner

for the Real-Time MPE Problem

Haipeng Guo1 and William H. Hsu2

1 Department of Computer Science,
Hong Kong University of Science and Technology

hpguo@cs.ust.hk
2 Department of Computing and Information Sciences,

Kansas State University
bhsu@cis.ksu.edu

Abstract. The algorithm selection problem aims to select the best al-
gorithm for an input problem instance according to some characteristics
of the instance. This paper presents a learning-based inductive approach
to build a predictive algorithm selection system from empirical algorithm
performance data of the Most Probable Explanation(MPE) problem. The
learned model can serve as an algorithm selection meta-reasoner for the
real-time MPE problem. Experimental results show that the learned al-
gorithm selection models can help integrate multiple MPE algorithms to
gain a better overall performance of reasoning.

1 Introduction

Uncertain reasoning under bounded resources is crucial for real-time AI appli-
cations. Examples of these include online diagnosis, crisis monitoring, real-time
decision support systems, etc. In these tasks the correctness of a computation
depends not only on its accuracy but also on its timeliness. Some mission-critical
applications require a hard computation deadline to be strictly enforced where
the utility drops to zero instantly if the answer to the query is not returned
and a control is not produced. Other soft real-time domains only admit a soft
deadline where the utility degrades gradually after the deadline is passed.

Researchers have broadly developed two types of methods to address real-
time inference in Bayesian Networks(BNs). The first is to use anytime algo-
rithms (Zilberstein [19]), or flexible computation (Horvitz et al. [7]). These are
iterative refinement algorithms that can be interrupted at “any” time and still
produce results of some guaranteed quality. Most stochastic simulation and par-
tial evaluation inference algorithms belong to this category. The second method
is to combine multiple different inference algorithms where each of these may
be more or less appropriate for different characteristics of the problems. The
architecture unifying various algorithms often contains a key meta-reasoning
component which partitions resources between meta-reasoning and reasoning in

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 307–318, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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order to minimize the overall runtime of problem solving and gain a better overall
performance. Work in this category include intelligent reformulation (Breese and
Horvitz [2]), algorithm portfolio (Gomes and Selman [5]), cooperative inference
(Santos et al. [17]), etc.

This paper is concerned with a specific type of meta-reasoning, namely algo-
rithm selection, for the real-time MPE problem with a soft deadline. We use a
learning-based approach to induce an MPE algorithm selection model from the
training data. The learning needs to be done only once and it takes only a few
minutes. Then the learned model is available to anyone as an MPE algorithm
selection meta-reasoner. For an input MPE instance, the meta-reasoner(decision
trees) can select the best algorithm in only a few seconds and achieve the best
overall performance of reasoning. In the following sections we shall first introduce
the MPE problem and the algorithm selection problem. Then we shall describe
the proposed approach and present the main experimental results. Finally we
shall draw the conclusions and discuss future directions.

2 Algorithm Selection for the MPE Problem

2.1 Bayesian Networks and the MPE Problem

A Bayesian network (Pearl [13]) is a pair (G,P) where G is a directed acyclic
graph whose nodes represent random variables, and P is a set of Conditional
Probability Tables(CPTs) — one for each node in G. An evidence E is a set of
instantiated nodes. An explanation is a complete assignment of all node values
consistent with E. The probability of each explanation can be computed in linear
time using the chain rule:

P (X1, . . . , Xn) =
n∏

i=1

P (Xi|π(Xi)), (1)

where π(Xi) denotes the parents of node Xi.
MPE is an explanation such that no other explanation has higher probability.

It provides the most likely state of the world given the observed evidence. MPE
has a number of applications in diagnosis, prediction, and explanation. It has
been shown that both exact and approximate MPE are NP-hard (Shimony [15];
Abdelbar and Hedetniemi [1]). Exact MPE algorithms all share a worst-case
complexity exponential in the maximal clique size of the underlying undirected
graph. So approximate algorithms are necessary for large and complex networks.
There are two basic classes of approximate MPE algorithms: stochastic sampling
and search-based algorithms. Most of them are anytime algorithms. However,
each algorithm may work well on some but poorly on other MPE instances.
Under real-time constraints, it would be very helpful if we could know in advance
which algorithm is the best for what instances.
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Fig. 1. The abstract model of algorithm selection

2.2 The Algorithm Selection Problem

The algorithm selection problem is to select one among a candidate set of al-
gorithms that solves the input instance the best in some sense. It was first
formulated in (Rice [14]). An abstract model of the algorithm selection problem
is shown in Fig. 1, where the input instance x in the problem space S is repre-
sented as a feature vector f in the feature space. The task is to build a selection
mapping between S and the algorithm space A that provides a good (measured
by w ) algorithm to solve x subject to the constrains that the performance of
the algorithm is optimized.

From the point of view of computability theory, the general problem of al-
gorithm selection asks to design a program, or a Turing machine, that takes as
inputs the descriptions of two candidate algorithms, and outputs the best one ac-
cording to some performance criteria such as problem-solving time and solution
quality. By applying Rice’s theorem it can be shown that the general algorithm
selection problem is undecidable (Guo [6]). It implies that, in general, there can
be no hope of finding a pure analytical means of automatic algorithm selection
only from the descriptions of these algorithms. This general result should not
be surprising because the HALTING PROBLEM basically states that in general
you can not even tell whether a Turing machine (algorithm) can halt or not
given arbitrary input.

3 A Machine Learning-Based Approach for
Algorithm Selection

In this paper we turn to a more feasible direction: applying inductive, rather
than analytical approach. Our proposed inductive approach relies significantly
on experimental methods and machine learning techniques. We are partly mo-
tivated by the observation that some easy-to-compute problem features can be
used as good indicators of some algorithm’s performance on the specific class
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Fig. 2. The machine learning-based approach for algorithm selection

of instances. This knowledge can help select the best algorithm to gain more
efficient overall computation. In NP-hard problem-solving, researchers have long
noticed that algorithms exploiting special problem instance features can perform
on the particular class of instances better than the worst-case scenario. In light
of this, two of the main directions of this work are to study different instance
features in terms of their goodness as a predictive measure for some algorithm’s
performance and to investigate the relationships between instance characteristics
and algorithms’ performance.

Another motivation comes from the inspiration of automating and mimicking
human expert’s algorithm selection process. In many real world situations, al-
gorithm selection is done by hand by some experts who have a good theoretical
understanding to the algorithms and are also very familiar with their runtime
behaviors. The automation of the expert’s algorithm selection process thus has
two aspects: analytical and experimental. We have already known that the first
aspect is hard to be automated and compiled into a program. In contrast, au-
tomating the experimental aspect is more feasible because of the advancements
that have been made in experimental algorithmic (Johnson [11]), machine learn-
ing (Witten and Frank [18]), and uncertain reasoning techniques (Horvitz et al.
[8]).

The difficulty of automatic algorithm selection is largely due to the uncer-
tainty in the input problem space, the lack of understanding to the working
mechanism of the algorithm space, and the uncertain factors of implementations
and runtime environments. From the viewpoint of expert systems and machine
learning, the algorithm selection system acts as an “intelligent meta-reasoner”
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that is able to learn the uncertain knowledge of algorithm selection from its past
experiences and use the learned knowledge (models) to reason on algorithm se-
lection for the input instance in order to make the right decision. This can be
formulated as the following machine learning problem:
The algorithm selection learning problem
Task T : selecting the best algorithm, Best Algm(f), for instance f .
Measure P : percent of correct selections.
Training data E: algorithm performance data collected from experiments.

Since the target function, Best Algm(f), has discrete values, this is indeed a
classification problem. An overview of the procedure is shown in Fig. 2. The first
two steps, including instance generation and algorithm performance data collec-
tion, prepare the training data. The next two steps preprocess the data, including
discretization and feature selection. Then in the learning step, machine learning
algorithms are applied to induce the predictive algorithm selection model. Also,
some meta-learning methods — such as bagging, boosting, and stacking (Witten
and Frank [18]) — can be used here to improve the learned predictive models.
Finally, the best learned model is evaluated on test data.

4 The Algorithm Space And The Feature Space

4.1 The Algorithm Space

Our candidate MPE algorithms include one exact algorithm: Clique-Tree Propa-
gation(CTP) (Lauritzen and Spiegelhalter [12]); two sampling algorithms: Gibbs
Sampling (Pearl [13]) and Forward Sampling (also called Likelihood Weighting)
(Fung and Chang [3]) ; two local search-based algorithms: Multistart Hillclimbing
and Tabu Search (Glover and Laguna [4]); and one hybrid algorithm combining
both sampling and search: Ant Colony Optimization(ACO). These algorithms
are chosen because currently they are among the most commonly used MPE
algorithms. A classification of these representative algorithms is shown in Fig. 3.
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Because of the lack of space, we refer interested readers to (Guo [6]) for detailed
descriptions.

4.2 The Instance Feature Space

An MPE instance consists of three components: the network structure, the CPTs,
and the evidence.

Network characteristics include network topological type and connectedness.
We distinguish three topological types: polytrees, two-level networks(Noisy-OR),
and multiply connected networks. Network connectedness conn is simply calcu-
lated as conn = n arcs

n nodes . These two characteristics have a direct influence on
the exact inference algorithm’s performance. In contrast, sampling algorithms’
performance is rarely affected by them.

CPT characteristics include CPT size and CPT skewness. Since we only con-
sider binary nodes, the maximum number of parents of a node, max parents,
can be used to bound the CPT size. The skewness of the CPTs is computed as
follows (Jitnah and Nicholson [10]): for a vector (a column of the CPT table),
v = (v1, v2, . . . , vm), of conditional probabilities,

skew(v) =
∑m

i=1 | 1
m − vi|

1− 1
m +

∑m
i=2

1
m

. (2)

where the denominator scales the skewness from 0 to 1. The skewness of a CPT is
the average of the skewness of all columns, whereas the skewness of the network
is the average of the skewness of all CPTs. We will see that CPT skewness has
a significant influence on the relative performance of sampling and search-based
algorithms.

Evidence characteristics includes the proportion and the distribution type of
evidence nodes. Evidence proportion is simply the number of evidence nodes,
n evid, divided by n nodes: n evid

n nodes . Usually, more evidence nodes implies more
unlikely evidence. Hence, the MPE will also be quite unlikely and the probability
that it is hit with any sampling scheme is not very high. The distribution of
evidence nodes also affects the hardness of MPE instances. If most evidence
nodes are “cause” nodes, the problem is called predictive reasoning. If most
evidence nodes are “effect” nodes, it is called diagnostic reasoning. It has been
proven that predictive reasoning is easier than diagnostic reasoning (Shimony
and Domshlak [16]). In our experiments, we will consider three types of evidence
distributions: strictly predictive, strictly diagnostic, and randomly distributed.
An inference problem is called “strictly predictive” if the evidence nodes have
no non-evidence parents; it is called “strictly diagnostic” if the evidence nodes
have no non-evidence children.

We are aware that there might exist some other features that could work
as well or even better. These particular features are chosen mainly because do-
main knowledge, previous literature(Jitnah and Nicholson [10]; Ide and Cozman
[9]; Shimony and Domshlak [16]), and our initial experimental experience all
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suggest that they are good indicators of MPE instance hardness and algorithm
performance. The other reason is that they are all easy to compute.

5 Experiments and Results

Our first goal is to identify the class of MPE instances for which the exact
inference algorithm is applicable. When the exact algorithm is not applicable
(most probably due to an out-of-memory error in practice), we need to look at
various approximate algorithms. Thus our second goal is to learn the predictive
model that can determine which approximate algorithm is the best. Therefore,
the algorithm selection meta-reasoner to be learned will consist of two classifiers
as shown in Fig. 4: the ExactMpeSelector for exact algorithm selection, and the
ApproMpeSelector for approximate algorithm selection.

5.1 Data Preparation

In the data preparation phase, we first generate MPE instances with different
characteristics uniformly at random. The random generation of MPE instances
with controlled parameter values is based on a Markov chain method (Ide and
Cozman [9]). It is reasonable and necessary to consider only a subset of all pos-
sible MPE instances , i.e. the set of “Real World Problems” (RWP). In order to
simulate RWP BNs, we first extract the ranges of all characteristic parameter val-
ues from a collection of 13 real world samples, call it DRWBN , and then generate
networks and MPE instances based on the extracted distributions. The ranges of
their characteristic values are as follows: 30 ≤ n nodes ≤ 1, 000; conn ∈ [1.0, 2.0];
maxParents < 10; 0.25 < skewness0.87. These characteristics information are
used to guide the generation of our training datasets.

The first training dataset for learning ExactMpeSelector, DMPE1, is generated
as follows: we first randomly generate networks with connectedness varying from
1.0 to 2.0(with a step of 0.2) and maximum number of parents varying from 3
to 10. The number of nodes used are {30, 50, 80, 100, 120, 150, 200}. We then
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Table 1. Experiment 1: learning ExactMpeSelector

C45 NaiveB. BN Bagg. Boost. Stack.
c.a. (%) 94.80 82.79 90.06 94.75 94.81 94.56
s.d. (%) 0.27 0.36 0.24 0.25 0.23 0.45

run exact algorithm CTP on these randomly generated networks and record the
performance. To perform inference, CTP first compiles the network into a clique
tree. We record the maximum clique size and label the network as “yes” instance
if the compilation is successful. Otherwise, if it throws out an out-of-memory
error or takes longer than 5 minutes, we label the instance as “no”. DMPE1 has
four numeric attributes: n node, topology, connectedness, and maxParents. The
target class, ifUseExactAlgorithm, takes boolean values representing whether
exact algorithm is applicable or not. We also include these 13 real world networks
into DMPE1. The final DMPE1 contains a total of 1,893 instances.

The second training dataset for learning ApproMpeSelector, DMPE2, only
contains two-level and multiply networks. We generate a set of networks with
different characteristic values and then run all 5 approximate algorithms on
them with different evidence settings. We give each algorithm a fixed number
of samples or search points and label the instance using the best algorithm that
returns the best MPE value. The total number of samples was 300, 1000, or
3,000. DMPE2 has 8 attributes: n node, topology, connectedness, maxParents,
skewness, evidPercent, evidDistri, and n samples. The target class is the best
algorithm for this instance. DMPE2 contains 5,184 instances generated from 192
networks.

5.2 Model Induction

We now apply various machine learning algorithms to induce the predictive al-
gorithm selection models. We consider three different kinds of models: decision
tree learning (C4.5), naive Bayes classifier, and Bayesian network learning (K2).
We also consider three meta-learning methods to combine multiple models: bag-
ging, boosting and stacking, which all use C4.5 as their base learner. So, total,
we have six different learning schemes. Before learning, we also conduct data
preprocessing such as discretization and/or feature selection if necessary.

In experiment 1, we run all 6 learning schemes on DMPE1. Table 1 shows
the classification accuracies of each learned model. We use the best model out
of these 6, i.e. the one that has both high classification accuracy and efficient
reasoning mechanism. We can see that boosting(94.81%), C4.5(94.80%), and
bagging(94.75%) all have a high classification accuracy. We also notice that
NaiveBayes has the worst performance of only 82.79%, which verifies that the
features in DMPE1 are not independent of each other. Since C4.5 is much simpler
and more efficient on reasoning, we use the decision tree learned by C4.5 as the
best model for exact MPE algorithm selection: ExactMpeSelector.

In experiment 2, we look at feature selection for approximate MPE algorithm
selection using DMPE2. Each data case has 9 attributes. The first 8 are MPE
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Table 2. Experiment 3: learning ApproMpeSelector

C4.5 NaiveB. BN Bagg. Boost. Stack.
c.a (%) 77.75 72.77 76.08 75.44 77.16 77.36
s.d. (%) 0.23 0.03 0.01 0.27 0.26 0.32

instance features and the last one is the target class labelling the best approxi-
mate MPE algorithm. We apply a GA-wrapped C4.5 feature selection classifier
to search for the best feature subset. The wrapper uses C4.5 as the evaluation
classifier and a simple genetic algorithm to search the attribute space. The GA’s
population size and number of generations are 20. The crossover probability is
0.6 and the mutation probability 0.033. The feature subset selected is {n node,
skewness, evidPercent, evidDistri, n samples}. Note that all network struc-
ture features are filtered out. The result agrees with our domain knowledge that
network structure does not affect approximate algorithms’ performance very
much. From now on, we will use this selected subset rather than DMPE2 itself.

In experiment 3, we apply all 6 machine learning algorithms on the selected
feature subset of DMPE2 to induce ApproMpeSelector. The experimental re-
sults(Table 2) show that C4.5 has the highest classification accuracy(77.75%).
Because of this and the fact that C4.5 has a much faster reasoning mechanism,
we choose it as the best model for ApproMpeSelector.

In experiment 4, we study the influences of each individual feature on the
relative performance of different algorithms. We partition the training dataset
used in experiment 3 by each feature’s values and record the number of times of
each algorithm being the best at each feature value level. The results are summa-
rized as follows: (1)Number of Nodes. n nodes affects the relative performance of
two search algorithms, but forward sampling and ACO are almost not affected.
When n nodes increases from 50 to 100 multi-start hillclimbing becomes the best
algorithm more frequently and the chances for tabu search being the best drops
significantly. This can be explained by the constant size of the tabu list used.
When network becomes larger while the tabu list remain the same size, the tabu
list’s influence becomes weaker. This makes it lose its best algorithm position to
multi-start hillclimbing. (2)Number of Samples. Again, the relative performances
of two search algorithms are affected, but forward sampling and ACO’s are not.
When the given number of samples increases from 300 to 1,000 to 3,000, tabu
search becomes the best algorithm more often and multi-start hillclimbing loses
its top rank. It seems that Tabu search can utilize available number of search
points better than multi-start hillclimbing. (3) CPT skewness. Skewness has the
most significant influence on the relative performance of these algorithms as
shown in Table 3. When the skewness is low, the search space is flat and search
algorithms perform much better than sampling algorithms. Multi-start hillclimb-
ing wins the best algorithm two times more than tabu search. When the skewness
is around 0.5, ACO outperforms all other algorithms almost all the time. When
the skewness increases to 0.9, forward sampling and ACO are the winners and
perform equally well. We also notice that forward sampling works better only
for highly skewed networks and ACO works for both highly-skewed networks
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Table 3. Partitioning DMPE2 by CPT Skewness

skewness Number of Times of Being Best Algorithm

gibbs. forward. multiHC tabu aco
0.1 0 0 1059 512 157
0.5 0 4 9 174 1677
0.9 0 858 9 28 942

and medium-skewed networks. (4)Evidence Proportion. The result shows that
changing evidence percentage does not affect two search algorithms’ relative
performance, but it affects forward sampling and ACO. ACO is out-performed
by forward sampling as the percentage of evidence nodes increases from 10% to
30%. We should also note that evidence percentage’s influence is much weaker
than that of skewness. (5)Evidence Distribution. The relative performance of
multi-start hillclimbing is not affected. Tabu search is only slightly affected. It
shows that diagnostic inference is relatively hard for forward sampling but is
easy for ACO. In contrast, random distributed evidence is relatively hard for
ACO but is easy for forward sampling.

5.3 Model Evaluation

Finally, we evaluate the learned algorithm selection meta-reasoner to verify that
it does achieve a better overall performance of reasoning. For a given MPE in-
stance, the meta-reasoner first examines the instance and extracts the feature
vector. Then ExactMpeSelector is called to determine whether it is exactly solv-
able. If the classification result is “yes”, the system then executes the exact
inference algorithm. If it is “no”, ApproMpeSelector will be used to select the
best approximate algorithm. The selected algorithm is then executed and the
final MPE value returned. This procedure is shown in Fig. 4.

We first test ExactMpeSelector on DMpeTest, which contains 405 instances
generated in the same way as previous experiments. ExactMpeSelector identifies
243 “yes” instances correctly. Then we apply ApproMpeSelector on the rest 162
“no” instances. The result shows that there are 123 correctly classified instances
and 39 incorrectly classified instances. The classification accuracy is 75.93%.

To show that the algorithm selection system outperforms any single algo-
rithm, we partition these 162 “no” instances into three groups according to their
skewness. There are 27 unskewed, 54 medium-skewed, and 81 highly-skewed in-
stances. For each group, we compare the total approximate MPE values returned
by each individual algorithm with the total values returned by the algorithm se-
lection system. On medium-skewed and highly-skewed instances, the algorithm
selection system returns the largest total MPE values of 6.0 × 10−6 and 0.16.
On unskewed instances, the system returns the second largest MPE value of
2.1× 10−26. But the largest total, computed by multi-start hill climbing, is only
2.2 × 10−26. The algorithm selection system’s result is almost as good as that.
Adding them all together, the algorithm selection system returns the largest
total MPE value on all 162 instances.
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We also test the system on real BNs. First, all 13 real world networks are
correctly classified by ExactMpeSelector. There are 11 “yes” networks. On these
networks, all predicted best approximate algorithms also agree with actual best
algorithms. The two “no” networks are link and munin1. ApproMpeSelector se-
lects ACO as the best approximate algorithm for both. The actual running
of all algorithms on link returns all 0, given 5,000 samples. This is due to
its huge state space(724 nodes, 5.77 × 10277 states) and low skewness(13,715
out of 20,502 numbers are 0). munin1 has 189 nodes and 3.23 × 10123 states.
Given 5,000 samples, ACO returns the best MPE of 5.93× 10−8. Forward sam-
pling finds the second best MPE of 6.61 × 10−9. All other algorithms just
return 0.

In summary, the test results on both artificial and real Bayesian networks
verify that the learned algorithm selection meta-reasoner can make reasonable
decisions on selecting exact and best approximate MPE algorithms for the input
MPE instance and provides a better overall performance.

6 Conclusions and Discussions

We have reported a machine learning-based approach to build an algorithm se-
lection meta-reasoner for the real-time MPE problem. The system consists of two
predictive models (classifiers). For an input MPE instance, the first one decides
if exact algorithm is applicable. And the second one determines which approxi-
mate algorithm is the best. Different MPE instance characteristics have different
properties and affect different algorithms’ performance. Our experimental results
show that CPT skewness is the most important feature for approximate MPE
algorithm selection. It reveals that in general search-based algorithms work bet-
ter on unskewed networks and sampling algorithms work better on skewed net-
works. Other features, such as n nodes, n samples, evidPercent and evidDistri,
all affect these algorithms’ relative performance to some degree, although not
as strong as skewness does. The learned algorithm selection system uses some
polynomial time computable instance characteristics to select the best algorithm
for the NP-hard MPE problem and gains the best overall performance in terms
of the returned solution quality given the same computational resources. The
time of computing features and selecting the best algorithm are negligible com-
paring to the actual problem solving time. The most important and difficult
task in this scheme is to identify the set of candidate features. The main lim-
itation of this method is that the size of training data grows exponentially in
the number of features used. The fact that training data are generated from a
specific set of real world instances may also limit the learned system’s applicable
range. In the future this scheme could be applied to algorithm selection of other
NP-hard problems and help to build more efficient real-time computation
systems.
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A Novel Clustering Algorithm Based on Immune
Network with Limited Resource�

Li Jie, Gao Xinbo, and Jiao Licheng
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Xi’an 710071, P. R. China

Abstract. In the field of cluster analysis, objective function based clus-
tering algorithm is one of widely applied methods so far. However, this
type of algorithms need the priori knowledge about the cluster number
and the type of clustering prototypes, and can only process data sets with
the same type of prototypes. Moreover, these algorithms are very sensi-
tive to the initialization and easy to get trap into local optima. To this
end, this paper presents a novel clustering method with fuzzy network
structure based on limited resource to realize the automation of cluster
analysis without priori information. Since the new algorithm introduce
fuzzy artificial recognition ball, operation efficiency is greatly improved.
By analyzing the neurons of network with minimal spanning tree, one
can easily get the cluster number and related classification information.
The test results with various data sets illustrate that the novel algorithm
achieves much more effective performance on cluster analyzing the large
data set with mixed numeric values and categorical values.

1 Introduction

Cluster analysis is one of multivariable statistical analysis methods, which is also
an important branch of unsupervised classification in statistical pattern recog-
nition [1]. In traditional cluster analysis methods, the objective function based
clustering algorithm converts the clustering problem into an optimization prob-
lem. Due to having profound functional foundation, this type of based clustering
algorithms become the main research topic of cluster analysis, in which c-means
algorithm is one of representative algorithms [2]. However, c-means algorithm
cannot detect clusters in nonlinear subspaces, since it assumes the clustering
prototypes as points in feature space, called clustering centers. To this end,
the clustering prototypes are generalized from points to lines, planes, shells and
conics, and some c-means type algorithms are proposed with various prototypes,
such as c-lines and c-planes ect. algorithms [3, 4]. Therefore, these c-means type
algorithms can perform clustering analysis on data sets with different prototypes.

Although the above c-means type algorithms extend the application range
of objective function based clustering algorithm, it costs at the increasing of re-
quirements of clustering priori information. For example, the cluster number c,
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and the type of clustering prototypes should be specified in advance, or the algo-
rithm will be misled and results in a wrong partition of data set [2]. Meanwhile,
this type of algorithms require that all the prototypes should be with the same
form, of course with different parameters. Such requirement limits their practi-
cal application of this type of clustering algorithms. In many fields, the handled
data set to be analyzed often contains unknown number of subsets with differ-
ent prototypes. The number of clusters is difficult to automatically determine,
especially in high-dimensional feature space.

In recent, a fuzzy clustering algorithm with multi-type prototypes is pro-
posed [5], which integrates the available prototype-based clustering algorithms
together. It is evident that the objective function of prototype-based clustering
algorithm possesses many local optima, so it is easy to get trap into local optima
from improper initialization and results in dissatisfied partition [6, 7]. For this
purpose, with the emergence of genetic algorithm (GA), some GA-based cluster-
ing algorithms were proposed, which can converge into the global optima with
a high probability. However, GA-based methods converge very slowly and easily
occur premature phenomenon [8].

For automatic determining the cluster number c, some researchers present
self-organized feature mapping (SOFM) to realize the clustering [9]. Although
the SOFM can resolve the problem of determining the cluster number, it does
not work for analyzing the data set with multi-type prototypes.

Cluster analysis is well known as an unsupervised learning method. How-
ever, the above algorithms need priori information, which of course affects
their unsupervised performance. With the rising of artificial immune system,
an artificial immune network (AIN) is presented to realize the real unsuper-
vised cluster analysis [10]. This new method can obtain good performance for
the data set with distinct boundaries among the subsets. For the data set
with indistinct boundaries among subsets, it is difficult for this method to
achieve the effective network structures. Meanwhile, for the exponential in-
crease of the network scale vs. the data amount and of the cputime vs. the
iteration number, the AIN is unsuitable for cluster analysis with large data
set. For this purpose, an immune system with limited resource is proposed
[11], which solves the problems of time-consuming and network scale explo-
sion, but is not real unsupervised classification.

As an effective tool of data mining, cluster analysis often needs to process
large high-dimensional data set, moreover, such data set may be consisting of
numeric and categorical attributes. The traditional way to treat categorical at-
tributes as numeric does not always produce meaningful results, because many
categorical domains are not ordered. Most existing clustering algorithms either
can handle both data types but are not efficient in the case of processing large
data sets or can handle large data sets efficiently but are limited to numeric
attributes. Few algorithms can do both well, such as k-prototypes and etc [12],
however, such method also asks the priori information.

To overcome the drawbacks of the existing algorithms, a novel clustering
algorithm with Immune network structure based on limited resource is pro-
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posed. It can perform cluster analysis with multi-type prototypes; moreover, it
can automatically determine the proper cluster number and cluster structures.
Meanwhile, a concept of the fuzzy artificial recognition ball (ARB) is intro-
duce, by which the antigens are identified for data set. Since the fuzzy ARB
can adaptive adjust the effect rang according to the excited degree, which
overcomes the influence of fuzzy boundary points on the network structure. In
addition, by defining a new distance measurement function for samples with
different attributes, the proposed algorithm can also analyze the data set with
mixed attributes.

2 Clustering Algorithm Based on Evolutionary Immune
Networks

The immune network theory, as originally proposed by Jerne in 1974 [13]. Based
on the theory of immune network of Jerne, Leandro proposed an evolutionary
artificial immune network (EAIN) in 2000 [10]. The main idea of EAIN is as
follows. Let X = {x1, x2, · · · , xn} denote a set of n objects, where each object
xi = [xi1, xi2, · · · , xim]T is described by m attributes, to characterize a molecular
configuration as a point s ∈ Sm. Hence, a point in a m-dimensional space, called
shape-spaces, determines the interactions within Ab-Ab and Ag-Ab. The possible
interactions within the system will be represented in the form of a connectivity
graph. The network model can be formally defined as follows.

Definition 1: The evolutionary artificial immune network is an edge-weighted
graph, not necessarily fully connected, composed of a set of nodes, called cells,
and sets of node pairs called edges with a number assigned called weight, or
connection strength, specified to each connected edge.

The clusters in the network will serve as internal images (mirrors) for map-
ping existing clusters in the data set into existing clusters in the network of cells.
As an illustration, suppose there is a data set composed of three regions with
high density of data, according to Figure 1(a). A hypothetical network architec-
ture, generated by the learning algorithm to be presented, is shown in Figure
1(b). The numbers within the cells indicate their labels, the numbers next to
the connections represent their strengths, and dashed lines suggest connections
to be pruned, in order to detect clusters and define the final network structure.
Notice the presence of three distinct clusters of cells, each of which with a differ-
ent number of cells, connections and strengths. These clusters map those of the
original data set. Notice also, that the number of cells in the network is much
smaller than the number of samples in the data set, characterizing architecture
suitable for data compression.

Such clustering method can automatically determine the cluster number and
the priori information of clustering prototypes. Unfortunately, when there exists
noise in data set, or the boundaries among clusters are indistinct, if noise samples
or samples on the cluster boundaries are selected as antigen, the immune system
will be activated greatly and make cell proliferation and antibody secretion.
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(a) (b)

Fig. 1. (a) Available data set with three clusters (b) Network Structure

One thus cannot achieve the clear network structures and cannot obtain the
correct classification for the processed data set. Moreover, in this method, the
neuron number in the network exponentially increases with iterative number,
and the cputime also exponentially increases with the data amount. So, it is
unsuitable for the real time processing of large data. In addition, this method
can not process data set with categorical attributes either, however, data in
data mining often contains both numeric and categorical values. In addition,
an obvious drawback of the clustering method based on network structure is to
pre-set many parameters in advance.

3 A Novel Clustering Algorithm with Immune Network
Structure Based on Limited Resource

In the first place, in order to process such large data sets with mixed numeric
and categorical values, we define a new distance measure to realize the aim to
combining different attribute features. Let X = {x1, x2, · · · , xn} denote a set of
n objects and xi = [xi1, xi2, · · · , xim]T be an object represented by m attribute
values. Let c be a positive integer.

3.1 The Definition of Distance Measure

Distance Measure for Numeric Data Clustering. The widely used dis-
tance measure is the Euclidean distance [14]. For the data set with real at-
tributes, i.e., X ⊂ Rm, the distance measure between the samples of xj and pi

can be written:
d2(xj , pi) = (xj − pi)T (xj − pi) (1)

In the novel clustering algorithm, let Pi = [pi1, pi2, · · · , piin
] i = 1, 2, · · · , c,

in is the number of cell which is contained in the network structure Pi, pig =
[pig,1, pig,2, · · · , pig,m]T , g = 1, 2, · · · , in is the g-th neuron of the i-th network.
The dissimilarity measurement between xj and the i-th cluster is modified as:

d2(xj ,Pi) = min{(xj − pig)T (xj − pig), g = 1, 2, · · · , in} (2)
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Distance Measure for Mixed Data Clustering. When X has mixed at-
tributes with numeric and categorical values, assuming that each object is de-
noted by xi = [xr

i1, · · · , xr
it, x

c
i,t+1, · · · , xc

im]T , the dissimilarity between mixed-
type objects xj and network cell pig can be measured by the Eq.(3).

d2(xj , pig) =
t∑

l=1

|xr
jl − pr

ig,l|2 + λ ·
m∑

l=l+1

δ(xc
il, p

c
ig,l) (3)

where the first term is the squared Euclidean distance measure on the numeric
attributes and the second term is the simple matching dissimilarity measure on
the categorical attributes. δ(·) is defined as

δ(a, b) =
{

0 a = b
1 a �= b

(4)

The weight λ is used to avoid favoring either type of attribute. The influence
of λ in the clustering process will be discussed in other paper.

Using Eq.(3) for mixed-type objects, we can obtain dissimilarity measure
between xj and Pi by modifying Eq.(2) for mixed data clustering.

d2(xj ,Pi) = min

t∑
l=1

|xr
jl − pr

ig,l|2 + λ ·
m∑

l=l+1

δ(xc
il, p

c
ig,l) (5)

In this way, by modifying the distance function, the categorical attributes
can be treated as well as numeric attributes. With the new distance func-
tion, the available clustering algorithm can process the data set with mixed
attributes.

3.2 Recognition Ball

In 1958, Burnet presented that there are corresponding cell systems to various
antigen in human body. In the case of an antigen entering into human body, it will
select a corresponding cell system and perform reaction. Then this cell system
will be activated to proliferate and generate specificity antibody. However, the
number of B cells to be generated is finite, which is impossible to unlimited
increase exponentially with the increase of the number of antigens. Perelson’s
theory suggests that there exists a finite number of antibodies which may be said
to be representative of an infinite number of antigens [15]. So, Timmis proposed
an immune system based on limited resource in 2001 [11], in which a recognition
ball is used to represent a kind of similar B cells, moreover, the limitation for
resource leads to the competition among B cells, then the B cells with high
excited level will be survived.

Fig. 2 shows a diagrammatic representation of the notion of recognition ball:
there is a certain volume V in the immune system that contains many paratopes
(represented by the dark circles), and epitopes (represented by X). For each
antibody (and thus paratope), there is a small surrounding region in shape space
called a recognition ball, denoted by Ve. Within this recognition ball an antibody
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Fig. 2. Recognition ball illustration

can recognize all epitopes, i.e. epitopes will share an affinity with the antibody
paratope.

3.3 A Novel Clustering Algorithm with Immune Network
Structure Based on Limited Resource

In the resource-limited immune system proposed by Timmis, all the effect radii
of the recognition balls are similar, δ. Actually, one hopes that the higher the
excitation degree, the larger the effect radius of the recognition, that is to say, it
can recognize more antigens. For this purpose, this paper introduces the fuzzy
recognition ball to guarantee the effect radius of the recognition ball various vs.
the excitation degree.

Let X = {x1, x2, · · · , xn} denote a set of n objects and assuming that each
object is denoted by xi = [xr

i1, · · · , xr
it, x

c
i,t+1, · · · , xc

im]T , in which the first t
components are numeric features, and the last m− t components are categorical
features. ABRi = [pr

i1, · · · , pr
it, p

c
i,t+1, · · · , pc

im]T indicates the i-th recognition
ball. The detailed clustering algorithm with fuzzy network structure based on
limited resource network works is given as follows:

Step 1: Initial recognition balls, determine parameters MaxR;
Step 2: Determine the distance dij between antigen xj and ARBi to all the

network cells according Eq.(3), then initialize the partition matrix with Eq.(6):

wij = exp(−
d2

ij

2σ2
i

) (6)

Step 3: Calculate ARBi’s stimulation level si according Eq.(7):

si =

∑n
j=1 wij

σ2
i

(7)

Step 4: According ri = k · s2i , allocate ri B cell to fuzzy ARBi. Compute the
total number of B cells R =

∑
ri, k is a constant;

Step 5: If R > MaxR, remove weakest ARBs, until R ≤MaxR;
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Step 6: According to the obtained recognition balls to update the partition
matrix W with Eq.(8), where α ∈ [1∞) is weighting factor;

wij =
[∑

k

(
dij

dkj
)

2
α−1
]−1 (8)

Step 7: By using the partition matrix W , update the recognition balls and
their effect radii σi with Eq.(9) and Eq.(10), in which in is the number of objects
recognized by i-th ARB, cmax

i denotes the categorical label in the l-th attribute
with the largest sum of membership degrees over in objects;

ARBi =

⎧⎨⎩pr
il =

∑in

j=1
wα

ijxr
ij∑in

j=1
wα

ij

l = 1, 2, · · · , t

pc
il = cmax

l l = t+ 1, · · · ,m
,∀i (9)

σ2
i =

∑in

j=1 w
α
ijd

2
ij∑in

j=1 w
α
ij

(10)

Step 8: Perform the clonal and mutation operations on the updated recognition
balls. If the stop condition is satisfied, then go to step 9, otherwise return to
step 3;

Step 9: Taking the average distance among the antigens within each recogni-
tion ball as the threshold of network affinity, then eliminate the recognition balls
with affinity less than the threshold to compress the network and to simplify the
network structure. Finally, the recognition ball are served as network neurons to
perform the corresponding cluster analysis.

After obtaining the final neurons of networks, we have to solve the following
two problems. (1) How many clusters contained in data set on earth? (2) How
to partition the obtained neurons into categories? Here, we apply the minimal
spanning tree (MST) technique to analyze the relationship among neurons. MST
is often used to detect and describe the network structure of clusters [16].

Definition 2: A tree is a spanning tree of a graph if it is a sub-graph containing
all the vertices of the graph. A minimal spanning tree of a graph is a spanning
tree with minimum weight. The weight of a tree is defined as the sum of the
weights of its constituent edges.

After obtaining the MST of the networks, by detecting the number of valleys
in bar plot of the MST, one can determine the cluster number of the given data
set. In addition, we detect each distance Dij between any neuron pair (i, j),
if Dij is large enough, the neuron pair (i, j) will be disconnected. Finally, the
neurons connected in the MST form a category. The number of connected part
in the MST corresponds to the cluster number. Thus, if sample xj belongs to
the i-th cluster, we have

d2(xj ,Pi) = min{d2(xj ,Pl), l = 1, 2, · · · , c} (11)
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4 Experimental Results and Discussion

To test the effectiveness of the proposed novel clustering algorithm with fuzzy
network structure based on limited resource, we present some preliminary ex-
perimental results. The novel algorithm is compared with the algorithm based
on standard evolutionary immune network and the k-prototype algorithm. The
experimental results with various prototype data sets demonstrate the good per-
formance of the novel algorithm.

4.1 Performance Test with Data Set of Homogeneous Prototypes

In order to simplify illustration, we use data records having only three attributes,
two numeric values and one categorical value. These records were generated as
follows. We first created a set of 2D points, which contains 600 points and has
two normal distributions with different variances as shown in Figure 3 (a). We
then expanded these points to 3D by adding a categorical value to each point
(see Figures 3 (b)). For this data set we deliberately assigned to the majority
points in each part an identical categorical value and to the rest other categorical
values. For instance the majority of points in the right low part in Figure 3 (b)
are assigned categorical value B and the rest in this part are assigned A. All
assignments were randomly done.

We apply the proposed novel algorithm to analyze the data set shown in
Figure 3 (b). The termination condition is evolutionary generation equal to 10.
Figure 3(c) shows the classification result of the novel algorithm, in which circles
represent the effect range of the recognition balls (Only two recognition balls are
obtained, so the number of classes is c = 2). Figure 3(d) presents the classification
result of the k-prototype algorithm. It is obvious that the optimal classification
is not achieved for the different variances of the two group of data.

−−−−− A
−−−−− B −−−−− A

−−−−− B
−−−−− Cluster I
−−−−− Cluster II

(a) (b) (c)

Fig. 3. The test results with data set of homogeneous prototypes.(a) Test data (b) The
clustering result of our algorithm (c) Classification result of the k-prototype algorithm

4.2 Performance Test with Data Set of Inhomogeneous Prototypes

In practical applications, one often encounters data set with various prototypes.
In this experiment, we design two types of data set with different prototypes as
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test bed. The first one is a data set with distinct boundaries among clusters.
Another is with ambiguous boundaries among clusters.

Data Set with Distinct Boundaries. For the sake of visualization of ex-
perimental result, we construct a data set with two numeric attributes and one
categorical attribute. First, we generate an erose-shaped data subset, a ring-
shaped subset and a spheral subset respectively, and then synthesize these three
clusters into a big data set in 2D plane with total 1500 samples as shown in
Figure 4 (a). On this data set, the method introduced in section 4.1 is employed
to generate a categorical attribute for each sample, as shown in Figure 4 (b). The
analysis results of data set shown in Figure 4(b) with the proposed algorithm
are presented in Figure 4 (c)-(f). In this experiment, the termination condition is
evolutionary generation equal to 10. From Figure 4 (d), it can be obtained that
the valley number of the bar plot is just equal to the cluster number. The final
classified result is shown in Figure 4 (f), in which all the samples are classified
correctly. It is obvious that the proposed clustering algorithm can effectively
analyze data set with mixed attributes and erose-shaped prototypes.

−−−−− A
−−−−− B
−−−−− C

(a) (b) (c)
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Fig. 4. The test result (I) with data set with different prototypes (a) Three sets of
points in 2D with various prototypes (b) Adding the categorical attribute to each
point (c) Minimal spanning tree (d) Bar graph generated from the MST (e) Resultant
network architecture(N = 39) (f)The clustering result of our algorithm

Data Set with Indistinct Boundaries. For the data set with multi-type pro-
totypes, if the clusters are well separated, i.e., each cluster has distinct boundary,
the traditional fuzzy c-means algorithm can also achieve good classification re-
sult. However, in most cases the data set encountered are with indistinct bound-
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aries among clusters. In this case, the available algorithms will not be able to
obtain satisfied result.

Based on the same reason as above experiments, we construct a test data
set with three attributes as shown in Figure 5 (a). Figure 5 (b)-(d) show the
produced MST of network structures, synthetic network structures and its bar
plot respectively by the clustering algorithm based on limited recourse. From
Figure 5(d), it can be found that the obtained synthetic network structure is
well agree with the structure of the original data set, and the proposed algorithm
can explore the interior structure of data set very well.
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Fig. 5. The test result (II) with data set with different prototypes (a) A synthetic
test data set (b) Minimal Spanning Tree (c) Bar graph generated from the MST
(d) Resultant network architecture(N = 39) (e) Classification result of the novel
algorithm(λ = 2) (f)Classification result of the k-prototype algorithm (g) MST ob-
tained by EAIN with σs = 10 (h) MST obtained by EAIN with σs = 20

Figure 5 (e) shows the clustering result of the proposed novel algorithm.
Although the given data set contains different prototypes with indistinct bound-
aries, a better classification is still achieved. Since the fuzzy recognition ball
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is adopted in the novel algorithm, in the case of the samples on the indistinct
boundaries, the corresponding recognition ball gets a lower excitation level. For
the limited resource, these recognition balls will be eliminated gradually dur-
ing the competition, which guarantees the final network neurons can represent
the typical samples of all classes. Figure 5 (f) is the result of the traditional
k-prototype algorithm. Due to the data set contains different prototypes and
ambiguous boundaries among clusters; the k-prototype algorithm analyzes the
data set with the same prototypes and result in many samples misclassified.
Figure 5 (g) and (h) show the MSTs of network neurons generated by the stan-
dard EAIN with different values of σs. Since the standard EAIN only emphasize
the effect of clonal selection, if the samples on the boundaries are selected as
antigens, due to the higher Ab-Ag affinity, the corresponding network neurons
will be activated and make the proliferation of antibodies with specificity. More-
over, the corresponding network neurons will not be able to remove by either
clone compression or network compression. Therefore, the obtained networks
cannot clearly reflect the structure of data set. Also the related cluster numbers
and classification information will not able to obtained. It thus is impossible to
analyze and classify the data set correctly.

4.3 The Expansibility Test of the Novel Algorithm with
Large Data Set

To test the expansibility of the novel algorithm with large data set, we plot the
curve of CPU time vs. the amount of data set as shown in Figure 6(a), in which
the AIS is the standard immune system in section 2, and RLAIS is the proposed
algorithm. It can be found that the CPU time of the AIS increase exponentially
with the increase of data amount, while the CPU time of the novel algorithm has
only a linear increase. In addition, for the same data amount, the new algorithm
is faster that the AIS, which make it suitable for the cluster analysis of large
data set.
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Fig. 6. The test result of the expansibility with large data set(a) The plot of CPU
time vs. number of recorders (b) The plot of the neuron number vs. number of iteration

Figure 6 (b) shows the curve of the neuron number vs. the iteration number.
With the same number of initialization neurons, the network scale of the AIS
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increases exponentially, while the network scale of the new algorithm keeps a
stable level. It also implies that the proposed algorithm is suitable for cluster
analysis of large data set.

5 Conclusion

This paper presents a novel clustering algorithm with fuzzy network structure
based on limited resource. By introducing the concept of the fuzzy recognition
ball to make the network insensitive to the samples on the fuzzy boundaries, it
can obtain the typical samples for all the classes which lead to better classifi-
cation result. The experimental results illustrate that the novel algorithm can
effectively explore the cluster structures of data set. Moreover, it does not de-
pend on the prototype initialization and the priori information of cluster number,
which makes it as a real unsupervised learning. Meanwhile, it is noted that the
new algorithm only need pre-set the parameter of the maximal resource number,
which is very convenient for the actual applications.
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Abstract. To modeling and classify underwater sound, hidden Markov tree 
(HMT) model in wavelet domain is adopted. Taking advantage of the models, the 
simulation time sequence of ocean noise can be produced. An improved classi-
fication approach based on HMT model and fuzzy maximum and minimum 
neural net work (FMMNN) is brought forward, which integrates the wavelet 
coefficients HMT models with FMMNN. The performance of this approach is 
evaluated experimentally in classifying four types of ocean noises. With an ac-
curacy of more than 86%, this HMT-based approach is found to outperform 
previously proposed classifiers. Experiments prove that the new method is  
effective. 

Keywords: Hidden Markov Tree Model, Underwater Sound Modeling,  
Recognition. 

1   Introduction 

1.1   Underwater Noise 

The underwater sound concerned in this paper includes the various ship-radiated noises 
(called SRN for short) and ocean noise (called OCN for short). They are non-Gaussian 
signal. Ship-radiated noise can be divided into the three major classes based on gen-
eration mechanism, machinery noise, hydrodynamic noise and propeller noise. The 
spectrum of ship-radiated noise is of two types. One types is broadband noise having a 
continuous spectra mainly caused by propeller cavitations noise and some machinery 
noises. Another basic type of noise is tonal noise having discontinuous spectra. This 
kind of noise, mainly caused by the rotation machinery, consists of tones or sinusoidal 
components having a spectrum containing line components occurring at discrete fre-
quencies [1]. The ocean noise is mainly composed of biological noise, distant ship traffic 
noise and noise which is brought by the wind [1]. 

1.2   Modeling Method Based HMT 

There are two types of method to model the SRN. One is the mechanism model, based 
on not only the mechanism of each acoustic source on the ship, but also the pattern of 
sound propagation in the sea. Another is based on statistical signal processing. The 
latter is applied widely because the former is not robust and difficult to test. 
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Along with the development of the modern signal processing technology, many 
new theories are brought up, such as wavelet theory etc. Since the wavelet domain 
provides a natural setting for many applications involving real-word signals [2], the 
wavelet transform is regarded as an exciting new tool for statistical, signal and image 
processing. Therefore, the subject of analyzing the SRN in wavelet domain is an active 
research field.  

Although the wavelet transform has the property of the de-correlation, the de-
pendence of wavelet coefficients between two adjacent scales still cannot be ignored. 
Thus, the hidden Markov tree (HMT) model in wavelet domain is treated as a more 
effective model, which can match both the statistical dependencies and non-Gaussian 
property of underwater sound. The model makes use of the intrinsic properties of the 
wavelet transform between two adjacent scales. It is applied to modeling and classi-
fying underwater sound in this paper.  

1.3   Work in This Paper 

The paper is organized as follows. In section two, correlative theory of the HMT 
model is concisely introduced. In section three, the HMT model of the underwater 
sound is studied. In section four, reconstruction of SRN with the HMT model. In 
section five, a novel recognition method based on HMT model and FMMNN is 
proposed, and result is gained. Section six discusses the recognition results and gives 
the conclusions. 

2   Hidden Markov Tree Model in Wavelet Domain 

The Haar wavelet and Mallat multi-resolution algorithm are used to represent a signal 
in terms of shifted and dilated versions of a prototype band pass wavelet function )(tψ , 
and shifted versions of a low pass scaling function )(tφ . Given a 0J -scale wavelet 
transform, a signal )(tz  can be expressed as follows [3] 

−∞=
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)()()( ,,,
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KJKJ
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KJK twtutz ψφ  
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where ≡ dtttzw KJKJ )()( *
,, ψ are wavelet coefficients, and ≡ dtttzu KJK )()( *

,0
φ are scal-

ing coefficients. Binary trees are constructed by the wavelet coefficients, whose roots 

are on the coarsest scale and branches tend to propagate through the scales (See Fig. 1). 

The description of the tree can be seen in ref. 3. 

Due to Non-Gaussianity of the wavelet transform, a Gaussian mixture model is 

employed to model the wavelet coefficients distribution density. In a HMT model (see 

Fig. 1.), iw  is denoted to be the wavelet coefficient. The iw  is associated with a hidden 

state
iS (if S has two states, )low(,)high( LHSi ∈ ), whose probability mass function 
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(pmf) can be expressed  as, ( ) ( )i iP S m p m= = (m=H,L)[6]. Conditioning on its 

state iS m=  (m=H, L), iw  follows a Gaussian distribution with zero mean and 

variance mσ .  If we let  
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with 22
HL σσ > . The marginal pdf )( iwf  is the convex combination of the condition 
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H
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ip and L
ip  can be interpreted as the probability that iw  is small or 

large (in the statistical sense) respectively. 

 
 

 

 
 
 
 

Fig. 1. The framework of the wavelet coefficients tree model. Each node is composed of white 
dot and black dot. The black dot symbolizes wavelet coefficients, and white dot is the corre-
sponding hidden state Si. Links represent dependencies between states 

The persistence property of wavelet coefficient across scale is modeled by linking 
the hidden states vertically across scales in a Markov tree. The resulting dependency  
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graph has a binary tree topology that resembles the binary tree topology of the wavelet  
coefficients. Each sub-band is represented with its own binary; this assumes that the 
sub-bands are statistically independent. 

Each state to state link has a corresponding transition matrix that quantifies statis-

tically the degree of persistence of large/small coefficients: 

= →→

→→

LL
i

HL
i

LH
i

HH
i

i
pp

pp
A :  

(5) 

with HH
i

LH
i pp →→ −= 1  and LL

i
HL

i pp →→ −= 1 . 

Denoting the parameters needed to specify a HMT model by the vec-

tor ),,,( )(, µσε ρ
mr

iisi
pΘ . Members of Θ  are the mixture variances for each state iH ,σ  

and iL ,σ , the transition probabilities mr
ii )(,ρε  and a mass function for the hidden state of 

the node
isp . These parameters can be fit to a given set of training data using  

the Expectation-Maximization (EM) algorithm [3]. The training yields an approxi-

mate maximum likelihood estimate of the model parameters given the training  

data, yielding a good approximation of the joint density function of the wavelet co-

efficients. 

According to the large amount experiments, the parameters of the HMT model 

are initialized. The mean of the coefficients mi,µ is 0; the probability of the root 

state iS m=  (m=H, L) is 0.5; each element in transition probability matrix mr
ii )(,ρε  

is 0.5.  

3   HMT Model of Underwater Noise 

3.1   Selection of Frequency Band for Analysis 

Choosing an appropriate frequency band for analysis is of great importance. Different 
analysis range of frequency will be selected for different studied objects so that dif-
ferent numbers of the scales are chosen in the wavelet domain. The sample frequency is 
1000Hz; maximum scale is 5(or 4) in this paper.  

3.2   Pre-processing of Raw Data and Initialization of HMT Model 

Since zeros-excursion of the sample is a great disadvantage for performance of the 
model and classifier, subtracting the mean value from each signal is used to alleviate 
zero-excursion in the pre-processing. 

Considering maximum likelihood estimate is so sensitive to the sample points re-
garded as outliers, which are larger than three times standard variance ( σ3 ) of sample, 
that inappropriate normalization method will hurt the accuracy of the resulting model 
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and its classification performance, absolute value of maximum and σ3  are chosen to 
normalize the samples.  

On the other hand, the parameters of the HMT model are initialized according to the 

large amount of experiments. The mean of the coefficients mi,µ is 0; the probability of 

the root state iS m=  (m=H, L) is 0.5; each element in the transition probability 

matrix mr
ii )(,ρε  is 0.5.  

3.3   Modeling Ship Radiated Noise and Ocean Noise 

In the trial, ten Gaussian signals (GDN) are generated. A 5-scale (J=5) discrete wavelet 
transform and the 2-state ( LHm ,= ) HMT model are chosen. The HMT models are 
trained on each of the ten separately and their corresponding parameters are averaged to 
be compared with OCN conveniently. Then, ten segments of the ocean noise (OCN1) 
are sampled by the hydrophone in the calm and quiet midnight sea (3:00-4:00 am); 
other ten segments of ocean noise (OCN2) are also collected in the day time (7:00-8:00 
am), in which there exist many other noise sources, such as distant ship traffic etc. At 
last, ten segments of SRN are sampled when ships closed with observation spot. Taking 
advantage of the same parameters (5-scale and 2-state HMT model), the models are 
constructed on each segment. Because the different samples of the same type have 
coherence, the average model parameters for each type are required to be compared 
with each other for the individuality.  

The results show that the model parameters of OCN1 match those of the GDN well. 
In addition, the model parameters of the OCN2 are similar to those of the SRN, since 
they are contaminated by the noise of the distant ship traffic and other environment 
noise. The model presents some characters of the ship. 

There exits a great difference between model parameters for two types of OCN on 
the scale 4 and 5. It indicates that ship traffic in distant place is still a dominant source 
of noise at frequencies around 100Hz. There is a “plateau” or a flattening in observed 
ambient-noise spectra in this frequency region that coincides remarkable closely with 
the spectra of SRN. These evidences also indicate that distant ship traffic is a principal 
source of noise in the range of 50 to 500Hz, though such traffic may occur at a distant of 
1000 miles or more from the measurement hydrophone, if hydrophone is sensitive 
enough. Comparison of the model parameters between OCN and GDN is shown in 
figure 2. Model parameters of SRN are shown in figure 3. 

In figure 2 and 3, there are eight sub-figures respectively; which are arranged like a 
42×  matrix. Thus, we use the index of matrix to represent them. [1, 1] [1, 2]denotes 

the probability of the root state 1 and state 2. [2, 1] and [2, 2] denote wavelet coeffi-
cients variance of state1 and 2 respectively. [1, 3], [4, 1], [2, 3] and [2, 4] denote the 
transition probability of state1 to 1, 1 to 2, 2 to 1 and 2 to 2. It should be demonstrated 
that in every sub-figure, the x axis denotes the index of the wavelet coefficients, 16-31 
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is on the first scale, 8-15 is on the second scale, 4-7 is on the third scale, 2-3 is on the 
forth scale and the fifth scale. 

 

 
 

 

 

 

 

 

 

Fig. 2. Model parameters of the noise background of the sea and normal distribution noise 

 
 
 
 
 
 
 
 
 

Fig. 3.  Model parameters of the ship-radiated noise far from the observe spot 

4   Reconstruction of SRN with the HMT Model 

The HMT model provides a new way to reconstruct the non-Gaussian signal such as 
SRN. The HMT models of wavelet coefficients, which are from real-world data, are 
used in this process.  

The goal of our algorithm is to reconstruct a non Gaussian signal using its HMT 
model. Assumes that the HMT used here models a J= scale wavelet coefficients tree by  

 

            ___ (Ocean Noise)                       (normal distribution noise) 
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Here iW  represents the wavelet coefficients in the tree. Then the reconstruction 

algorithm goes as follows: 

 importing a HMT model ),,,( 2
,)(, jmp mi

mr
iisi

σε ρΘ . 

 Generate a random number X  according to a uniform distribution on ]1,0[ . 

 Load the HMT model parameters of the wavelet coefficients  

 Set the node index i  

 In a tree 

If 1=i  then  

If )1(
1SpX < , then iW is generated by a normal distribution ),0( 2

11σN ; 

Else iW  is generated by a normal distribution ),0( 2

12σN ; 

Else ( 1≠i  or 12Ji ≤ ) 

If father of the node i is in state m=H,  

If 11

)(, iiX ρε< then iW  is generated by a normal distribution ),0( 2
1iN σ ;  

Else iW  is generated by a normal distribution ),0( 2
2iN σ ; 

Else (father of the node i is in state m=L,) 

If 12

)(, iiX ρε< then iW  is generated by a normal distribution ),0( 2
1iN σ ;  

Else iW  is generated by a normal distribution ),0( 2
1iN σ ; 

End.  

End of restructure of one tree. 

 According to restructure of tree shown in Fig.1, all wavelet coefficients are ar-
ranged. 

 Applied the reverse wavelet transform, a time sequence is gained. 
 According to the length requirement of the simulation data we need,  

the number of tree can be computed, and the repeating computation above will 
be done. 
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5   Modeling Recognition System of Underwater Noise Based  
on the HMT Model 

In this paper, another research task is to classify different underwater sound based on 
HMT model. The class of underwater noises then can be used to identify the type  
of the ship causing them. Here four types of underwater sounds will be investigated. 
Type I is ocean noise; type II is the noises caused by oil tanker and container  
ship; type III is caused by passenger ship; type IV is war ship. These ships have 
 many different characters for function, which have influences on their radiated 
noises. By HMT model, we can describe these characters from certain aspect  
respectively.  

5.1   Classification of Four Types of Underwater Noise with the HMT Model 

Because there are obvious differences between HMT parameters of SRN and OCN 
described in t section three, emphases studied in this section is how to classify SRN. 
Have been introduced in the first section, SRN is caused by three factors, including the 
tonnage, the speed, and the number of the propeller’s blades of the ship. They should be 
reflected on the statistic relationship between wavelet coefficients on different scales. 
Because HMT model can depict statistic relationship better, it can also characterize the 
sort attribute of SRN. In the classification process based on HMT model, we divide all 
samples into two sets. One set is for training, another is for testing. The selection of the 
training samples is so important that it can directly influent the classification per-
formance of the HMT model. In our case, the training set should be constructed by the 
representative samples, which are caused by different speed (high and low speed), 
different tonnage (more than 10,000 ton or less than 10,000 ton), and different ships 
having same sort attribute. 

Supposing that training samples of each class 
is k

ix },,,{( IVIIIIIIKk =∈ ),,1; ni = , the parameters k
iθ of the HMT model can 

be trained on each sample. Thus the model set 
k
iM }),,,{,,,2,1( IVIIIIIIKkni =∈=  is gained when training process finish. In 

the testing process, a new sample lO (wavelet coefficients is lW ), which is unknown 
about its sort attribute, can be classified using the maximum likelihood (ML) rule, 
which is to choose the class which makes the observed data most likely, i.e. 

[ ]i
ni

l Vm
≤≤

=
1

maxarg � )]([max
,1

k
il

Kkni
i WfV θ

∈≤≤
=  (6) 

In the classification experiments, samples with a known type are randomly split into 
training and testing set. The training set contained 55 samples: 10 OCN samples, 15 
samples for each of three classes of SRN. The testing set contained 120 sample re-
cordings: 30 samples for each class. The adjustable parameters are chosen as follows: 
the number of scales in wavelet domain is 5, the number of state of each node is 2(high 
and low), and the length of sample is 1024 (sample rate is 1000Hz).  
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Fig. 4. the framework of the classification based on wavelet domain HMT 

The first result is that the method of normalization is very important to classifica-
tion. Two different normalization methods are applied to the raw data. One takes the 
maximum as the normalization factor, and another takes three times of standard vari-
ance of samples as the normalization factor. For four types of underwater sound, the 
classification accuracy (80.8%) of the latter method is 3% higher than that of the former 
one (78.3%).  

Table 1. Classification result of four underwater noises (Based on HMT models) 

* In the paper, the improved Back-Progagation Neural Network is adopted. The sort attribute of 
the underwater sound is described by some spectrum characters). 

5.2   Improved Classification Method Based on the HMT Model 

By analyzing the samples which is classified by mistake, we find some flaws of clas-
sification method mentioned in section 5.1. The main flaw is that recognition method 
(formula 6) lacks fault tolerance. The sort attribute of samples should not be only de-
cided by the model which made the sample have maximum posterior likelihood. We 
should take into account the behavior of the whole model set. So an improved classi-
fication method is proposed as follows. 

Classification based on 

spectrum and ANN* 

Classifier based on HMT 

model Number of  
Class  

Number of 

selected 

models 

Number of 

samples correct tests Recognition 

rates 

correct 

tests 

Recognition 

rates 

 5 30 21 70.0% 24 80.0% 

 10 30 22 73.3% 25 83.3% 

 10 30 19 63.3% 21 70.0% 

 10 30 24 80.0% 27 90.0% 

Total 35 120 86 71.7% 97 80.8% 
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We still denote k
ix ),2,1};,,,{( niIVIIIIIIKk ==∈ to be training samples and 

then the HMT model { }k k
i im θ  can be trained respectively. Thus the model set 

k
iM m= }),,,{,,,2,1( IVIIIIIIKkni =∈=  can be gained. For each training 

sample, we can use a vector to describe its sort attribute. All factors of the vector are the 

posterior likelihood of k
ix  conditioning on the models M.   

u ( ) ( )i k
l l l l iu f W M f W θ= = =  

U {u , 1,2, }l l n= = �  

(7) 

u l  is regarded as the sort attribute vector of each sample. Using the FMMNN [4-5], we 

can train a classifier Θ , which uses the vector U as the input and the sort attribute as 

the output.  

 

 

 

 

 

 

 

 

Fig. 5. Sketch of Improved Classification Method Based the HMT Model 
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Table 2. classification result of four underwater noises (Based on HMT models) 

In the testing process, a sort attribute vector u
jy will be gained for one new sam-

ple ),,2,1( mjy j = , and then Θ  decided the sort attribute of ),,2,1( mjy j = . The 

sketch of this method is described in figure 5. The classification result of improved 

method is shown in table 2. 

6   Summaries and Concluding 

The concept of hidden Markov tree model (HMT) in wavelet domain has been in-
vestigated. The HMT-based approach to underwater sound modeling has been stud-
ied. The HMT model provides us a good way to analyze and reconstruct the SRN and 
OCN. 

The main factors, such as distance, tonnage, and sailing speed, can influence the 
parameters of HMT model. Parameters of the same types of ship are coherent at large, 
and different types of the ships have different parameters. These form the bases of the 
classification of underwater sound. The HMT-based approach to recognition has 
been evaluated experimentally for the classification of four types of underwater 
sound.  

The HMT-based classifiers that have been presented in this paper outperform the 
simple spectrum classifiers, spectrum-based neural network classifiers previously 
proposed. However, the HMT-based classifiers also have several drawbacks when we 
study ulteriorly. An improved method based on HMT model is proposed. With an ac-
curacy of more than 86%, this HMT-based approach is found to outperform previously 
proposed classifiers based on HMT model. Experiments prove that the new method is 
effective. 

Improved Classification method  
based on HMT model 

Class  
Number of se-
lected models 

Number of 
samples Number of 

correct tests 
Recognition 

rates 

 5 30 25 83.3% 

 10 30 27 90.0% 

 10 30 24 80.0% 

 10 30 28 93.3% 

Total 35 120 97 86.7% 
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No matter whether HMT-based or improved HMT-based method common draw-
back, which is choosing the HMT model artificially still has. The further work is to find 
a way to automatically select the HMT model for each class instead of manual work.  
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Abstract. Nowadays, automated Web document classification is considered as 
an important method to manage and process an enormous amount of Web 
documents in digital forms that are extensive and constantly increasing. 
Recently, document classification has been addressed with various classified 
techniques such as naïve Bayesian, TFIDF (Term Frequency Inverse Document 
Frequency), FCA (Formal Concept Analysis) and MCRDR (Multiple 
Classification Ripple Down Rules). We suggest the BayesTH-MCRDR 
algorithm for useful new Web document classification in this paper. We offer a 
composite algorithm that combines a naïve Bayesian algorithm using Threshold 
and the MCRDR algorithm. The prominent feature of the BayesTH-MCRDR 
algorithm is optimisation of the initial relationship between keywords before 
final assignment to a category in order to get higher document classification 
accuracy. We also present the system we have developed in order to 
demonstrate and compare a number of classification techniques. 

1   Introduction 

The soaring pace of development enables much information and data to be obtained 
through the Internet and many documents to be accessed through it by many 
organizations. Currently, this information exists on the Internet via the Web using the 
HTML format.  To determine the classification of Web documents techniques from 
document classification are used. Many information societies make use of Web 
documents and need to classify and search effectively lots of information and data. So 
algorithms of document classification have been investigated in many scientific fields. 
A number of key algorithms to classify documents have been developed including: 
naïve Bayesian algorithm [1], TFIDF (Term Frequency Inverse Document Frequency) 
algorithm [2], FCA (Formal Concept Analysis) [3], MCRDR (Multiple Classification 
Ripple Down Rules) [4] and so on. Among these techniques, Bayesian document 
classification is the method achieving the most promising results for document 
classification in every language area [5]. However, the naïve Bayes classifier fails to 
identify salient document features because it extracts every word in the document as a 
feature. Further, it calculates a presumed value for every word and carries out 
classification on the basis of it. The naïve Bayes classifier produces many noisy term 
(stopwords) and ambiguous results, thus affecting classification. This 
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misclassification lowers the precision. So in order to increase precision TFIDF is 
suggested which uses the Bayesian classification method. This produces less 
misclassification than the naïve Bayes classifier, but does not reflect the semantic 
relationships between words and fails to resolve word ambiguity. Therefore it cannot 
resolve misclassification of documents. In order to solve this problem, we have 
developed Web Document Classification system which combines both the Bayesian 
Dynamic Threshold algorithm and the MCRDR algorithm, to produce what we refer 
to as the BayesTH-MCRDR algorithm. This system applies both the Bayesian 
algorithm using Dynamic Threshold in order to increase precision and the MCRDR 
algorithm in order to optimise and construct a knowledge base of related words.  

In short, our system first extracts word features from Web documents by using 
Information Gain [6]. Next, the terms are stemmed using Porter stemming algorithm 
[7]. Then the documents are classified temporarily by the Bayesian Algorithm, 
optimized by the MCRDR algorithm and then finally classified. In order to evaluate 
this system, we compare our approach to Web document classification with the naïve 
Bayesian, TFIDF, Bayesian-Threshold algorithms and FCA. In addition, we 
compared document classification by using the stemming algorithm with the 
document classification by not using it to determine the value of this additional step. 

2   Techniques for Web Document Classification 

In this section we briefly introduce the key concepts underlying the BayesTH-
MCRDR algorithm: Naïve Bayesian, Naïve Bayesian using Threshold, TFIDF and 
MCRDR. The final subsection describes how we have combined the two techniques. 

2.1   Naïve Bayesian 

Naïve Bayesian classification [1] uses probability based on Bayes Theorem. This 
system inputs a vector model of words ( 1w , 2w , …… nw ) for the given document  
( d ), and classifies the highest probability ( p ) as the class ( c ) among documents 
that can observe the given document. That is, as shown in formula (1) the system 
classifies it as a highest conditional probability class. If we are concerned with only 
the highest probability class, we can omit Probability ( P ), because it is a constant 
and normalizing term. Also, this approach applies the naïve Bayesian assumption of 
conditional independence on each ‘ tw  ’ which is a feature belonging to the same 
document (see Formula (2)) [1]. So, the naïve Bayesian Classification method decides 
the highest probability class according to formula (3). 
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 (3) 

2.2   Naïve Bayesian with Threshold 

In the definition in section 2.1, the Threshold value of the Naïve Bayesian algorithm 
is fixed. It results in lower precision when the Naïve Bayesian algorithm classifies 
documents with low conditional probability. The Naïve Bayesian Threshold algorithm 
is able to increase the precision of document classification by dynamically calculating 
the value of the threshold as given in formula (4). 
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2.3   TFIDF (Term Frequency Inverse Document Frequency) 

TFIDF [2], traditionally used in information retrieval, expresses a weight vector based 
on word frequency of the given document ‘d’.  In this case, each word weight ( W  ) is 
calculated by multiplying the Term Frequency ( TF ) in a given document ‘d’ and its 
reciprocal number, Inverse Document Frequency ( IDF ), of all documents having the 
word feature. This means that the higher the IDF, the higher the feature (see Formula 
(5)). That is, if there is a word which has a higher frequency in a certain document, 
and a lower frequency in other documents, then the word can express the document 
very well. For document classification we require a prototype vector expressing each 
class. The prototype vector ( c ) of each class is calculated as the average of the 
weight vector of its training document. Only if each class is expressed in a prototype 
vector, the similarity is calculated by applying the cosine rule between the  
weight vector of a given document ‘d’ and each class prototype vector as shown in 
formula (6). 
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2.4   MCRDR (Multiple Classification Ripple Down Rule) 

Kang [4] developed Multiple Classification Ripple Down Rules (MCRDR). MCRDR 
overcomes a major limitation in Ripple Down Rules (RDR), which only permitted 
single classification of a set of data. That is MCRDR allows multiple independent 
classifications. An MCRDR knowledge base is represented by an N-ary tree [4]. The 
tree consists of a set of production rules in the form “If Condition Then Conclusion”.  

2.4.1   Creation of Rule 
We consider a new case (present case) A and two cornerstone cases B and 
cornerstone cases C. The cornerstone case is the case that prompted the rule being 
modified (that is, the rule that currently fires on the present case but which is deemed 
to be incorrect) to be originally added. The present case will become the cornerstone 
case for the new (exception) rule. To generate conditions for the new rule, the system 
has to look up the cornerstone cases in the parent rule. When a case is misclassified, 
the rule giving the wrong conclusion must be modified. The system will add an 
exception rule at this location and use the cornerstone cases in the parent rule to 
determine what is different between the previously seen cases and the present case. 
These differences will form the rule condition and may include positive and negative 
conditions (see Formula (7)). 

 

(7) 

 
 
 
 
 
 
 

Fig. 1. Difference list {a, not d} are found to distinguish the Present Case (A) from two 
Cornerstone Cases (B) and (C) [4] 
 
 

Figure 1 shows a difference list {a, NOT d} between the present case and two 
cornerstone cases. After the system adds a new rule with the selected conditions by 
the expert or system, the new rule should be evaluated with the remaining 
cornerstone cases in the parent rule [4]. If any remaining cornerstone cases are 
satisfied with the newly added rule, then the cases become cornerstone cases of the 
new rule [4]. 
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2.4.2   Inference 
The inference process of MCRDR is to allow for multiple independent conclusions 
with the validation and verification of multiple paths [14]. This can be achieved by 
validating the children of all rules which evaluate to true. An example of the MCRDR 
inference process is illustrated in Figure 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Knowledge Base and Inference in MCRDR, Attributes: {a, c, d, e, f, h, k} [14] 

In this example, a case has attributes {a, c, d, e, f, h, k} and three classifications 
(conclusion 3, 5 and 6) are produced by the inference. Rule 1 does not fire. Rule 2 is 
validated as true as both “a” and “c” are found in our case. Now we should consider 
the children (rules 6, 7, and 10) of rule 2. From comparison of the conditions in 
children rules with our case attributes, only rule 6 is evaluated as true. Hence, rule 6 
would fire to get a conclusion 6 which is our case classification. This process is 
applied to the complete MCRDR rule structure in Figure 2. As a result, rule 3 and 5 
can also fire, so that conclusion 3 and conclusion 5 are also our case classifications. 

2.5   FCA (Formal Concept Analysis) 

Wille [3] developed Formal Concept Analysis (FCA). FCA is based on the 
understanding of a concept as an entity of thought, which consists of an extension and 
intension. Lattice theory is used for representing concepts [8][9]. FCA provides a 
substitute graphical representation of tabular data that is somewhat instinctive to 
navigate and use [10]. The fundamental conceptual structure of FCA is the formal 

Rule 4 
If c then class 4  
Corners (3,4) 

Rule 1 
If a & b then class 1  
Corners (1,2,4,5)

Rule 2 
If a & c then class 2  
Corners (3,4,5,12)

Rule 3 
If d & c then class 3  
Corners (3,4)

Rule 5 
If d then class 5  
Corners (3)

Rule 6 
If e & f then class 6  
Corners (3)

Rule 7 
If i then class 4  
Corners (1,2,3) 

Rule 10 
If g & h then class 5  
Corners (3,4) 

Rule 8 
If i then class 8  
Corners (1,2,3,4,5) 

Rule 9 
If i then class 9  
Corners (9)

Rule 0 
If true then class C  
Corners (1,2,….n)
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context (K). A formal context comprises a set of objects and their attributes. A formal 
context constitutes a triple (G, M, I). ‘G’ is the set of objects, ‘M’ is the set of 
attributes and ‘I’ is a binary relation defined between ‘G’ and ‘M’. Their relation is 
represented as I ⊆ G × M. Hence, we can define a formal context (K) as: K = (G, M, 
I). If an object g has an attribute m then g ∈ G is related I to m which is indicated by 
the relationship (g , m) ∈ I or gIm. The notion of a formal concept (G, M, I) is 
represented as a pair (A, B). ‘A’ is the set of objects (A ⊆ G) and ‘B’ is set of 
attributes (B ⊆ M). Its two operators are:  

2.6   BayesTH-MCRDR 

The BayesTH-MCRDR algorithm combines the merits of both the Naïve Bayesian 
using Threshold (BayesTH) and MCRDR algorithms. A new document can be 
extracted from feature keywords which are obtained through the Information Gain 
method (see Section 3.1.3). And then, the document is classified by the BayesTH 
algorithm into a temporary knowledge base (Table 1). At this moment a document is 
classified, that is assigned a class. The MCRDR algorithm creates new rules based on 
the feature keywords in the document. In the BayesTH algorithm, the feature 
keywords are independent of one another. The MCRDR rules represent the semantic 
relationships between feature keywords and each rule builds each conclusion 
(classification) through inference of the MCRDR algorithm (Table 2). 

Table 1. Table of Temporary Knowledge Base by BayesTH algorithm 

Category Class Document No Keyword 
Database Multimedia 1 A, B 

 Data Format 2 X, Y, Z 

Table 2. Table of Knowledge Base by MCRDR algorithm 

Step Document Algorithm Rules (Keywords) Class 
1 1 Bayesian Threshold A, B Multimedia 
2 1 MCRDR A&C Multimedia 
3 1 BayesTH-MCRDR A, B, A&C, A&B, 

A&B&C 
Multimedia 

3   Web Document Classification System 

We now introduce the system and accompanying process that have been developed. 
Section 3.1 describes the preprocessing performed on the documents. Section 3.2 
describes the implemented system. 
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3.1   Data Pre-Processing 

Data preparation is a key step in the data mining process. For us this step involved 
deletion of stopwords, feature extraction and modeling and document classification. 
We describe how these were achieved next.  

3.1.1   Deletion of Stopwords 
The meaning of ‘Stopwords’ refers to common words like ‘a’, ‘the’, ‘an’, to’, which 
have high frequency but no value as an index word. These words show high 
frequencies in all documents. If we can remove these words at the start of indexation, 
we can obtain higher speeds of calculation and fewer words needing to be indexed. 
The common method to remove these ‘Stopwords’ is to make a ‘Stopwords’ 
dictionary at the beginning of indexation and to get rid of those words. This system 
follows that technique. 

3.1.2   Stemming 
Stemming means the process that searches morphological variations for each keyword 
and transforms various keywords with the same meaning into a keyword. For 
example, the words “computers”, “computing”, “compute”, “computed”, 
“computable”, “computation” in documents or query are transformed into on 
indexation word “compute”. English has the “Stem” which has a certain kinds of 
meaning and the “Suffix” which stands for variations of morphology. The reason for 
stemming is to store stems instead of words, and it enables to reduce the size of the 
index file and to improve the speed of search. Moreover, it prevents the same key 
words from being represented differently, so it enables us to calculate the keywords 
precisely and results in improving the quality of the search. Porter [7] developed the 
Porter Stemming algorithm and it the most popular technique at the moment. The 
Porter’s stemmer does not remove prefixes. It does however handle suffixes and 
perform string replacement. The Porter’s stemmer has various rules for stemming. 
Each rule is defined by four sub-items which are: Rule Number, Suffix, Replacement 
String and Stem State. The Rule Number is a unique number allocated to a certain 
rule. When several rules are satisfied, the rule with the smallest number of conditions 
will be applied first. The following two conditions should be satisfied in order for a 
rule to be applied to a given word. Firstly, given words should include the suffix. In 
these cases, the suffixes in words may be transformed into the Replacement String 
specified in the rule. If there is NULL suffix, the word is connected with Replacement 
String, and if there is a NULL Replacement String, suffixes in words are removed. 

3.1.3   Feature Extraction  
The process of feature extraction is that of determining which keywords will be useful 
for expressing each document for classification learning. Document modelling is the 
process of expressing the existence or non-existence, frequency and weight of each 
document feature based on a fixed feature word [11].  

The most basic method to choose word features which describe a document is to 
use a complete vocabulary set which is based on all words in the document sets. But 
this requires extensive computation due to a greater number of word features than the 
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number of given documents, and the inclusion of a number of word features which do 
not assist classification but instead reduce classification power. Some words offer 
semantics which can assist classification. Selecting these words as word features from 
the complete word set for the set of documents will reduce effort.  In this way we 
consider Feature Extraction to be Feature Selection or Dimension Deduction. There 
are various ways to achieve feature selection, but our system uses the well-known 
Information Gain approach [6] that selects words that have a large entropy difference 
as word features based on information theory. 

 (8) 

 
(9) 

When the complete set of vocabulary ( V ) consists of rules (formula (8)) and n 
words, formula (9) shows the calculation of the information gain for each word kw . 
Those words which have the largest information gain are included in the optimized set 
of word features ( K ) as in formula (10). 

 (10) 

3.1.4   Learning and Classification 
In order to do supervised learning and evaluate the accuracy of Web document 
classification based on BayesTH-MCRDR we must provide classified documents as 
input. Our system uses the naïve Bayesian learning method as it is a representative 
algorithm for supervised learning. The Naïve Bayesian classification learning method 
classifies each Web document with the highest probability class. Where the 
conditional probability of a given document is low or there is a conflict the system 
asks the user to choose the most appropriate classification. In situations where either 
the difference between the two or more highest conditional probabilities is small or 
the highest conditional probability is low (for example, the highest conditional 
probability is 0.2 ~ 0.3 and less) we ask the user to intervene. Since precision and 
trust are closely related, we don’t want the system to give an incorrect classification, 
resulting in the users loss of faith in the system. Hence, when the system can not 
clearly assign a class, the system assigns the document to ‘Others’ for the user to deal 
with (see Formula (4)). In our system the user is able to set the probability threshold 
‘T’ (see Figure 3), above which the system will assign its own conclusion. 

3.2   Implementation 

The screen dump in Figure 3 displays the key elements of our system which have 
been developed to evaluate the performance of the implemented algorithms. The 
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screen consists of three parts; the top panel is for choosing which classification rule to 
apply to the set of Web documents, the second panel allows selection of the class 
(Communication and Networking, Data Formats, Programming and Development, 
Information Technology and Multimedia) of the data and whether training (learning) 
or testing (experiment) data is to be used. The third section on the screen (large lower 
panel) is used to display the contents of the data for the purposes of evaluating and 
confirming that the data has been classified into the correct class. 

 

Fig. 3. Web Document Classification System and Control of Threshold value 

4   Experiment 

4.1   Aims 

A key goal of any classification system is to avoid misclassification. Therefore to 
validate the precision of the BayesTH-MCRDR algorithm for Web document 
classification, we carried out some experiments. And through the experiments, we 
compared the classification precision across six different learning methods, and 
compared the document classification by using stemming algorithm with the 
document classification by not using it, to discover the differences. 

4.2   Data Collection and Set Up 

 
For the experiments we used Web documents provided by the Web directory service at 
the Yahoo site1. We selected one category: Computer and Internet, in order to evaluate 
the capability of our system. The ‘Computer and Internet’ category has five sub-
categories which are ‘Communication and Networking’, ‘Data Formats’, ‘Programming 
and Development’, ‘Information Technology’ and ‘Multimedia’ (see Fig. 4). 

                                                 
1 http://au.dir.yahoo.com/computers_and_internet/ 
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(a)                                              (b) 

Fig. 4. Classified Category (a) for Experiment and Result (b) in the System 

We conducted five experiments for each of the five classes. We gave input 
learning data sets of 100, 200, 300, 400, 500 into each class (increasing 100 per class 
when experiment each). The total number of learning data is 500 per class. For 
evaluating precision we used test sets of 120 experimental data at each experiment. 
The total number of Learning data and Experiment data was 2,500 and 600 each. 

4.3   Results 

Figure 4(b) shows the evaluation of the precision of each algorithm the user is 
provided with the precision check function as shown. 

 
 100 200 300 400 500 
SB 69.2 70.5 74.8 77.7 80.0 
TFIDF 68.5 71.2 74.7 75.3 79.8 
B-TH 70.8 71.7 73.3 77.8 81.5 
MCRDR 72.3 77.8 79.3 83.2 85.3 
FCA 73.8 78.3 78.0 82.3 85.5 
BTH-M 76.3 78.4 80.7 85.3 87.5 
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 100 200 300 400 500 
SB 71.8 73.3 76.2 79.8 82.5 
TFIDF 70.2 72.5 74.5 77.7 81.2 
B-TH 72.3 74.2 77.8 80.7 83.7 
MCRDR 74.7 81.7 82.3 85.5 87.8 
FCA 76.7 80.8 82.5 84.2 87.0 
BTH-M 78.0 82.3 84.2 87.0 89.8 
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Fig. 5. SB: Simple Bayesian; B-TH: Bayesian Threshold; BTH-M: Bayesian Threshold and 
MCRDR (BayesTH-MCRDR), (a): Results of average precision for each algorithm per 
experiment without stemming algorithm. (b): Results of average precision for each algorithm 
per experiment with stemming algorithm. (c): Compare both results of average precision for 
each algorithm per experiment without stemming algorithm and results of average precision for 
each algorithm per experiment with stemming algorithm. 

Average Precision without 
Stemming Algorithm 

Average Precision with 
Stemming Algorithm 

74.42 73.90 75.03 79.60 79.58 81.83 

76.73 75.02 77.74 82.23 82.50 84.27 
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The experimental results show overall precision 74% - 85% for all algorithms 
even though there are some differences according to the method of classification 
learning. Specifically, the more documents used in training the higher the 
classification accuracy, as we expected. Also there are clear differences in 
classification accuracy (precision) among classification learning methods. Instance 
that experiment without stemming algorithm, BayesTH-MCRDR shows the highest 
precision 81.83% in the system. However, TFIDF shows the lowest precision 73.90%. 
The system, MCRDR and FCA shows similar precision 79.58% and 79.60 
respectively. And simple naïve Bayesian and naïve Bayesian algorithm using 
Threshold show 74.42% and 75.03%, respectively. On the other hand, in the case of 
the experiment using stemming algorithm, there is an increase in precision of approx. 
2.8% in the system. The system, BayesTH-MCRDR shows the highest precision 
84.27% and TFIDF shows the lowest precision 75.02%. The simple naïve Bayesian, 
Bayesian using Threshold, MCRDR and FCA show 76.73%, 77.74%, 82.50% and 
82.23% respectively in the system. 

5   Conclusions and Further Work 

As presented in the paper, we have achieved higher precision by using the BayesTH-
MCRDR algorithm than existing classification methods like simple Bayesian 
classification method, TFIDF classification method, simple Bayesian using Threshold 
classification method and FCA classification method.  The specific feature of this 
algorithm which enables it to achieve higher precision is the construction of a related 
word knowledge base from the learning documents before applying the learnt 
knowledge to the classification of the test set of documents. Also, we found that 
classification using the Stemming algorithm achieves higher precision than without 
using the Stemming algorithm. Other research has shown in general that the Bayesian 
algorithm using a ‘Threshold’ has better results than the simple Bayesian algorithm. 
We have achieved even better results using the BayesTH-MCRDR algorithm which 
has 3% higher precision than the Bayesian Threshold algorithm.  
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Abstract. This paper presents an improvement ant colony optimization
algorithm for mining classification rule called ACO-Miner. The goal of
ACO-Miner is to effectively provide intelligible classification rules which
have higher predictive accuracy and simpler rule list based on Ant-Miner.
Experiments on data sets from UCI data set repository were made to
compare the performance of ACO-Miner with Ant-Miner. The results
show that ACO-Miner performs better than Ant-Miner with respect to
predictive accuracy and rule list mined simplicity.

1 Introduction

Data mining is a progress to extract implicit, nontrivial, previously unknown and
potentially useful information (such as knowledge rules, constraints, regularities)
from data in database. Mining information and knowledge from large database
has been recognized by many researchers as a key research topic in database
system and machine learning, and by many industrial companies as an impor-
tant area with an opportunity of major revenues. There are several data mining
tasks, including classification, regression, clustering, dependence modeling, etc.
[1]. Each of these tasks can be regarded as a kind of problem to be solved by
a data mining algorithm. In this paper, we mainly emphasize the classification
task of data mining. Classification rule mining is one of the important problems
in the emerging fields of data mining which is aimed at finding a small set of
rules from training data set with predetermined targets [1]. There are different
classification algorithms used to extract relevant relationship in the data as de-
cision trees which operate performing a successive partitioning of cases until all
subsets belong to a single class [2]. This operating way is impracticable except
for trivial data sets. There are have been many other approaches for data classifi-
cation, such as statistical and roughest approaches [1, 3] and neural networks [4].
Although these classification techniques are algorithmically strong, they require
significant expertise to work effectively and do not provide intelligible rules.

The classification problem becomes very hard when the number of possible
different combinations of parameters is so high that many researches have de-
voted their attentions to nature-based approaches to find a ”good-enough” solu-
tion to the classification problem. Especially, there have been numerous attempts

G.I. Webb and X. Yu (Eds.): AI 2004, LNAI 3339, pp. 357–367, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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to apply genetic algorithms(GAs) [5, 6] in data mining to accomplish classifi-
cation tasks and achieved better results [7]. In addition, Ant Colony Optimiza-
tion(ACO) technique [8], which has emerged recently as a new meta-heuristic
derived from nature, and has attracted many researchers interests and has been
successfully applied to several NP-hard combinatorial optimization problems,
but the use of the algorithm for mining classification rule, in the context of data
mining, is a research area where few people explored.

To the best of our knowledge, Parpinelli, Lopes and Freitas [9] are the first
to propose Ant Colony Optimization(ACO) [8] algorithm for discovering classi-
fication rules, with the system Ant-Miner. Their methods use an entropy-based
heuristic function. In [10], Liu presented a modified version of Ant-Miner(i.e.,
Ant-Miner2), where the core heuristic value was based on a simple density es-
timation heuristic. In addition, Liu [11] further introduced another ant-based
algorithm, which uses a different pheromone updating strategy and state tran-
sition. In this paper, the objective is to investigate the capability of ACO algo-
rithms to discover classification rule with higher predictive accuracy and much
smaller rule list. The remainder of the paper is organized as follows. In the next
section, the preliminary knowledge is briefly introduced. In section 3, the Ant-
Miner algorithm is analyzed. In section 4, a novel improved algorithm called
ACO-Miner is introduced. Section 5 reports computation results when compar-
ing with Ant-Miner across six data sets. Finally, the paper ends with conclusions
and directions for future research.

2 Preliminary Knowledge

In general, the problem on mining classification rules can be stated as follows. We
are given a large database D, in which each tuple consists of a set of n attributes
(features),{A1,A2, · · · ,An}. For example, attributes could be name, gender, age,
salary range, zip code, etc. Our purpose is to assign each case(object, record,
or instance)to one class, out of a set of predefined classes, based on the values
of some attributes(called predictor attributes) for the case. In the classification
task, the discovered knowledge is usually represented in the form of IF-THEN
prediction rules which have the advantage of being a high-level and symbolic
knowledge representation contributing towards the comprehensibility of the dis-
covered knowledge. In this paper, knowledge is presented as multiple IF-THEN
rules in a classification rules list. Such rules state that the presence of one or more
items (antecedents)implies or predicts the presence of other items(consequents).
A typical rule has the following form: IF term1 AND term2 AND · · · THEN
class. Where, each term of the rule antecedent is a triple <attribute, operator,
value>, such as <age=70>. The rule consequent(THEN part) specifies the class
predicted for cases whose predictor attributes satisfy all the terms specified in the
rule antecedent. This kind of classification rule representation has the advantage
of being intuitively comprehensible for the user.

The ACO algorithm [8] has recently emerged as a new meta-heuristic for
hard combination problems. This meta-heuristic belongs to the class of problem-
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solving strategies derived from nature(other categories including genetic
algorithms, immune algorithms, neutral networks, simulated annealing). ACO
algorithm has been inspired by colonies of real ants, which deposit a chemical
substance called pheromone on the ground. This substance influences the choice
they make: the larger amount of pheromone is on a particular path, the larger
probability is that an ant selects the path. Artificial ants in ACO algorithm
behave in similar way. The ACO algorithm is basically a multi-agent system
where low level interactions between single agents (i.e., artificial ants) result in a
complex behavior of the whole ant colony. ACO algorithm has been successfully
applied to several NP-hard combinatorial optimization problems and achieved
better results [12].

3 Overview of Ant-Miner

A high-level description of Ant-Miner [9] is shown in Algorithm 1, the goal of
Ant-Miner is to mining classification rules from database. In the following we
discuss the key techniques of Ant-Ming, including pheromone initialization, state
transition rule, heuristic function, rule pruning and pheromone updating rule.

Algorithm 1: A high-level description of Ant-Miner[9]
TrainingSet={all training cases};
DiscoveredRuleList=[ ];
WHILE(TrainingSet>Max uncovered cases);
t=1;
j=1;
Initialize all trails with the same amount of pheromone;
REPEAT
Antt starts with an empty rule and incrementally constructs a classification rule
Rt by adding one term at a time to the current rule;
Prune rule Rt;
Update the pheromone of all trails by increasing pheromone in the trail followed
by Antt(proportional to the quality of Rt)and decreasing pheromone in the other
trails(simulating pheromone evaporation);
IF(Rt is equal to Rt−1)
THEN j=j+1;
ELSE j=1;
ENDIF
t=t+1;
UNTIL(t≥No of ants)OR (j≥No rules converg)
Choose the best rule Rbest among all rules Rt constructed by all the ants;
Add rule Rbest to DiscoveredRuleList;
TrainingSet=TrainingSet−{set of cases correctly covered by Rbest};
END WHILE.
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3.1 Pheromone Initialization

The initial amount of pheromone deposited at each path is inversely proportional
to the number of values of all attributes, and is defined by the following equation:

τij(t = 0) =
1

a∑
i=1

bi

(1)

where a is the total number of attributes, and bi is the number of possible values
that can be taken on by attribute Ai.

3.2 State Transition Rule

Let termij be a rule condition of form Ai = Vij , where Ai is the i-th attribute
and Vij is the j-th value of domain of Ai. The probability that termij is chosen
to be added to the current partial rule is given by the following equation:

Pij(t) =
τij(t) · ηij

a∑
i=1

xi ·
bi∑

j=1
(τij(t) · ηij)

(2)

where τij(t) is the amount of pheromone associated with termij at iteration t,
corresponding to the amount of pheromone currently available in the position i,
j of the path being followed by the current ant. ηij is the value of a problem-
dependent heuristic function for termij . a is the total number of attributes. xi is
set to 1 if the attribute Ai was not yet used by the current ant, or to 0 otherwise.
bi is the number of values in the domain of the i-th attribute.

3.3 Heuristic Function

For each termij that can be added to the current rule, Ant-Miner computes the
value ηij of a heuristic function that is an estimate of the quality of this term,
with respect to its ability to improve the predictive accuracy of the rule. This
heuristic function is based on information theory and normalized. The proposed
information-theoretic heuristic function is defined as follows:

ηij =
log2 k −H(W |Ai = Vij)

a∑
i=1

xi ·
bi∑

j=1
(log2 k −H(W |Ai = Vij))

(3)

where a, xi and bi have the same meaning as above illustration. k is the number
of classes. W is the class attribute (i.e., the attribute whose domain consists of
the classes to be predicted).

3.4 Rule Pruning

The main goal of rule pruning is to remove irrelevant terms that might have
been unduly included in the rule. The basic idea of rule pruning is to iteratively
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remove one-term at a time from the rule while this process improves the quality
of the rule, and the quality of the resulting rule is computed by the following
equation:

Q =
TP

TP + FN
· TN

FP + TN
(4)

where TP (True Positive) is the number of cases covered by the rule that have the
class predicted by the rule. FP (False Positive) is the number of cases covered by
the rule that have a class different from the class predicted by the rule. FN(False
Negatives) is the number of cases that are not covered by the rule but have the
class predicted by the rule. TN(True Negatives) is the number of cases that are
not covered by the rule and that do not have the class predicted by the rule.

3.5 Pheromone Updating Rule

Whenever an ant constructs its rule and the rule is pruned, the amount of
pheromone in all segments of all paths must be updated. Pheromone updat-
ing for a termij is performed according to the following equation:

τij(t+ 1) = τij(t) + τij(t) ·Q,∀i, j ∈ R (5)

where R is the set of terms occurring in the rule constructed by the ant at
iteration t. Meanwhile, the effect of pheromone evaporation for unused terms is
achieved by dividing the value of each τij by the summation of all τij .

4 Our Proposed Mining Algorithm: ACO-Miner

Although Ant-Miner is a flexible and robust classification mining method, the
system has the following drawbacks:1)State transition rule computation is very
complex, and lacks of balancing between exploration and exploitation. 2) If rule
quality measure Q is very small, evolutionary process will become stagnant.
3)The H(W |Ai = Vij) of termij is always the same when computing heuristic
function ηij , regardless of the contents of the rule in which the term occurs.
Which is impossible in real application. In order to overcome above drawbacks,
we propose an improved classification rule mining algorithm, called ACO-Miner.
In the following, we discuss the improved state transition rule, pheromone up-
dating rule and heuristic function.

4.1 Simple State Transition Rule

State transition rule computation of Ant-Miner is very complex. In fact, state
transition rule is determined by heuristic function ηij and pheromone τij , if
we use addition instead of multiplication, and use relative weight to adjust their
roles, then we may provide a simple way to compute state transition rule. In addi-
tion, in order to provide a direct way to balance between exploration of new terms
and exploitation of a priori and accumulated knowledge about the classification,
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we introduce a parameter q0 ∈ [0, 1] and a random number q which is uniformly
in [0, 1]. Then, our proposed state transition rule is defined as follows:

IF q ≤ q0
THEN choose termij

ELSE Choose termij according to the following probability

Pij(t) =
β · τij + (1− β) · ηij

a∑
i=1

bi∑
j=1

(xi · (β · τij + (1− β) · ηij))
(6)

END IF.

where a, xi, bi, τij and ηij have the same meaning as above illustration. β is
parameter that controls the relative importance of trail versus visibility. There-
fore the transition probability is a trade-off between visibility(which says that
close terms should be chosen with high probability, thus implementing a greed
constructive heuristic) and trail intensity at time t (that says that if there has
been a lot of traffic on termij then it is highly desirable, thus implementing the
autocatalytic process).

4.2 Self-Adaptive Pheromone Updating Rule

When an ant constructs its rule and the rule is pruned, the amount of pheromone
in all segments of all paths must be updated according to pheromone updating
rule in Ant-Miner system. But, if rule quality measure Q is very small (near
to zero), evolutionary process will become stagnant. In order to overcome the
above drawbacks, we introduce the following self-adaptive pheromone updating
rule:

τij(t+ 1) = (1− ρ(t)) · τij(t) + (1− ρ(t) +Q) · τij(t) (7)

whereQ is the quality measure of constructed rule. ρ(t) is a self-adaptive pheromone
evaporation rate, its definition is as follows:

ρ(t) = min{ρmax, λ · ρ(t− 1)} (8)

where ρmax is the maximum of ρ(t) which is used to control pheromone evapo-
ration rate, initially, ρ(t = 0) = 0. λ is a parameter whose value is in (0.8, 1). In
the paper, we set λ = 0.85. Our proposed pheromone updating rule concurrently
realizes pheromone accumulation and evaporation, thus avoid stagnation.

4.3 Our Proposed Heuristic Function

Heuristic function computation of Ant-Miner is based on information entropy
and normalization, but authors of Ant-Miner consider the H(W |Ai = Vij) of
termij is always the same when computing heuristic function ηij , regardless
of the contents of the rule in which the term occurs. Consequently, the ants
likely converge to a single constructed rule too quickly. This leads premature
and a failure to produce alternative potential rules. In order to overcome above
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drawbacks, we introduce a simple and efficient heuristic function based on idea
of Ref. [14]. Our proposed heuristic function is defined as follows:

ηij =
k − SIG(W,Ai = Vij)

a∑
i=1

bi∑
j=1

xi · (k − SIG(W,Ai = Vij))
(9)

where a, xi, bi have the same meaning as above illustration. k is the number of
classes. SIG(W,Ai = Vij) denotes the relevance of attribute-value Ai = Vij to
the target classification W , the relevant function is defined as follows:

SIG(W,Ai = Vij) = P (Ai = Vij) · P (W |Ai = Vij)− P (W ) (10)

where W is the class attribute(i.e., the attribute whose domain consists of the
classes to be predicted). P (Ai = Vij) is the probability of having observed Ai =
Vij . P (W |Ai = Vij) is the probability of observing class W condition on having
observed Ai = Vij . P (W ) is the probability of observing class W .

Note that if P (W |Ai = Vij) = P (W ), that is to say Ai = Vij is not relevant
to the class W , then the degree of relevance Ai = Vij to W is equal to 0; if
P (W |Ai = Vij) �= P (W ), i.e., Ai = Vij is relevant to the class W . The range
of this function is(−1, 1). If the value stays positive, then the higher the value,
the more relevant the term Ai = Vij with respect to the target class W ; if the
value is negative, the lower the value, the more relevant the term ¬(Ai = Vij)
with respect to W . Therefore, using this heuristic function is very convenient
and efficient in practice.

5 Experimental Results and Comparison

5.1 Data Set Used and Parameter Setup in ACO-Miner

To evaluate performance of our proposed ACO-Miner algorithm, we have con-
ducted experiment with it on a number of datasets taken from the UCI repository
[15]. In Table 1, the selected data sets are summarized in terms of the number of
cases, the number of attribute(including categorical and continuous attributes),
and the number of the classes of the data set. These data sets have been widely
used in other comparative studies. Because ACO-Miner mines rules referring
only to categorical attributes, we have discretized continuous attributes by the
C4.5-Disc discretization method [16] in a preprocessing step. All the results of
the comparison were obtained on a Pentium 4 PC(CPU 2.2GHZ, RAM 256MB).

In the following experiments, ACO-Miner has the following user-defined pa-
rameters:

1) Number of ants, i.e., No of ants. Since each ant is associated with a single
rule, the larger No of ants, the more candidate rules are needed to evaluate per
iteration. In order to have a quicker turn-around time for experiments, we set
No of ants=200.
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Table 1. Dataset Used in The Experiment

Data Set #Cases #Categ.Attrib. #Contin.Attrib. #Classes
Ljubljana Breast Cancer 282 9 - 2
Wisconsin Breast Cancer 683 - 9 2
Tic-Tac-Toe 958 9 - 2
Dermatology 366 33 1 6
Hepatitis 155 13 6 2
Cleveland Heart Disease 303 8 5 5

2) Minimum number of cases per rule, i.e., Min cases per rule. In order to
enforce at least a certain degree of generality in the discovered rules, each rule
must cover at least amount of cases. Then, we set Min cases per rule=8.

3)Maximum number of uncovered cases in the training set, i.e., Max uncovered
cases. It defines the threshold that the number of training cases that are not

covered by any discovered rules. We set Max uncovered cases=15.
4) Number of rules used to test convergence of the ants, i.e., No rules converge.

Since the termination condition of current iteration of WHILE loop is that ants
have converged to a single rule(path), we set No rules converge=8.

5) In order to control the relative importance of pheromone and heuristic
function in state transition rule, we set parameter β=0.4.

6) In order to provide a direct way to balance between exploration of new
terms and exploitation of a priori and accumulated knowledge about the classi-
fication, we set parameter q0=0.5.

7) In order to realize self-adaptive pheromone evaporation rate ρ(t), The
parameters are needed to set as follows: ρmax = 0.5, ρ(t = 0) = 0, λ = 0.85.

5.2 Comparison Results

We have evaluated the performance of ACO-Miner by comparing it with Ant-
Miner. The first experiment was carried out to compare predictive accuracy
of discovered rule lists by well-known ten-fold cross-validation procedure [17].
Each data set is divided into ten partitions, each method is run ten times, using
a different partition as test set and the other nine partitions as the training set
each time. The predictive accuracies of the ten runs are averaged as the predictive
accuracy of the discovered rule list. Table 2 shows the results comparing the
predictive accuracies of ACO-Miner and Ant-Miner, where the ” ± ” symbol
denotes the standard deviation of the corresponding predictive accuracy. It can
be seen that predictive accuracies of ACO-Miner is higher than those of Ant-
Miner.

In addition, We compared the simplicity of the discovered rule list by the
number of discovered rules and the average number of literals(conditions) per
rule. The results comparing the simplicity of the rule lists discovered by ACO-
Miner and Ant-Miner are shown in Table 3 and Table 4. As shown in those
tables, taking into number of rules discovered and number of literals per rule,
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Table 2. Predictive Accuracy Comparison Between ACO-Miner and Ant-Miner

Data Set ACO-Miner(%) Ant-Miner(%)
Ljubljana Breast Cancer 77.14±0.53 75.28±2.24
Wisconsin Breast Cancer 97.15±0.89 96.04±0.93
Tic-Tac-Toe 98.43±0.36 73.04±2.53
Dermatology 96.57±0.74 94.29±1.20
Hepatitis 94.63±0.58 90.00±3.11
Cleveland Heart Disease 78.28±0.45 57.48±1.78

Table 3. Number of Rules Discovered Comparison by ACO-Miner and Ant-Miner

Data Set ACO-Miner Ant-Miner
Ljubljana Breast Cancer 6.25±0.23 7.10±0.31
Wisconsin Breast Cancer 4.63±0.12 6.20±0.25
Tic-Tac-Toe 6.47±0.43 8.50±0.62
Dermatology 6.87±0.56 7.30±0.47
Hepatitis 3.07±0.24 3.40±0.16
Cleveland Heart Disease 7.29±0.39 9.50±0.71

Table 4. Number of Literals Per Rule Between ACO-Miner and Ant-Miner

Data Set ACO-Miner Ant-Miner
Ljubljana Breast Cancer 1.13 1.28
Wisconsin Breast Cancer 1.58 1.97
Tic-Tac-Toe 1.06 1.18
Dermatology 2.85 3.16
Hepatitis 1.98 2.41
Cleveland Heart Disease 1.45 1.71

Table 5. Running Time Comparison Between ACO-Miner and Ant-Miner

Data Set ACO-Miner(s) Ant-Miner(s)
Ljubljana Breast Cancer 46.63 55.28
Wisconsin Breast Cancer 52.39 58.74
Tic-Tac-Toe 57.53 61.18
Dermatology 37.68 49.56
Hepatitis 41.84 56.57
Cleveland Heart Disease 34.75 48.73

ACO-Miner mined rule lists much simpler(smaller) than the rule lists mined by
Ant-Miner.

At last, we also compared the running time of ACO-Miner with Ant-Miner.
The experimental results are reported Table 5, as expected, we can see that
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ACO-Miner’s running time is fewer than Ant-Miner’s in all data sets. The main
reason was that we used addition instead of multiplication in computing state
transition rule of ACO-Miner, this reduced ACO-Miner’s running time.

In summary, although ACO-Miner need to set more parameter than Ant-
Miner, taking into account both the predictive accuracy and rule list simplicity
criteria, our proposed ACO-Miner is rather competitive.

6 Conclusions and Future Works

In this paper, we present an ACO-Miner algorithm for data mining, a new
method for mining classification rule based on an improvement of Ant-Miner. We
have compared the performance of ACO-Miner and Ant-Miner in public domain
data sets. Experimental results show that ACO-Miner has a higher predictive
accuracy and much smaller rule list than Ant-Miner. Because the application of
ACO algorithm in data mining, especially in classification rule mining, is still
in infant periods, in future works, our further research directions are as follows.
First, we plan to make further experiments to understand system parameters
influence on the performance of ACO-Miner, so that, we can set appropriate
parameter combinations in term of different classification problems. Second, we
will further improve predictive accuracy and rule list simplicity according to
investigate other kinds of heuristic function and pheromone updating rule.
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Abstract. This paper presents a single scan algorithm for clustering
large datasets based on a two phase process which combines two well
known clustering methods. The Cobweb algorithm is modified to pro-
duce a balanced tree with subclusters at the leaves, and then K-means
is applied to the resulting subclusters. The resulting method, Scalable
Cobweb, is then compared to a single pass K-means algorithm and stan-
dard K-means. The evaluation looks at error as measured by the sum
of squared error and vulnerability to the order in which data points are
processed.

1 Introduction

The clustering task is to partition a dataset D (a set of n points with d dimen-
sions) into meaningful groups (clusters) so that, under a certain definition of
similarity, objects within a cluster are similar to one another (high intra-cluster
similarity), but differ from objects in other clusters (low inter-cluster similar-
ity). The subject has been explored extensively under various disciplines in the
past three decades. A large number of clustering algorithms have been devised
in statistics, data mining, pattern recognition, and other fields. However, trials
on effective and efficient clustering methods for large databases have only been
carried out in recent years due to the emergence of the field of data mining.

Due to the large freedom of choice in the interpretation of the definition,
particularly the notion of similarity, many clustering algorithms have been re-
ported in the literature. Moreover, new algorithms are still being devised by data
mining practitioners to meet the requirements of different practical applications
addressing different aspects of clustering. A form of clustering taxonomy can
be derived by dividing the methods into the following five categories: partition-
ing methods, hierarchical methods, density-based methods, grid-based methods,
and model-based methods [8]. Traditional clustering methods and some newly
developed algorithms for spatial databases have been discussed in the literature.
Some recent, comprehensive reviews can be found in [9, 8, 10]. Many of these
methods, however, do not scale to large datasets because they assume that all
the data can fit in memory so that multiple scans are feasible.

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 368–379, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Given such a wealth of material it seems prudent to try to scale existing
methods to a setting where a single scan is the only possible option. Work in
this area has focused on scaling of traditional methods, particularly K-means
[2–4]. The work presented in this paper builds directly on these contributions by
adding a method to their ranks that produces high quality clusters (as measured
by sum of squared error) while remaining relatively stable when the order of the
data is not randomly presented to the algorithm, for example, when the cluster
classes are presented together. This claim is verified in experiments that directly
compare with these existing methods.

This paper is organised as follows: first we describe our scaling method of
combining Cobweb and K-means. We then compare this algorithm with stan-
dard K-means and a single pass scalable algorithm. We report related work,
particularly, BIRCH which uses a similar ethos. Finally, we discuss the possible
extension of the algorithm to streaming data.

2 Scalable Cobweb

Cobweb [5] is a truly incremental clustering algorithm, which maximizes cate-
gory utility to build a probabilistic hierarchical tree. The algorithm reads one
instance per iteration from a dataset and incorporates it into the tree by de-
scending the tree along an appropriate path to a node where the category utility
is maximal after absorbing the instance and updating statistical information (for
computation of the probabilities) in each node along the way. To find the proper
place to hold the instance, Cobweb tries one, or several, or all of the following
four possible operations at each node on the path: (1) place the instance in an
existing cluster; (2) create a new cluster by itself; (3) merge the best two clusters
with respect to the values of category utility; (4) split a cluster into several clus-
ters by lifting its children one level in the tree to replace itself. The operation
resulting in the largest value of category utility is the final choice on that node.
This procedure is recursively invoked until a leaf node is reached or a new leaf
is created.

Category utility [7] is a measure of increase in predictability of attribute val-
ues given a clustering, given an attribute-value pair ai = vij , where ai is the ith

attribute and vij is its jth value. For a cluster Cl, the intra-cluster similarity can
be described by the conditional probabilities Pr[ai = vij |Cl]. A higher value of
this probability means that a larger proportion of the members of the cluster
Cl shares the specific value vij of the attribute ai, so the attribute ai can be
predicted to have the value vij in the cluster Cl with higher probability. The con-
ditional probability reaches its optimal value 1 when all instances in the cluster
Cl have the same value vij of attribute ai. Similarly, the inter-cluster similarity
can be represented by the following quantities: Pr[Cl|ai = vij ]. The higher this
probability is, the fewer instances there are in clusters other than cluster Cl,
which would share the same value vij of the attribute ai. An overall measure
can be obtained by combining these two probabilities together with the apriori
probabilities for each attribute value, summing over all possible combinations:
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|C|∑
l=1

|A|∑
i=1

|Vi|∑
j=1

{Pr[ai = vij ] · Pr[Cl|ai = vij ] · Pr[ai = vij |Cl]}

|C| is the number of clusters in a dataset, and |A| indicates the number of
attributes of each instance, and |Vi| represents the number of values of attribute
Ai. Pr[ai = vij ] is the probability of the attribute ai having the value vij in
the entire dataset. Using Bayes’ rule, and assuming attribute independence, the
above formula can be rewritten into:

|C|∑
l=1

Pr[Cl]
|A|∑
i=1

|Vi|∑
j=1

Pr[ai = vij |Cl]2

Because category utility is defined as the improvement in the predictabil-
ity of attribute values given a partitioning over predictability without such a
partitioning, category utility is formulated as:

CU(C1,C2, ...,Ck) =

|C|∑
l=1

Pr[Cl]
|A|∑
i=1

|Vi|∑
j=1

(Pr[ai = vij |Cl]2 − Pr[ai = vij ]2)

|C|

The value of category utility will be high when the clustering is good. Maxi-
mizing category utility achieves high predictability of a cluster for given variable
values and vice versa. Cobweb favours placing an instance into a node that con-
tains instances similar to the incoming one to form a cluster as pure as possible.
The original Cobweb algorithm using the above formula only supports nominal
attributes. An algorithm called CLASSIT [6] extends the formula to numerical
attributes by taking the normal distribution assumption [13]. Applying the prob-
ability density function of a normal distribution for every attribute, the above
formula can be rewritten as:

CU(C1,C2, ...,Ck) =
1
|C|

|C|∑
l=1

Pr[Cl]
1

2
√
π

|A|∑
i=1

(
1
σil

− 1
σi

)

In this formula σi is the standard deviation of the attribute ai. Clearly, at-
tributes with zero standard deviation will lead to an infinite value in CU, so a
parameter named acuity is introduced to impose a minimum variance on each
attribute.

The Cobweb algorithm is defined as follows:

1. Initialize the tree by reading in a data point to form the root node.
2. Read in the next data point, and start from the root node.
3. If the node is a leaf, go to step 4. Otherwise, the current node is an internal

node. Of the following four operations, choose the one maximizing category
utility (locally) and repeat:
(a) Insert the data point into each of the children of the current node, and

choose the one with highest category utility observed.
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(b) Create a new leaf for the point and add the leaf to the children of the
current node.

(c) Merge the two children found in step (a) that have the highest and the
second highest values of category utility by turning the two children of
the current node into two children of the merged node, and add the
merged node as a child of the current node, then insert the data point
into the merged node.

(d) Split the child found in step (a) with the best category utility by rais-
ing the level of its children up one level, so that the children of this
node become the direct children of the parent of this node. This node is
eliminated. Then the data point is inserted as in step (a).

4. When a leaf node is reached, create a new leaf node to hold the data point,
then both the old leaf node and the new leaf node are added to a new node as
its two children, finally, the new node with two children replaces the original
place of the old leaf node to become an internal node of the tree.

5. Check the stopping condition, if it is satisfied, terminate; else, go to the step
2 to begin a new iteration.

The tree constructed in terms of the above steps contains one leaf for every
instance. Consequently, the algorithm will output a massive hierarchy for large
datasets. To control the growth of the tree, another parameter named ’cutoff’ is
introduced. If a new node does not produce enough increase in category utility,
that node is cut off.

The basic algorithm is deficient in a number of ways. The assumption that the
probability distributions on different attributes are independent of each other is
sometimes too strong, because correlations may exist between attributes. The
quality of clustering is also dependent on the order of the incoming data points.
Usually, the algorithm is dealing well with low-dimensional datasets only. Fur-
thermore, Cobweb trees are quite often highly unbalanced making the algorithm
inefficient, even impractical, for clustering anything other than small datasets.

This imbalance problem can be addressed with two straightforward measures.
One is to limit the number of children each node can have. This is necessary
because too many children in each internal node will lead to wasting time on
sorting out the best node to place a new data point. We noticed that the standard
Cobweb algorithm tends to generate a large number of children for an internal
node. It should be noted that Cobweb does not make any restriction on the
number of children each node can have (on the width of the tree). After we
ran the standard Cobweb on a synthetic dataset, we found that although the
height of the generated tree was only five levels, the number of children for some
internal nodes was extremely high (up to thirty). On average, each internal node
had about eleven children. Lack of restriction on the width of the tree is probably
the main reason for degrading performance.

The second measure to keep the tree balanced is to impose an explicit con-
straint on the height of the tree. There is already a parameter named Cutoff
that is set to control the growth of the tree but the value of this parameter is
difficult to decide. A small Cutoff value will produce a tree with many leaf nodes
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containing a single data point because no leaf will actually be cut off. On the
contrary, a large Cutoff value will result in a tree with leaf nodes with too many
data points in each of them. In a tree like this, the nodes representing many
different clusters are merged together. Consequently, it is hard to differentiate
the clusters hidden in a dataset. Very little useful information about the clusters
can be obtained from such a coarse tree. This will certainly decrease the quality
of the final clustering solution. To guarantee efficiency and effectiveness, it is
better to limit the height of the tree explicitly.

The purpose of the two constraints on both width and height of the tree is
to come to a compromise between a very fine tree with each data point in a
separate leaf and a very coarse tree where many data points, possibly coming
from different clusters, are punt into single clusters mistakenly and the fine
differences among these data points are lost. Our experiments showed that the
two constraints do improve the efficiency of the construction of the clustering
tree. Still, when a large dataset is clustered, a large number of data points will
accumulate in each leaf node because there are fewer leaf nodes in the tree than
the number of leaf nodes in a standard Cobweb tree. It is very likely that these
data points will consist of points coming from several clusters. Such situations
occur so frequently that ignoring them will certainly decrease the quality of
clustering.

To address this problem, we add some internal structure to leaf nodes of the
tree. Each leaf node keeps a local list of subclusters, allowing for keeping more
detailed summary information about all the instances assigned to this leaf node.
All local lists coming from all leaves of the tree are further linked together to
form a global list that is maintained in main memory. After the construction of
the tree, any traditional clustering approach that is capable of handling weighted
data points can be utilized to produce the final clustering solution based on this
global list of subclusters.

So in order to scale up standard Cobweb to handle larger datasets we have
introduced these three scalability extensions:

1. A limit on the number of children each internal node can have.
2. A constraint on the height of the tree.
3. A leaf node has internal structure (a list of subclusters).

The actual clustering procedure is divided into two steps. The first step builds
a balanced Cobweb tree with a local list of subclusters stored in each leaf node
using the same tree construction approach as standard Cobweb, but with user-
defined limits imposed on both the width and height of the tree. The second
step employs a traditional clustering method on the global list of all the sub-
clusters of all the leaves to produce the final clustering solution. Any traditional
clustering approach that supports weighted data points such as K-means, or
CLARANS [11] is suitable, because this step only accesses in-memory data, the
sufficient statistics collected in each leaf. the individual data points can be dis-
carded after they are processed, as both the tree building operation and the final
clustering can be achieved with the use of sufficient statistics of data points.
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Theoretically, if the first (hierarchical) clustering step would output a clus-
tering hierarchy of acceptable quality, then the second step would be redundant.
Practically, in our experiments we found that the quality was always improved
substantially by including this second (global) clustering step.

Since Scalable Cobweb is based on standard Cobweb it inherits two appealing
features. The first feature is incremental clustering that enables our algorithm to
conduct only a single scan of the entire dataset. The second feature is the splitting
and merging operations that reshape the tree dynamically. This reshaping seems
to enable Scalable Cobweb to cope well with arbitrary orderings of training
examples.

In the following, we will describe the algorithm and its three scalability ex-
tensions in greater depth.

2.1 The Tree-Building Step

In the process of tree building there are two possibilities that the width of a
tree is increased, either when a new leaf node is added as a child to an internal
node or when the splitting of an internal node has occurred. The merging of two
nodes will not lead to the increase in the number of children at a node. When the
number of children of a node exceeds the specified upper limit (the maximum
number of children of a node allowed), the merging operation of its child nodes
is triggered.

The merging can be achieved by either merging the closest pair of nodes
according to a certain similarity criterion, or merging the two nodes so that
their parent node has the greatest value of category utility after the merging
(the greatest CU gain). When merging two child nodes, three different situations
can be encountered: either both nodes are leaves, or one node is a leaf, while the
other node is an internal node, or both nodes are internal nodes.

When the two nodes are leaves, for example, nodeA and nodeB, firstly, update
the statistical information of nodeA using that of nodeB. Then merge the local
list of nodeB into that of nodeA. Lastly remove nodeB from the children vector
of their parent node. For the second situation, the leaf node nodeA is merged into
the non-leaf node nodeB. We need to travel down the internal node nodeB to
find the best leaf node nodeC in the successors of nodeB to hold the subclusters
in nodeA. There are two criteria to decide which branch we should traverse. One
method is to choose the node that is nearest to the nodeA among its siblings.
The other method is to choose the node whose parent node has the greatest value
of category utility after adding nodeA into the node among its other siblings. If
the category utility is used to select the two nodes to merge, then the traverse
operation should also be guided by the category utility. We call this approach
the category utility guided approach. If we apply other (dis)similarity measures,
such as a distance measure, to choose the closest pair of nodes to merge, then the
same (dis)similarity measure should be utilized to guide the traverse operation.
This approach we call the similarity guided approach. The statistical information
of the nodes on the path is updated using that of nodeA. When the two nodes,
nodeA and nodeB, are non-leaf nodes, to merge nodeB into nodeA, firstly update
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the sufficient statistics of nodeA by that of nodeB, then the children of nodeB
are added into the children vector of nodeA, and nodeB can be removed. Because
the number of children of nodeA is increased, this procedure is recursively called
to ensure that the number of children of nodeA satisfies the specified upper
limit.

Experiments showed that there is no significant difference in the quality of
the final clustering between the two approaches—the similarity guided approach
or the category utility guided approach.

In order to efficiently construct the internal subclusters in each leaf, we intro-
duce a proximity threshold to measure the similarity of two data points. When
a data point reaches a leaf node (guided by the category utility measure), we
traverse the local list of this leaf to see if there is a subcluster that can hold this
point. If a subcluster is proven to be similar to this incoming point, that is, the
similarity between the subcluster and the point satisfies the proximity threshold,
then the point is merged into the subcluster and the statistical information of
this subcluster is updated. If no such subcluster can be found in the local list,
which means that the new point is quite different from all the subclusters in the
local list (and therefore cannot be represented properly by the center of any of
the existing subclusters), then a new subcluster is added for this point.

2.2 The Final Clustering Step

Running the first step of the Scalable Cobweb algorithm, a balanced Cobweb
tree with subclusters in its leaf nodes is constructed. Typically, each leaf node
contains several subclusters, with each subcluster summarizing a group of simi-
lar data points. Only sufficient statistics of these groups of data points are kept
in subclusters, while the information about individual points is discarded. This
hierarchical structure may suffer from two different deficiencies. First, some sub-
clusters in different leaf nodes may contain data points belonging to the same
true cluster in the data set. Second, subclusters in any one leaf node may ac-
tually belong to different true clusters. Therefore it is necessary to redistribute
these subclusters, thus hopefully bringing together the subclusters belonging to
the same true cluster. This is the purpose of the second step, which can be con-
sidered as a refinement step for producing better quality in the final clustering
solution. This step also helps to alleviate the order dependency introduced in
the first tree-building step.

In our implementation, the standard K-means algorithm is adopted to re-
group the subclusters. It is well known that K-means is a fast algorithm that
can deal with high dimensional (up to 100 dimensions) data sets properly. As
mentioned in [4], the standard K-means is also quite scalable. Its running time is
almost linear in the size of the dataset because the iterations needed for conver-
gence are almost independent of the size of the dataset. Moreover, it possesses
two other attractive features: (1) it can take advantage of sufficient statistics
to speed up its convergence, and (2) it has the capability of handling instances
(data points) with different weights. Therefore, K-means is an attractive choice
to use in the second clustering step based on the subclusters generated in the
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first step. Of course, other algorithms that can deal with weighted instances can
also be used in the second step.

In our K-means implementation, the initialization step is different to the
standard way of initializing cluster centres. Rather than randomly selecting a
subset of the data points, a global mean-based initialization as proposed in [12]
is implemented, where the cluster centers are initialized as small perturbations
to the global mean of the dataset.

After this second step of clustering, the final output of the algorithm is a flat
fixed-size list of clusters, instead of Cobweb’s hierarchical clustering tree.

2.3 Outlier Handling

Both standard Cobweb and K-means do not explicitly provide approaches to deal
with outliers, but such outliers are to be expected in real-world data, and such
outliers can have a strong influence on methods that try to minimize squared
error. We have therefore added a simple outlier handling method to Scalable
Cobweb, which seems to work quite well in practice. Basically, before the second
step of the algorithm commences, any subcluster deemed too small is removed
from the list of all subclusters. One may argue that some points that are not
actually outliers will be removed as well, and that consequently this procedure
may degrade the quality of the final clustering. In fact, rejecting such tiny sub-
clusters should only result in small changes to the final cluster structure and
thus should not have any major impact on the final clustering quality. Our ex-
periments support that expectation.

2.4 Memory Management

When large datasets are clustered, the size of the tree may become so large that
it cannot fit in the available memory. The following four methods can be utilized
to reduce the size of the tree:

1. increase the value of the proximity threshold. This will lead to merging of
some subclusters in the leaf nodes to form bigger subclusters;

2. discard small subclusters that only contain very few data points. Usually,
the data points in such subclusters are noise, ignoring them will not have
much impact on the clustering quality;

3. decrease the upper limit of the number of children that each node can have;
4. decrease the limit on the height of the tree.

The last two methods will result in a reduction of the number of nodes in the
tree. All four techniques are able to control the size of the tree, and make room
for more data points.

3 Experimental Design

The characteristics of the four datasets used in our experiments are depicted
in Table 1. There are two synthetic datasets (Elliptic and Gaussian) and two
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Table 1. Dataset characteristics

Dataset #dims #examples #clusters
Gaussian 10 100000 5
Elliptic 2 23000 3
Letter 16 20000 26
Waveform 40 5000 3

real-world datasets (Letter and Waveform) from the UCI repository [1]. The El-
liptic dataset contains clusters of elliptic shapes in a 2-dimensional space. The
Gaussian dataset contains data points generated by a fixed number of Gaussian
distributions, each of which is provided with a random weight. For each distri-
bution the mean and variance are sampled from a uniform distribution on [-5,5]
and [0.7, 1.5] respectively.

The two synthetic datasets provide a best-case scenario. The clusters in these
synthetic datasets are well separated. All datasets are labeled, in other words,
the class label that each data point belongs to is known in advance, so that the
correct number of clusters is known in advance and so that ordered experiments
could be performed by putting data points with the same class labels together.
Experiments were also performed where the datasets were randomized before
feeding into an algorithm.

Scalable Cobweb (SC) is measured against standard K-means (StdK) and a
single scan method proposed by [4] called Simple Scalable K-means (SSK).1

SSK is a simplification of the Scalable K-means [2] which attempts to avoid the
overhead added by the complicated compression techniques involved in Scalable
K-means by simply discarding all points in the buffer after being summarized as
sufficient statistics.

Simple Scalable K-means takes the following steps:

1. Initialize the k cluster means.
2. Allocate a discard set for each cluster.
3. Absorb a sample from the dataset.
4. Apply extended K-means to the sample and the discard sets.
5. Update the sufficient statistics with corresponding data points.
6. Purge all singleton data points from the memory.
7. Check the stopping criterion, if satisfied, terminate, else go to step 3.

The extended K-means treats every discard set as a set of weighted data
points. This algorithm is several times faster than standard K-means on
large datasets [4]. Although a only simple compression mechanism is utilized,
the clustering quality is quite often competitive with that of standard
K-means.

1 Cobweb is not included in this comparison for runtime and memory reasons.
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4 Results

The results of running the three methods on the four datasets are contained in
Table 2. These results are rather stable exhibiting only standard deviations of less
then one percent. The only exception in terms of variance is the SSK algorithm,
which shows more variance in general, and especially so for the Gaussian dataset.
The numbers reported in Table 2 are averages over ten runs each. K-means on its
own, and also when used internally, has always been run ten times as well using
different random initial cluster centres, as K-means is known to be sensitive to
the initial choice of cluster centres.

In the case of randomly presented data SC and K-means produce identical
results on three of the four datasets. K-means shows a slight improvement on the
Letter dataset. SSK is worse than SC on the synthetic data, dramatically so on
the Elliptic dataset. On the real datasets SK is better on Letter and marginally
better on Waveform.

When the data is ordered the performance on the Letter dataset changes, SC
is now better than SSK. It is important to consider the random and ordered rows
of SC and SSK. It is clear that SC is stable when the conditions for clustering are
in the worst case (ordered). SSK is much less stable particularly on the Gaussian
data. No row for ordered K-means has been included in Table 2, as the order of
presentation of the data points is not an issue for an algorithm that has random
access to all data points and can perform multiple passes over all the data.

In another experiment we investigated the influence the size of the tree has on
the quality of clustering. Tree size is controlled by both the maximum height of
the tree as well as by the maximum number of children each internal node in the
tree is allowed to have. In Table 3 we list results for a few different combinations
of parameter values for the Letter dataset, as this is the one dataset where we
could expect improvement, as the default setting of Scalable Cobweb does not
perform as well as standard K-means. It is obvious that some slight gains can be
achieved by larger trees, especially for trees with large enough branching factors.

Table 2. SSE (sum of squared error) for randomized and ordered data

Order Algorithm Gaussian Elliptic Letter Waveform
random SC 1062109 194782 661787 227928
random SSK 1350113 3227560 628110 227598
random KMeans 1062109 194782 617100 227767
ordered SC 1062109 194782 676420 228417
ordered SSK 5142169 3230641 703831 228222

Table 3. SSE for the Letter dataset and different tree sizes

maxHeight 3 3 3 4 5 10 10
maxChildren 3 6 10 4 5 2 3
SSE 661787 657525 649750 654948 640941 666905 672263
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Smaller branching factors do not seem to work as well, even for rather deep trees.
This may be seen as a sign of overfitting.

Generally, even though larger trees might improve the clustering quality
somewhat, a balance between this improvement and the runtime necessary to
achieve it will have to be found. In experiments not reported here for lack of
space, we found that the runtime of Scalable Cobweb seems to be dominated
by the first phase, the tree-building stage, and that this runtime correlates well
with the size of the tree. The second phase (the K-means step) can almost be
neglected, as it is very fast dealing only with summary statistics held in main
memory. Even multiple runs of K-means for avoiding bad initializations do not
change that.

5 Related Work

Scalable Cobweb was inspired by BIRCH [14](Balanced Iterative Reducing and
Clustering using Hierarchies). BIRCH uses a memory-resident compact represen-
tation (clustering feature tree, or CF-tree, with sufficient statistics in its nodes)
to facilitate the clustering process of large datasets. BIRCH like Scalable Cob-
web comprises a pre-cluster phase and a cluster phase. The pre-clustering phase
builds an initial in-memory CF-tree. In the second phase an appropriate cluster-
ing algorithm is used to cluster all entries in leaf nodes of the CF-tree. Here each
leaf node is treated as a single point with weight corresponding to the number
of data points summarized by this leaf. Experiments have shown that BIRCH
scales linearly with the number of data points and produces good clustering with
a single scan. The quality can be further improved by a few additional scans.
However it is sensitive to the order of the data records.

The most significant difference between BIRCH and Scalable Cobweb is the
use of different measures to arrange the tree in the pre-cluster phase. BIRCH uses
the sums of cluster feature values to dictate tree growth and management. Since
BIRCH was inspired by balanced tree-structured indexes like B-trees the tree
management is linked to disk page sizes. In effect, the tree growth is determined
by a restricted form of sum of squares error. Scalable Cobweb makes use of
category utility and tree height and width restrictions to dictate the form of the
pre-cluster tree.

6 Conclusions

An improved Cobweb algorithm has been described that uses three scalability
extensions to make standard Cobweb scale up to large datasets. Experiments
confirm that the clusters produced by Scalable Cobweb in a single scan of the
data are of comparable quality to those produced by standard K-means which
employs a multiple scan regime. When compared to a rival scalable algorithm
SC is better on synthetic data and generally better when the order of the data
is pre-determined, where it exhibits stable behaviour.
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Data streams present yet another challenge for clustering algorithms. The
data source will be as large as described here, or possibly infinite, but the main
challenge is in producing algorithms capable of instantaneous clustering so that
instances are clustered at the rate they are traveling down the stream. In such
circumstances it would be necessary with the current implementation to period-
ically perform the tandem cluster phases offline. Producing a Scalable Cobweb
algorithm for a streaming environment will be a topic for future work.
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Abstract. How to minimize misclassification errors has been the main focus of 
Inductive learning techniques, such as CART and C4.5. However, misclassifi-
cation error is not the only error in classification problem. Recently, researchers 
have begun to consider both test and misclassification costs. Previous works as-
sume the test cost and the misclassification cost must be defined on the same 
cost scale. However, sometimes we may meet difficulty to define the multiple 
costs on the same cost scale. In this paper, we address the problem by building 
a cost-sensitive decision tree by involving two kinds of cost scales, that mini-
mizes the one kind of cost and control the other in a given specific budget.  Our 
work will be useful for many diagnostic tasks involving target cost minimiza-
tion and resource consumption for obtaining missing information. 

1   Introduction 

Inductive learning techniques have met great success in building models that assign 
testing cases to classes (Mitchell 1997, Quinlan 1993). How to minimize misclassifi-
cation errors has been the main focus of Inductive learning techniques, such as CART 
(Breiman, Friedman, Olshen and Stone 1984) and C4.5 (Quinlan 1993). However, 
misclassification error is not the only error in classification problem. Numbers of dif-
ferent types of classification errors are listed in (Turney 2000), and the costs of dif-
ferent types of errors are often very different.  

More recently, researchers have begun to consider both test and misclassification 
costs: (Turney 1995, Greiner, Grove and Roth 2002). The objective is to minimize the 
expected total cost of tests and misclassifications.  

Ling, Yang, Wang and Zhang (2004) proposed a new method for building and 
testing decision trees that minimizes the sum of the misclassification cost and the test 
cost. It assumes a static cost structure where the cost is not a function of time or cases. 
It also assumes the test cost and the misclassification cost have been defined on the 
same cost scale, such as the dollar cost incurred in a medical diagnosis.  

But in practice application, Cost may be measured in very different units. Some-
times we may meet difficulty to define the multiple costs on the same cost scale. It is 
not only a technology issue, but also a social issue. In medical diagnosis, how much 
money you should assign for a misclassification cost? Sometimes, a misclassification 
may hurt a patient’s life. And from a point of view from social issue, life is invalu-
able. So we need to involve both of the two cost scales.  
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On the other hand, a static cost structure may not enough to handle multiple cost 
scales. In real world, when involving at least two performance metrics, it is not realis-
tic to expect to minimize both of them always. At that time, a trade-off is needed.  

For example, a diagnosis cost may include two kinds of costs in monetary units 
(test fee - dollars) and temporal units (test time - seconds). For each individual user, it 
may pay more attention to a specific cost scale. A millionaire prefers a minimal diag-
nosis mistake (it means minimal misclassification cost), and he would like to pay 
much more money for more detail tests. But someone else can accept a tolerant mis-
classification cost by controlling the diagnosis fee in a specific budget (such as the in-
surance cover limit).   

In this paper, we address the problems above by building a cost-sensitive decision 
tree by involving two kinds of cost scales, which minimizes the one kind of cost and 
control the other in a given specific budget.   

The rest of the paper is organized as follows. In Section 2, we first review the re-
lated works. In section 3, we simply introduce the tree-building algorithm based on 
single cost scale, and discuss the new issues and properties as involving resource con-
trol on decision tree. After that, we consider several testing strategies and analyze 
their relative merits in section 4. Finally, we present our experimental results in sec-
tion 5 and conclude the work with a discussion of future work in Section 6.  

2   Previous Works 

More recently, researchers have begun to consider both test and misclassification 
costs: (Turney 1995, Greiner, Grove and Roth 2002). The objective is to minimize 
the expected total cost of tests and misclassifications. In Turney’s survey article 
(Turney 2000), a whole variety of costs in machine learning are analyzed, the first 
two types of costs are the misclassification costs that are the costs incurred by mis-
classification errors and test costs these are the costs incurred for obtaining attrib-
ute values.  

In (Zubek, Dietterich, 2002), the cost-sensitive learning problem is cast as a 
Markov Decision Process (MDP), and an optimal solution is given as a search in a 
state space for optimal policies.  For a given new case, depending on the values ob-
tained so far, the optimal policy can suggest a best action to perform in order to both 
minimize the misclassification and the test costs.   

Similar in the interest in constructing an optimal learner, Greiner, Grove and  
Roth (2002) studied the theoretical aspects of active learning with test costs using a  
PAC learning framework. Turney (1995) presented a system called ICET, which uses  
a genetic algorithm to build a decision tree to minimize the cost of tests and  
misclassification. 

Ling, Yang, Wang and Zhang (2004) proposed a new method for building and 
testing decision trees that minimizes the sum of the misclassification cost and the test 
cost. We simply introduce It assumes a static cost structure where the cost is not a 
function of time or cases. It also assumes the test cost and the misclassification cost 
have been defined on the same cost scale, such as the dollar cost incurred in a medical 
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diagnosis. We will simply introduce the tree building based on single cost scale as  
following: 

To minimize the total target cost, at each leaf, the algorithm labels the leaf as ei-
ther positive or negative (in a binary decision case) by minimizing the target misclas-
sification cost. Let us look at a concrete example in (Ling, Yang, Wang and Zhang 
2004). Assume that during the tree building process, there is a set of P and N positive 
and negative examples respectively to be further classified by possibly building a sub-
tree. If we assume that P×FN > N×FP, then if no sub-tree is built, the set would be 
labeled as positive, and thus, the total target misclassification cost is  

T = N×FP 

Suppose that an attribute A with a test cost C1 is considered for a potential split-
ting attribute. Assume that A has two values, and there are P1 and N1 positive and 
negative examples with the first value, P2 and N2 positive and negative examples 
with the second value, and P0 and N0 positive and negative examples with A’s value 
unknown. Then the total test cost would be  

(P1+N1+P2+N2)×C1 

(i.e., cases with unknown attribute values do not incur test costs). Assume that the 
first branch will be labeled as positive (as P1×FN1 > N1×FP1), and the second 
branch will be labeled as negative, then the total misclassification cost of the two 
branches would be  

N1×FP1+P2×FN1 

As we have discussed earlier in this section, examples with the unknown value of 
A stay with the attribute A, and we have assumed that the original set of examples is 
labeled as positive. Thus, the misclassification cost of the unknowns is N0×FP.   The 
total cost of choosing A as a splitting attribute would be:  

TA = (P1+N1+P2+N2)×C1 + N1×FP1 + P2×FN1 + N0×FP1 

If TA < T, where T = N×FP1, then splitting on A would reduce the total cost of 
the original set, and we will choose such an attribute with the minimal total cost as 
a splitting attribute. We will then apply this process recursively on examples falling 
into branches of this attribute. If TA ≥ T for all remaining attributes, then no further 
sub-tree will be built, and the set would become a leaf, with a positive label. Table 
1 is a concrete example Ecoli dataset and figure 1 is the corresponding decision 
tree. 

Table 1. Test and misclassification costs set for Ecoli dataset 

A1 A2 A3 A4 A5 A6 FP/FN 

50 50 50 50 50 20 800/800 
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Fig. 1. A decision tree built from the Ecoli dataset (costs are set as in Table 2) 

3   Building Decision Tree with Minimal Costs Under Resource 
Constrains 

The goal of our decision-tree learning algorithm is to minimize the sum of target cost 
on misclassification and test, at the same time, resource cost must less than the re-
source budget.  

We assume test and the misclassification cost contain two kinds of cost – target 
and resource. Both of the target and resource have been defined on two different cost 
scales relatively, such as dollar cost and time cost incurred in a medical diagnosis. We 
assume there is a maximum limit on resource, called resource budget.  

Table 2 shows a sample of two cost scales on “Ecoli” dataset. From table 2, we 
can see that, there are two kinds of costs, cost1 is the target cost, and cost2 is the re-
source consumption. For example, FP1 = 800 is the target misclassification cost and 
FP2 = 150 is the resource misclassification cost of false positive. 

Table 2. Test and misclassification costs set for “Ecoli” dataset 

 FP FN A1 A2 A3 A4 A5 A6 

Target 800 800 50 60 60 50 50 30 

Resource 150 100 10 20 10 10 10 10 

P 
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3.1   Tree Building Based on Target-First Strategy 

There are at least two strategies can be used to involving resource cost in the cost-
sensitive decision tree building. The first one is called target-first strategy. It comes 
from the point of view social issue: target cost is invaluable. It exactly ignore the re-
source issue and attempts to minimize the total target cost on misclassification and 
test cost, so we will follow the same building procedure like (Ling, Yang, Wang and 
Zhang 2004). Exactly the tree-building algorithm is a special case of our target-first 
strategy when we set all the resource consumption as zero.  

As the tree totally ignore resource cost in tree building phase. It means we may 
pay 100 resource cost to decrease 110 target cost rather than paying 50 resource cost 
to decrease 100 target.  It considers the resource at testing phase. Given a test exam-
ple, we explore the tree and perform all need test. Once resource budget is exhausted, 
we stop performing any test and give a result.  

3.2   Tree Building Based on Performance-First Strategy

This strategy is exactly the idea of trade-off between target and resource. It uses the 
target gain ratio to choose potential splitting attributes. Follow the example above, the 
total target cost of choosing A as a splitting attribute is:  

TA = (P1+N1+P2+N2)×C1 + N1×FP1 + P2×FN1 + N0×FP1 

We also can calculate the resource consumption of A is  

CA = (P1+N1+P2+N2)×C2 + N1×FP2 + P2×FN2 + N0×FP2 

If TA < T, where T = N×FP1, then the target cost gain is T- TA, the gain ratio of 
choosing A as a splitting attribute is  

RA = (T- TA)/CA 

Since performance-first strategy involves resource cost during decision tree build-
ing, so it is expected to explore deeper along the tree with limited resource. At the 
same time, we may not have enough resource to perform a test during exploring the 
tree in testing phase. It means we may stop at an internal node and give a result at 
once. So the potential result of this internal node should be reserved.  

Definition 1: For a internal decision tree node, potential label is its class label if the 
node is labeled as a leaf, and relative target and resource misclassification cost is 
called potential leaf cost.  

In testing phase, it uses the similar exploring method as in target-first strategy.  
Since it involves resource cost during tree building, so test with highest tar-
get/resource performance will be perform fist. It is to explore deeper along the tree 
with limited resource.  An example of target-resource cost decision tree is shown as in 
Figure 2. It is extended from the single scale tree in figure 1.   
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Fig. 2. A decision tree built from the Ecoli dataset (costs are set as in Table 2) 

From the Figure 2, we can see that, in each leaf node, we record the class label P 
or N to represent positive and negative, and the training example data distribution, 
such as (107,0) at the left child of root node means there is 107 positive and 0 nega-
tive examples, finally C(0,0) means 0 target minimal cost and 0 resource cost. In each 
internal node, we also record the potential label with training example distribution 
and relative cost consumption, such as P (230:102) in root node, and the splitting attrib-
ute with test costs, such as A6 (30,10) in root node.   

3.3   Resource Control Issues 

At the same time of to minimizing the total target cost, we must control the resource 
consumption less then the specific budget, noted by B. Once resource is exhausted, 
we will stop exploring further sub-tree and output a leaf according to the target cost.  
The first issue is how to deal with the cases just going though the threshold B? Firstly, 
we introduce two concepts first: confirmed node and proposed node. 

Definition 2: Given a test example S and a resource budget B, exploring the decision 
tree from root node, when we reach an internal node N with the total resource con-
sumption R(N) ≤ B, attribute value in node N is known but no more resource per-
forming test for the value, then node N is called proposed node, and the parent of N is 
called confirmed node. 

We stop exploring the decision tree once resource budget can not support further 
explore, and give users a result based on confirmed node and proposed node. The 
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former tells users current best decision with resource B, the later tells users the re-
source needed for further test.  

The second issue, how we get minimal target cost with limited resource budget? It 
exactly comes from single scale tree. Originally, decision tree was built to minimize 
the misclassification cost based on the statistics information of splitting attributes. 
Exploring further branches means smaller subset and better class prediction. But fur-
ther exploring means more tests, also mean more test cost, so minimizing the sum of 
target cost is also a trade-off problem. We expect our performance-first strategy can 
provide a best overall performance since the test with best performance was chosen in 
each branch of decision tree.  

4   Performing Tests on Testing Examples with Resource Control 

In this section, we discuss some new issues in testing strategies as involving the re-
source controlling on the cost-minimal decision tree. Our aim is to predict the class of 
the testing examples with many missing values with the minimal total target cost, and 
control resource cost in a specific budget. We also use the same test case in (Ling, 
Yang, Wang and Zhang 2004) to illustrate our test strategies.   

Table 3. An example testing case with several unknown values. The true values are in 
parenthesis and can be obtained by performing the tests (with costs list in Table 2) 

A1 A2 A3 A4 A5 A6 Class 

? (6) 2 ? (1) 2 2 ? (3) P 

Cost-minimal decision tree in (Ling, Yang, Wang and Zhang 2004) shows an 
amazing performance in dealing with testing examples with many missing values. 
And in order to predict the class of the testing examples with the minimal total cost 
for this case, four testing strategies were studied. We will briefly introduce them as 
following, noted as M1 to M4. When meet an unknown value in test example:  

The strategy M1, called Optimal Sequential Test (OST), performs extra tests on 
the unknown values. It uses the tree built with the minimal cost to decide what tests 
must be performed in sequence. 

The strategy M2 stops right there, and uses the ratio of positive and negative ex-
amples in that (internal) node to predict the testing example (recall that these ratios 
are calculated based on training cases which also have unknown values at this node).  

The third strategy M3 uses the C4.5’s strategy in dealing with missing values by 
choosing a value according the probabilities of the attribute’s all values. Instead of 
stopping at the node whose attributes value is unknown in the testing case, this strat-
egy will “split” the testing case into fractions according to the training examples, and 
go down all branches simultaneously. 
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The fourth and final strategy M4 ignores the attributes with unknown values and 
uses rest attributes to build a new tree for the test sample.  

We can see that M1 performs extra tests for unknown values. So M1 strategy is 
only for the case with enough resource. Once resource is exhausted, we can choose 
one of other three strategies to give a result. Strategies M2 & M3 avoid performing 
tests and predict the testing example with statistics information in nodes. M4 ignores 
the attributes with unknown values and building a new tree, but it still need to con-
sider the resource consumption as in the original tree. All those three strategies have 
not any test costs but they may meet the problem of no enough resource as reaching 
leaf node. 

For instance, we test the example of table 3 in decision tree in Figure 2. Assuming 
we got resource budget B= 10, so we can perform the test in root node, got A6 = 3.  
Then the example goes down to the 3rd branch of root node, additional resource cost 
10 is needed but no enough resource to perform a test for the attribute A1. What 
should we do now? First, the node is marked as proposed node (proposed to be la-
beled as Negative with shortage of resource 10). Then we go back to its parent node 
(root node here) and output it as confirmed node with class label P. We will conduct 
experiments to compare the three tree building strategies in next section.  

5   Experiments 

We conducted experiments on five real-world datasets (Ling, Yang, Wang and Zhang 
2004, Blake and Merz 1998) and compared the target-first and performance-first tree 
building strategies against C4.5. These datasets are chosen because they have at least 
some discrete attributes, binary class, and a good number of examples. The numerical 
attributes in datasets are discretized first using minimal entropy method (Fayyad and 
Irani 1993) as our algorithm can currently only deal with discrete attributes. The data-
sets are listed in Table 4. 

Table 4. Datasets used in the experiments 

 No. of 
attributes 

No. of 
examples 

Class distribution 
(P/N) 

    Ecoli 6 332 230/102 

Breast 9 683 444/239 
Heart 8 161 98/163 
Thyroid 24 2000 1762/238 
Austrilia 15 653 296/357 

First, we compare the target cost and resource consumption of target-first and  
performance-first tree building strategies against C4.5 with OST (we assume our  
resource budget can only support 50 percent of all tests) on all five dataset. The re-
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sults of target cost and resource consumption are shown as in figure 3 and 4 rela-
tively.  

From Figure 3, we can see that performance-first tree strategy outperform the 
other two in target cost. It means performance-first strategy got a better overall per-
formance with limit resource budget. And in Figure 4, we can see that performance-
first strategy also consumes less resource than other two strategies. It means perform-
ance-first strategy got a better overall performance, which can get a lower target cost 
with less resource consumption.  

 

 

 

 

 

Fig. 3. Comparing of total target cost of three tree building strategies on different datasets 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 4. Comparing of total resource of three tree building strategies on different datasets 

To compare the influence of resource budget on three strategies, we conducted an 
experiment on all the datasets with varying budget B to support a part of all needed 
tests from 20 to 100 percent. For the more completely usage of resource, we use OST 
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testing strategy  first,  once the cost is exhaust we use M2 testing strategy to give a re-
sult. The result is shown in figure 5. From figure 5, we can see that all target cost will 
go down as the test examples can explore further branches, then lower total cost are 
obtained. The performance-first strategy also outperforms the other two in target cost 
with same resource consumption. 

 

 

 

 

 

 

 

 

 

Fig. 5. Comparing of total target cost of three tree building strategies on percentage of tests 
performed under resource Budget 

6   Conclusions and Future Work 

In this paper, we presented a simple and novel method to overcome difficulty to de-
fine the multiple costs on the same cost scale in building decision trees that minimize 
the sum of the misclassification cost and the test cost. Our method involves two kinds 
of cost scales, and minimizes the one kind of cost as control the other one in a given 
budget. We proposed a new performance-based splitting criterion for attribute selec-
tion, and discussed several intelligent testing strategies in single cost scales as involv-
ing resource control.  Our experiments show that our new decision-tree-building algo-
rithm with performance-based splitting criterion dramatically outperforms the target-
first tree building which simply add a resource control on single scales tree. In addi-
tion, compared to other related works, our algorithm has a lower cost consumption on 
most of testing strategies, and is thus more robust and practical. 

In the future, we plan to consider how to minimize the total target cost with partial 
cost-resource exchanging.  In some situations, such as medical diagnosis, this sce-
nario is more practical since lot of hospitals provide VIP services. We also want to 
extend our Optimal Sequential Test to Optimal Batch Test, Also pruning can be in-
troduced in our tree-building algorithm to avoid over-fitting of the data.  
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Abstract. As discovering association rules in a very large database is time con-
suming, researchers have developed many algorithms to improve the efficiency. 
Sampling can significantly reduce the cost of mining, since the mining algo-
rithms need to deal with only a small dataset compared to the original database. 
Especially, if data comes as a stream flowing at a faster rate than can be proc-
essed, sampling seems to be the only choice. How to sample the data and how 
big the sample size should be for a given error bound and confidence level are 
key issues for particular data mining tasks. In this paper, we derive the suffi-
cient sample size based on central limit theorem for sampling large datasets 
with replacement. This approach requires smaller sample size than that based 
on the Chernoff bounds and is effective for association rules mining. The effec-
tiveness of the method has been evaluated on both dense and sparse datasets. 

1   Introduction 

Algorithms and techniques for mining association rules in a static large database has 
been actively studied for more than 10 years since the concept of association rules 
was first introduced in 1993 by Agrawal et al [1]. However, mining a very large data-
base for association rules is usually time consuming. Sampling is one of the ap-
proaches to improve the efficiency of mining. Random sampling of large databases 
for association rules was first proposed in [2] and more studies followed in [3-7]. 

Theoretical analyses of sampling large databases for association rules based on bi-
nomial distribution and Chernoff bounds were presented in [2, 3]. Sampling was 
performed with replacement and the sample size was a function of the desired error 
bound and confidence level. The frequent itemsets found in the sample were verified 
with the rest of the database. Therefore, the results were not approximations based on 
the samples. Using only samples to discover the association rules in databases was 
experimentally evaluated in [4] for sparse databases. Since sample size was empiri-
cally chosen as a certain percentage of the original database which is independent of 
the error bound and confidence level, it is difficult to quantify the quality of the re-
sults for a given sample size. A two-phase sampling based algorithm for association 
rules was presented in [5]. A large initial sample was collected in Phase I to estimate 
the support of each distinct item in the database and these supports were used in 
phase II to select representative transactions in the initial sample to form a small final 
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sample that more accurately reflected the itemset supports in the entire database. 
However, the question remains as to how to determine the initial sample size to en-
sure its subset, i.e. the small final sample, can effectively discover frequent itemsets. 
In contrast to [5], a progressive sampling method proposed in [7] starts with a small 
sample size and progressively increases the sample size until the similarity metric is 
above a user-specified threshold. Zhang et al [6] sampled large databases without 
replacement and determined the sample size based on central limit theorem. However 
the detailed theoretical analysis of errors and the evaluations of effectiveness were not 
performed.  

While the main purpose of sampling a static large disk resident database is to re-
duce the amount of data to be mined, sampling seems to be the only choice for proc-
essing a data stream where data flows faster than it can be processed [8]. Motivated 
by sampling data streams for mining association rules, we investigate effective sam-
pling methods that not only require small sample sizes but also provide approxima-
tion guarantees.  

In this paper, we sample the datasets by replacement and derive the sufficient sam-
ple size using binomial distribution and central limit theorem (CLT) via different 
approaches from that of [6]. We theoretically analyze the accuracy of our sampling 
approach and evaluate its effectiveness on both dense and sparse datasets. We also 
look at the ways to reduce the number of false frequent itemsets and the number of 
missed frequent itemsets.  

The rest of this paper is organized as follows: Section 2 provides the definitions of 
association rules. The theoretical analysis of random sampling for association rules is 
presented in section 3 and the experimental evaluation shown in Section 4. Section 5 
discusses the methods to reduce errors and Section 6 contains the conclusion.  

2   Association Rules 

We give the basic terms needed for describing association rules using the formalism 
of [1]. 

Let I ={I1, I2, …, Im} be a set of m distinct items. A transaction T is a non-empty 
subset of I identified by a TID (T⊆I). A database D is a set of N transactions. A set of 
items is called an itemset, and an itemset with k items is called a k-itemset. The sup-
port p of an itemset X in D, is the proportion of the database that contains X, and p = 
y/N, where y is the number of occurrences of X in D. An itemset is called a frequent 
itemset if its support 

tpp ≥ , where 
tp is the support threshold specified by users. 

Otherwise, the itemset is not frequent. An association rule is an expression of the 
form X Y, where non-empty itemsets X ⊆I, Y⊆I and X ∩Y = φ. The confidence of 
the rule is the proportion of transactions that contain both X and Y to those that con-
tain X, i.e., the conditional probability that transactions contain the itemset Y given 
that they contain the itemset X. An association rule with the confidence ≥ confidence 
threshold specified by the user is considered as a valid association rule. 

Mining association rules can be broken into two steps. All frequent itemsets, also 
called the complete frequent itemsets (CFI) is discovered in the first step and the rules 
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based on the CFI are found in the second step. In this paper, we will look at the prob-
lem of sampling for mining CFI. 

Many algorithms for mining association rules have been proposed in the literature. 
We use Apriori [9] for sparse datasets and CTMINE [10] for dense datasets to get the 
frequent itemsets. Our study is focused on the effectiveness of sampling, and as such 
independent of the mining algorithms.   

3   Sampling Large Databases for Association Rules 

In the context of sampling large databases for association rules, a transaction database 
D of size N is the population that we want to study, and a sample is a subset of D that 
consists of n transactions selected from the population D. Next, we describe the sam-
pling method we use, derive the sufficient sample size for the sampling method and 
analyze the accuracy of itemsets’ supports computed from a random sample.  

3.1   Random Sampling Database with Replacement  

There are two kinds of random sampling methods, random sampling with replace-
ment and random sampling without replacement [11]. Random sampling without 
replacement obtains a sample of size n by selecting n units from the population and at 
each step every unit in the population not already selected has an equal chance of 
being selected. Sampling with replacement obtains n units independently and at each 
step every unit in the population has an equal chance of inclusion in the sample.  

We sample D with replacement so that the process of selecting n transactions out 
of N transactions has all the properties of a Bernoulli process: 

• There are n trials; 
• There are only two complementary outcomes for each trial, an itemset appears 

or does not appear in a transaction.  
• The probability p of an itemset appearing remains the same from trial to trial. 

Let q denote the probability that an itemset does not appear in a trial, then q = 1- 
p. 

• Each trial is independent. The probability of a transaction being selected in a 
trial is independent of which transaction has been selected in the previous trials.  

The number of times X that an itemset appears in n Bernoulli trials (i.e. the number 
of times X an itemset appears in a sample), is a binomial random variable and the 
probability distribution of this discrete random variable follows the binomial distribu-
tion[12]. 

If we denote outcomes of the ith trial as Xi = ( i =1, 2, …, n), where Xi = 1 if an 
itemset appears, and Xi = 0 if an itemset does not appear, then the number of appear-
ances of an itemset in the sample is  

   =
=

n

i
iXX

1

 

Therefore, Ps = X/n, the support of an itemset in the sample, is the sample mean. Ps 
is an unbiased estimator of p[12]. 
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3.2   Determining the Sufficient Sample Size  

According to the central limit theorem (CLT), when the sample size is large, Ps is 

approximately normally distributed with mean p=µ  and variance npq /2 =σ [12]. 

The normal distribution of Ps can be transformed to standard normal distribution of 
standard random variable 

   .//)(/)( npqpPPZ ss −=−= σµ                (1) 

Therefore we can assert that the probability that Z lies in [ ]2/2/ , αα zz−  is α−1 : 

ααα −=<<− 1)Pr( 2/2/ zZz ,           (2) 

where 2/αz  is the  Z value above which the area under the standard normal curve is 

α/2. α−1 is called confidence coefficient in [12] and we call it confidence level in our 
paper since it represents the degree of confidence that  Z lies in [ ]2/2/ , αα zz−  . We 

can derive the following equation from (1) and (2): 

.1)//Pr( 2/2/ ααα −=+<<− npqzPpnpqzP ss           (3) 

Because the normal curve is symmetric, (3) can be decomposed into   

2/)/Pr( 2/ αα =+> npqzPp s           (4) 

and 

2/)/Pr( 2/ αα =−< npqzPp s .                  (5) 

Let’s denote the differences between the estimated support of an itemset in a sam-
ple RD and its support in the original database D as || pPp s −=∆ , then (3) can be 

rewritten as 

αα −=<∆ 1)/Pr( 2/ npqzp .          (6) 

Given an error bound e and the confidence level α−1  we must choose sample size 
n such that   

enpqzp ≤<∆ /2/α .           (7) 

Thus we have  
22

2/ / epqzn α≥ .           (8) 

For an itemset with support p, (8) will give the sufficient sample size that can esti-
mate p with α−1 confidence that an error will not exceed e. Since pq has the maxi-
mum value of 1/4 when p = q = 1/2, if we choose 

2

2
2/

4e

z
n α≥ ,           (9) 

we will be at least α−1 confident that ∆p will not exceed e. 
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For a given error bound and confidence level, the sample size calculated using (9) 
which is based on central limit theorem, is much smaller than that based on Chernoff 
bounds [2, 3]. Table 1 provides some comparisons.  

3.3   Accuracy of Sampling 

Theorem 1. Given an itemset X whose support is p in D, a confidence level α−1 , 
and a random sample RD of size   

,
4 2

2
2/

e

z
n α≥  

the probability that ∆p exceed e is at most α. 

Proof.  

) (6)equation apply  (  
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Table 1. Sufficient sample size  Table 2. Database summaries 

E α  Chernoff 
Bounds 

CLT Dataset 
Name 

N |R| T 

0.01 0.01 26492 16513 T10I4D100k 100000 870 10 
0.005 0.01 105966 66049 BMSPOS 515597 1657 7.5 
0.01 0.05 18445 9604 Connect4 67557 129 43 
0.005 0.05 73778 38416 

4   Effectiveness of Sampling  

The sampling algorithm we use is the same as in [6] except that the random number 
generated is not unique in order to perform sampling with replacement. We experi-
mentally study the effectiveness of our sampling method on both dense and sparse 
datasets. The datasets used in the experiment, the measurement of errors, and the 
experimental results are described below.  

4.1   Datasets Studied  

We performed experiments on both dense and sparse datasets. The datasets used 
include: (1) a synthetic sparse dataset, T10I4D100K, generated by the synthetic data 
generator provided by the QUEST project[13] to simulate market basket data; (2) a 
sparse real dataset BMSPOS, provided by Blue Martini Software, which contains 
point-of-sale data from an electronics retailer with the item-ids corresponding to 
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product categories; (3) a dense dataset Connect4 which is gathered from game state 
information and are available from the UCI Machine Learning Repository[14]. These 
datasets are benchmarked at FIMI (Frequent Itemsets Mining Implementations Re-
pository)[15]. Table 2 summarizes their characteristics, where N is the number of 
transactions in a dataset, T is the average transaction length and |R| is the number of 
distinct items in the dataset.  

4.2   Measurement of Errors 

We will check errors in the estimation of itemset support and the errors in the estima-
tion of CFI. 

We evaluate the errors in itemset support estimation as follows. We take s samples 
of size n from D, and for each item in D, we count the number of times x that ∆p > e 
in s samples and calculate the experimental probability of f that ∆p > e, f = x/s.    

The complete frequent itemsets present in D and a sample are denoted as FIo and  
FIs, respectively.  If an itemset exists in FIo but not in FIs, then we call this itemset a  
false negative. If an itemset exists in FIs but not FIo, then we call the itemset a false 
positive. The collection of all the false positives is denoted by Fp and the collection of 
all the false negatives is denoted by Fn .We measure the errors by 

fp = | Fp | / | FIs | 

which represents the proportion of the false frequent itemsets in a sample, and 

fn =| Fn | / | FIo | 

which represent the proportion of the frequent itemsets that are missing in a sample. 
A set of frequent itemsets FI can be partitioned into ml subsets according to the 

size of each subset. 

,
1

ml

l
lFIFI

=
=  

where FIl is a set of itemsets with size of l and ml is the size of the longest itemset. 
We will check the errors in CFI estimation and the errors in each partition of CFI as 
well.  

4.3   Experimental Results  

First, we check whether the errors in estimation of itemsets’ supports are within the 
given error bound. According to Theorem 1, for a given confidence level α−1 = 
0.95 and a random sample RD of size 9604, the probability that ∆p exceed e = 0.01 is 
at most 5%. Following the procedures described in Section 4.2, we perform tests on 
three datasets to see if the claim holds for our sampling approach. We take 100 sam-
ples of size 9604 from each of the datasets to obtain the frequency distribution of f for 
1-itemsets in them. The results are given in Table 3. There is only one item in Con-
nect4 with 7% probability that ∆p > e. For each item in the BMSPOS, the probability 
that ∆p > e is less than 2% while in T10I4D100K it is 0. The results show that our 
sampling approach can provide the expected approximation guarantees.  
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Table 3. Frequency distribution of f in each dataset 

f(%) 0 1 2 3 4 5 6 7 
Connect4( 129 items) 106 8 9 1 0 4 0 1 
BMSPOS(1657 items) 1654 2 1      

 
Frequency 

T10I4D100K(870items) 870        

Next, we will check the errors in frequent itemsets estimation. Since different sam-
ples may result in different error rates, we take the average outcomes of 50 samples to 
evaluate the errors. We choose error bound e = 0.01 and confidence level α−1 = 0.99 
in our experiments to evaluate the effectiveness of our sampling approach. The suffi-
cient sample size is 16513 for these two figures. We also show for comparison, the 
experimental results for error bound e = 0.01 and confidence level α−1 = 0.95, 
which result in a sample size of 9604. Support thresholds are chosen in such a manner 
that at least frequent itemsets of size 4 can be produced. The following analyses of the 
experimental results are performed on the samples of size 16513 if the sample size is 
not explicitly stated. 

Figure 1 shows the errors (fp and fn)  for different support thresholds in each data-
set. In the figure, the number following fp or fn is the sample size. It can be seen that 
the errors fluctuate as the support threshold changes. For Connect4, the errors in-
crease as the support threshold increases while for the other datasets the errors de-
crease as the support threshold increases. The errors for dense datasets are small for 
every support threshold computed and the changes of the error are relatively small 
compared with the changes of support threshold. For example, for Connect4, fp and 
fn are 2.6% and 3.4%, respectively when support threshold is 80%, and they change 
to 4.6% and 4.7%, respectively when the support threshold increases to 95%. For the 
sparse datasets, the errors are relatively large and so are the changes in errors com-
pared with the changes in support threshold. For instance, in BMSPOS, when the 
support threshold increases from 0.5% to 1%, the fp decreases from 9.3% to 5.4% and 
fn decreases from 8.4% to 6.5%. For all the datasets and all the computed support 
thresholds, at least 85% of FIo is discovered by sampling. It confirms that our sam-
pling approach is effective. 

We take a closer look at errors in FIs by inspecting each partition FIl(l = 1, 2, …, 
ml ) and the results are shown in Figure 2. The errors for frequent 1-itemsets are al-
ways small for both dense and sparse datasets. It also reveals that within the overall 
errors in FIs, the errors for each partition may vary dramatically and are not  
predictable.  

The causes of errors fp and fn in frequent itemsets estimation not only depends on 
the errors in support estimations of itemsets, but also on two other factors:  

(1) The propagation error. If an itemset is missed, then its super sets will be 
missed; if an itemset is mistaken as a frequent itemset, then its super sets may be 
mistaken as frequent as well. This is because the association rules mining algorithms 
apply the apriori principle: if an itemset is frequent, then all its subsets must be fre-
quent. For example, for a sample of Connect4, when tp =95%, itemset {109, 121} is 



398        Y. Li and R.P. Gopalan  

missed in the sample, and its super sets {109, 121, 124}, {109, 121, 127} and {109, 
121, 124, 127} are missed, too; Itemset {19 72, 88, 124} is mistaken as frequent 
itemset, its super sets {19 72, 75, 88, 124} and {19 72, 75, 88, 124, 127} are mistaken 
as frequent itemsets as well. 

(2) The proportion of frequent itemsets whose support is close to tp . The larger 

the proportion of the itemsets whose support is close to the specified support thresh-
old tp , the more likely bigger errors will occur. According to the previous analysis, 

those itemsets with support eppep tt +<<− are likely to be missed or mistaken as 

a frequent itemsets. In Connect4, among those items with support greater than 89%, 
13% of them have supports within (89%, 91%); and among those items with supports 
greater than 84%, only 4% of them have supports within (84%, 86%). Consequently, 
when e = 1%, 2.27% percentage of the frequent 1-itemsets in the sample is false posi-
tives for %90=tp while no false positives presented for %85=tp . In both cases, 

none of the frequent 1-itemsets is missed.  

The experimental results also show that both fp and fn for the samples of size 9604 
are bigger than that for the samples of size 16513. This is a tradeoff between sample 
size (hence efficiency) and the confidence level.  

5   Reducing Errors 

In this section, we explore the possibility of reducing errors in frequent itemset esti-
mations. 

Theorem 2. Given a frequent itemset X in D with tpp > , a random sample RD, and 

a confidence level α−1 , the probability that X is a false negative in RD is at most α/2 
when the support threshold is lowered to 

  )4/(12/ nzpp ttl α−=            (8) 

Proof. When the support threshold is lowered to tlp , the probability that an itemset X 

is a false negative in RD equals the probability that the estimated support Ps of X is 
smaller than tlp .  

) (4)equation (apply   2/

)/Pr(

))4/(1Pr()Pr(

2/

2/

α
α

α

≤
−<≤

−<=<

npqzpP

nzpPpP

s

tstls

  

For  %50≥> tpp , pqqp tt ≥ , lowering the support threshold to  

nqpzpp ttttl /2/α−=                (9) 

will give the same confidence level but smaller amount by which the threshold is to 
be lowered. As a result, less false positives maybe present in the frequent itemsets. 
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    Fig. 1. Errors for different support thresholds        Fig. 2. Errors in each partition of FIs 

Theorem 3. Given an itemset X with tpp <  in D, a random sample RD, a confidence 

level α−1 , the probability that X is a false positive in RD is at most α/2 when the 
support threshold is increased to 

)4/(12/ nzpp ttu α+=         (10) 

Proof. When the support threshold is increased to tup , the probability that an itemset 

X in RD is a false positive equals the probability that the estimated support Ps of X is 
bigger than tup .  
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For  %50≤< tpp , pqqp tt ≥ , increasing the support threshold to  

nqpzpp ttttu /2/α+=         (11) 

will give the same confidence level but a smaller amount of increase in threshold. In 
doing so, less frequent itemsets can be missed as the threshold increases. 

If we do not want to miss frequent itemsets present in the original dataset D, then 
we can lower the support threshold according to equations (8) or (9). On the contrary, 
if we do not want false frequent itemsets appear in the mined frequent itemsets, we 
can increase the threshold according to equations (10) or (11). For instance, given 
n=16513, α−1 = 0.99 and 2=tp %, tlp and tup  will be 1.72% and 2.28%, respec-

tively, according to equation (9) and (11). We experimented on a sample of BMSPOS 
for 2=tp %. When the support threshold is lowered to 1.72%, there is no missed 

itemsets; when it is increased to 2.28%, only 0.42% are false frequent itemsets. We 
also notice that when changing the support threshold decreases one type of errors, the 
other type of errors tends to increase. We will investigate better methods in our future 
work to reduce both types of errors. 

6   Conclusions 

Sampling can provide good estimation of complete frequent itemsets where approxi-
mate results are acceptable. In this paper, we sampled the large datasets with re-
placement and derived the sufficient sample size based on binomial distribution and 
the central limit theorem. For a given confidence level and error bound, our sampling 
approach requires smaller sample size than that based on the Chernoff bounds but still 
provides the desired approximation guarantees for supports of itemsets. For applica-
tions where the false positives may be very costly, one can increase the support 
threshold to reduce them. On the other hand, if we want all the frequent itemsets to be 
discovered, we can lower the support threshold to reduce the number of false nega-
tives. Theorems 2 and 3 can be used to determine the amount by which the support 
threshold should be varied.  

In our future work, we will investigate multi-phase sampling to improve the accu-
racy and to extend the techniques to mine data streams.  
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Abstract. Structural break is one of the important concerns in non-stationary 
time series prediction. The cumulative sum of square (CUSUMS) statistic 
proposed by Brown et al (1975) has been developed as a general method for 
detecting a structural break. To better utilize this method, this paper analyses 
the operating conditions of the centered version of CUSUMS using three 
variables: the percentage of variance change, the post-break data size and the 
pre-break data size. In traditional approach of the centered CUSUMS, all 
available data are used for the break detection. Our analysis reveals that one can 
improve the accuracy of the break detection by either reducing the post-break 
data size or increasing pre-break data size. Based on our analysis, we propose a 
modified test statistic. The evidence shows that the modified statistic 
significantly improves the chance of detecting the structural breaks. 

1   Introduction 

In forecasting time series, ignoring structural breaks which occur in the time series 
significantly reduces the accuracy of the forecast (Pesaran and Timmermann, 2003). 
Since the classical Chow (1960) test was developed, the past decade has seen 
considerable empirical and theoretical research on structural break detection in time 
series. Cumulative Sum of Recursive Residual (CUSUM) and Cumulative Sums of 
Square (CUSUMS) statistics (Brown et al 1975) have been developed as a general 
method for single structural break detection. Inclan and Tiao (1994) use the CUSUMS 
for multiple structural break detection. Pesaran and Timmermann (2002) propose 
Reverse CUSUM for detecting the most recent break. They show that the accuracy of 
the forecast can be improved if only the data after the most recent break is selected as 
the training set, instead of using all available data for training in time series which 
contains structural breaks. Pang and Ting (2003) further extend the idea of Reverse 
CUSUM and propose a data selection method for time series prediction. All segments 
that have the same structure as the most recent segment will be grouped together to 
form an accumulated segment to be used as the new training set. Their result shows 
that the new data selection can improve time series prediction. The evidence shows 
that the structural break detection contributes directly to the improved forecasting 
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performance especially when structural change exists. Effective structural break 
detection can help us collect relevant data and reduce the disturbance or distortion 
caused by the structural change.  

Despite the above research, there is no knowledge about the conditions under 
which the CUSUMS statistics will perform well. We aim to provide such an analysis 
in this paper. We focus on the centered version of CUSUMS presented by Brown et al 
(1975) and analyses under what operating conditions it can perform better in break 
detection.  

This paper first examines the operating conditions of the centered CUSUMS in 
terms of the percentage of variance change, the pre-break data size and the post-break 
data size. Then, it investigates the effect of these variables on structural break 
detection. Based on this analysis, we propose to modify the original centered CUSUM 
statistic that will significantly improve the accuracy of structural break detection. We 
evaluate the centered CUSUMS’s performance in different situations such as different 
degrees of structure change and different degrees of noise for single break detections 
as well as multiple-break detections. 

Section 2 briefly describes the background of the centered CUSUMS. We present 
the result of our analysis: the operating conditions of the centered CUSUMS in 
section 3, and propose the modified statistic in section 4. The experiments and the 
results are reported in section 5. 

2   Background of CUSUMS 

Let y1, y2,….yn be the time series under consideration. We first convert the series into 
input and output pairs to be used for ordinary linear regression.  
The basic linear regression model we used is having the output 

ty with k input 

variables: 

ktkttt yyyy −−− +++= λλλ ...2211
 . 

We use the following notation to denote the observation matrices 
nY  and 
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Using the observations as the training data, the least square coefficients 
nβ  can be 

estimated by 
nnnnn YXXX /1/ )(ˆ −=β .                                                                     

The CUSUM and CUSUMS statistics (Brown et al 1975) are defined as follows. 
The CUSUM statistic is based on the standardized recursive residual 

rw : 

rrrrr dxyw /)ˆ( 1−−= β ,   r = 2k+1,…,n-1,n                             (1)       
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where  

rrrrr YXXX /1/ )(ˆ −=β                                                                                                       (2) 
/1/ )(1 rrrrr xXXxd −+=   

The CUSUMS is defined in terms of 
rw : 
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The centered CUSUMS is defined as: 
 
 
,  r =2k+1,…,n-1,n                                                                      (4) 
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Note that *
,nrs  has zero mean.  

The test statistic for structural break detection is: 

*
,max

2 nr
r

s
n

T =  

The estimated break location, if T is above a critical value, is defined as: 
*
,maxargˆ nr

r
sr =  

Under variance homogeneity, Inclan and Tiao (1994) show that *
,nrs  behaves like 

a Brownian Bridge asymptotically. The critical values for structural break detection 
for different sample sizes are tabulated in Inclan and Tiao (1994).   

3   Analysis of Operating Conditions for Centered CUSUMS 

In this analysis, we assume two different structures exist in the time series, the break 
is located at r and their structures can be represented by two different regressions, 
i.e.

tatt xy ξβ += , ),0(~ 2
at N σξ   for t =1 ,2,…,r    

                and  
    

tbtt xy γβ += , ),0(~ 2
bt N σγ  for t = r+1, r+2,…,n 

(I) Let r~  be the minimum data size required before the structural break for which the 
centered CUSUMS can detect. Note that the value of r~  is also representing the break 
location. Also let n be the size of the data, and α  be the significant level required for 
break detection.  

If the break is detected at rr ~= , there must exist a critical value η  at the 

significant level α , where 

αη −=≤ 1)
2

max( *
,nr

r
s

n
P                                                                                          (5) 
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such that 
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, and substitute it into (4), then the above equation can be re-

written into 
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σ
σσ −

=∆  be the absolute value of the percentage of variance change, 

the above equation can be further simplified as follows. 

nr 2~ η=∆                                                                                                                    (6) 

Or, the minimum data size before the break r~ can be expressed as: 

nr 2
1~ η
∆

=                                                                                                                  (7)  

(II) With the same approach, let n  be the minimum data size after the structural break 
for which the centered CUSUM can detect the structural break. n can be expressed as: 

2
2

2

)
2

( ∆=
η
r

n                                                                                                                  (8)  

When the difference between two structures is very small, 2
nσ  will be close to 

r~σ  

and ∆ will be close to zero. On the other hand, when their structure difference is 
large, 2

nσ  will be much larger than 
r~σ and ∆ will tend to be a larger value. 

The relationship among n, ∆ and r~ for the break detection can be summarized as 
follows: 

Situation I: r~  versus ∆  (when n is fixed) 
(i)  if ∆  is large, then r~  can be small 
(ii)  if  ∆  is small, then r~  must be large 

Situation II: n  versus ∆  (when r is fixed) 
(i) if ∆  is large, then n  can be large 
(ii) if ∆  is small, then n  must be small 

The above rule for increasing the break detection performance will no longer be 
valid when ∆  tends to zero. It happens when the degree of structure change is too 
small to show the significance, when the value of n is very close to the break location 
or when the pre-break data size r is too small. Based on equations (7) and (8), when 
∆  tends to zero, an invalid estimated n  or r~  will be generated, r~ will tend to be 
infinitive, and n will tend to be zero. 
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4   Modified Test Statistic 

It is interesting to note that large data set can be counter-productive in situation II in 
terms of using the CUSUMS statistic for break detection. This short-coming has 
motivated us to modify the statistic, which we will describe in the next section. 

In order to determine a more effective data size (n1) which is smaller than the 
given data size (n), we propose to modify the original centered CUSUMS statistic as 
follows:  
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The estimated break location will be obtained by: 
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In the modified statistic, we will use an adjustable data size n1 instead of data size 
n. n1 is always within the range nnr ≤≤ 1

, and it is not fixed. 
1nMT will be optimized 

by selecting an appropriate n1. As *
, 1nrS behaves like the Brownian Bridge 

asymptotically, we can use the same critical value for the specified n1 that are 
tabulated in Inclan and Tiao (1994). 

Note that 
1nMT can be computed very efficiently since all the values required are 

the intermediate values computed by the original statistic. 

5   Experiments 

We divide the experiments into two sections, the first section of our experiments is 
designed to verify the analysis conducted in section 3, and it evaluates the centered 
CUSUMS for the break detection using various pre-break data size (r) and post-break 
data size (n-r) when a single break exists. The second section is designed to evaluate 
the performance of the proposed modified statistic for break detection described in 
section 4. In the experiments, we use the significant levelα at 0.01 for the statistical 
test. The performance will be measured in terms of accuracy, which is the percentage 
of correct classification.  

Every predicted break location falls into one of the following categories: 

(i) Correct Classification:  If the estimated break location is within boundary 
(i.e. actual break location 10± ), we classify it to be 
correct classification. 

(ii) Incorrect Classification: If the estimated break location is outside the 
boundary (i.e. actual break location 10± ), we 
classify it to be incorrect classification.  
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In addition, the mean of the absolute deviation (MAD) is used as the second 
performance measure. We will take the maximum deviation as the measure if no 
structural break is predicted.  

Mean of Absolute Deviation (MAD)
m

PP −
=

ˆ
 

Where P is the actual structural break location, P̂ is the estimated structural break 
location and m is the number the stimulated time series data in that experiment. 

For each experiment, we simulated the series 3000 times with different seeds, and 
we report the performance over 3000 runs. In the experiments, we specify the number 
of input variables to be 3. 

5.1   Validating the Analysis Result for Centered CUSUMS 

This experiment aims to validate the relationship among the structural break detection 
performance, the degree of structural change, pre-break data size and post-break data 
size. It evaluates the performance of the centered CUSUMS at different pre-break 
data size (r) and post-break data size (n-r) on the single break series in two different 
situations: (a) with trend changes and (b) with variance changes.  

(a) When the Trend Changes 
Two single break time series are designed for testing the break detection. The 
simulation of the data is based on the structures described in table 1. Each series is 
composed of two segments. Same level of noise that comes with distribution N(0, 

2
εσ ) are added into each segment of the same series. Different noise levels (i.e. 

εσ  = 

0.2, 0.5, 1, 1.2 and 1.5) are used in the experiments.  
Two sets of experiments are conducted: 

(i) with a fixed pre-break data size (i.e r =100), we record their structural break 
detection performance using varied post-break data size (i.e. n-r = 5, 10, 15, 
20, 30, 40, 70 and 100). 

(ii) with a fixed post-break data size (i.e. n-r = 100), we record their structural 
break detection performance using varied pre-break data size (i.e. r = 5, 10, 
15, 20, 30, 40, 70 and 100). 

Table 1. Trend Changes. Description of two single-break series: each series is composed of 
two segments. The whole sequence of series is {yt, t =1,2,…,200}, and the initial values are 

specified as: 50321 === yyy . The distribution of 
tε  is 

tε  ~ N(0, 2
εσ ), εσ  are specified to 

be 0.2, 0.5, 1, 1.2 and  1.5 

Category of structural change Segment 1 {yt, t=1,2,….,100} Segment 2 {yt, t=101,102,….,200} 

Large Structural change 
ttttt yyyy ε+++= −−− 321 1.03.06.0  

ttttt yyyy ε+−+= −−− 321 19.01.01.1  

Small Structural change 
ttttt yyyy ε+++= −−− 321 1.03.06.0  

ttttt yyyy ε+++= −−− 321 105.03.06.0  
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(b) When the Variance Changes  
Two single-break time series with different variance are described in table 2. The test 
procedure for situation (b) is similar to the test in situation (a).  
Two sets of experiments are conducted: 

(i) with a fixed pre-break data size (i.e r =50), we record their structural break 
detection performance using varied post-break data size (i.e. n-r = 50, 100, 
150, 200, 250, 300, 350 and 400). 

(ii) with a fixed post-break data size (i.e. n-r = 400), we record their structural 
break detection performance using varied pre-break data size (i.e. r = 30, 40, 
50, 60, 70, 80, 90 and 100).  

Table 2. Variance changes. Description of two segments: they are formed by two segments 
with different structures. The whole sequence of series is {yt, t =1,2,…,500} 

Category of Structural Change Segment 1 
{ yt, t = 1,2,…,100} 

Segment 2 
{yt, t = 101,102,….,500} 

Large Structural change 
tty 1ε= , )24.3,0(~1 Ntε  

tty 2ε= , )1,0(~2 Ntε  

Small Structural change 
tty 1ε= , )25.2,0(~1 Ntε  

tty 2ε= , )1,0(~2 Ntε  

Experiment Results 

The results are summarized as follows: 
• Post-break Data Size and the Performance of Centered CUSUMS: 

With a fixed pre-break data size, reducing the post-break data size enhances the 
break detection performance, no matter there is a change of a variance or a trend. 
In the experiment, we examine their break detection performance in terms of the 
accuracy and MAD. Some sample results are shown in figures 1a-b and 2a-b. The 
performance at (n-r)=70 is always better than those at (n-r)=100 when a trend 
changes in the structure; and the performance at (n-r)=350 is always better than 
those at 400 when there is a variance change in the structure. The relationship 
between the post-break data size and the break detection performance is clearly 
shown as the concave curve in figures 1a and 2a. The break detection 
performance starts to improve when the post-break data size is reduced from the 
original data size. However, the performance will degrade when the post-break 
data size is too small. 

Fig. 1a. The relationship between post-break 
data size and the accuracy at the noise level 

2.0=εσ  (when a trend changes) 

Fig. 1b. The relationship between post-break 
data size and the mean of absolute deviation 
at the noise level 2.0=εσ  (when a trend 

changes) 
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Fig. 2a. The relationship between post-break 
data size and the accuracy (when a variance 
changes) 

Fig. 2b. The relationship between the post-
break data size and the mean of absolute 
deviation (when a variance changes) 

Fig. 3a. The relationship between pre-
break data size and the accuracy at the 
noise level 2.0=εσ (when a trend 

changes) 

Fig. 3b. The relationship between the pre-
break data size and the mean of absolute 
deviation at the noise level 2.0=εσ (when a 

trend changes) 

Fig. 4a. The relationship between pre-break 
data size and the accuracy (when a variance 
changes) 

Fig. 4b. The relationship between the pre-
break data size and the mean of absolute 
deviation. (when a variance changes) 

• Pre-break Data Size and the Performance of Centered CUSUMS: 
With a fixed post-break data size, increasing the pre-break data size improves the 
break detection performance. Some sample results are shown in both measures in 
the figures 3a-b and 4a-b. 

Note that not all available results are presented because of lack of space. Similar 
behavior is observed in all experiments with other noise levels. 
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5.2   Evaluating the Effectiveness of the Modified Statistic 

The following experiment is designed to evaluate the performance of the modified 
statistic and compare it with the traditional centered CUSUMS statistic: 

5.2.1   Time Series with a Single Break  
The experiment is designed to evaluate the performance of the modified statistic for 
the time series in which a single break exists. In the experiment, the series with the 
large structural change will be used to evaluate the modified statistic in two situations 
(i.e. trend changes and variance changes) as in section 5.1 (a) and (b).  

Experiment Result 

The performance of the modified statistic for break detection outperforms the original 
statistics in both measures in all situations as shown in figures 5 and 6. The modified 
statistic obviously improves the break detection through the effective post-break data 
size selection. It significantly increases the accuracy and reduces the mean of the 
absolute deviation. 

 

 

Fig. 5. The performance (in terms of the 
accuracy and MAD) of the modified statistic 
and original statistic at different noise level 
(when a trend changes) 

Fig. 6. Performance (in terms of the 
accuracy and MAD) of modified statistic 
comparing with the original statistic 
(when a variance changes) 

5.2.2   Time Series with Multiple Breaks  
This part of the experiments is to evaluate the performance of the modified statistic 
for the time series with multiple breaks. The time series is composed of several 
segments {Seg1, Seg2,….,Segm}. In the experiments, the modified statistic is evaluated 
in the following situations.  
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(a) Trend Changes  
Two series with three and seven segments are used here. The characteristics of the 
series are described in table 3 and 4. 

Table 3. Description of the 3-segment series: the sequence of the series is {Seg1, Seg2, Seg3}. 
The initial values of the time series are specified as: 

321 yyy == =50. The length of each 

segment is specified to be 100. The distribution of 
tε  is 

tε  ~ N(0, 2
εσ ), εσ = 0.2, 0.5, 1, 1.2 

and  1.5 as in table 1 

Seg1 Seg2 Seg3 

ttttt yyyy ε+−+= −−− 321 195.01.01.1

 
ttttt yyyy ε+−+= −−− 321 205.01.01.1 ttttt yyyy ε+++= −−− 321 1.03.06.0  

Table 4. Description of the 7-segment series: the sequence of the series is {Seg1, Seg2, Seg3, 
Seg4, Seg5, Seg6, Seg7}. The length of each segment is specified to be 100, and the initial values 

of the time series are specified as: 50321 === yyy . The distribution of tε  is tε  ~ N(0, 2
εσ ), 

εσ  = 0.2, 0.5, 1, 1.2 and  1.5 as in table 1 

Seg1, Seg3, Seg5 Seg2, Seg4, Seg6 Seg7 

ttttt yyyy ε+−+= −−− 321 195.01.01.1

 
ttttt yyyy ε+−+= −−− 321 205.01.01.1 ttttt yyyy ε+++= −−− 321 1.03.06.0  

(b) Variance Changes  
The characteristics of 3-segment and 7-segment series are described in tables 5 and 6. 

Table 5. Description of the 3-segment series: the sequence of the series is {Seg1, Seg2, Seg3}, 
the length of each segment is 100 

Seg1, Seg3 Seg2 

1ε=ty , )24.3,0(~1 Nε  
2ε=ty , )1,0(~2 Nε  

Table 6. Description of the 7-segment series: the sequence of the series is {Seg1, Seg2, Seg3, 
Seg4, Seg5, Seg6, and Seg7}, the length of each segment is 100 

Seg1, Seg3, Seg5, Seg7 Seg2, Seg4, Seg6 

1ε=ty , )24.3,0(~1 Nε  
2ε=ty , )1,0(~2 Nε  

Experiment Result 

The modified statistic outperforms the original statistics in both series as shown in 
figures 7 and 8. It is interesting to note that the performance of the modified statistic 
remains at the same level, whereas the performance of the original statistic gets worse 
from 3-segment series to 7-segment series. 
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Fig. 7. A comparison of the performance of the 
modified statistic with the original statistic 
using the data with 3-segment and 7-segment 
series when trend changes  

Fig. 8. A comparison of the performance 
of the modified statistic with the original 
statistic using 3-segment and 7-segment 
series when variance changes 

6   Conclusions 

This paper makes the following contributions in the structural break detection: 

• It provides a better understanding of the operating conditions of the centered 
CUSUMS for structural break detection. The analysis shows that either the 
increase of pre-break data size (r) or the reduction of post-break data size (n-r) 
will improve the accuracy of break detection. The second condition implies that 
it is counter productive to have a data set with a large post-break data size for 
structural break detection using centered CUSUMS. Though unintuitive at the 
first glance, the performance of structural break detection highly relate to the 
post-break data size. An appropriate selection of the post-break data size can 
significantly improve the performance of break detection. 

• The modified centered CUSUMS searches an appropriate post-break data size 
for break detection. This has led us to an improved version of centered 
CUSUMS. 

• The modified centered CUSUMS is an intensive-computing algorithm. Suppose 
the data size is n, then 3n2-3n extra arithmetic operations are required for 
computing the modified centered CUSUMS comparing with the computation of 
the original centered CUSUMS. In addition, the original centered CUSUMS 
requires to store n values of the centered CUSUMS statistic in a series consists 
of n observations, then the modified centered CUSUMS requires to store up to 
(n2+n)/2 values. Our experiment shows that it takes 0.328 seconds to get the 
modified centered CUSUMS while original centered CUSUMS needs only 0.109 
seconds when the data size is 1000. When we increase the data size up to 5000, 
the modified centered CUSUMS takes 39.531 seconds while original CUSUMS 
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takes only 0.922 seconds. Our results show that the increased computation time 
and space has paid off with an improved performance in break detection. 
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Abstract. While knowledge discovery in databases techniques require 
statistically complete data, real world data is incomplete, so it must be 
preprocessed using completeness approximation methods. The success of these 
methods is impacted by whether redundancy in large amounts of data 
overcomes incompleteness mechanisms. We investigate this impact by 
comparing rule sets induced from complete data with rule sets induced from 
incomplete data that is preprocessed using complete case analysis. To control 
the incomplete data construction, we apply the well-defined incompleteness 
mechanisms missing-at-random and missing-completely-at-random to complete 
data.  Initial results indicate that a medium level of pattern redundancy fails to 
fully overcome incompleteness mechanisms, and that characterizing an 
appropriate redundancy threshold is non-trivial. 

1   Introduction 

The knowledge discovery in databases (KDD) process aims to extract new, 
interesting, correct, and ultimately understandable patterns in large data [1]. Data 
cleaning is a critical early phase in this process [1-3], and the choice of cleaning 
method should depend on the incompleteness mechanisms, especially where these 
methods introduce statistical biases. However, the relationship between cleaning 
processes and these mechanisms has yet to be characterized [4, 5].  In this paper we 
investigate the relationships between complete case analysis and some of the 
incompleteness mechanisms on ID3-induced rules [6] for low-dimensional data with 
one attribute exhibiting incompleteness. 

Incompleteness at the attribute recording level is introduced by at least six factors: 
designed incompleteness; survey questions overlooked; attribute inapplicability to the 
current pattern; attribute loss during data merging; equipment failure; deliberate or 
systematic destruction of data; outright refusal to provide data; and an inability to 
provide data at pattern collection [4, 7, 8]. Automated knowledge extraction methods 
require data to be complete across a defined level of features in order measure 
information gains, rule coverage, or associations [9]. To approximate completeness 
incomplete records are filled, removed, or otherwise partitioned away from the data 
that is to be processed by automated knowledge extraction techniques [9, 10].  
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However, the cleaning processes may introduce biases that attenuate the knowledge 
quality, meaning the ability of the extracted knowledge to represent the world from 
which the data was collected.  Data can also be incomplete at the level of ‘pattern 
collection’ [5, 7], but this level is outside the scope of this paper. 

We consider the incompleteness mechanisms missing at random (MAR) and 
missing completely at random (MCAR) [4] (see [4, 5, 11-13] for discussions).  While 
these mechanisms are widely cited in statistics literature [13], they appear to have 
been ignored in the context of KDD, but have been considered in the field of medical 
informatics [5, 8, 14].  Data is MAR if the probability of observing an attribute value 
is independent the attribute value itself, after controlling for the values of all other 
attributes.  For example, consider monotone data represented as a rectangular (n × K) 
matrix with specific values for each recorded pattern i as Y=yij.  Let n be the number 
of patterns, (K=2) be the number of attributes, i be the record number, j be the 
attribute number, the values of Yi1 for observations i, i=1…n be fully recorded, and 
the values of Yi2 for observations i, i=1…n be partially recorded.  Such data is MAR if 
the probability that Yi2 is missing depends only on Yi2 [4, 11, 12].  Mathematically: 

( ) ( )121 Pr,Pr iijiiij YNULLYYYNULLY ===  (1) 

In order to test data for the presence of MAR, prior knowledge of the distribution 
of the values for Yj is required.  However, this distribution is unavailable because the 
actual values for Yj that is missing in real world data are unknown.  Thus, models 
induced from MAR data may have an indeterminable number of rules missing. 

On the other hand, data is MCAR where the probability of an observation of an 
attribute value is independent of the attribute value itself or of any other attribute’s 
value [5, 11, 12] (considered by some to be a special case of MAR [5]). For MCAR, R 
is the probability of incompleteness, and Ycomplete is the sum of all observed data and 
missing data.  Models derived from MCAR data should represent a UOD at 
appropriately defined confidence levels [4].  Mathematically: 

( ) ( )RYR complete PrPr =  (2) 

The data cleaning method known as complete-case analysis (CCA), deletes all 
patterns with missing attribute values [4, 12].  It is trivial to implement, comparatively 
computationally inexpensive, and it generates patterns complete across a required 
dimensionality [4, 5].  However, CCA can lead to potential information loss and non-
random exclusion of patterns.  Potential information loss results when high levels 
(over 30%) of deletions cause a resulting degradation in induced knowledge quality 
[4].  Non-random exclusion of patterns occurs when deletions introduce biases into 
the data, affecting the subsequent induced knowledge quality [5, 12, 15].  Other 
methods exist  to clean data (see [16, 17]) but they are outside the scope of this paper. 

Any knowledge extracted from data is descriptive of the ‘Universe of Discourse 
(UOD) for which the data was collected, for example a database of clinical trials of 
survival analysis [18].  UODs are often described in terms relative to the domain 
rather than in terms relative to the data (metadata), as KDD practitioners often focus 
on domain specifics (patterns) as opposed to similarities across domains (models) 
[19].  For our investigation to be generalizable across domains, we represent a UOD  
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in terms of three metadata: attribute set size, number of possible values that 
characterize each attribute, and number of output space values. 

This paper is organized into four sections:  methodology; results; discussion and 
conclusions.  In the methodology, we discuss how we create master data, attenuated 
data, and the way that ID3 rules induced from both data are compared.  In the results 
section we graphically compare rule sets extracted from well over half a million trees.  
The number of data sets from which these trees are induced is the cartesian product of 
following: eight attributes values over three attributes; six possible output domains; 
ten copies of each set of data; sixty patterns; two MAR parameter sets plus a MCAR 
data set of the above form; with three different methods of mapping output classes to 
patterns. 

2   Methodology 

To investigate the effectiveness of redundancy in data, both master data and 
attenuated data is generated.  Master data is generated that is complete with regards to 
UODs with the aforementioned metadata.  By complete we mean that master data 
excludes noise and irrelevant attributes.  The rule sets extracted from decision trees 
induced from master data (master trees) are used as a benchmark for rule sets 
extracted from trees induced from incomplete data.  As master rule sets described 
each UOD, the attenuated rules sets are guaranteed subsets of the master rule set. 

Incomplete data is constructed by attenuating the complete data using a single 
incompleteness mechanism.  Attenuated data is processed using CCA prior to 
decision tree induction.  If the incompleteness mechanism has no impact on the 
induction algorithm, then attenuated data trees will be equivalent to master trees.  
Equivalency is measured coarsely by comparing the number of attenuated rules 
induced with respect to the induced master rules (see Figure 1).  Maximum rule loss is 
reported in this set of experiments to determine the baseline for a generalized worse 
case scenario. 

We used low dimensionality metadata parameters: number of predictive attributes 
{2…5}; domain size of each predictive attribute {2…11}; number of output classes 
{2…8}; and the pattern draw available to the master set {1…60}.  We chose low 
dimensionality parameters for ease of control and analysis, and to determine if a 
lower boundary existed above which redundancy always overcomes the 
incompleteness mechanism.  While this low dimensionality is lower than the normal 
dimensionality associated with KDD processes [20], it is necessary to begin at a lower 
limit, then grow the dimensionalities, in to precisely characterize either a lower 
boundary or discrete regions where redundancy effectiveness holds. 

Data is generated by taking the cartesian products of the attribute values domain 
across a specified number of attributes in order to create a balanced, fully 
characterized set of unique patterns that could be mapped into varying target spaces.  
The target space mappings are generated by adding an output class to each pattern in 
one of the following three ways: cycling through the output class space and assigning 
each subsequent target value to the next pattern in the predictive matrix; shifting the 
output class space one value and cycling through the space; or by randomly assigning 
the output targets to each predictive pattern.  Incomplete data is created by applying 
various incompleteness mechanisms to the patterns. For each UOD parameter set, ten  
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separate data were created to minimize possible experimental artifact generation as a 
result of an aberrant pseudo-random number generation routine.  Using cartesian-
generated master data ensured that every predictive pattern required all attributes, 
allowing apriori determination of the master rule domain size, thus the number of 
rules which were practically generated could be verified against the theoretically-
predicted numbers of rules. 

 

Fig. 1. Experimental design 

MAR Data is generated by testing whether a random number is less than the 
probability threshold for the value of attribute2. If it is lower, then the value of 
attribute2 is set to NULL, otherwise it remains unchanged [8].  Two sets of MAR data 
were generated using different probability thresholds.  Set1 is made missing at 
{(0, 10%), (1, 70%), (2, 40%), (3, 40%), … , (N, 40%)} whilst Set2 is made missing at 
{(0, 10%), (1, 40%), (2, 40%), … , ([N-1], 40%), (N, 70%)}; both sets effectively 
displaying a overall incompleteness of 40%.  We investigate this level of 
incompleteness as it is reported as being typical at the upper end of the range with 
which KDD practitioners are willing to work [21-23]. We assume that if redundancy 
can overcome the incompleteness mechanism at 40% it will overcome lower levels of 
incompleteness.  MCAR data is generated by applying a single probability threshold 
for the value of 40% to each record. 

To highlight the difference between MCAR and MAR, a complete worked 
example (five possible attribute values with two predictive attributes (25 
possibilities) with three possible target classes with sequential mapping of target 
classes to predictive patterns) is shown in Table 1. MAR data with 40% 
incompleteness requires that the overall probability that an observation is missing 
be 40% while the actual probability is determined by the value of the attribute itself.  
Thus, -the probability that the value for attribute Y1j is missing if the actual value 
was equal to ‘1’ is 10%: if the actual value for attribute Y1j was equal to ‘2’ then the 
probability that the value was missing is 70%.  The overall incompleteness set is 
shown in Equation 3. 

All patterns labeled ‘ ’ would be deleted by CCA. Considering pattern 8 in Table 
1 in conjunction with (3), pattern 8’s attribute1 value would be set to NULL as 
0.5<0.7 (Y1j=2). However, considering pattern 8 with respect to MCAR=40% in Table 
1, the value of attribute1 would remain unchanged as 0.5>0.4. 
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Table 1. Example Data Set Showing Complete Data (for two predictive attributes) and those 
patterns that would be incomplete under the mechanisms MCAR and MAR set one 

Keep pattern 
under CCA 

Pattern 
J 

Random 
Number 

Attribute 
One 
Y1j 

Attribute 
Two 
Y2j 

Target 
Class 

MCAR MAR 
1 0.911694913 1 1 1   
2 0.600970673 1 2 2   
3 0.96706351 1 3 3   
4 0.742055184 1 4 1   
5 0.935292748 1 5 2   
6 0.72140608 2 1 3   
7 0.1404428 2 2 1   
8 0.500062807 2 3 2   
9 0.33547504 2 4 3   

10 0.673162015 2 5 1   
11 0.34430932 3 1 2   
12 0.139610002 3 2 3   
13 0.321159226 3 3 1   
14 0.316084394 3 4 2   
15 0.476162269 3 5 3   
16 0.584894661 4 1 1   
17 0.461788968 4 2 2   
18 0.440778722 4 3 3   
19 0.099157872 4 4 1   
20 0.040786828 4 5 2   
21 0.778760263 5 1 3   
22 0.41587442 5 2 1   
23 0.514001777 5 3 2   
24 0.222780601 5 4 3   
25 0.440115423 5 5 1   

ID3 [6] was selected for three reasons: it grows complete un-pruned trees; it is the 
progenitor of most top down inductive decision tree algorithms; and it can easily be 
modified to label leaves for which no rules are induced.  The first reason means that 
any rule loss can be categorically identified as being caused only by the application of 
CCA to the respective  incompleteness  mechanism.  The  second  reason is that we  
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believe it is likely that ID3 descendents would share both its virtues and vices, thus it 
means that further investigations of its descendants can be related to the current 
investigation. Finally, it allows us to trivially identify which master rules our UOD 
were absent in the attenuated rule sets. 

3   Results 

All master trees were fully balanced (as expected) and the size of rule sets matched 
their predicted size (based on the UOD dimensionality). No unresolved rules were 
observed in any rule sets induced from incomplete data, which means that no 
contradictions were introduced via attenuation and cleaning. As expected, all 
attenuated rule sets were subsets of master set. 

Initially, we expected that at a certain level of redundancy that rule loss level 
would approach and remain at the zero level. Unexpectedly, as the number of pattern 
copies (prior to applications of incompleteness mechanism) increases beyond the 
initial zero rule loss point we began to observe regions of increasing levels of rule 
loss, which appears to have some relationship to the underlying master rule size of the 
UOD. Figure 2 shows the results for applying the incompleteness mechanisms MCAR 
and MAR to a 3 predictive attribute UOD.  Rule loss rates were similar for all 
mechanisms though the specific rules lost differed from set to set (data not shown). 
Initial results for 4 and 5 predictive attribute UOD’s are consistent with results 
obtained for the 3 predictive attribute UOD’s. 

 

Fig. 2. Rule loss at 40% incompleteness for three predictive attribute UOD’s: (A) MCAR, (B) 
MAR set one, (C) MAR set two, and (D) MAR set one with random output space mappings 

To determine if the output space size had an effect on the experimental results, we 
varied the method of allocation of target to predictive patterns. If target assignment is 
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sequential overall then rule loss rates remained high. However, rule loss dropped to 
zero for attribute sizes that were multiples of the target domain size (figure 3 & 4).  
Figures 3A, 3B 3C, 4A, 4B and 4C are generated from sets with sequential output 
class assignment, figures 3D, 3E 3F, 4F, 4E and 4F are generated from sets with 
random output class assignment.  Randomly allocating output classes to the patterns 
negated this effect. 

 

Fig. 3. Domain effect: (A) no limitation on the output space size and sequential output class 
assignment. (B) limited to output space size equals 3 and sequential output class assignment. 
(C) limited to output space size equals 4 and sequential target class assignment.  (E) no 
limitation on the output space size and random output class assignment. (F) limited to output 
space size equals 3 and random output class assignment. (G) limited to output space size equals 
4 and random output class assignment 

The effect of limiting the number of output classes is clearer when the 
incompleteness graphs are rotated (see figure 4).  Troughs exist at multiples of the 
output dimension size and likely result from the fact that with the output size domain 
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 equals the attribute value size domain size.  Random mapping of output target to 
pattern removed the effect. 

 

 

Fig. 4. Domain effect with images rotated 90o: (A) no limitation on the output space size and 
sequential output class assignment. (B) limited to output space size equals 3 and sequential 
output class assignment. (C) limited to output space size equals 4 and sequential target class 
assignment.  (E) no limitation on the output space size and random output class assignment. (F) 
limited to output space size equals 3 and random output class assignment. (G) limited to output 
space size equals 4 and random output class assignment 

The initial high levels of rules missing are to be expected under normal statistical 
sampling theory. What is not clear is the mechanism leading to increasing rule loss.  
Repeating the experiment using sequential mapping but with the initial target value 
shifted up the domain list, returned similar results (data not shown). 
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4   Discussion 

Our results were consistent with statistical sampling theory which indicates that rule 
loss at low copy number is highly probable [19].  Unexpectedly, we found that under 
certain conditions, even redundancy levels of 60 pattern copies failed to overcome the 
incompleteness mechanism.  We suspect that the underlying UOD complexity may 
contributes to this failure, but further investigation is required. 

The incompleteness used in this set of experiments (40%) is at the higher end of 
those reported in the literature [8, 17, 21-23].  Our experiments show that at this level 
of incompleteness in data (with independent attributes), preprocessed using CCA, ID3 
fails to induce up to 10% of the actual knowledge of the domain when compared to 
complete data. Since our master data are balanced, all rules are equally likely, thus the 
observed effects are likely to underestimate the loss of rules which would be induced 
from unbalanced data.  If one or more of the attribute values exhibit high 
incompleteness with regard to the rest of the values, it is likely that higher rule loss 
rates will be detected.  Such data sets are the norm for real-world data. 

5   Conclusion 

In this paper we investigated whether ID3-induced rules from complete data are 
different to those induced from incomplete data. Our experiments showed that 
knowledge induced from incomplete data preprocessed using CCA can contain much 
fewer rules than knowledge induced from complete data.  Unfortunately this result 
suggests that KDD models being induced from massive amounts of incomplete data, 
preprocessed using CCA, may be suboptimal. 

Our results show that significant portions of the total ‘true’ rule set can be lost 
when CCA is used, even for data with large copy numbers. For example, a UOD of 
four attributes over six possible values (1296 possible patterns) data of approximately 
64000 patterns (MAR at 40%) failed to induce all patterns.  Therefore, if UOD 
complexity is a key factor in determining the minimum amount of data needed for 
induction, then simply having millions of patterns in data is inadequate for extracting 
high quality knowledge complex domains. 

Future work will involve determining if there is exists a mathematical function that 
describes, in terms of UOD characteristics and incompleteness mechanism, the 
minimal amount of data is required for optimal knowledge induction.  Currently we 
analyzing whether there is a regular curve over one UOD characteristic set that will 
lead to a sustained region where rule loss is zero.  This function would also provide a 
confidence metric for knowledge extracted from incomplete data in terms of a UOD. 

The methods used by a KDD professional to approximate complete data impacts 
the quality of the information that can be induced from this data using automatic 
knowledge acquisition techniques.  It appears that in the same way that the KDD 
process has been modeled, there remains substantial work to model the data cleaning 
process as a separate entity.  While cleaning methods are supposed to maintain the 
quality of knowledge that can be induced from data, in practice it is difficult to 
determine which methods to use as none of these methods express knowledge quality 
in terms of a confidence level. We intend to establish such a level for ID3 and CCA. 
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Abstract. In the self organising map (SOM), applying different learning 
parameters to the same input will lead to different maps. The question 
of how to select the best map is important. A map is good if it is 
relatively accurate in representing the input and ordered. A measure or 
measures are needed to quantify the accuracy and the ‘order’ of maps. 
This paper investigates the learning parameters in standard 2-
dimensional SOMs to find the learning parameters that lead to optimal 
arrangements. An example of choosing a map in a real world 
application is also provided. 

1   Introduction 

The Self Organising Map (SOM) [1, 2] is an unsupervised artificial neural network 
that is able to perform data clustering. Unlike statistical methods or other ways of 
grouping data the SOM provides a topological ordering where the relationships 
between data items are made apparent. In fact, relationships within data of high-
dimensionality in the input space are reduced to relationships on lower-dimensional 
output space (typically 1, 2 or 3-dimensions). Maps of more than 3-dimensions are 
discouraged since visualising the result is complicated beyond 3-dimensions. 

The disadvantage of the SOM is that, like other neural network techniques, 
explaining why a trained network produces a particular result is not simple. In the 
case of the SOM it is even less straightforward to quantify the network since the data 
it clusters has no a priori classification to measure classification performance. The 
map produced is totally dependent on the data and the learning parameters. From the 
literature, [2], we know several rules of thumb for SOM training, but it is still 
necessary to evaluate the result maps with respect to some criteria for a good quality 
map.  

The aim of this paper is to investigate what parameter arrangements can lead to a 
‘good’ map in the standard 2-dimensional SOM. Suitable parameter arrangements 
will reduce the chance of getting poor maps that are twisted or unordered. We use the 
standard SOM model, in contrast to the variants and extensions of the SOM, such as 
Growing Cell Structures [3], Growing SOM [4], Tree-Structured SOM [5], and SAM-
SOM [6]. Other extensions of the SOM that automatically select parameters have 
been proposed, Auto SOM [7] and the Parameter-less SOM [8]. However, there is no 
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proof that training the SOM with learning parameter values adjusted automatically 
during training gives better result than training the SOM with the learning parameter 
values defined beforehand, and adjusted with respect to the number of training cycles. 
The detail of the standard 2-dimensional SOM algorithm can be found in [2], and 
more applied presentations in [9] and [10]. 

2   The Quality of the Map 

This section discusses ways of measuring the quality of SOM maps, first considering 
a common visualisation method of SOM training that can give an impression of how 
the map is ‘unfolding’. This method of illustrating the SOM learning process is 
discussed in [2], [10], and [11]. Using a 2-dimensional map with 2-dimensional data 
means that the connection of neighbouring nodes can be drawn to show the order on 
the output. The weights of each node are plotted on the x and y coordinates and the 
neighbouring nodes on the map are connected with lines, e.g. node (0,0) is connected 
with node (0,1) and (1,0) as shown in Fig. 1. For simplicity, the lines connect only 
horizontal and vertical (east, west, north and south) neighbours of the node, and do 
not connect diagonal (north east, south east, north west and south west) neighbours. 

Fig. 3 shows four results of training a 5 by 5 SOM with the input from 81 points 
of a square shown in Fig. 2. It is easy to see that the result maps in Fig. 3(c) and (d) 
mirror the square input data better than those in Fig. 3(a) and (b). In fact, the maps in 
Fig. 3(c) and (d) are examples of good maps, i.e. ordered, while the maps in Fig. 3(a) 
and (b) are examples of poor maps, i.e. unordered and twisted respectively. But, in the 
comparison of two good maps in Fig. 3(c) and (d), our eyes will not help much. It is 
even impossible to tell whether one map is better than another without a measure 
when the data has high dimensionality (more than 3 dimensions) since we cannot 
represent the weights values with graph coordinates, as in Fig 1. An additional 
measure or measures are needed, but first, the criteria upon what the measures are 
based should be determined. 

There are at least two criteria that can be used to measure the quality of the map: 
the accuracy and the order of the map. The accuracy is how well the inputs are 
represented in the output space. It can be measured by the quantisation error (Eq) [2] 
as in Equation (1).  
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where n is the number of inputs and mc(xi) is the output that have the closest distance 
from the input xi. 

The order of the map is whether the map preserves topological order in the input 
space. The idea is the neighbouring vectors in the input space should be mapped to 
the neighbouring vectors in the output space. Several measures are proposed to 
determine whether a map is ordered, such as topographic product [12], topographic 
function [13], topographic error [14] and Kaski and Lagus’ [15]. Since until now there  
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is no single topology preservation measure that is claimed to be better than the others 
except that the topographic product cannot distinguish the correct folding due to the 
folded nonlinear input data from the incorrect folding [13], we choose the simple one, 
i.e. topographic error.  

 

 

Fig. 1. Neighbouring nodes on the map are connected with lines. The thick line shows 
node(0,0) is connected to its neighbours, node(0,1) and node(1,0) 

Topographic error was proposed by Kiviluoto [14] to measure the continuity of 
mapping. The neural units which have the best match and second best match weight 
vectors, wi and wj respectively, for input data x on the map have to be adjacent to 
indicate the continuity of the mapping. The consequence is that some points between 
x and wj in the input are mapped to wi, and the rest to wj. Otherwise, a local 
topographic error is indicated. Then, the global topographic error (Et) of the map can 
be calculated using the following formula: 
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where u(xi) = 1 if best and second best units are non adjacent and 0 otherwise.  
Obviously we want to use the map that most accurately represents the input and 

also preserves the topology order in the input space. However, in the real world the 
selection of the measures to justify the quality of the map and the map to be used is 
related to the application because often there is a trade-off between the accuracy and 
the order of the map.  For example, in our research of clustering documents where the 
order is slightly more important than accuracy to represent the ‘similar’ documents 
close to each other on the map, we use the topographic error as the main measure 
because the topographic error guarantees that nodes with ‘similar’ values will be 
adjacent on the map. We use the quantisation error as the second measure to decide 
one map is better than another in case both maps have the same topographic error 
values. 

Now, the criteria of a good map have been set and the measures have been chosen, 
the visual inspection of good maps and not good maps, in Fig. 3, can be justified  
by the measures, as shown in Table 1. The maps in Fig. 3(c) and (d) are good maps 
because  they  have  no  topographic  error  while the maps in Fig. 3(a) and (b) are not  
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good maps because their topographic error values are different significantly than 
those of maps in Fig. 3(c) and (d). 

 

Fig. 2. Input from 81 points in a square 

          

Fig. 3. The examples of result maps. (a) An un-ordered map. (b) A twisted map. (c) and (d) 
Good maps 

The better map of the good maps in Fig. 3(c) and (d) can also be determined. Both 
of the maps have no topographic error, the map in Fig. 3(c) has quantisation error = 
0.00104 while the map in Fig. 3(d) has quantisation error = 0.00095. Thus, the map in 
Fig. 3(d) is better than the map in Fig. 3(c) as the former is more accurate than the 
latter. What we need is to actually make sure that the map that is chosen is a good 
one. We can get several good maps from training the SOM with different parameter 
arrangements. The suitable parameter arrangements will reduce the chance of getting 
poor maps that are twisted or unordered. The measures in this case can be used as a 
yardstick for choosing suitable learning parameters [2], as we do in Section 3. 

After we know the suitable parameter arrangements, it is still necessary to train the 
SOM with several sets of suitable parameter settings, judge the quality with the 
measures, and choose the best among them based on the measures. We still need to 
train the SOM with several sets of training parameters even though we know the 
suitable ones to avoid choosing a poor map instead of good one. The good and poor 
maps are normally easy to distinguish from the significant difference on their 
quantisation and topographic error. We should also know that a variety of maps will 
be produced, even if they have the same quantisation and/or topographic error values. 
Varfis and Versino [16] showed eight permutations of maps, as seen in Fig. 4. We 
may choose one of these variations as long as they are good maps. 
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Table 1. Masurement results of maps in Fig. 3 

Map Et Eq 
Fig. 3(a) 0.08642 0.00094 
Fig. 3(b) 0.06173 0.00172 
Fig. 3(c) 0.00000 0.00104 
Fig. 3(d) 0.00000 0.00095 

 

 

       (a)               (b)               (c)               (d)               (e)               (f)               (g)              (h) 

Fig. 4. The possible permutation of a map. The permutations are with respect to (a). (b) 90o 
rotation. (c) 180o rotation. (d) 270o rotation. (e) Horizontal flip. (f) Vertical flip. (g) Diagonal 
flip. (h) Opposite diagonal flip 

3  Experiments on the SOM Learning Parameter Arrangement 

There are several parameters involved in training the SOM: the number of training 
cycles, the neighbourhood function, the initial weights, the learning rate, the sequence 
of inputs and the map size. This section tries to answer what kind of parameter 
arrangements will lead to a good map. 

The SOM either has to be trained until it converges or for a fixed number of 
training cycles. No proof of the convergence of the SOM, except for 1-dimensional 
case, has been presented [2]. Fortunately, it is not always necessary to prove the 
convergence of the map. As long as the SOM is trained with enough training cycles, it 
can lead to good map production. The lack of training itself can cause the map to not 
accurately represent the output and hence not to be ordered. Kohonen [2] suggested 
the number of training cycles should be at least 500 times the number of the map 
nodes to produce a good map. The research undertaken follows this rule of thumb, for 
example a 5 by 5 SOM is trained for 12500 training cycles.  

The standard SOM model as a clustering technique has drawback similar to K-
means algorithm, that is we have to pre-determined the number of formed classes. In 
the SOM, even though we do not explicitly specify the number of classes we actually 
limit it with the map size. The bigger map sizes tends to give better results than the 
smaller ones, but the smaller ones are preferred in some applications for some reasons 
such as easier visualisation and smaller memory and storage requirement.  

3.1   Neighbourhood Value 

The neighbourhood should shrink over time. As this research uses the topological 
rectangle  neighbourhood  [2], shown  in  Fig. 5., the  question is what the value of the 



430         H.S. Tan and S.E. George 

neighbourhood when the training is started and the value when the training is 
complete. The neighbourhood of the winning node usually ends up with 0, in other 
words no neighbouring node is updated at the last training cycles.  

Fig. 6(a) and (b) show how the maps look when they end up with neighbourhood 
radius equal to 0 and neighbourhood radius equal to 1, respectively. Both maps are 
trained for 12500 training cycles with the same map size 5 by 5, same initial weights 
between 0.1 and 0.9, same sequence of inputs from pre-generated random number, 
same fixed value 0.1 of learning rate, and started with the same value 2 of 
neighbourhood radius.  

 

Fig. 5. The topological rectangle neighbourhood where c is the winning node and Nc(ti) is a 
group of nodes considered as the neighbours of c including c at discrete time ti (shown within a 
square). The size of neighbourhood decreases in time 

      

Fig. 6. Result maps with different end values of neighbourhood. (a) Map ends up with 
neighbourhood radius = 0. (b) Map ends up with neighbourhood radius = 1 

From visual inspection, it is clear that the result map in Fig. 6(a) is better than that 
of Fig. 6(b) because the latter has not spread out maximally. However, both maps 
have no topographic error, therefore the quantisation error is checked. By looking at 
the significants different quantisation error of the latter compared to the former, it can 
be concluded that the latter one is not a good map. Thus, the training should end up 
with no winning node’s neighbour weights being updated.  
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The SOMs are trained again with the same parameters as the previous ones, except  
the neighbourhood  radius ends up with 0 and starts with various values from the 
maximum value 4, i.e. the map diameter - 1, to value 1. The results are given in  
Table 2. 

A not good result occurs when the neighbourhood radius starts with 1. This bad 
result is reasonable because with a neighbourhood that is too small the map will not 
be ordered and in this particular experiment setting the map is twisted. Three other 
results show that the neighbourhood can start with values from about half of the map 
diameter to the maximum value, i.e. map diameter - 1. But there is a significant 
difference in the learning process as shown in Fig. 7 for the SOM training starting 
with neighbourhood radius equal to 4 and Fig. 8 for the SOM training starting with 
neighbourhood radius equal to 2.  

When the training is started with maximum neighbourhood radius value that 
means the weights of all nodes are updated because all nodes are the neighbours of 
the winning node. As a result, all weights have the same values as shown in Fig. 7(b). 
Then, this causes the learning process to be slower than in the case where the 
neighbourhood radius starts with 2. It can be seen that the map in Fig. 7(c) is less 
spread out than that of Fig. 8(c) after the same period of training cycles, i.e. 5000 
training cycles. 

From the results shown in Table 2 we conclude the neighbourhood can be started 
with a value about equal to half of the map diameter.  

3.2   Initial Weight 

The initial weights are small random values between 0 and 1 as the input data of 
neural networks are usually scaled to values 0 to 1. Table 3 gives the results for 
training the SOMs with varying initial weights, all other parameters being equal. The 
training parameters are: 12500 training cycles, map size 5 by 5, fixed learning rate 
0.1, same sequence of inputs from pre-generated random number, and neighbourhood 
radius starts with 2 and ends with 0. 

Table 2. Measurement results for various start values of neighbourhood radius 

Neighbourhood radius start value Et Eq 
4 0.00000 0.00095 
3 0.00000 0.00145 
2 0.00000 0.00095 
1 0.09877 0.00174 

There are only two possible results from these particular parameter setting and 
different ranges of initial weights, a good map or a twisted map. From the results in 
Table 3 we can conclude that the initial weights have an impact on the quality of the 
map, but the ranges of the initial weights do not. 
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              (a)                              (b)                               (c)                              (d) 

Fig. 7. The learning process of SOM when neighbourhood radius value starts with map 
diameter - 1. (a) Initial map with random weight values between 0.1 and 0.9. (b) Map after 100 
training cycles. (c) Map after 5000 training cycles. (d) Final map after 12500 training cycles 

          
              (a)                              (b)                               (c)                              (d) 

Fig. 8. The learning process of SOM when neighbourhood radius value starts with half of the 
map diameter. (a) Initial map with random weight values between 0.1 and 0.9. (b) Map after 
100 training cycles. (c) Map after 5000 training cycles. (d) Final map after 12500 training 
cycles 

3.3   Input Sequence 

The input sequence also contributes to the quality of the map, as shown by the results 
of training the SOMs, as given in Table 4. The SOMs are trained with the same 
parameters except the sequence of input is random. The training parameters are: 
12500 training cycles, map size 5 by 5, fixed learning rate 0.1, same initial weight 
values between 0.1 and 0.9, and neighbourhood radius starts with 2 and ends with 0. It 
is also possible to enter the input sequentially and repeat the sequence. The last row of 
the table is the result from entering sequentially input no.1 to 81 and repeating them 
155 times, so that total training cycles close to 12500, i.e. 12555. 

3.4   Learning Rate 

The learning rate is between 0 and 1. The learning rate usually starts with a bigger 
value (close to unity) and ends with the smaller value, usually near to zero for fine 
adjustment in the last training cycles. It is also possible to use a fixed small value for 
the learning rate. Table 5 shows the results of training the SOMs with equal parameter 
values except for the learning rate. The training parameters are 12500 training cycles, 
map size 5 by 5, same initial weights between 0.1 and 0.9, same sequence of inputs 
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from pre-generated random number, and neighbourhood radius starts with 2 and ends 
with 0. 

Table 3. Measurement results for various values of initial weights 

Results are good maps   Results are twisted map 
Initial weights  Et Eq  Initial weights Et Eq 
0.4 - 0.6 0.00000 0.00095  0.4 - 0.6 0.18519 0.00105 
0.3 - 0.7 0.00000 0.00095  0.3 - 0.7 0.18519 0.00105 
0.2 - 0.8 0.00000 0.00095  0.2 - 0.8 0.18519 0.00105 
0.1 - 0.9 0.00000 0.00095  0.1 - 0.9 0.18519 0.00105 
0.0 - 1.0 0.00000 0.00095  0.0 - 1.0 0.18519 0.00105 

Table 4. Measurement results for different sequence of inputs 

Experiment No. Et Eq Remark 
1. 0.00000 0.00095  
2. 0.13580 0.00060 twisted map 
3. 0.13580 0.00079 twisted map 
4. 0.00000 0.00068  
5. 0.01235 0.00089  
6. 0.00000 0.00080  

Table 5. Measurement results for various values of learning rate 

Fixed learning rate  Decreasing learning rate 
Learning rate  Learning rate 
Start End 

Et Eq  Start End 
Et Eq 

0.05  0.05 0.17284 0.00091  0.1 0.0 0.06173 0.00093 
0.1 0.1 0.00000 0.00095  0.2 0.0 0.01235 0.00087 
0.2  0.2 0.00000 0.00089  0.3 0.0 0.00000 0.00087 
0.3 0.3 0.00000 0.00087  0.4 0.0 0.00000 0.00087 
0.4 0.4 0.19753 0.00101  0.5 0.0 0.00000 0.00087 
0.5 0.5 0.39506 0.00123  0.6 0.0 0.00000 0.00047 

     0.7 0.0 0.00000 0.00088 
     0.8 0.0 0.00000 0.00047 
     0.9 0.0 0.07407 0.00107 
     1.0 0.0 0.00000 0.00088 

 

As it can be seen in the first (left) part of the Table 5, the learning rate can be a 
small fixed value. But, too small a value can lead to a twisted map and too big a fixed 
value will lead to an unordered map. 

The second (right) part of Table 5 uses a variable learning rate that decreases in 
time. The following formula is used: 
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η(t) = η(0) * 1 - ((t - 1) / T) (3) 

where η(0) is the initial value of learning rate, t is the current training cycle and T is 
total number of training cycles.  

Good maps tend to be produced when the learning rate starts with 0.3 to unity, 
with exceptions when the learning rate starts with 0.9. The value 0.3 is not the 
smallest value that can be used to produce a good map and it does not mean the 
learning rate cannot start with value 0.9 because other parameters such as the initial 
weight and the sequence of inputs also contribute towards a good map or a poor map.  

What can be learned here is that a good map can be produced with a relatively 
small fixed value of learning rate or with a learning rate that decreases in time. We 
suggest using the decreasing leaning rate, since from our experiments we found it 
improves the accuracy. The following simple example from 1-dimensional data 
supports our finding. 

Assume that we have two inputs: 0 and 1, and we would like to project them to 1 
by 1 map. We except that the result will be a node with weight value 0.5 regardless 
the initial weight value. Table 6 gives the results when learning rate 0.1 and number 
of training cycles 500 are used with different input sequences.  

The final weights of presenting random input sequences to the SOM (column 2 of 
Table 6) are various while ones of presenting fixed input sequences and repeating the 
sequences for a number of times (column 3 and 4 of Table 6) are uniform. The 
sequence of the inputs also has an impact on the final weight, as we see in column 3 
and 4 of Table 6. The final weight favours the value of the last input presented to the 
SOM. In column 3 of Table 6 the final weights swing upward to 1 from 0.5 because 
the sequence of the inputs, which is repeated for a number of times, is 0 then 1, while 
in column 4 the final weights swing downward to 0 from 0.5 because the sequence of 
the inputs is 1 then 0. 

Table 6 (column 5-7) also shows the result when a decreasing learning rate, start 
with 0.3 and end with 0.0, is used instead of a fixed small learning rate, i.e. 0.1 in the 
previous example. By using the decreasing learning rate, the accuracy is improved 
that is the final weight values are closer to 0.5.  

From the result in Table 6, should it be also concluded that using a fixed input 
sequence and repeating the sequence for a number of times will give better, more 
accurate, result than using random input sequence? No, it should not. As we 
mentioned before that if we use fixed input sequence and repeating the sequence for a 
number of times, the result will swing toward the last inputs. In the trivial example 
above, the swing is not very strong since the inputs are only two numbers and 
balanced. In the experiments using more than 5,000 inputs in Section 4, we see that 
using a random input sequence can produce better result than a fixed input sequence 
and repeating the sequence for a number of times, as seen in Table 7. 

4   Experiments on Clustering More Than 5000 Documents  

Up to this point we have identified parameter arrangements of the SOM that can lead 
to production of good maps. They are: training cycles at least 500 times the number of 
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the map nodes, any initial weight values, neighbourhood radius starts from about half 
of the map diameter and ends with 0, and decreasing learning rate towards 0. But, we 
cannot make the parameter values to be chosen automatically because we still do not 
know the following: what is best start value of the learning rate? and should we use a 
fixed input sequence or a random input sequence? For this reason, we train the SOM 
for several times with different parameter arrangements that we have known can lead 
to production of good maps and choose the best among the results based on their 
topographic errors and quantisation errors. 

Table 7 shows the results of clustering more than 5,000 documents represented by 
255 keywords (255 dimensions in input data) on the 2-dimensional SOM size 16 by 
16. The neighbourhood radius starts with 8, half of the map diameter and ends with 0. 
The learning rate value starts with 0.2, 0.3 and 0.4. The input sequences are fixed and 
random. From the results in Table 7, we choose to use the result of training run #4 
since we consider the order is more important than the accuracy of the map in our 
application. The map is used for browsing to explore the organisation of the 
documents and to retrieve the desired documents. 

Table 6. Results of varying input sequences 

With fixed learning rate, i.e. 0.1 
With decreasing learning rate,  
start with 0.3 and end with 0.0   

Final weight when input sequence is Final weight when input sequence is 
Initial 
weight 

Random 0 then 1 1 then 0 Random 0 then 1 1 then 0 
0.24608 0.59095 0.52632 0.47368 0.52412 0.50008 0.49992 
0.53563 0.41359 0.52632 0.47368 0.47309 0.50008 0.49992 
0.79391 0.64353 0.52632 0.47368 0.52413 0.50008 0.49992 

Table 7. Meaasurement results of clustering more than 5000 documents 

Training run no. Learning rate start value Et Eq 
Fixed sequence of inputs 
1. 0.2 0.20314 0.00024 
2. 0.3  0.30078 0.00024 
3. 0.4 0.32644 0.00024 
Random Sequence of Inputs 
4. 0.2 0.17088 0.00025 
5. 0.3 0.18603 0.00022 
6. 0.4 0.25303 0.00022 

5   Conclusion 

In this paper, the quality of the maps produced by the SOM is measured in respect to 
their accuracy and order. Accuracy describes how accurate the inputs are represented 
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on the output while the order describes how well the relationship among the input 
data is preserved on the output. The quantisation error is used to measure the accuracy 
of the map and topographic error is used to measure the order of the map. These two 
measures, the topographic error and the quantisation error, are then used to find 
suitable parameters to train the SOM and to choose the best map among available 
maps from several numbers of training simulations. 

We found the following arrangements are suitable to train the SOM to produce 
good maps. The neighbourhood can start with a value near to half the map diameter 
and end with 0. Using a decreasing learning rate can produce better results than using 
a fixed one. The learning rate can start with a value near to unity and end with a value 
near to 0. The range of initial weights has no impact on the quality of the map but  
the values of the initial weights do. And, as the input sequence also contributes to the 
quality of the map, the simulation of training the SOM for a number of times with the 
parameter arrangement as discussed above is necessary. The simulation serves not 
only to find the best map among available maps but also to avoid selecting poor maps. 
The good maps can be differentiated from the poor ones by looking at the significant 
difference in their topographic error and quantisation error values. 
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Abstract. In this paper, we describe KES, a system that integrates
text categorisation and information extraction in order to extract key
elements of information from particular types of documents, with these
informational elements being presented in such a way as to provide a
concise summary of the input document. We describe the overall archi-
tecture of the system and its components, with a particular focus on the
problems involved in handling the names of companies and individuals
in this domain.

1 Introduction

Information Extraction (ie [1–3]) is concerned with the process of identifying a
pre-specified set of key data elements from a free-text data source, and is widely
recognised as one of the more successful spin-off technologies to come from the
field of natural language processing. During the 1990s, the darpa-funded Mes-
sage Understanding Conferences resulted in a number of systems that could
extract from texts, with reasonable results, specific information about complex
events such as terrorist incidents or corporate takeovers. These information ex-
traction tasks are manageable because, in each case, some other process has
determined that the document being analysed falls within the target domain,
and the key information to be extracted is typically only a very small subset
of the total content of the document. A major component task in information
extraction is named entity recognition [4], whereby entities such as people,
organizations and geographic locations are identified and tracked in texts; other
processing can then take the results of the named entity recognition process to
build higher order data structures, effectively determining who did what to who,
when and where.

In this paper, we describe KES, an experiment in information extraction
where we first use text categorisation to determine the type of document being
processed; given the document’s type, we can make hypotheses about the kinds
of informational elements that can be extracted from that document. After ex-
tracting these key elements, we can then produce concise summaries of the input

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 438–449, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



KES: Extracting Information from Company Announcements 439

documents, thus saving the user the need to read the source documents in order
to determine the central information they contain.

The KES project operates in the domain of financial information. In partic-
ular, we have been working with a data set from the Australian Stock Exchange
(ASX). This data set consists of a large set of company announcements: these
are documents provided by companies to the ASX, who subsequently make them
available to users via the web. Many of these documents are required for regula-
tory purposes, and these regulations impose some requirements on the content
of documents. The ASX categorises the documents into a large number of differ-
ent types, including categories like ‘change in shareholding’, ‘notice of intended
takeover’, ‘statement of director’s interests’, and so on. Our goal is to take this
data set (and similar data sets) and to add value to the documents by making
use of language technologies.

In Section 2, we describe the characteristics of our particular problem sce-
nario. Section 3 lays out our approach to solving this problem, and Section 4
elaborates on our approach to the handling of potentially unknown names of or-
ganisations and individuals. We conclude by summarising the results produced
by our system so far, and pointing to further work in the area.

2 Background

2.1 The Problem

The corpus we are working with is the Signal G document set, a collection of cor-
porate announcements made available by the Australian Stock Exchange (ASX)
via their web site. These documents are provided to the ASX by companies in
order to adhere to regulatory requirements; in various circumstances, companies
are required to provide appropriate documents detailing, for example, changes
in shareholding, or intentions to make takeover bids, and the ASX then makes
this information available via their web site.1

The number of documents involved here is vast: over 100000 documents are
submitted to the ASX each year and made available via the web site. This makes
it difficult for a user to easily obtain and track information of interest: although
the ASX web site permits searching by the stock exchange codes of the companies
involved, this still provides only a very limited means of filtering the data.

In order to ease this difficulty, we set out to build a system which could extract
key elements of information from this document collection: by deriving this set of
structured data from the relatively unstructured data, we would be in a position
to facilitate both the indexing and browsing of the documents by allowing a
more structured search of their contents and a number of other services. For
example, when a company is in the process of taking over another company,
it is required to issue frequent updates that report on the relevant changes in

1 See www.asx.com.au. As of mid-2004, the ASX put in place constraints on the use
of data gathered from their web site; the experiments reported here pre-date the
imposition of those constraints.
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shareholding; by extracting this information from the source documents, we can
track such events across multiple documents. We can also identify and track
individuals across documents, so we can easily provide information about the
involvement of particular individuals across a range of companies. With the
additional structure added to the documents using IE, we can, for example,
provide a messaging service that sends alerts (i.e., emails or SMS messages)
based on specific triggers, or even generate speech summaries of important events
which can be sent automatically.

2.2 The Corpus

Our corpus consists of a set of 136,630 documents from the year 2000. The ASX
categorises the documents it receives into a large set of categories: there are 19
basic report types, subdivided into 176 subtypes. The 19 basic report types are
shown in Table 1, with a breakdown showing how many documents from our
sample fall into each category.

For our experiment, we focussed on the sub-types of report type 002, as shown
in Table 2.

We focussed on this category of reports for three reasons:
– First, the category represents a significant proportion (18.5%) of the docu-

ments in our corpus.
– Second, our categorisation technology, as discussed below in Section 3.1,

worked very well on these categories.

Table 1. The 19 basic report types in the Signal G Data

Category Number
01 Takeover Announcement 4616
02 Security Holder Details 25372
03 Periodic Reports 24323
04 Quarterly Activities Report 6617
05 Quarterly Cash Flow Report 383
06 Issued Capital 21785
07 Asset Acquisition Disposal 3832
08 Notice of Meeting 7381
09 Stock Exchange Announcement 2900
10 Dividend Announcement 1037
11 Progress Report 9169
12 Company Administration 7183
13 Notice of Call (Contributing Shares) 11
14 Other 10481
15 Chairman’s Address 1657
16 Letter to Sharareholders 1999
17 ASX Query 1377
18 Warrants 5682
19 Commitments Test Entity Quarterly Reports 825

Total 136630
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Table 2. The subtypes of report type 002

Type Security Holder Details # Docs
02/001 Becoming a substantial holder 3763
02/002 Change in substantial holding 8249
02/003 Ceasing to be a substantial holder 1717
02/004 Beneficial ownership - Part 6C.2 5
02/005 Takeover update - Section 689 Notice 2314
02/006 Security holder details - Other 546
02/007 Section 205G Notice - Directors Interests 8778
Total 25372

Document date: Fri 20 Jun 2003 Published: Fri 20 Jun 2003 14:37:46
Document No: 298709 Document part: A
Market Flag: N
Classification: Change in substantial holding
SYDNEY AQUARIUM LIMITED 2003-06-20 ASX-SIGNAL-G

HOMEX - Sydney

+++++++++++++++++++++++++
Commonwealth Bank of Australia decreased its relevant interest in
Sydney Aquarium Limited on 17/06/2003, from 3,970,481 ordinary shares
(18.49%) to 3,763,203 ordinary shares (17.29%).

Fig. 1. A simple document of type 02/002

– Third, the documents in this category are relatively predictable in terms of
their content, and often quite short.

Figure 1 shows an example of the text contained in a document of type
02/002. This is a very simple example, as are most in this category; by way of
contrast, Figure 2 shows a more complex document that reports a change in
shareholdings.

In the current ASX web site, accessing this information requires considerable
effort on the part of the user. First, they must search the document set by
entering the ASX code of the company they are interested in; this results in a
list of documents individuated by their titles, with hyperlinks to the PDF and
text versions of these documents. It then takes two more clicks to access the text
that makes up the document, as shown in Figures 1 and 2; and then, of course,
the user has to read through the document to find the information of interest.

2.3 Our Goals

Our goals, then, were to develop techniques for finding the key elements of
information in the documents in our corpus. The identification of key elements is
essentially an information extraction problem. The idea is that, for certain kinds
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Document date: Fri 27 Jun 2003 Published: Fri 27 Jun 2003 08:55:58
Document No: 205676 Document part: A
Market Flag: N
Classification: Security holder details - Other , Asset Acquisition
TOLL HOLDINGS LIMITED 2003-06-27 ASX-SIGNAL-G

HOMEX - Melbourne

+++++++++++++++++++++++++
This is to advise that Toll Group (NZ) Limited has today announced to
the New Zealand Stock Exchange that its holding in Tranz Rail
Holdings Limited has increased by an additional 20,800,000 common
shares at NZ Dollars $0.94 per share. This represents a further
consideration of NZ Dollars $19,552,000. These additional shares now
increase Toll Group (NZ) Limited’s holding in Tranz Rail Holdings
Limited to a total of 42,034,153 common shares, representing a 19.99%
shareholding in Tranz Rail.

B McInerney
COMPANY SECRETARY

Fig. 2. A more complex document of type 02/002

of documents, we can determine ahead of time specific items of information that
those documents contain. In the case of a change of shareholding, for examples,
the key elements of information would be the name of the shareholding company,
the number of shares it now holds, the company the shares are held in, and the
date of the change.

Information that has been extracted from a document can be used in a variety
of ways; for example, it can be used to populate a database, and the database
might then be searched or analysed in various ways. The focus we have taken so
far in KES is that we can add value to documents by producing short summaries
of what those documents contain, and we generate those summaries using the key
elements we have extracted. By finding the key information and then presenting
it in a summarised form, we make it much easier for a user to find information.

3 Our Approach

Our system consists of three processes:

Text Categorisation: We use a text categoriser, trained on human-annotated
documents from the Signal G corpus, to determine the report type of each
document.

Information Extraction: Given the document’s type, we then apply a collec-
tion of information extraction routines that are adapted to the specific document
types; these locate the key elements of information that are relevant for that doc-
ument type.
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Information Rendering: Once extracted, this information can then be re-
presented to users in a variety of forms.

Each of these processes is described in more detail below.

3.1 Text Categorisation

Our text categoriser is described elsewhere [5, 6], and so we will restrict ourselves
here to some comments relevant to the present discussion.

The categoriser is trained on the human-categorised data set, and the results
for a test set of 7620 documents are shown in Table 3.

Table 3. Categoriser performance on Report Type 02

Category # Docs Precision Recall F1

02/001 1109 0.975 0.951 0.963
02/002 2457 0.96 0.957 0.958
02/003 517 0.959 0.972 0.966
02/004 0 0 1 0
02/005 702 0.971 0.984 0.978
02/006 184 0.260 0.586 0.361
02/007 2651 0.986 0.952 0.968

As can be seen from the table, the categoriser works well on all the subtypes
of category 02 except for 02/004 (Beneficial ownership), for which there were
no documents in our set, and 02/006 (Security holder details–Other), which is
effectively a ‘miscellaneous’ category. It should also be noted that these results
are produced by comparing the categoriser’s assignment of report types to that of
the human annotators; some preliminary analysis, however, has determined that
the human annotators make mistakes, and so it is possible that our categoriser
is performing better than these numbers suggest.

3.2 Information Extraction

Information extraction is now a well-developed body of techniques that has been
applied in a wide range of contexts. In each case, the general strategy is to
construct a template that specifies the elements of information that need to be
extracted from documents of a given type, and then to build shallow-processing
natural language tools that extract these elements of information. These tools
often use simple finite state parsing mechanisms: at the lowest level, the named
entities—references to people, places and organisations—will be identified, along
with dates, currency amounts and other numerical expressions; then, higher-
level finite state machines may identify sentential or clausal structures within
which these lower level elements participate. In many cases, the events of interest
require the aggregation of information across multiple sentences.

Our information extraction techniques follow this pattern. The templates for
two report subtypes are shown in Figures 3 and 4.
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Field Contents
AcquiringParty a Company or Individual named entity
AcquiredParty a Company named entity
DateOfTransaction the date of transaction
NumberOfShares the number of shares owned as a result of the transaction
PercentageOfShares the percentage of shares owned as a result in the transaction
ShareType one of {ordinary, voting, . . . }

Fig. 3. Extraction template for 02/001, Becoming a Substantial Shareholder

Field Contents
Director the name of the director
Company the Company in which the director has an interest
PreviousNotificationDate the date of previous notification of interest
InterestChangeDate the date of change of interest
CurrentNotificationDate the date of current notification
Holding a structure consisting of HoldingCompany, Num-

berOfShares, and ShareType

Fig. 4. Extraction template for 02/007, Section 205G Notice—Director’s Interests

Documents of report type 02/001 are quite predictable, and in many cases
the required data is found by pattern of the following type:2

$Party became $shareholdertype in $Company on $Date with
$interest of $sharespec

Here, $Party and $Company are complex patterns used to identify persons and
companies; $shareholdertype, $interest and $sharespec are patterns that
match the variety of ways in which information about the nature of
the shareholding can be expressed; this is typically distributed over a
number of nominal elements separated by prepositions, so we use this fact in
anchoring the pattern matching. Table 4 shows the results for a sample
document.

A number of report types exhibit similar simplicity; others, however, are more
complex, with the information we need to find much more dispersed around
the document. In the case of report subtype 02/007, for example, the infor-
mation is often presented in the form of a table; however, since this table is
rendered in plain ASCII text, we need to parse the table to identify the re-
quired information. A number of researchers have worked on this particular
problem: see, for example, [7, 8]. Our techniques for doing this are still being
refined, as demonstrated by the significantly poorer extraction performance on
this category: Figure 5 shows results for a random test sample of 20 documents

2 This is a simplified representation of a rule in our system.
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Table 4. Extraction results for a document of type 02/001

Element Contents
DocumentCategory 02001
AcquiringPartyASX TCN
AcquiringParty TCNZ Australia Investments Pty Ltd
AcquiredPartyASX AAP
AcquiredParty AAPT Limited
DateOfTransaction 4/07/1999
NumberOfShares 243,756,813
ShareType ordinary shares
PercentageOfShares 79.90%

Category # slots Found R True +ves P False +ves f-score
02001 119 119 1.000 118 0.992 1 0.996
02002 189 188 0.995 188 1.000 1 0.997
02003 60 57 0.950 56 0.982 1 0.966
02005 117 101 0.863 100 0.990 1 0.922
02007 129 69 0.535 68 0.986 1 0.693
Total 614 534 0.870 530 0.993 0.927

Fig. 5. Success rates in extracting key elements

of each of the five 02 subtypes, demonstrating that we do significantly worse
on this category.3 In general, however, the accuracy is high, largely because of
the predictability of the documents. The major problems we face are in han-
dling variety and complexity in proper names, a point we return to below in
Section 4.

3.3 Information Rendering

Once we have extracted the information, we need to present it to the user in
a maximally useful way. We are experimenting with a number of ideas here,
including voice synthesis of short sentences that contain the key elements; on
the web, we have implemented a mechanism that pops up a box showing the key
data fields whenever the mouse is scrolled over the title of the document, thus
avoiding the need for several mouse clicks to see what the document contains.
The same information could be presented in tabular form to allow sorting or
comparison by specific fields and values.

3 The ‘# slots’ column indicates the total number of extractable slot fills available
in the sample selected; ‘Found’ indicates the number of slots extracted; ‘R’ and ‘P’
provide the recall and precision figures respectively. The f-score shown is calculated
as 2PR/(P+R).
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4 Issues in Handling Named Entities

In our domain, we have so far focussed on documents whose structure is relatively
well-behaved, so that we achieve high accuracy in extracting the key elements.
However, making sense of some of these key elements proves to be a little harder;
in particular, the variety of forms of proper names that we find introduces some
difficulties into the task. This is particularly the case since we want to resolve,
where possible, company names to stock exchange codes, so simply identifying
that we have a named entity is not enough; we need to be able to work out what
that named entity is.

In this section, we describe some of the problems we face in handling proper
names, and outline the solutions we have developed so far.

4.1 Variations in Proper Names

Variations in proper names fall into two broad categories: legitimate variations
and misspellings.

Legitimate Variations. Legitimate variations cover cases where multiple names
are used for the same entity. In the case of companies, for example, both Broken
Hill Proprietary Limited and BHP Ltd refer to the same organisation. In KES,
we attempt to resolve company names to their ASX codes, and so determining
that these two terms refer to the same entity is important. Currently, we achieve
this by using a small number of heuristics in conjunction with a large manually
constructed table of known company names that maps these to their stock codes.
One heuristic, for example, looks for substring matches on the ‘content-bearing’
elements of names, ignoring corporate designators like Limited on the basis that
these are frequently omitted. There are other heuristics that might be used: in
the example just cited, we might employ a mechanism that, on finding an all-
caps string like BHP in the text, looks for names whose element begin with the
letters that make up the abbreviation; however, some initial experiments suggest
that this is not very robust.

Legitimate variations are also common in person names: so, for example, A
Smith, Mr Smith, Alexander Smith and Alex Smith might all refer to the same
person. Clearly, the confidence with which identity of reference can be claimed
for any two of these strings varies, with the third and fourth being closest, and
any assumed co-reference with the second being the riskiest. The problem here,
however, is much worse than with company names, since it is not uncommon to
find different people sharing exactly the same name.

Misspellings. Misspelled names are rife in our corpus, in large part because
of the way in which the document set is constructed: documents are received
from companies by fax, and these faxes are scanned, OCRed and then manually
edited.4 Quite apart from spelling errors that might be present in the source

4 As of mid-2003, the ASX has required companies to provide documents as PDF files
rather than faxes, but a proportion of these are still produced by scanning.
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document, clearly each stage of this process has the chance of adding additional
errors. The list below provides a sample set of misspellings of Perpetual Trustees
Australia Limited found in our corpus:

Perpectual Trustees Australia Limited
Perpetual Trustee Australia Limited
Perpetual Trustee Company Limited
Perpetual Trustees Astralia Limited
Perpetual Trustees Australian Limited
Perpetual Trustes Australia Limited

Our heuristics currently accommodate a range of common misspellings, al-
though clearly there are other methods that might be explored. Integration of a
variation of Knuth’s Soundex algorithm would address one type of error, where
misspellings arise at source; a different approach would be required to handle
errors which are clearly introduced by the OCR process.

4.2 Conjunctions of Names

The analysis of conjunctions is a long-standing problem in parsing. The problem
is, quite simply, working out what the conjuncts are, given that in many cases
some information is assumed to be shared between both conjuncts. This problem
surfaces in our corpus in the form of examples like the following:5

1. Advent Investors Pty Limited; Enterprise Holdings Pty Limited; Leadenhall
Australia Limited; Koneke Pty Limited; Noble Investments Pty Limited;
Advent Accounting Pty Limited; Chi Investments Pty Limited

2. James Brenner Skinner, Janice Ivy Skinner, Topspeed Pty Limited, and GN,
AW, CM, SM, and SB Skinner

In case (1), we have a long, semi-colon separated list of company names. This
case is quite well behaved, with the punctuation effectively removing any prob-
lems in parsing. However, it is very common for more ambiguous conjunctions,
such as the comma and and, to be used in separating elements, as in example (2):
here, we need to determine that the first and separates complete names, whereas
the second and separates sets of initials, each of which must be paired-up with
the surname Skinner. Similar problems occur with proper names like Centaur
and Mining Exploration Limited, Investors Trust and Custodial Services, and
Graham Whelan and G Whelan Pty Limited: if these strings, or substrings con-
tained within them, appear in our table of company names, we will recognise
them appropriately; but there are many company names (for example, of over-
seas companies) which are not present in our database, and in such cases there
is no reliable way of determining whether we have one entity or two.

Currently, we have a prototype parser based around a Prolog Definite Clause
Grammar which returns all possible parses of conjunctions, applying heuristics

5 Each of these examples fills a single AcquiringParty slot in our extraction process,
and so has to be decomposed into its constitiuent elements.
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that govern the forms of person names and company names; the results are
then filtered these against the known names in the company database. In many
cases, however, this still produces more than one possible parse, and so further
heuristics are required in order to choose the best parse.

5 Conclusions and Further Work

We have described the components of a system which takes corporate announce-
ments, categorises these into a number of report types, and then uses information
extraction techniques to identify specific predefined elements of information in
each of these report types. The information so extracted can then be provided to
the user in a way that facilitates efficient searching or browsing of the document
set, or exported from the database in a variety of other formats.

Our initial prototype performs well for the subset of document types that we
have focussed upon, but there are a number of clear directions that we need to
pursue next:

1. Although our categoriser performs well, it could still be improved. We are
exploring how feedback from the information extraction mechanisms might
help the categoriser. For example, if we are unable to identify the information
elements for the report type that is ascribed by the categoriser, we can
try to extract the elements required for the other report types, and if this
is successful, provide this information back to the categoriser. The precise
details of how the categoriser can use this information to revise its subsequent
categorisation activity remain to be worked out.

2. Our information extraction techniques need to be extended to other report
types, and the performance on some of the existing report types needs im-
provement. The ways forward here are reasonably clear, with a need for more
sophisticated mechanisms that can take account of widely dispersed infor-
mation within a document. Our currently high values for extractions in the
simpler document types are obtained largely because the documents’ pre-
dictability means we can use quite tightly constrained patterns; as we relax
these patterns, the scope for error in what we extract increases, and multiple
possible values will be found for slots. We then need to develop techniques
for choosing amongst alternative solutions.

3. Our handling of the problems posed by variations in proper names and con-
junctions of proper names is still relatively limited.

For the last two of these extensions, we are exploring how the system can
learn from its previous experience. Some of the techniques required here are quite
simple: for example, if reliable data for most slot fills in a template means that
an unknown string must correspond to a variant of a particular company name,
then this hypothesis about the unknown name can be added to the database
so that it is available for the processing of subsequent documents. We are in
the process of exploring how best to integrate this kind of information into the
system’s data sources.
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Abstract. This paper describes the use of taxonomic hierarchies of concept-
classes (dependent class values) for knowledge discovery.  The approach allows 
evidence to accumulate for rules at different levels of generality and avoids the 
need for domain experts to predetermine which levels of concepts should be 
learned.  In particular, higher-level rules can be learned automatically when the 
data doesn’t support more specific learning, and higher level rules can be used 
to predict a particular case when the data is not detailed enough for a more 
specific rule.  The process introduces difficulties concerning how to 
heuristically select rules during the learning process, since accuracy alone is not 
adequate.  This paper explains the algorithm for using concept-class 
taxonomies, as well as techniques for incorporating granularity (together with 
accuracy) in the heuristic selection process.  Empirical results on three data sets 
are summarized to highlight the tradeoff between predictive accuracy and 
predictive granularity. 

1   Introduction 

The importance of guiding the discovery process with domain knowledge has long 
been recognized [12], but most existing data mining systems do not exploit explicitly 
represented background knowledge. Recently, taxonomic background knowledge of 
attributes and attribute value has received attention ([1], [2], [8]).  However, while it 
has been recognized ([9], [11], [12]) that there is often sufficient domain knowledge 
to generate hierarchies over the (dependent variable) concept-class values as well, in 
most classification learning research the concept-class variable is assumed to 
comprise a simple set of discrete values determined by a domain expert. Concept-
class, attribute and attribute-value taxonomies are structurally similar, but are 
distinguished by the role that they play in a particular learning situation as dependent 
or independent variables. 

The practice of leaving to domain experts or data analysts the task of selecting the 
appropriate levels of analysis [e.g., 8, 17] in situations involving large sets of concept-
class values that are inherently hierarchically structured is problematic. Human 
choosing of appropriate levels of concepts to learn is an inherently labor intensive 
task that is compounded by the fact that there is not, in general, one ideal 
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generalization level for a given problem.  The most useful level is a function not only 
of the desired conceptual outputs, but also of the data available to drive the learning 
process. The effects of data availability and the utility of concept class taxonomies are 
most evident when the data set is small and the concept class value set is relatively 
large. For instance, in the “bridges” domain, [16], if each type of bridge has only a 
few examples in a given data set it might be difficult to find sufficient evidence for all 
specific types of bridges, while there might be evidence for more general types 
(Figure 1).  Thus hierarchical classification learning is a two-fold process.  In addition 
to the search for a set of patterns that best describe a given concept, hierarchical 
classification involves a search over the concept-class taxonomy to find the concepts 
that represent the best tradeoffs concerning usefulness and degree of support in the 
given data set.  The approach described here provides for the simultaneous search for 
rules to predict concepts at all levels of a taxonomic hierarchy, while allowing the 
user to bias the system to varying degrees of specificity vs. accuracy. 

In this paper we describe HRL (Hierarchical Rule Learner), an extension to an 
existing rule-learning system, RL [14] that demonstrates the feasibility of learning 
within concept-class taxonomies. We describe why existing methods for evaluating 
classification models are not sufficient to evaluate hierarchical classification models, 
introduce the concept of prediction granularity of a model that needs to be considered 
along with predictive accuracy, and show how granularity can be incorporated in the 
learning process.  Empirical results on three data sets are summarized to highlight the 
tradeoffs between predictive accuracy and predictive granularity. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Bridge concept class taxonomy 

2   Hierarchical Rule Learning Using Concept Class Taxonomies 

The Hierarchical Rule Learning (HRL) algorithm discovers appropriate concepts 
within taxonomically structured (dependent) concept-class taxonomies. HRL is an 
extension of the BFMP learning technique [3], which in turn is a marker-passing 
based extension of the RL induction system, a descendent of the MetaDENDRAL 
system [6]. RL is a generate-and-test rule-learning algorithm that performs heuristic 
search in a space of simple IF-THEN rules containing conjunctions of features 
(attribute-value pairs).   

Figure 2(a) contains a simple database. The location and occupation  
fields  (attributes)  contain independent attribute values. The car field is the dependent  

BRIDGE TYPE = ANY 

Arch-T Simple Cont-t Cantilev 

Tied-A Not-Tied 

Truss Arch Suspense Wood 
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concept to be learned. In this case the concept values are binary (US made vs. 
imported). The task consists of learning a set of rules to reliably predict the dependent 
concept values, e.g., the set of people who own imported cars (i.e., Sam and Mary).  
Typical top-down inductive learners such as MetaDENDRAL-style learners [6], or 
decision-tree learners such as C4.5 [15] and CART [5], start with a null rule (which 
covers everything) and generate additional conjuncts to specialize it, such as Location 
= Pittsburgh, Occupation = Research etc. Each conjunct is matched against the data, 
and statistics are gathered. The statistics are fed to an evaluation function that decides 
which conjuncts should be further specialized on the next iteration. 

 

 

 
 
 
 

              Fig. 2(a). Cars database                                 Fig. 2(b). Cars database class values 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2(c). Network representation of the Cars database 

BFMP, [3] replaces the matching portion of RL and related algorithms by breadth-
first marker propagation, and the collection and counting of markers. In Figure 2(c), 
attribute values are represented by pointers into the space of values (with a different 
type of pointer for each type of attribute). BFMP places a class marker on each data 
item (e.g. Sam) and propagates these markers along attribute links to the value nodes. 
BFMP then checks the coverage of predicates by counting how many positive and 
negative markers accumulate on the corresponding value nodes, thereby replacing the 
matching step in the rule learners. In binary cases such as this, positive markers 
represent support for the utility of adding that node to specialize the rule  
under  consideration  and  negative markers represent negative evidence. E.g., the rule  

Name Location Occupation Car 

 Sam Pittsburgh Research Imported 

John Harrisburg Business US made 

Bob San Francisco Research US made 

Tim Pittsburgh Business US made 

 Mary Pittsburgh Research Imported 

Car 

Toyota 

Dodge 

Dodge 

Ford 

Honda 

+

+

John 

Bob 

Mary 

Tim 

Pittsburgh 

Harrisburg 

San Francisco 

Research 

Business 

Occupation 

Location 

Sam 

- 

- 

- 
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(Location = Pittsburgh  US made) receives two positive markers and one negative.  
Aronis and Provost [3] showed that rule learning using such marker propagation 
techniques increases performance over standard pattern matching approaches and is 
especially effective when dealing with datasets containing large attribute-value sets 
(with and without attribute-value taxonomies).   

HRL extends BFMP to learn appropriate concepts within taxonomically structured 
(dependent) concept-class value sets. Figure 2(b) shows an alternate dependent 
concept class (car) for the data set in Figure 2(a) containing individual values, which 
can be hierarchically ordered as in Figure 4. In such a non-binary learning task, 
individual markers, (e.g., T, D, F, and H respectively in this case) replace the binary 
+/-  markers, and the negative evidence for a given class at a particular node must be 
computed as the sum of the markers belonging to the compliment set of class markers.  

 

Fig. 3. Extended Car data set network with concept class taxonomy 

The left side of Figure 3 shows a network like that shown in Figure 2(c). The 
individual markers (T, D, F and H) are shown instead of the binary (+/-) markers of 
Figure 2(c), and the accumulation of those markers are shown for the 
occupation=research node. These markers are then passed to the class taxonomy 
shown on the right hand side of Figure 3., and passed up that hierarchy. Although the 
evidence so far is weak for any rule predicting a particular manufacturer based on 
occupation=research, it would appear that evidence is gathering for a rule that predicts  
country=Japan based on occupation=research. The concept class node “Japan” now 
represents the rule: (Occupation = Research)  (Car = Japan), and it has a “positive” 
coverage of 2. To calculate the negative coverage for this rule the concept class 
markers are propagated to the top-level root node “ANY”. The difference between the 
total of all markers gathered at “ANY” and those gathered at the class node “Japan” 
represents the “negative” coverage of the rule (Occupation = Research)  (Car = 
Japan).  Hence the final coverage statistics for this rule are as follows: Total Coverage 
= 3; Confidence = 2/3= 0.66 Positive coverage = 2, Negative coverage = 1. 
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HRL can produce multi-level rule sets (models) with rules predicting concept class 
categories at various levels in the taxonomies.  Such hierarchical classification models 
can make high-level, coarse-grained predictions when insufficient information is 
available to make precise low-level predictions. The individual rules themselves are 
useful since they capture structural relationships between the independent features 
and the dependent concept values at various levels in the concept class taxonomy. 
Unlike top down learning methods (e.g., [8]), HRL is inherently bottom up, 
discovering all rules for which there is sufficient support. 

3   Working with (Dependent) Concept Class Taxonomies 

Heuristics that guide the selection of “interesting” rules over hierarchical concept 
class value sets are fundamentally different from the heuristics needed to select rules 
with hierarchical attribute value sets.  In general, more general attribute values (e.g., 
location = Pennsylvania rather than location = Pittsburgh) are preferred in the case of 
attribute value hierarchies, (assuming they are predicting the same concept and have 
similar statistical evidence), since the coverage of the more general rule will be 
greater.  However, in the case of concept class hierarchies (i.e., a hierarchy used as a 
set of predicted or dependent variables), more specific values (e.g., Pittsburgh rather 
than Pennsylvania) will be preferred since the rules will be more informative1.  

The search heuristic of classification learning systems usually attempts to optimize 
to cover as many positive examples of a class while producing as few false positives 
as possible [7]. If a classifier needs to select nodes from a class hierarchy however, 
simple classification accuracy alone is not sufficient as can be seen by noting that the 
top level rule, (null  ANY, where ANY is the top-level concept in the taxonomy), 
has 100% coverage and accuracy, but no informative value. On the other hand, fine-
grained predictions at the lowest level in a taxonomy are informative but may not be 
easy to learn if there is insufficient data at that level. In general, more specific rules 
are more informative but less accurate. Hence the search for “interesting” rules 
essentially involves a tradeoff between maximizing accuracy and vs. seeking rules of 
maximum granularity (taxonomic specificity). 

3.1   Granularity Metrics 

In order to capture the intuitive preference for fine-grained (low-level) rules, a 
measure is needed of taxonomic depth or specificity (which we refer to as 
granularity). A granularity metric should be 1) proportional to the depth of the rule’s 
concept class in the concept class taxonomy, and 2) independent of the given rule’s 
coverage and accuracy (i.e. data-dependant coverage statistics). 

 

                                                           
1  Other factors may mitigate against these general rules however. Turney [18] pointed out that 

attribute values may have costs associated with them and a rule that predicts a more general 
concept may be preferred over a more specific one if the costs of obtaining the predictive 
attribute values are lower. Model complexity might also influence a user to prefer general 
rules, since a bias towards lower levels specific rules might generate too many rules. 
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Simple Granularity Metric: A simple approach would be to define the granularity 
score as the ratio of i, the number of links between the node and the root, and d, the 
maximum depth of the path along which the node exists. This provides an intuitive 
scoring scheme that satisfies the two conditions, but leads to inconsistencies in the 
general case of trees of varying depth. 

SimpleGranularity = i/d 

Absolute Granularity Metric: The “absolute granularity” of a node n is defined as: 

N

S(n)N
n)anularity(AbsoluteGr

−=  

where N is the total number of non-root nodes in the taxonomy and S(n) is the 
number of nodes subsumed under the node n.  This assigns a value of 0 to the root 
node and a value of 1 for all leaf nodes.  This is generally intuitive, however if 
different parts of a taxonomy vary in how well developed they are, one might not 
want to consider all leaves as equivalently specific.  Moreover, this metric is 
susceptible to changes in the taxonomy, and such changes, if they occur dynamically 
during a learning process, will invalidate the previously determined information based 
on the now-changed granularity score. 

Relative Granularity Metric: 

This measure is sensitive only to d, the depth of n from the root. The root is still 0 
while other nodes approach 1 as depth increases. This measure is also susceptible to 
changes in the taxonomy but only to changes above a node, since it does not involve 
the number of nodes subsumed under a particular node. On the assumption that 
taxonomies are more likely to grow dynamically from the leaves or lower conceptual 
nodes, this measure will less frequently be affected mid-process than would be the 
absolute granularity metric. 

3.2   Rule Quality Measure 

Symbolic rule learning systems typically use accuracy (also known as confidence) of 
individual rules as a selection criterion to pick “interesting” rules. But as explained 
above, accuracy by itself is not sufficient when dealing with taxonomically structured 
concept class values.  In that case one must utilize a measure of rule granularity (Rg) 
as well as a measure of rule accuracy (RAcc ). Although one could simply sum these, a 
weighted linear combination is more desirable, since it allows users to select an 
appropriate weighting scheme that suits their preferences: 

LQ(R,w) = w(RAcc ) + (1-w)(Rg) 

This allows users to explore the models (rule sets) produced by the system under 
varying emphases on predictive granularity vs. predictive accuracy. 
 
 

)
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3.3   Model Evaluation 

Just as classification accuracy alone is insufficient to guide the rule selection process 
during learning within taxonomic classes, it is also insufficient for evaluation of the 
performance of a generated model (rule set). A lower-level, more specific rule is more 
informative at a given level of accuracy than is a more general rule. Instead of giving 
equal weight to all correct predictions, a weighted value proportional to the depth of 
the predicted class node along the path between the root node and the actual class 
value node can be used to formulate a quality score for evaluating the classification 
performance: 

HierarchicalWeighted Accuracy = 100 xΣc(i/d)/N 

where for each prediction: c = correctness, i = the level of the predicted class in the 
class taxonomy, and d = the total depth of the tree path on which the predicted class 
is, and N = total number of predictions made by the classifier. For example consider a 
test set in the cars database, (Figure 4) with 10 instances, all of which having the same 
concept class value, Ford.  

 

Fig. 4. Cars database taxonomy 

If the model predicted all 10 cases as FORD, then its quality value would be: 100 x 
(10 x 1) / 10 = 100%.  If all 10 were predicted to be TOYOTA the quality value 
would be 0. But if 5 of the 10 predictions were US and 5 were Ford, then the accuracy 
of the model is: (100 x ((5 x 0.5) + (5 x 1))) / 10 = 75%. In this example, each 
prediction of type Ford received a value of 1 and each prediction of type US received 
a value of 0.5, since the node US is halfway between the node FORD and the root 
node in the concept class taxonomy. Such differential weighting schemes proportional 
to the depth of the class node capture the notion that there is some information loss 
when a “correct” higher-level coarse-grained prediction is made. However this 
approach fails to distinguish between misclassification errors among sibling class 
nodes vs. error between more distant nodes or the differential costs of different 
misclassifications, a subject for future work.   

4   Empirical Study 

We conducted an empirical study to demonstrate the tradeoffs between predictive 
accuracy and predictive granularity. Three real world data sets, the Soybean data set, 
the Pittsburgh Bridges data set, and the Imports data set obtained from the UCI-Irvine 

Toyota Honda Ford Dodge 

Japan US

ANY
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ML data repository [4], were used. The data sets were chosen based on the following 
criteria: large number of concept-classes, and available taxonomic grouping over the 
set of concept-classes.   

In the Soybean domain data set there are 683 instances. The task is to diagnose 
soybean diseases. There are 19 classes and 35 discrete features describing leaf 
properties and various abnormalities. The set of 19 classes have been grouped into a 
two-level concept-class taxonomy as shown in Figure 5. 

 

Fig. 5. Soybean concept-class taxonomy 

In the Pittsburgh Bridges data set [16], each bridge is described using seven 
specification properties (e.g., the river and location of the bridge), and five design 
properties (e.g., the material used). There are 108 instances in this data set. In this 
study the learning task was to predict the type of bridge, given the seven specification 
properties. There are eight types of bridges: wood, suspense, tied-a, not-tied, cantilev, 
cont-t, simple and arch. The Bridges data set’s eight concept-class values can be 
grouped into a two level taxonomy as shown in Figure 1. 

The Imports data set [4] consists of 15 continuous, 1 integer and 10 nominal-
valued attributes. For this study, the following attributes were used to predict the 
“make” of the car: symboling, fuel-type, aspiration, num-of-doors, body-style, drive-
wheels, engine-location, engine-type, num-of-cylinders, and fuel-system. The data set 
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contains 114 unique instances. The 22 possible concept-class values (i.e., the make of 
the car) were grouped into a two-level hierarchy (Figure 6). 

To highlight the tradeoffs between predictive accuracy and predictive granularity 
of the resulting hierarchical classification models, a series of experiments were 
conducted using the weighted linear quality metric (Section 3.2) to guide the HRL 
system. The weight w, ranging from 0 to 1, can be used to vary emphasis on either the 
rule confidence, RAcc, or the rule granularity Rg. (Higher w-scores bias the system 
toward higher predictive accuracy; lower w-scores bias the system towards higher 
predictive granularity.) 

 

Fig. 6. Imports data set taxonomy 

To explore the utility of the various proposed granularity metrics, sets of 
experiments were conducted using each of the three granularity metrics (Section 3.1).  
The results obtained with the three granularity metrics at different settings of w in the 
three domains are summarized in Table 1. The table shows the predictive accuracy 
and the predictive granularity of the models (rule sets) generated (Section 3.3). The 
model granularity is the sum of the granularity of all rules in the model. For 
comparison, the simple-granularity metric was used to compute the predictive 
granularity of all final models. The results for soybean data using the simple 
granularity metric are plotted (Figure 7) to highlight the tradeoffs between granularity 
and accuracy scores. 

Results obtained from the HRL experiment with w-score = 1 can be considered as 
experiments using the “flattened” concept-class value set, using all concept classes in 
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the concept-class taxonomy, but ignoring the structural relationships. As expected, the 
experiment with w-score of 1 resulted in models with highest accuracy but lowest 
granularity values, because the learning system was biased to ignore the semantic 
information implicit in the structural relationships among class nodes in the concept-
class taxonomy. But when the w-score was decreased, forcing the learning system to 
consider the prediction granularity along with the prediction accuracy, a significant 
increase in the predictive granularity was observed (for all three sets of experiments 
using different granularity metrics) with a corresponding loss in accuracy. 

Table 1. Accuracy-Granularity scores for experiments using Int-HRL in Soybean, Bridges and 
Imports Domains, respectively 

 

SimpleGranularity AbsoluteGranularity RelativeGranularity  
w-score Accuracy Granularity Accuracy Granularity Accuracy Granularity 

1 63.96 52.84 66.54 50.00 63.36 50.00 

0.9 62.63 69.43 58.94 64.92 60.73 66.25 

0.8 57.40 64.18 53.92 65.81 59.60 62.58 

0.7 51.35 70.04 61.88 66.29 52.66 68.98 

0.6 45.13 86.76 53.41 69.94 54.04 66.55 

0.5 31.22 94.58 51.09 79.18 41.34 71.23 

0.4 30.18 100.00 38.27 86.46 37.53 84.57 

0.3 25.95 100.00 28.87 98.68 21.85 100.00 

0.2 26.32 100.00 21.81 100.00 26.07 100.00 

0.1 30.39 100.00 28.01 100.00 20.11 100.00 

 

SimpleGranularity AbsoluteGranularity RelativeGranularity  
w-score Accuracy Granularity Accuracy Granularity Accuracy Granularity 

1 82.64 58.78 82.70 58.04 84.03 59.44 

0.9 83.45 78.54 82.11 76.65 83.02 77.37 

0.8 83.88 80.37 80.36 79.66 82.52 79.83 

0.7 80.90 85.41 80.17 80.50 82.03 82.27 

0.6 79.62 90.71 79.92 86.44 76.26 80.22 

0.5 74.08 98.84 79.43 86.05 75.05 80.74 

0.4 69.60 100.00 76.69 86.48 72.42 83.87 

0.3 52.74 100.00 76.36 88.17 45.19 100.00 

0.2 49.15 100.00 50.94 100.00 39.35 100.00 

0.1 45.97 100.00 48.47 100.00 36.97 100.00 

SimpleGranularity AbsoluteGranularity RelativeGranularity  
w-score Accuracy Granularity Accuracy Granularity Accuracy Granularity 

1 72.02 57.05 69.96 57.47 66.80 59.36 

0.9 57.58 80.73 59.04 78.48 59.68 83.35 

0.8 60.52 85.82 57.55 86.09 58.33 80.24 

0.7 54.36 90.54 57.55 88.03 57.23 84.16 

0.6 55.85 95.30 58.44 91.34 53.77 86.62 

0.5 49.48 100.00 56.64 95.21 52.25 92.88 

0.4 51.37 100.00 52.75 99.16 50.89 94.68 

0.3 44.27 100.00 41.91 100.00 39.86 100.00 

0.2 41.36 100.00 40.35 100.00 39.27 100.00 

0.1 36.43 100.00 42.64 100.00 29.44 100.00 
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Fig. 7. Accuracy vs. Granularity scores for models generated using the Int-HRL system. Each 
data point is the average of 10 tests in a 10-fold cross validation experiment 

5   Discussion 

HRL demonstrates the ability to learn in a space of taxonomically structured 
(dependent) classes. It produces hierarchical classification models that can be used to 
classify new instances at differing levels of generality depending on the information 
available. The use of concept class hierarchies (as opposed to attribute and attribute-
value hierarchies) introduces new research issues concerning the heuristics used to 
estimate the quality of rules.  A tradeoff exists between rule accuracy and granularity 
(specificity) and measurement of the latter is somewhat ambiguous. We introduced 
three possible metrics for concept-class granularity, each with advantages and 
disadvantages but it is not yet clear if one is consistently superior to the others.  
Preliminary results highlight the tradeoffs between predictive granularity and 
predictive accuracy and indicate similar behavior for the three granularity metrics in 
each of the domains.  
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Abstract. One problem many Web users encounter is to keep track of
changes of distant Web sources. Push services, informing clients about
data changes, are frequently not provided by Web servers. Therefore it is
necessary to apply intelligent pull strategies, optimizing reload requests
by observation of data sources. In this article an adaptive pull strategy
is presented that optimizes reload requests with respect to the ’age’ of
data and lost data. The method is applicable if the remote change pattern
may approximately be described by a piecewise deterministic behavior
which is frequently the case if data sources are updated automatically.
Emphasis is laid on an autonomous estimation where only a minimal
number of parameters has to be provided manually.

1 Introduction

Access to the World-Wide Web is currently mainly achieved by keyword-based
search, e.g. through Web search engines, or by browsing, which denotes the pro-
cess of accessing Web objects by the use of hyperlinks. Both strategies assume
the Web to be a static information source that doesn’t change during a search.
However frequently the dynamics of the Web is the focus of the actual search. If
a user wants e.g. to keep track of news, stock prices or satellite images, ’static’
search strategies like browsing or query search are not suitable.
Basically there exist two strategies to acquire this knowledge, denoted as the
push and the pull strategy [13]. The push strategy implies that a data source
itself informs the client about the times of changes. An investigation concerning
the push model is presented in [16]. However a push service is difficult to real-
ize in a heterogenous information system as the World-Wide Web. In the pull
model it is necessary for a client to predict remote changes in order to initiate
reload operations. In order to predict changes it is first necessary to acquire in-
formation about a data source, i.e. to detect changes. Basically two strategies are
available for this purpose. One is to reload the data source periodically and to
compare previous and current data objects. A second strategy in order to detect
data changes is provided by the HTTP protocol [7]. Different strategies were de-
veloped to acquire optimal cache behavior based on http-headers [9], [19]. Since
according to [3] ’last-modified’-headers are only available in 65% of Web pages in
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this article we apply the first method in order to register page changes. The main
problem discussed in this article is to estimate and to predict change behavior
based on an observed history of changes acquired with the above method with a
certain precision. The goal is to find an optimal reload policy of remote sources
according to quality parameters like amount of lost data and age, that will be
introduced in detail in section 2. The reload policy has to minimize costs with
respect to network load and the number of Internet connections. This aspect is
especially important if a large number of remote data objects is considered.

1.1 Related Research

The problem of realizing continuous queries over data streams seems to be sim-
ilar to the described problem. However in this field the data stream is usually
assumed to be already available [2] while the focus in this article is to make the
data stream available, i.e. to optimize the data stream itself. Web prefetching is
an issue well known from the field of intelligent agents and network optimiza-
tion [4]. One method applied in this field is the use of Markov processes [8].
In contrast to this article the main concern is usually to predict different data
objects from recorded sequences of Web accesses, but not to optimize the times
of requests. The consideration of dynamical aspects of the World-Wide Web is a
main issue for the development of Web crawlers, Web archives and Web caches.
With respect to these applications, diverse statistical methods were presented in
order to optimize requests for remote data sources. In [1] an introduction into
search engine design and into the problems related to optimal page refresh is
given. In [6] aspects of optimal (Web-)robot scheduling are discussed from a the-
oretical point of view, modeling page change intervals by independent Poisson
processes. An empirical analysis of Web page dynamics with respect to statistical
properties of intervals between data changes is presented in [3]. One main result
is that the distribution of intervals between changes is similar to an exponential
distribution. In [20] the problem of minimizing the average level of ’staleness’
for web pages and the development of an optimal schedule for crawlers is ana-
lyzed based on the assumption of independent and identically distributed time
intervals. Assuming a Poisson process for intervals between update times, in [5]
an optimized reload frequency estimation is presented.

1.2 Contribution

Many data objects in the Web are updated according to a well defined pattern,
e.g. every working day, not at night and not at weekends. For similar update
patterns, the assumption of an independent and identical distribution of con-
secutive time intervals, which is applied in many statistical approaches, is not
suitable. In this article we present a reload policy which is optimized for similar
’quasi regular’ update patterns. In contrast to a previously presented algorithm
for the realization of continuous queries [15], [14] the presented reload policy
is adaptive and may register, if the remote change behavior changes and adapt
automatically. The estimation depends on specific initial values for the esti-
mation process. One focus in this article is to learn some of these parameters
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automatically in order to simplify the application of the algorithm for a user.
The sequence of time intervals between updates is piecewise approximated by a
special kind of a regular grammar we will denote as a cyclic regular grammar.
Regular grammar inference is a problem well-known from machine learning [10],
[12]. Many algorithms were presented to learn regular grammars from positive
and negative examples [17], [18]. The cyclic-regular case as defined in section
2 is simpler than the general regular inference problem and may be computed
efficiently. We will apply the grammar estimation for the development of a new
adaptive reload policy in order to optimize local copies of remote sources.

After a description of the applied model in section 2, in section 3 we propose
an algorithm for the grammar estimation and it is shown how this knowledge may
be applied to find optimal reload times. The estimation algorithm is illustrated
by an example in section 4. In section 5 we present experiments concerning the
application of the regular-grammar based reload policy to simulated and real
Web data and in section 6 a summary is given and further aspects are discussed.

2 The Model

Let ui ∈ R
+ denote the points in time at which the ith update of a Web data

object occurs, where 0 ≤ u1 ≤ u2 ≤ u3 ≤ u4 ≤ . . . un ≤ T ∈ R
+,n ∈ N.

The interval of time between the i − 1th and ith update will be denoted by
ti := ui − ui−1, i ∈ N. Let a1, a2, . . . am ∈ R

+ denote the points in time where
reload operations are executed, where 0 ≤ a1 ≤ a2 ≤ a3 . . . ≤ am ≤ T . For
t ∈ R

+ let Nu(t) denote the largest index of an element in the sequence u that
is smaller than t, i.e. Nu(t) := max{n|un ≤ t}. Let Au(t) ∈ R

+ denote the size
of the time interval since the last update, i.e. Au(t) := t−uNu(t). If t is the time
of a reload (t = ai for i ≤ m), we denote Au(t) as the age of ai. The age of a
local copy denotes how much time since the last remote data update has passed
and thus how long an old copy of the data was stored although a new version
should have been considered.1

Let Q := {tj |j ≤ n ∈ N} denote

r

n

n

r1
rn−1r

r1 r2
R1 R R2 n

R0

Fig. 1. Nondeterministic automaton
corresponding to the grammar
(r1r2 . . . rn)◦

the set of time intervals between up-
dates. We assign a symbol si, i ∈ N≤n

to every element of Q. We call the set
of symbols ∆ := {si|i ≤ n} the alpha-
bet of the sequence u.

Let S denote a starting symbol, let
r1, r2, . . . rn denote terminals and the
symbols R1,R2, . . . Rn non-terminals.
In the following we refer to a regular
grammar Γ corresponding to the non-deterministic finite automaton in figure 1
as a cyclic regular grammar. In figure 1, ’R0’ is a starting state which leads to

1 If a local copy is used as an information source for users, in the respective period of
time these users receive the old instead of the new data.
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any of n states R1, . . . ,Rn. After this, the list of symbols is accepted in a cyclic
way. Every state is an accepting state. To abbreviate this definition we will use
the notation: (r1r2...rn)◦ := Γ .

The first problem in the following is to describe a sequence of symbols s1, s2...
corresponding to time intervals by a cyclic regular grammar of minimal size. The
second problem is to predict further states of the automaton and to find optimal
reload times. Finding the optimum means that after each update of the remote
data source, the data should be reloaded as soon as possible, i.e. the sum of
ages sumage :=

∑m
i=1A

u(ai) has to be minimal. The number of reloads should
be as small as possible. No change of the data source should be unobserved.
The number of lost (unobserved) data objects will be denoted as �loss in the
following.

3 Algorithm for Adaptive Reload Optimization

3.1 Overview, Definitions

The presented algorithm for adaptive reload optimization consists mainly of four
components.

A first component is responsible for the estimation of time intervals be-
tween successive updates. For this purpose the data source is downloaded after
constant time periods. One main problem in this context is to find an adequate
time period between reload operations in order to capture all remote updates
as precisely as possible. In the subsequent section we present a method that is
based on the observation of changes in a number of consecutive intervals.

A second component of the algorithm determines a sequence of symbols.
A number of intervals corresponds to the same symbol. As a motivation for
this definition it may be assumed that in many cases in the Web remote update
operations are executed by daemon processes after certain time periods. However
due to a server and network delay, the time intervals that are actually registered
on the client side are slightly different. A symbol represents a cluster which
combines these similar intervals, providing a maximal and a minimal length
estimation for the interval. A symbol is a 3-tuple s = (i,max,min) consisting of
a unique identifier i and two length parameters s.max and s.min.

A third component of the algorithm is responsible for the estimation of a
grammar that represents the update behavior of a remote source. A hypothesis
H = (Γ, s) is a 2-tuple consisting of a cyclic-regular grammar Γ and the cur-
rent state s of the associated finite automaton, according to the enumeration of
states in figure 1. In every step of the algorithm after the detection of a symbol,
the default hypothesis is added to the set of hypotheses. Taking the sequence of
symbols registered by the system so far (ri1 , ri2 , . . . rip

), the default-hypothesis
is the cyclic regular grammar (ri1ri2 . . . rip)◦ with the corresponding automaton
being in the state ’1’ according the enumeration of states in figure 1. This au-
tomaton accepts the sequence of input symbols. The last symbol is accepted by a
transition from the last state to state ’1’. A prediction of a hypothesis which is not
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in the start state (R0) is the symbol, generated by a transition to the (unique)
state following the current state. A proceed operation applied to a hypothesis H
(H.proceed) which is not in the start state ’0’ converts the current state of H to
the subsequent state.

A fourth component is finally responsible for the application of the estima-
tion result to an optimal reload policy and for the decision when the estimation
becomes false and has to be updated.

3.2 Reload Interval Size and Interval Estimation

Figure 2 shows the basic idea of the interval estimation. The data source is
reloaded after constant time periods ai − ai−1 denoted as sampling interval
(sampsize) in the following. By detecting two remote changes (update 2 and
3 in figure 2a) in subsequent reload intervals ( interval [3,4] and [7,8]) we acquire
a maximal and a minimal estimation for the interval length (min and max in
figure 2a).

An obvious problem with

time
update
operations

request
operations

min

max

1                         2                        3                         4

  1      2      3     4     5      6     7     8      9

update
operations

request
operations   1                     2                    3         4          5   6   7  8      

1              2             3             4             5             6

time

b)

a)

Fig. 2. Determination of a maximal and a min-
imal estimate for an interval length

this estimation is that remote
changes taking place between
two successive reload operations
may not be recognized. There-
fore it is necessary to find an
optimal time interval between
successive requests, depending
on the remote update behavior.
One heuristical approach for
this problem is shown in figure
2b. The algorithm is initialized
with a reload interval which is

known to be too large. After each reload operation the algorithm stores the in-
formation whether a change has been detected in the previous interval or not in
a queue of size k. This queue contains information about changes being detected
by the previous k reload operations. If a new change is detected, the algorithm
tests if a previous change is contained in the queue. If this is the case, the reload
interval is divided by 2 and the algorithm proceeds. A further question is when
to stop with the interval size adjustment, i.e. when the interval size is suffi-
ciently small. One heuristics is to stop the size determination after detection of
m successive remote data changes without interval size adjustment.

The reload interval sampsize is sufficiently small if the time interval between
requests aj −aj−1 is small compared to the time between updates (sampsize�
mini ti). It is obvious that the approach above may not lead to optimal results if
the variance of update intervals is high. One possible improvement would be to
analyses the ’fine’ structure after the rough structure (i.e. the large gaps between
updates) is known.
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Symbol-Estimation( newInterval, symbols)

1 for each symbol s in symbols:
2 if newInterval similar to s

return s
3 define new symbol sn with parameters of newInterval

add sn to symbols
return sn

Fig. 3. Algorithm component for insertion of new symbols or assignment of new
intervals to previously registered symbols by incremental clustering according to
a similarity measure

3.3 Symbol Estimation by Incremental Clustering

The previous algorithm generates a sequence of interval estimations some of
which are similar. The next step is to cluster similar intervals which are assumed
to represent similar remote update intervals. The problem is to find an adequate
similarity measure for intervals and to apply it to the interval sequence in order
to find the set (and the sequence) of symbols. Figure 3 shows the algorithm com-
ponent Symbol-Estimation, responsible for the learning of new symbols or the
assigning of a new interval to a previously registered symbol by incremental clus-
tering of intervals [11]. It depends on the estimation parameters of a new interval
(newInterval) and the set of previously registered symbols (symbols). In step
1 and 2 for each symbol in the set of symbols it is tested if the new parameters
of newInterval are ’significantly different’. For this purpose the maximal and
minimal interval sizes are compared with respect to the sampling size.2 If this
is not true for one symbol, i.e. if the current symbol has already been detected,
the respective symbol is returned i.e. the set of symbols isn’t changed. If the new
interval-parameters are significantly different from all symbols defined so far, a
new symbol is inserted into the set symbols in step 3. The algorithm is executed
for each new detected interval. After the set of symbols has been determined it is
easy to assign the previously registered intervals to the symbols by comparison
and thereby to compute a sequence of symbols (denoted as symbolSequence)
from the interval sequence.

3.4 Grammar Estimation

Based on the sequence of symbols detected so far it is now possible to develop
hypotheses for the time-based grammar that generated the current symbol se-
quence. Figure 4 shows the algorithm which takes the sequence of symbols as
the input. For every position in the sequence, the whole sequence of symbols ob-

2 Different strategies are conceivable to compare the intervals; the applied method is
described in detail in [15].
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Grammar-Estimation( symbolSequence)

1 set hset = ∅
2 for i=1 to symbolSequence.length()
3 symbol s := symbolSequence.get(i)
4 add the default-hypothesis to hset
5 for each H ∈ hset\{default-hypothesis} do
6 if symbol not equal to prediction of H
7 delete H from hset
8 else
9 apply H.proceed

Fig. 4. Main algorithm component for the estimation of a cyclic regular grammar

served prior to this position is used to create the default-hypothesis (as defined
in section 3.1) in step 4 of the algorithm in figure 4. In steps 5 and 6 it is tested
for each hypothesis H in the set of hypotheses hset if the prediction of H corre-
sponds to the newly observed symbol. If not, the hypothesis is deleted from the
set of hypotheses (step 7). If the prediction is consistent with the observation,
the state of the hypothesis is increased in step 9.

3.5 Optimized Adaptive Reload Policy
In this section based on the previous estimation a reload policy is presented for
optimal data update that is adaptive and may register if the estimation doesn’t
represent the remote update pattern (figure 6). It is assumed that the alphabet
and the grammar have already been determined. We assume that the current
state of the automaton is already known. This state may simply be determined
by observing remote changes with a high reload frequency until the symbol se-
quence observed so far uniquely describes the current state of the automaton
(step 1, figure 6) as described in detail in [15]. In steps 2 to 16 a loop is executed
that determines at first the unique subsequent symbol according to the automa-
ton H in step 4. According to this symbol an optimal reload time is computed in
step 4. The choice of the optimal reload time is depicted in figure 5. The sub-
sequent reload time is chosen

time
update
operations

request
operations

1                         2                        3                         4

  1      2             3     4             5      6     7             8      9

forward

Fig. 5. Determination of an optimal forward
interval

such that it is supposed to oc-
cur before the next remote up-
date, it corresponds roughly to
the estimated minimal interval
length between two remote up-
dates (e.g. request 3 has to oc-
cur before update 2 in figure 5).
Thereby it may be assured that
the (symbol-)estimation is not
too large in step 8.

The system waits for the respective period of time in step 6, and reloads the
remote data. High frequency reload is applied until a change with respect to
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the current and the previous version of the reloaded data is detected (steps 9
to 14). After the change detection (step 14), the algorithm continues with the
prediction of the subsequent symbol in step 4.

One main aspect is how this algorithm may detect an error in the estimation
and thereby adapt to changes in the update behavior of the data source. For
this purpose the algorithm tests, if a currently predicted symbol corresponds to
the currently observed update times. E.g. in the interval between reload 2 and
3 in figure 5 no change of the remote source should occur. This is tested in step
8 of the reload-control algorithm. A second aspect is if the maximal estimated
interval length is correct. For this purpose the number of required reloads in the
fast forward loop (steps 9 to 14) is counted in step 11. If it is loo large (step
12), the interval estimation is obviously false. If the predicted interval doesn’t
correspond to the observed update-interval the algorithm terminates in step 8
or step 12.

Reload-Control (Input: estimated grammar ∼ H, sampsize)

1 find current state of the automaton
2 set forward := 0
3 do
4 find next symbol according to automaton H
5 compute optimal reload time t
6 wait until t
7 reload
8 confirm equality between old and new data
9 do
10 t := t + sampsize
11 forward + +
12 if forward > 3: stop algorithm
13 wait until t, reload
14 until change detected
15 forward := 0
16 until end of observation

Fig. 6. Algorithm to determine optimal reload times based on the grammar estimation
in section 3

4 Example

4.1 Grammar Estimation

In order to illustrate the Grammar-Estimation algorithm we assume that the
system registers a sequence of symbols ababcab. After detecting the symbol a,
the default hypothesis H1 := (a)◦ is inserted into the empty set hset (table 1)
in step 4 of the Grammar-Estimation component. This hypothesis is state ’1’.
In step 2 in table 1 the second detected symbol is b which is different to the
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Table 1. Computation steps of the Grammar-Estimation-algorithm for the sequence
ababc...

step input symbol reject hypothesis insert hypothesis hypotheses/state
1 a H1:=(a)◦ H1/state=1
2 b H1 H2:=(ab)◦ H2/state=1
3 a H3:=(aba)◦ H2/state=2

H3/state=1
4 b H3 H4:=(abab)◦ H2/state=1

H4/state=1
5 c H2,H4 H5:=(ababc)◦ H5/state=1
...

Fig. 7. Visualization of the adaptive reload optimization

prediction of H1 (H1.prectict = a). Therefore H1 is deleted from hset. Again,
the default hypothesis H2 := (ab)◦ is added to hset. In step 3 the symbol a is
detected. In this case the prediction of H2 is true. Therefore the state of H2 is
increased. The default hypothesis H3 := (aba)◦ is added to hset. This procedure
continues until in step 5 the symbol c is detected. In this step H2 and H4
have to be rejected and the default hypothesis H5 := (ababc)◦ is added. After
consideration of subsequent symbols this hypothesis turns out to be consistent
with the sequence ababcab and it also turns out to be the smallest one.

4.2 Application Example

Figure 7 shows an application of the complete algorithm. Impulses of length 5
in figure 7 denote times of remote updates. In this example at first the remote
update pattern is (ab)◦ and changes to (aab)◦ at time ∼500 sec (symbol a has
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a length of 10 seconds; symbol b has a length of 20 seconds). In the first phase
of the algorithm (time 1..100 sec) the sampling interval is determined according
to section 3.2. Impulses of length 2 denote reload requests. Impulses of length
4 denote detected changes. The detected changes in the interval from 70 to 160
seconds are used for the grammar estimation. Next, the state is determined
(impulses of length 1) and the optimized reload is applied (impulses if length 3).
At time 570 the algorithm detects an error in the estimation and starts again
with the sampling interval estimation.

5 Experiments

In this section we demonstrate the advantages of the adaptive regular reload
policy, in the following denoted as the regular method, to the policy based on
a constant reload frequency, denoted as the constant method.3 Optimization
refers to a specific definition of costs, which have to be minimized. For the cost
definition we consider the age of data (sumage) and the number of lost data
objects �loss as defined in section 2. The different quality parameters may eas-
ily be computed from the sequence of reload operations, which is known and
the sequence of remote updates, which is either known or has to be estimated
by high-frequency sampling. In the experiments we select the number of down-
loads of the constant-frequency method such that it is equal to the number of
downloads of the regular method. In these experiments the costs created by the
estimation process are ignored. These costs only occur once at the beginning of
the application. In this respect we consider the costs ’in the limit’ and assume
that changes in the update behavior that result in a re-estimation are sufficiently
rare and therefore don’t create significant costs. Figure 8 shows an experiment
with generated data which demonstrates the basic properties of the new reload
policy. In the experiment a grammar of two symbols (ab)◦ was considered with
a total length of one cycle of 50 seconds (length(a)+length(b)=50 sec). The dif-
ference of the two symbol lengths (|length(a) − length(b)|) is increased in the
experiment ( x-axis in figure 8). If e.g. the difference is zero the interval lengths
are identical (length(a)=25 and length(b)=25). Figure 8 a) shows that if the
interval length difference of the two symbols gets larger, the number of lost data
increases when the constant method is applied while it is zero for the regular
method. The reason is that the constant method has to consider a reload in-
terval smaller than the smallest update interval in order to capture all updates.
Since in this method the reload frequence is constant, this may lead to a large
number of (superfluous) reloads; otherwise, if the number of reloads is fix as in
the described experiment, the �loss value is likely to increase. Figure 8 b) shows
that the age of data (sumage) is significantly smaller if the regular method is
applied.

3 This method is currently applied by most Web crawlers, Web caches etc. as described
in section 1.1.
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(a) �lost for the regular method
and the constant method (dashed
line)

(b) sumage (in seconds) for the
regular method and the constant
method (dashed line)

Fig. 8. The quality parameters �loss and sumage for a cyclic grammar (ab)◦ for dif-
ferent interval differences |length(a) − length(b)|

Table 2. Comparison of reload policies for different Web pages. Page 1
(http://www.oanda.com) provides financial data. Page 2 (http://www.sec.noaa.gov/
rt plots/xray 5m.html) provides data related to space weather. The reduction of
agesum applying the regular method ranges from 50% to 90%

page loss sumage (seconds)
constant method 1 0 24143
regular method 1 0 12960

constant method 2 0 50331
regular method 2 0 6233

The previous result may also be shown for real Web pages. In the following
experiment a time interval of 5 days is defined. In this time interval the two
reload policies are executed and the original update times are determined by fast
sampling in order to compute the quality measure. The number of downloads
are equal for both systems, which requires that the update behavior has already
been determined in an offline step. Table 2 shows the result of a comparison
of the different reload policies for different Web pages. Page 1 has the URL
http://www.oanda.com. It provides information related to currency exchange.
Page 2 (http://www.sec.noaa.gov/rt plots/xray 5m.html) provides data related
to x-radiation from the sun. The results in table 2 show that values for lost
data and superfluous data are very similar if as in this example the number of
downloads is identical (the length of symbols is similar in this case in contrast
to the simulation experiment above). The age of data (sumage) may be reduced
from 50% up to about 80% for different pages.



Learning the Grammar of Distant Change in the World-Wide Web 473

6 Conclusion

The article presents an algorithm to estimate the parameters of the update
behavior of a distant source that may be approximated piecewise by a specific
kind of a regular grammar. The algorithm takes into account that the points
in time where data sources in the Web change may usually not be registered
exactly. The estimated grammar is used to determine optimal points in time for
data reloads with respect to a minimization of the age of data and the amount
of lost data. In the experiments it is shown that the age of data may be reduced
significantly using the adaptive regular reload policy compared to a constant-
frequency based method in the case that changes of the remote update behavior
are rare and the respective costs for a re-estimation may be ignored.

The basic idea concerning this research is to develop a personal information
system that makes the access to the dynamic properties of the Web for a user
as simple as possible. In the article some of the parameters needed for the es-
timation are determined automatically like the sampling size. However several
parameters still have to be provided by a user like the time needed for the sam-
pling size determination, the period of time needed for the grammar estimation,
the initial sampling size etc. If the presented results would be used for a per-
sonal information system it would still be inconvenient to actually use this tool
especially if a large number of data objects has to be considered.
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Abstract. Maximal frequent itemsets mining is one of the most fundamental 
problems in data mining. In this paper, we present CfpMfi, a new depth-first 
search algorithm based on CFP-tree for mining MFI. Based on the new data 
structure CFP-tree, which is a combination of FP-tree and MFI-tree, CfpMfi 
takes a variety pruning techniques and a novel item ordering policy to reduce 
the search space efficiently. Experimental comparison with previous work re-
veals that, on dense datasets, CfpMfi prunes the search space efficiently and is 
better than other MFI Mining algorithms on dense datasets, and uses less main 
memory than similar algorithm. 

1   Introduction 

Since the frequent itemsets mining problem (FIM) was first addressed [1], frequent 
itemsets mining in large database has become an important problem. And the number 
of frequent itemsets increases exponentially with the increasing of frequent itemsets’ 
length. So the large length of frequent itemset leads to no feasible of FI mining. Fur-
thermore, since frequent itemsets are upward closed, it is sufficient to discover only 
all maximal frequent itemsets. As a result, researchers now turn to find MFI (maximal 
frequent itemsets) [4,5,6,7,9,10,13]. A frequent itemset is called maximal if it has no 
frequent superset. Given a set of MFI, it is easy to analyze some interesting properties 
of the database, such as the longest pattern, the overlap of the MFI, etc. There are also 
applications where the MFI is adequate, for example, the combinatorial pattern dis-
covery in biological applications [3].  

This paper introduces a new algorithm for mining MFI. We use a novel combined 
FP-tree in the process of mining, where the right represents sub database containing 
all relevant frequency information, and the left stores information of discovered MFI 
that is useful for superset frequency pruning. Based on the combined FP-tree, our 
algorithm takes a novel item ordering policy, and integrates a variety of old and new 
prune strategies. It also uses a simple but fast superset checking method along with 
some other optimizations.  
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The organization of the paper is as follows: Section 2 describes the basic concepts 
and the pruning techniques for mining MFI. Section 3 gives the MFI mining algo-
rithm, CfpMfi, which does the MFI mining based on the combined FP-tree. In section 
4, we compare our algorithm with some previous ones. Finally, in section 5, we draw 
the conclusions. 

2   Preliminaries and Related Works 

This section will formally describe the MFI mining problem and the set enumeration 
tree that represents the search space. Also the related works will be introduced in this 
section. 

2.1   Problem Statement 

The problem of mining maximal frequent itemsets is formally stated by definitions 1-
4 and lemmas 1-2. 

Let I = {i1, i2,…, im}be a set of m distinct items. Let D denote a database of trans-
actions, where each transaction contains a set of items.  

Definition 1:(Itemset) 
A set X I is called an itemset. An itemset with k items is called a k-itemset. 

Definition 2:(Itemset’s Support) 
The support of an itemset X, denoted as (X), is defined as the number of transactions 
in which X occurs as a subset. 

Definition 3:(Frequent Itemset) 
For a given D, Let  be the threshold minimum support value specified by user. If 
(X)  , itemset X is called a frequent itemset. 

Definition 4:(Maximal Frequent Itemset) 
If (X)   and for any Y X, we have (Y)< , then X is called a maximal frequent 
itemset.  

According to definitions 3-4, the following lemmas hold. 

Lemma 1: A proper subset of any frequent itemset is not a maximal frequent itemset. 

Lemma 2: A subset of any frequent itemset is a frequent itemset, a superset of any 
infrequent itemset is not a frequent itemset. 

Given a transactional database D, supposed I is an itemset of it, then any combina-
tion of the items in I would be frequent and all these combinations compose the 
search space, which can be represented by a set enumeration tree [5]. The root of the 
tree represents the empty itemset, and the nodes at level k contain all of the k-
itemsets. The itemset associated with each node, n, will be referred as the node’s head 
(n). A complete set enumeration tree of {a,b,c,d,e,f} in given order of a,b,c,d,e is 
shown in figure 1. 
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The possible extensions of the itemset is denoted as ctail(n), which is a set of 
items after the last item of head(n). The frequent extensions denoted as ftail(n) is a set 
of items that can be appended to head(n) to build the longer frequent itemsets. In 
depth-first traversal of the tree, ftail(n) contains just the frequent extensions of n. The 
itemset associated with each children node of node n is set up by appending one of 
ftail(n) to head (n). If a children node of n is formed by appending item i to head(n), 
the children node is called a child of n at i.  

 

Fig. 1. A Complete Set Enumeration tree of {a,b,c,d,e,f} 

The process of mining is a searching process of the enumeration tree, and it is im-
portant to prune the tree efficiently while searching. According to the lemmas 1-2, we 
introduce theorem 1-3 on pruning. 

Theorem 1:(Subset Infrequency Pruning) 
If head(n) {i} is infrequent(i ctail(n)), the node that is the child of n at i can be 
pruned from the enumeration tree. 

Theorem 2:(Superset Frequency Pruning) 
If head(n) ftail(n) is frequent, all the children nodes of n can be pruned from the 
enumeration tree, and so do all the offspring nodes of n. 

Superset frequency pruning is also called looksahead pruning in MaxMiner. Here 
we called it looksahead pruning with frequent extensions. If head(n) ctail(n) is 
frequent, there is a looksahead pruning with candidate extensions. 

Theorem 3:(PEP) 
If (head(n) {i})= (head(n)), the node that is the child of n at i can be pruned from 
the enumeration tree.  

Proof: As each transaction contains head(n) will  also contain item i, we can say that  
any frequent itemset Z containing head(n) but not i, has the frequent superset Z {i}, 
and i can be moved from ftail(n) to head(n). PEP (Parent Equivalence Pruning) can 
also be seen as that the children node of n at i is been composed into n and does not 
need to been searched any more. 
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2.2   Related Work 

Based on the set enumeration tree, we can describe the most recent approaches to 
MFI mining problem. 

The MaxMiner [5] employs a breadth-first traversal policy for the searching. To 
reduce the search space, it introduced a new pruning technique named as lookaheads 
pruning. To increase the effectiveness of lookaheads pruning, MaxMiner dynamically 
reorders the children nodes, which was used in most of the MFI algorithms after that 
[4,6,7,9,10].  

Mafia [7] is a depth-first algorithm. It uses a vector bitmap representation as in 
[6], where the count of an itemset is based on the column in the bitmap. All the three 
pruning methods mentioned in section 2.1 are used in Mafia.  

Both MaxMiner and Mafia mine a superset of the MFIs, and require a post-
pruning to eliminate non-maximal frequent itemsets. GenMax [9] integrates the prun-
ing with mining to finds the exact MFIs by using two strategies. First, just like that 
transaction database is projected on current node, the discovered MFI set can also be 
projected on the node and thus yields fast superset checking; Second, GenMax uses 
Diffset propagation to do fast support computation.  

AFOPT [3] uses a data structure called AFOPT tree in which items are ascending 
frequency ordered to store the transactions in conditional databases with top-town 
tree traversal strategy. It employs MFI projection generated by pseudo projection 
technique to test whether a frequent itemset is a subset of one of the discovered 
MFIs.FPMax* is an extension of the FP-growth method, for MFIs mining only. It 
uses a FP-tree to store the transaction projection of the original database for each 
node in the tree. In order to test whether a frequent itemset is the subset of any dis-
covered MFI in lookaheads pruning, another tree structure, named MFI-tree, is util-
ized to keep the track of all discovered MFI, which makes effective superset check-
ing. FPMax* uses an array for each node to store the counts of all 2-itemsets that is a 
subset of the frequent extensions itemset, this makes the algorithm scan each FP-tree 
only once for each recursive call emanating from it. The experiment results in 
FIMI’03 [10] shows that FPMax* has the best performance then for almost all the 
tested database. FIMfi [13] is also an algorithm base on FP-tree and MFI-tree, and it 
employs a new item ordering policy and a new method to do superset checking to 
improve performance. 

3   Mining Maximal Frequent Itemsets by CfpMfi 

In this section, we discuss algorithm CfpMfi in details. 

3.1   Combined FP-Tree 

For each node to be searched in the enumeration tree, CfpMfi builds a CFP-tree 
(combined FP-tree) that is a combination of FP-tree and MFI-tree. The right of the 
CFP-tree is a FP-tree that stores all relevant frequency information in database and 
the left of the CFP-tree is a MFI-tree which is used to keep the track of discovered 
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MFIs for current node. And in the left of the CFP-tree, there is not the field level for 
each node as in MFI-tree of FPMax*. There is also a header for each CFP-tree, and 
each head entry of CFP-tree has five fields: item-name, right-node-link, left-node-link, 
maximal-level and maximal-type. Fields maximal-level and maximal-type are used for 
subset testing and what they record is defined by definition 5. For an item i in header, 
we can define the maximal subset of i in CFP-tree as follows. 

Definition 5: (i’s Maximal Subset in CFP-Tree) 
Let S1 be the itemset represented by the maximal conditional pattern base of i in the 
left of CFP-tree, for all the conditional pattern bases of i in which the last item’s count 
is more than the threshold  in the right of the CFP-tree, and let S2 be the itemset rep-
resented by the maximal base. If | S2|>| S1|, S2 is called the right maximal subset of i in 
CFP-tree, otherwise S1 is called the left maximal subset of i in CFP-tree.  

The field maximal-level at each header entry represents the items’ number in S1 or 
S2, and the field maximal-type records the type of the maximal subset of the item in 
CFP-tree. Figure 2 shows an example of CFP-tree of root when considering extending 
to the child node {e} of root. In the header of the tree, the “T” means the correspond-
ing item that has one left maximal subset, and the “F” means the corresponding item 
has one right maximal subset. 

 

Fig. 2. Example of CFP-tree 

According to definition 5, the theorem is given as follows. 

Theorem 4:  
For a node n, let i be the last item in head(n) and S be its maximal subset in n’s CFP-
tree, then head(n) S is frequent. Furthermore, if S is the right maximal subset of i in 
the CFP-tree, head(n) S is a new maximal frequent itemset. 

The building process of the CFP-tree of node n in search space is as follows: (1) 
The header is built after having found all the items that is frequent after combined 
with head(n). (2) The right part of the CFP-tree associated with the parent node of n 
is scanned once, the items that do not occur in the header are removed from each 
conditional pattern base, then the base is inserted into the right of current CFP-tree 
after being reordered according the order of the header, the extra work needed to be 
done in the insertion is that the two maximal fields in header entries of the items in 
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the base will be updated after the insertion. (3) Building of the left of CFP-tree is 
similar to the building of the right in the second step. The first step and the second 
step are described in procedure 1, and the third step is shown in procedure 2. Figure 
3(a) gives the examples of the building of CFP-tree. 

Procedure 1: RightBuild 
Input    :  n : current node  
                 i :  the item needed to be extended currently 
                 fretail: the frequent extensions itemset for the child of n at i 

pepset: a null itemset to store PEP items 
Output :  the new CFP-tree with initialized header and left  

(1) Sort the items in fretail in the increasing order of support  
(2) pepset = {i | (head(n) {i}) = (head(n)) and i is a frequent extension of  

head(n)} 
(3) Build a head entry for each item in fretail but not in pepset for the new CFP-tree       
(4) For each itemset s according to a conditional pattern base of i in the right of 

n.cfptree 
(5)       Delete the items in s but not in  fretail  
(6)       Sort the remaining items in s according to the order of fretail 
(7)       Insert the sorted itemset into the right of the new CFP-tree 
(8) Return the new CFP-tree 

Procedure 2: LeftBuild 
Input    :  n : current node  
                  i :  the item needed to be extended currently 
                  n’: the child of n at i 
Output:  the CFP-tree with the left initialized 

(1) For each itemset s according to a conditional pattern base of i in the left of 
n.cfptree 

(2)       Delete the items in s but not in n’.cfptree.header 
(3)       Sort the remaining items in s according to the order of n’.cfptree.header 
(4) Insert the sorted itemsets into the left of n’.cfptree 
(5) Return n’.cfptree 

 

Fig. 3. Examples of constructing CFP-tree 

If a new MFI is found, it is used to update the CFP-trees’ left of each node within 
the path from root to current node in search space tree. For example, after considering 
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the node {f}, {f,d,c,a}-{f} is inserted to the left of CFP-trees of root, and after consid-
ering the node {d}, {d,b}-{d} is inserted to the left of CFP-trees of root, the left of 
root’s CFP-tree is null when it is initialized, after the two insertion, the CFP-tree is 
shown as in Figure 2. 

3.2   CfpMfi 

The pseudo-code of CfpMfi is shown in Figure 6. In each call procedure, each newly 
found MFI maybe be used in superset checking for ancestor nodes of the current 
node, so we use a global parameter called cfpTreeArray to access the Cfp-trees of 
ancestor nodes. And when the top call (CfpMfi(root, )) is over, all the MFIs to be 
mined are stored in the left of root’s Cfp-tree in the search space tree. 

Lines (4), (9) and (20) are the simple superset checking that will be described in 
detail in section 3.3. When x is the end item of the header, there is no need to do the 
checking, for the checking has already been done by the procedure calling current one 
in line (9) and/or line (20). Lines from (7) to (8) use the optimization array technique 
introduced in section 3.5. The PEP technique is used by call procedure rightbuild in 
line (18). Lines (5)-(6) and lines (21)-(24) are two lookaheads prunings with candi-
date extensions. The lookaheads pruning with frequent extensions is done in lines 
from (14) to (20). When the condition in lines (11), (15) and (22) is true, all the chil-
dren nodes of n’ are pruned and ftail(n’) or ctail(n’) need not to be inserted into  the 
left of n.CFP-tree any more. The novel item ordering policy will be introduced in 
section 3.4 and is used in procedure 1 in line (1). Line (18) builds the header and the 
right of n’.CFP-tree. The return statements in line (5), (6), (12), (16) and (23) mean 
that all the children nodes after n’ of n are pruned there. And the continue statements 
in line (13), (17) and (24) tell us that node n’ will be pruned, then we can go to con-
sider the next child of n. The left of n’.CFP-tree is built by call procedure leftbuild in 
line (25). After the constructing of the whole n’.CFP-tree and the updating of 
cfpTreeArray, CfpMfi will be called recursively with the new node n’ and the new 
cfpTreeArray. 

Note CfpMfi doesn’t employ single path trimming used in FPMax* and AFOPT. 
If, by having constructed the right of n’.CFP-tree, we find out that the right of 
n’.CFP-tree has a single path, the superset checking in line (20) will return true, there 
will be a lookaheads pruning instead of a single path trimming. 

Procedure: CfpMfi  
Input:  

n: a node in search space tree ; 
cfpTreeArray: CFp-trees of all ancestor nodes of n in the path of search space tree 
from root to n. 

( 1)For each item x from end to beginning in header of n.CFP-tree  
( 2)  h'=h {x}                                                         //h' identifies n' 
( 3)  if x is not the end item of the header 
( 4)      if | ctail(n') | == n.CFP-tree.header.x.maximal-level             
( 5)          if  n.CFP-tree.header.x.maximal-type == “T”                              return 
( 6)          else insert h'  ctail(n') into cfpTreeArray                               return 
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( 7)  if  n.array is null    count ftail(n') using the n.array 
( 8)  else                         count ftail(n') by a scan of the right of n.CFP_tree 
( 9)  if | ftail(n') | == n.CFP-tree.header.x.maximal-level             
(10)     if  n.CFP-tree.header.x.maximal-type == “T” 
(11)     if the number of items before x in the n.CFP-tree.header is | ftail(n')| 
(12)           return 
(13)        else   continue   
(14)     insert h'  ftail(n') into cfpTreeArray  
(15)   if the number of items before x in the n.CFP-tree.header is | ftail(n')|             
(16)             return  
(17)     else  insert ftail(n') into n.CFP-tree                                           continue 
(18)  pepset = ; n'.CFP-tree = rightbuild(n,x, ftail(n'),pepset)  
(19)  h' = h'  pepset 
(20)  if | n'.header | == n'.CFP-tree.header.lastitem.maximal-level 
(21)    insert h'  ftail(n') into cfpTreeArray 
(22)     if the number of items before x in the n.CFP-tree.header is | ftail(n')|   
(23)          return  
(24)    else    insert ftail(n') into n.CFP-tree                                         continue 
(25)  n'.CFP-tree = leftbuild(n, n',x) 
(26)  cfpTreeArray = cfpTreeArray  {n.CFP-tree}                          
(27)  call CfpMfi(n' , cfpTreeArray) 

3.3   Implementation of Superset Checking  

According to Theorem 2, if head(n)  ftail(n) or head(n)  ctail(n) is frequent, there 
will be a lookaheads pruning, There are two existing methods for determining 
whether the itemset head(n) ftail(n) or head(n)  ctail(n) is frequent. The first one 
is to count the support of head(n) ftail(n) directly, and this method is normally used 
in an bread-first algorithms such as in MaxMiner. The second one is to check whether 
a superset of head(n) ftail(n) has already been in the discovered MFIs, which is 
used by the depth-first MFI algorithms commonly [4,7,9,10]. When implementing the 
superset checking, GenMax uses LMFI to store all the relevant MFIs, and the map-
ping item by item for ftail(n) in the LMFI is needed; In MFI-tree, FPMax* needs only 
map ftail(n) item by item in all conditional pattern bases of head(n). The simple but 
fast superset checking for head(n) ctail(n) or head(n) ftail(n) is firstly introduced 
in [13]. In CfpMfi, the implementation of superset checking is based on the theorems 
as follows: 

Theorem 5: Let n' be the child of n at i, if the size of i’s maximal subset in CFP-tree 
of n is equal to the size of ftail(n') or ctail(n'), then head(n') ftail(n') or  
head(n')  ctail(n') is frequent. 

Proof: Let S be i’s maximal subset in CFP-tree of n. (1): If S is in the left of the CFP-
tree, head(n')  S is an subset of some discovered MFIs, then head(n) S is fre-
quent; According to theorem 4, when S is in the right of the CFP-tree, head(n) S is 
frequent too. (2): According to the definition of frq_tail and ctail, we have ftail(n') = 
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{x| x is a item that is bigger than i in header of n’ CFP-tree and head(n')  {x} is 
frquent} and ftail(n')  ctail(n'), then S ftail(n')  ctail(n'). According to (1) and 
(2), when the assumption in theorem 5 is right, S = ftail(n') or S = ctail(n') can be 
hold. Hence, we obtain the theorem. 

According to theorem 5, in Cfp-tree, the field maximal-level of each header entry 
records the size of the maximal subset, so the superset checking becomes very simple 
and only needs to check the field with the size of ftail(n') or ctail(n'). Note that super-
set checking is a frequent operation in the process of mining MFIs. It is because that 
each new MFI needs to be checked before being added into the discovered MFIs. 
Then the implementation of superset checking can improve the performance of loo-
kaheads pruning efficiently. Furthermore, when the superset checking returns true 
and the maximal subset is in the right of CFP-tree, it is no need to construct the CFP-
trees of n' and n'’ offspring nodes, there is a lookaheads pruning, but the itemset 
head(n')  ftail(n') or head(n')  ctail(n') is a new MFI, and, as described in proce-
dure 3 in lines (6),(14),(17),(21) and (24), it is used to update the relevant CFP-trees. 

3.4   Item Ordering Policy 

Item ordering policy appears firstly in [5], and is used by almost all the following 
MFI algorithms for it can increase the effectiveness of superset frequency pruning. In 
general, this type of item ordering policy works better in lookaheads by scanning the 
database to count the support of head(n) ftail(n) in breath-first algorithms, such as 
in MaxMiner. All the recently proposed depth-first algorithms do the superset check-
ing instead to implement the lookaheads pruning, for the counting support of 
head(n) ftail(n) costs high in depth-first policy.  

FIMfi tries to find a maximal subset of ftail(n), then let the subset in ftail(n) ahead 
when ordering to gain maximal pruning at a node in question. In CfpMfi, the maxi-
mal subset S in definition 5 is the exact subset, and it can be used for this purpose 
without any extra cost. For example, when considering the node n identified by {e}, 
we know ftail (n)={a,c,b}, S={a,c}, then the sorted items in ftail(n) is in sequence of 
a,c,b, the CFP-tree will be constructed as in figure 2(b),  the old decreasing order of 
supports is b,a,c, the CFP-tree will be constructed as in figure 2(a). In the old order 
policy, the CFP-trees for nodes {e}, {e,a}, and {e,c} will have to be build, but 
CFpMfi with the new order policy only need to build FP-trees for nodes {e} and 
{e,b}. Furthermore, for the items in ftail(n)-S, we also sort them in the decreasing 
order of sup(head(n) {x}) (x ftail(n)-S). 

4   Experimental Evaluations 

In the first Workshop on Frequent Itemset Mining Implementations (FIMI'03) [11], 
which took place at ICDM’03, there are several algorithms presented recently, which 
are good for mining MFI, such as FPMax*, AFOPT, Mafia and etc, and FIMfi is a 
newly presented algorithm in ER 2004 [14], we now present the performance com-
parisons between CfpMfi and them. All the experiments are conducted on 2.4 GHZ 
Pentium IV with 1024 MB of DDR memory running Microsoft Windows 2000 Pro-
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fessional. The codes of other three algorithms were downloaded from [12] and all 
codes of the four algorithms were complied using Microsoft Visual C++ 6.0. Due to 
the lack of space, only the results for four real dense datasets are shown here. The 
datasets we used are also selected from all the 11 real datasets of FIMI’03[12], they 
are chess, Connect, Mushroom and Pumsb_star, and their data characteristics can be 
found in [11]. 

4.1   The Pruning Performance of CfpMfi  

CfpMfi adopts the new item ordering policy, along with the PEP and lookaheads 
pruning with frequent extensions and candidate extensions, to prune the search space 
tree. Since FPMax* is nearly the best MFI mining algorithm in FIMI’03 and employs 
FP-tree and MFI-tree structures similar to CFP-tree, we select FPMax* as a bench-
mark algorithm to test the performance of CfpMfi in pruning. The comparison of the 
number of CFP-tree’ rights built by CfpMfi and FP-trees created by FPMax* is 
shown in figure 4, in which the number of CFP-tree’s rights in CfpMfi is less half of 
that of FP-trees in FPMax* on all the four dense datasets at all supports. And figure 5 
reveals the comparison of the number of CFP-tree’ lefts built by CfpMfi and MFI-
trees created by FPMax*. And in figure 5, the number of CFP-tree’s lefts in CfpMfi is 
about 30% -70% of that of MFI-trees in FPMax* on all the four dense datasets at all 
supports. Hence, it is not difficult to conclude from the two figures that by using the 
new item ordering policy and the pruning techniques, CfpMfi makes the pruning 
more efficient. 

 

Fig. 4. Comparison of FP-trees’ Number 

4.2   Performance Comparisons 

Figure 6 gives the results of comparison among the five algorithms on the selected 
dense datasets. For all supports on dense datasets Connect, Mushroom and 
Pumsb_star, CfpMfi has the best performance. CfpMfi runs around 40% -60% faster 
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than FPMax* on all of the dense datasets. AFOPT is the slowest algorithm on Chess, 
Mushroom and Pumsb_star and runs 2 to 10 times  worse than  CfpMfi  on  all  of  the  

 

Fig. 5. Comparison of MFI-trees’ Number 

datasets across all supports. Mafia is the slowest algorithm on Connect, it runs 2 to 5 
times slower than CfpMfi on Mushroom and Connect across all supports. On 
Pumsb_star, Mafia is outperformed by CfpMfi for all the supports though it outperforms 
FPMax* at lower supports, and on chess CfpMfi outperforms Mafia for the supports no 
less than 30% but Mafia outperforms FPMax* for the supports no less than 50%. 
CfpMfi outperforms FIMfi slightly until the lower supports where they cross over. In 
fact, with the lowest supports 10%, 2.5%, 0.025% and 1% for Chess, Connect, Mush-
room and Pumsb_star, CfpMfi is %3, %25, %15 and 30% better than FIMfi  
respectively. 

 

Fig. 6. Performance of Total Time 
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4.3   Maximal Main Memory Usage Comparisons 

Figure 7 gives the results of maximal main memory used by the five algorithms on 
the selected dense datasets. From the figure, we can see that CfpMfi uses main 
memory more than FPMax* but less than FIMfi. The figure reveals that by using 
the compact data structure, CFP-tree, CfpMfi saves more main memory than FIMfi 
does. 
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Fig. 7. Performance of Maximal Main Memory Usage 

5   Conclusions 

We presented CfpMfi, an algorithm for finding maximal frequent itemsets. Our ex-
perimental result demonstrates that, on dense datasets, FpMfi is more optimized for 
mining MFI and outperforms FPMax* by 40% averagely, and for lower supports it is 
about 10% better than FIMfi. The pruning performance and running time perform-
ance comparisons verify the efficiency of the novel ordering policy and the new 
method for superset checking that presented in [13], and the study of maximal main 
memory used indicates the compactness of CFP-tree structure. Thus it can be con-
cluded that the new tree data structure, CFP-tree, along with the new ordering policy 
and some pruning techniques are well integrated into CfiMfi.  
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Abstract. This paper presents empirical results for several versions of
the multinomial naive Bayes classifier on four text categorization prob-
lems, and a way of improving it using locally weighted learning. More
specifically, it compares standard multinomial naive Bayes to the recently
proposed transformed weight-normalized complement naive Bayes clas-
sifier (TWCNB) [1], and shows that some of the modifications included
in TWCNB may not be necessary to achieve optimum performance on
some datasets. However, it does show that TFIDF conversion and doc-
ument length normalization are important. It also shows that support
vector machines can, in fact, sometimes very significantly outperform
both methods. Finally, it shows how the performance of multinomial
naive Bayes can be improved using locally weighted learning. However,
the overall conclusion of our paper is that support vector machines are
still the method of choice if the aim is to maximize accuracy.

1 Introduction

Automatic text classification or text categorization, a subtopic in machine learn-
ing, is becoming increasingly important with the ever-growing amount of textual
information stored in electronic form. It is a supervised learning technique, in
which every new document is classified by assigning one or more class labels
from a fixed set of pre-defined classes. For this purpose a learning algorithm is
employed that is trained with correctly labeled training documents. The doc-
uments are generally represented using a “bag-of-words” approach, where the
order of the words is ignored and the individual words present in the document
constitute its features. The features present in all the documents make up the
feature space. Since the number of words can be very large, the resulting learn-
ing problems are generally characterized by the very high dimensionality of the
feature space, with thousands of features. Hence the learning algorithm must be
able to cope with such high-dimensional problems, both in terms of classification
performance and computational speed.

Naive Bayes is a learning algorithm that is frequently employed to tackle
text classification problems. It is computationally very efficient and easy to im-
plement. There are two event models that are commonly used: the multivari-

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 488–499, 2004.
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ate Bernoulli event model and the multinomial event model. The multinomial
event model—frequently referred to as multinomial naive Bayes or MNB for
short—generally outperforms the multivariate one [2], and has also been found
to compare favorably with more specialized event models [3]. However, it is
still inferior to the state-of-the-art support vector machine classifiers in terms
of classification accuracy when applied to text categorization problems [4–7,
1]. However, recently a new algorithm has been proposed, called “transformed
weight-normalized complement naive Bayes” (TWCNB), that is easy to imple-
ment, has good running time and is claimed to be nearly as accurate as support
vector machines [1]. TWCNB is a modified version of MNB that is derived by
applying a series of transformations relating to data and MNB itself.

In this paperwe revisit the transformation steps leading fromMNBtoTWCNB.
We show that using TFIDF scores instead of raw word frequencies indeed improves
the performance of MNB, and that the same holds for document length normaliza-
tion. However, our results also show that, depending on the particular text catego-
rization dataset, it may not be necessary to perform the other transformation steps
implemented in TWCNB in order to achieve optimum performance. Finally, we
show how multinomial naive Bayes can be improved using locally weighted learn-
ing.

The paper is structured as follows. In Section 2 we describe our experimental
setup. This includes the datasets we have used, how and what kind of features
we extracted from them, and the transformations we apply to those features. We
also describe the MNB and TWCNB classifiers. In Section 3 we present empiri-
cal results comparing standard MNB to TWCNB and support vector machines.
Then, in Section 4, we show how MNB can be improved by transforming the
input, and compare it again to the other learning algorithms. We also present
results for locally weighted learning applied in conjunction with MNB. We sum-
marize our findings in Section 5.

2 Experimental Setup

In this section we describe the datasets we used in our experiments and how we
generated features from them. We also discuss the MNB and TWCNB learning
algorithms.

2.1 Datasets

For our experiments we have used the 20 newsgroups, industry sector, WebKB,
and Reuters-21578 datasets, which are frequently used in the text classification
literature. The first three of these are single-label datasets whereas the Reuters-
21578 is a multi-label dataset (i.e. with multiple class labels per document).

In the 20 newsgroups data the task is to classify newsgroup messages into one
of 20 different categories. The version of the 20 newsgroups data that we have
used in our experiments is the one that is referred to as 20news-18828 (avail-
able from http://people.csail.mit.edu/people/jrennie/20Newsgroups/).
It has all the fields removed from the news messages’ header apart from the
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“from:” and “subject:” fields. All the cross-posted duplicate documents have
also been removed, resulting in only 18,828 documents compared with 19,997 in
the original 20 newsgroups data.

The industry sector data contains a collection of corporate WWW pages,
divided into categories based on the type of company. There are 105 classes and
9,637 documents.

The WebKB data also has a collection of WWW pages and is available from
http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/.
The WWW pages are from four computer science departments and split into
several categories. Like [2] we used only four of the seven classes in the original
data: “student”, “faculty”, “course”, and “project”, resulting in 4199 documents.

The Reuters-21578 data is a collection of newswire articles available from
http://kdd.ics.uci.edu/. We followed the same approach as [1], using the
“ModApte” split into training and test data and removing all classes with no
test or training document. This left us with 7770 training and 3019 test docu-
ments in 90 classes. Note that a single newswire article may pertain to several
categories (i.e. this is a multi-label problem). The standard approach to tack-
ling this problem is to build a binary classifier for each category and that is the
method we employed.

2.2 Feature Generation

In the bag-of-words approach each document is represented as a set of words
and the number of times each word occurs in the document. In other words,
each document has the words as its attributes or features and each attribute
can take on an integer value counting the number of times the particular word
occurs in the document. The set of words (also called “dictionary”) is generated
from all the documents present in a dataset. For a particular dataset, we first
determine its dictionary by reading all the documents present in it. Then, for
each document, we record the number of times each of the words in the dictionary
occurs in it including those that did not occur by giving them a value zero. Note
that we treated the Reuters-21578 dataset differently than the other datasets in
that we determined the dictionary only from the training documents. We formed
words by considering only contiguous alphabetic sequences. We also ignored
words that were in our list of stopwords for all the datasets apart from WebKB.

For many of the experimental results presented in this paper we converted
the word counts of a document using the TFIDF transformation before apply-
ing the learning algorithms. The TFIDF transformation takes the original word
frequency f and transforms it [1]. Assuming that df is the number of documents
containing the word under consideration, and D the total number documents,
then the transformed attribute value becomes:

TFIDF (word) = log(f + 1)× log(
D

df
).

We also considered normalizing the resulting word vectors to have the same
length [1]. We evaluated two options: normalizing to length one and normalizing
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to the average vector length observed in the dataset. We found that performance
can sometimes improve substantially using the latter approach. For conciseness,
we shall refer to these conversions as TFIDF and together with normalization
as TFIDFN.

2.3 Multinomial Naive Bayes

Let us now discuss how multinomial naive Bayes computes class probabilities for
a given document. Let the set of classes be denoted by C. Let N be the size of
our vocabulary. Then MNB assigns a test document ti to the class that has the
highest probability Pr(c|ti), which, using Bayes’ rule, is given by:

Pr(c|ti) =
Pr(c)Pr(ti|c)

Pr(ti)
, c ∈ C (1)

The class prior Pr(c) can be estimated by dividing the number of documents
belonging to class c by the total number of documents. Pr(ti|c) is the probability
of obtaining a document like ti in class c and is calculated as:

Pr(ti|c) = (
∑

n

fni)!
∏
n

Pr(wn|c)fni

fni!
, (2)

where fni is the count of word n in our test document ti and Pr(wn|c) the
probability of word n given class c. The latter probability is estimated from the
training documents as:

P̂r(wn|c) =
1 + Fnc

N +
∑N

x=1 Fxc

, (3)

where Fxc is the count of word x in all the training documents belonging to class
c, and the Laplace estimator is used to prime each word’s count with one to avoid
the zero-frequency problem [2]. The normalization factor Pr(ti) in Equation 1
can be computed using

Pr(ti) =
|C|∑
k=1

Pr(k)Pr(ti|k). (4)

Note that that the computationally expensive terms (
∑

n fni)! and
∏

n fni!
in Equation 2 can be deleted without any change in the results, because neither
depends on the class c, and Equation 2 can be written as:

Pr(ti|c) = α
∏
n

Pr(wn|c)fni , (5)

where α is a constant that drops out because of the normalization step.
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2.4 Transformed Weight-Normalized Complement Naive Bayes

As mentioned in the introduction, TWCNB [1] has been built upon MNB and is
very similar to it. One difference is that the TFIDFN transformation is part of
the definition of the algorithm. But the key difference is that TWCNB estimates
the parameters of class c by using data from all classes apart from c (i.e. it uses
the “complement”). To this end Equation 3 is called “word weight” rather than
probability and redefined in the following way:

wnc = log(
1 +
∑|C|

k=1 Fnk

N +
∑|C|

k=1
∑N

x=1 Fxk

), k �= c ∧ k ∈ C (6)

The word weights are then normalized for each of the classes so that their
absolute values sum to one and the classification for test document ti is based
on

class(ti) = argmaxc[log(Pr(c))−
∑

n

(fniwnc)], (7)

which, because the value of log(Pr(c)) is usually negligible in the total, can be
simplified to

class(ti) = argminc[
∑

n

(fniwnc)]. (8)

The parallels between MNB and TWCNB can easily be observed if we look
at the classification rule for MNB given in [1]:

class(ti) = argmaxc[log(Pr(c)) +
∑

n

fnilog(
1 + Fnc

N +
∑N

x=1 Fxc

)] (9)

This rule is essentially the same as Equation 1 if we drop the denominator,
take the log and use Equation 5 instead of Equation 2.

Note that we found TWCNB without normalization of the word weights
(which is referred to as “TCNB” in the rest of this paper) to be very similar
in performance compared to TWCNB. This will be discussed in more detail in
Section 3.

As mentioned earlier, multi-label datasets like Reuters-21578 are usually han-
dled differently than single-label datasets. For multi-label datasets, a classifier’s
performance is often measured using the precision-recall break-even point, for
which we need some kind of document score representative of how likely a doc-
ument is to belong to a class. Normally, a different classifier is trained for every
class: it learns to predict whether a document is in the class (positive class) or
not (negative class). This approach is also known as “one-vs-rest”. Although
this method can be used with MNB, it does not work when used with TWCNB.
Unlike MNB, where Equation 2 can be used directly in conjunction with the
one-vs-rest method, TWCNB’s scores (Equation 7 and Equation 8) cannot be
used directly because they are not comparable across different test documents
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due to the missing normalization step. Hence a different method is used in [1], as
described in the appendix of that paper. This method can be called “all-vs-rest”.
Based on the all-vs-rest approach, TWCNB’s score is calculated as follows [8]:

docScore(ti) =
∑

n

(fniwnA − fniwnR). (10)

In the above, wnA is the word weight with data from all the classes, and wnR

is the word weight obtained from the “rest” (i.e. all documents not pertaining
to the class that we are computing the score for).

3 Evaluating Standard Multinomial Naive Bayes

In this section we present experimental results comparing MNB with TCNB,
TWCNB and linear support vector machines. For learning the support vector
machines we used the sequential minimal optimization (SMO) algorithm [9] as
implemented in the Weka machine learning workbench [10], using pairwise clas-
sification to tackle multi-class problems. Moreover, in the case of the Reuters’
data, we fit logistic models to SMO’s output based on maximum likelihood [11]
because this improved performance significantly. The complexity parameter C
was set to 10.

For each of the three single-label datasets mentioned above we present re-
sults with a full vocabulary and with a reduced vocabulary of 10,000 words. We
pruned the vocabulary by selecting words with the highest information gain.
The WebKB and industry sector datasets are collections of web pages, so we
also present results obtained by removing HTML tags for these collections. For
WebKB we used the top 5,000 words with the highest information gain after
removing the tags, and did not remove stopwords. We did so to achieve high
accuracy as MNB is reported to have the highest accuracy at 5,000 words [2].
As for TCNB and TWCNB, we also converted the raw word counts for SMO
using the TFIDFN conversion, normalizing the document vectors to length one.

To estimate accuracy, we performed 5 runs of hold-out estimation for the 20
newsgroups and industry sector datasets, randomly selecting 80% training and
20% test documents for the 20 newsgroups data, and 50% training and 50%
test documents for the industry sector data. For WebKB we performed 10 runs
with 70% training and 30% test documents. The results reported are average
classification accuracy over all runs. The Reuters-21578 results, however, are
reported as precision-recall break-even points. The macro result is the average
of the break-even points for all 90 individual Reuters’ categories whereas the
micro average is the weighted average of the break-even points, with the weight
for each class being equal to the number of positive class documents in the test
set.

The way we calculated the break-even point for the various classifiers in our
experiments is similar to the way it is calculated in the “Bow” toolkit (available
from http://www-2.cs.cmu.edu/~mccallum/bow/). First, we obtain the docu-
ment score for every test document from our classifier and sort these scores in
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Table 1. Comparison of MNB with TCNB, TWCNB and SMO

Dataset MNB TCNB TWCNB SMO
with

TFIDFN
20news18828-113232words 88.36 91.03 90.91 93.52
20news18828-10000words 86.10 87.98 88.47 92.13
WebKB-NoStoplist-54948words 80.05 79.68 78.46 91.31
WebKB-NoHTMLTagsOrStoplist-5000words 85.98 87.62 85.46 93.24
WebKB-10000words 81.30 85.23 82.12 92.76
IndustrySector-95790words 54.22 92.37 92.36 91.65
IndustrySector-NoHTMLTags-64986words 64.00 88.32 88.28 88.60
IndustrySector-10000words 63.37 87.25 87.33 89.74
Reuters-21578 (Macro) 34.40 69.62 69.46 70.16
Reuters-21578 (Micro) 78.49 86.31 85.78 88.47

descending order. Then, starting from the top of our sorted list, we calculate
the precision (i.e. TP/(TP + FP )) and recall (i.e. TP/(TP + FN)) for each
possible threshold in this list (where the threshold determines when something
is classified as positive). The break-even point is defined as the point where pre-
cision and recall are equal. However, quite often there is no threshold where they
are exactly equal. Hence we look for the threshold where the difference between
precision and recall is minimum and take their average as the break-even point.
If there are several candidates with minimum difference then we use the one
which gives the greatest average.

We can see from the results in Table 1 that MNB almost always performs
worse than any of the other learning algorithms. This is consistent with previ-
ously published results [1]. However, as we shall show in the next section, its
performance can be improved considerably by transforming the input.

Our results for the various classifiers are comparable to those that have been
published before on these datasets. However, we cannot compare our results
for TCNB because it was not evaluated separately from TWCNB in [1]. It is
quite evident from Table 1 that the results for TCNB are mostly better than for
TWCNB. Hence it appears that word-weight normalization is not necessary to
obtain good performance using complement naive Bayes.

4 Improving Multinomial Naive Bayes

In this section we investigate a few ways to increase the accuracy of MNB. Note
that these methods have been suggested before in [1] but not evaluated for simple
MNB (just for T(W)CNB). As we mentioned earlier, we found that the TFIDF
conversion to the data greatly improves the results for MNB. We first present
the effect of this conversion on MNB.

The results are shown in Table 2. TFIDF refers to the case where we applied
the TFIDF transformation and did not normalize the length of the resulting
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Table 2. Effect of the transformed input on MNB

Dataset MNB MNB MNB MNB
with with with

TFIDF TFIDFNa TFIDFN
20news18828-113232words 88.36 91.40 92.56 89.69
20news18828-10000words 86.10 89.96 90.93 89.00
WebKB-NoStoplist-54948words 80.05 79.89 80.16 75.14
WebKB-NoHTMLTagsOrStoplist-5000words 85.98 88.05 88.30 84.98
WebKB-10000words 81.30 87.47 87.71 79.86
IndustrySector-95790words 54.22 85.69 88.43 84.09
IndustrySector-NoHTMLTags-64986words 64.00 75.82 81.40 79.69
IndustrySector-10000words 63.37 83.22 85.57 81.77
Reuters-21578 (Macro) 34.40 45.17 42.12 20.08
Reuters-21578 (Micro) 78.49 78.82 76.52 70.94

feature vectors. TFIDFNa refers to the case where we have normalized the fea-
ture vector for each document to the average vector length observed in the data,
rather than one. TFIDFN refers to the case where we normalize to length one
(i.e. the normalization used in [1]).

The results show that the TFIDF transformation dramatically improves the
performance of MNB in almost all cases. TFIDFNa leads to a further improve-
ment, which is especially significant on the industry sector data (only on the
Reuters data there is a small drop compared to TFIDF). TFIDFN, on the other
hand, is not very beneficial compared to simple TFIDF. Hence it appears that
it is very important to normalize to an appropriate vector length when using
normalization in conjunction with MNB. A potential explanation for this is that
the Laplace correction used in MNB may start to dominate the probability cal-
culation if the transformed word counts become too small (as they do when
the normalized vector length is set to one). A similar effect may be achieved by
changing the constant used in the Laplace correction from one to a much smaller
value. However, we have not experimented with this option.

Table 3 below shows how the improved MNB with TFIDFNa compares with
TCNB and SMO. Looking at the results we can see that the improved MNB out-
performs TCNB in all cases on the 20 newsgroups and WebKB datasets, whereas
TCNB outperform MNB on the industry sector and Reuters-21578 datasets.
SMO is still superior to all other learning schemes.

The results show that it is not always beneficial to apply T(W)CNB instead of
standard MNB. Applying the TFIDF transformation with an appropriate vector
length normalization to MNB can lead to better results. Based on our results
it is not clear when T(W)CNB produces better results for a given collection
of documents. The performance may be related to the skewness of the class
distribution because the industry sector data has a skewed class distribution.
However, the class distribution of WebKB is also skewed, so there is no clear
evidence for this.
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Table 3. Comparison of improved MNB with TCNB, and SMO

Dataset MNB TCNB SMO
with with

TFIDFNa TFIDFN
20news18828-113232words 92.56 91.03 93.52
20news18828-10000words 90.93 87.98 92.13
WebKB-NoStoplist-54948words 80.16 79.68 91.31
WebKB-NoHTMLTagsOrStoplist-5000words 88.30 87.62 93.24
WebKB-10000words 87.71 85.23 92.76
IndustrySector-95790words 88.43 92.37 91.65
IndustrySector-NoHTMLTags-64986words 81.40 88.32 88.60
IndustrySector-10000words 85.57 87.25 89.74
Reuters-21578 (Macro) 42.12 69.62 70.16
Reuters-21578 (Micro) 76.52 86.31 88.47

Note that the good performance of T(W)CNB on the Reuters data can be
attributed to the all-vs-rest method discussed in Section 2.4, which is used to ob-
tain the confidence scores for computing the break-even points. In fact, applying
the all-vs-rest method to standard MNB results in a classifier that is equivalent
to TCNB+all-vs-rest, and produces identical results on the Reuters data. Hence
the industry sector data is really the only dataset where T(W)CNB improves on
standard MNB.

4.1 Using Locally Weighted Learning

In this section we discuss how MNB can be improved further using locally
weighted learning [12]. Our method is essentially the same as what has been
applied earlier to the multivariate version of naive Bayes [13], and found to per-
form very well on other classification problems. The idea is very simple. For
each test document we train an MNB classifier only on a subset of the training
documents, namely those ones that are in the test document’s neighborhood,
and weight those documents according to their distance to the test instance.
Then, instead of using the feature values of a training instance directly in the
MNB formulae (i.e. raw word counts or TFIDF values), we multiply them by
the weight of the corresponding training instance. The number of documents in
the subset (also called the “neighborhood size”) is determined through a user-
specified parameter k. Each training document in the subset is assigned a weight
which is inversely proportional to its distance from the test document.

In our setting we calculate the Euclidean distance of all the training docu-
ments from the test document, and divide all the distances with the distance of
the kth nearest neighbor. Then the weight of each training document is com-
puted based on the following linear weighting function:

f(di) =
{

1− di if di <= 1
0 if di > 1 (11)

where di is the normalized distance of training document i.
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This gives a weight zero to all the documents that are further away than the
kth nearest one from the test document. Hence those documents are effectively
discarded. Once the weights are computed based on this formula, we normalize
them so that their sum is equal to the number of training documents in the
neighborhood, as in [13]. Note that, unlike [13] we did not normalize the feature
values to lie in [0, 1] as we found it to degrade performance.

Table 4. Applying LWL to MNB with TFIDFNa

Dataset MNB LWL+ LWL+ LWL+
MNB MNB MNB
with with with
k=50 k=500 k=5000

20news18828-113232words 92.56 93.15 93.65 90.87
20news18828-10000words 90.93 93.29 92.96 89.93
WebKB-NoStoplist-54948words 80.16 77.77 78.10 75.23
WebKB-NoHTMLTagsOrStoplist-5000words 88.30 87.28 88.91 88.63
WebKB-10000words 87.71 83.96 86.37 87.01
IndustrySector-95790words 88.43 89.50 89.53 89.65
IndustrySector-NoHTMLTags-64986words 81.40 85.32 84.03 83.25
IndustrySector-10000words 85.57 86.85 86.29 86.58
Reuters-21578 (Macro) 42.12 56.29 48.18 50.29
Reuters-21578 (Micro) 76.52 84.31 80.30 75.14

Table 4 above gives a comparison of MNB to MNB used in conjunction with
locally weighted learning (LWL). We report results for three different subset
sizes (50, 500, and 5000). The input data to locally weighted MNB had all the
transformations applied to it (i.e. the TFIDF transformation and vector length
normalization described above) before the distance calculation was performed
to weight the documents. The same transformations were applied in the case of
MNB. We can see that in most cases LWL can improve the performance of MNB
if the appropriate subset size is chosen, only on the WebKB data there is no im-
provement. Moreover, optimum (or close-to-optimum) performance is achieved
with the smaller subset sizes (k = 50 or k = 500), and in some cases there
appears to be a trend towards better performance as the size becomes smaller
(more specifically, on 20news18828-10000words, IndustrySector-NoHTMLTags-
64986words, and the Reuters data), indicating that size 50 may not be small
enough in those cases. However, we have not experimented with values of k
smaller than 50.

Table 5 gives a comparison of SMO with the best results we have been able to
achieve with locally weighted MNB. Note that the results for the latter method
are optimistically biased because they involve a parameter choice (the neighbor-
hood size) based on the test data. However, even with this optimistic bias for
the MNB-based results, SMO performs better in almost all cases, in particular
on the WebKB data.
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Table 5. Comparison of best results for locally weighted MNB with SMO

Dataset MNB SMO
with with

TFIDFNa TFIDFN
& LWL

20news18828-113232words (k=500) 93.65 93.52
20news18828-10000words (k=50) 93.29 92.13
WebKB-NoStoplist-54948words (k=500) 78.10 91.31
WebKB-NoHTMLTagsOrStoplist-5000words(k=500) 88.91 93.24
WebKB-10000words (k=5000) 87.01 92.76
IndustrySector-95790words (k=5000) 89.65 91.65
IndustrySector-NoHTMLTags-64986words (k=50) 85.32 88.60
IndustrySector-10000words (k=50) 86.85 89.74
Reuters-21578 (Macro) (k=50) 56.29 70.16
Reuters-21578 (Micro) (k=50) 84.31 88.47

5 Conclusions

This paper has presented an empirical comparison of several variants of multi-
nomial naive Bayes on text categorization problems, comparing them to linear
support vector machines. The main contribution of this paper is the finding
that standard multinomial naive Bayes can be improved substantially by ap-
plying a TFIDF transformation to the word features and normalizing the re-
sulting feature vectors to the average vector length observed in the data. If
this is done, it can, depending on the dataset, outperform the recently pro-
posed transformed weight-normalized complement naive Bayes algorithm, which
also includes the TFIDF transformation and normalization to (unit) vector
length, but exhibits two additional modifications—weight normalization and
complement-based classification—that appear to represent a departure from
standard Bayesian classification. Additionally, we found that the effect of weight-
normalization on complement naive Bayes was negligible.

We have also shown how the performance of multinomial naive Bayes can
be further improved by applying locally weighted learning. However, even if the
best neighborhood size is chosen based on the test data, this improved classifier
is still not competitive with linear support vector machines. Hence the overall
conclusion is to use support vector machines if their (significantly larger) training
time is acceptable, and, if not, to consider standard multinomial naive Bayes with
appropriate transformations of the input as an alternative to complement naive
Bayes.

References

1. Rennie, J.D.M., Shih, L., Teevan, J., Karger, D.R.: Tackling the poor assumptions
of naive Bayes text classifiers. In: Proceedings of the Twentieth International
Conference on Machine Learning, AAAI Press (2003) 616–623



Multinomial Naive Bayes for Text Categorization Revisited 499

2. McCallum, A., Nigam, K.: A comparison of event models for naive Bayes text
classification. Technical report, American Association for Artificial Intelligence
Workshop on Learning for Text Categorization (1998)

3. Eyheramendy, S., Lewis, D.D., Madigan, D.: On the naive Bayes model for text
categorization. In: Ninth International Workshop on Artificial Intelligence and
Statistics. (2003) 3–6

4. Joachims, T.: Text categorization with support vector machines: Learning with
many relevant features. In: Proceedings of the Tenth European Conference on
Machine Learning, Springer-Verlag (1998) 137–142

5. Dumais, S., Platt, J., Heckerman, D., Sahami, M.: Inductive learning algorithms
and representations for text categorization. In: Proceedings of the Seventh In-
ternational Conference on Information and Knowledge Management, ACM Press
(1998) 148–155

6. Yang, Y., Liu, X.: A re-examination of text categorization methods. In: Proceed-
ings of the 22nd Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval, ACM Press (1999) 42–49

7. Zhang, T., Oles, F.J.: Text categorization based on regularized linear classification
methods. Information Retrieval 4 (2001) 5–31

8. Rennie, J.: Personal communication regarding WCNB (2004)
9. Platt, J.: Fast training of support vector machines using sequential minimal op-

timization. In Schölkopf, B., Burges, C., Smola, A., eds.: Advances in Kernel
Methods—Support Vector Learning. MIT Press (1998)

10. Witten, I., Frank, E.: Data Mining: Practical machine learning tools and techniques
with Java implementations. Morgan Kaufmann (1999)

11. Platt, J.: Probabilistic outputs for support vector machines and comparisons to
regularized likelihood methods. In Smola, A., Bartlett, P., Schölkopf, B., Schuur-
mans, D., eds.: Advances in Large Margin Classifiers. MIT Press (1999)

12. Atkeson, C.G., Moore, A.W., Schaal, S.: Locally weighted learning. Artificial
Intelligence Review 11 (1997) 11–73

13. Frank, E., Hall, M., Pfahringer, B.: Locally weighted naive Bayes. In: Proceed-
ings of the Conference on Uncertainty in Artificial Intelligence, Morgan Kaufmann
(2003)



The Effect of Attribute Scaling on the Performance of
Support Vector Machines

Catherine Edwards and Bhavani Raskutti

Telstra Research Laboratories, Telstra Corporation,
770 Blackburn Road, Clayton, Victoria, Australia

{Catherine.A.Edwards, Bhavani.Raskutti}@team.telstra.com

Abstract. This paper presents some empirical results showing that simple at-
tribute scaling in the data preprocessing stage can improve the performance of
linear binary classifiers. In particular, a class specific scaling method that utilises
information about the class distribution of the training sample can significantly
improve classification accuracy. This form of scaling can boost the performance
of a simple centroid classifier to similar levels of accuracy as the more com-
plex, and computationally expensive, support vector machine and regression clas-
sifiers. Further, when SVMs are used, scaled data produces better results, for
smaller amounts of training data, and with smaller regularisation constant values,
than unscaled data.

1 Introduction

Data preprocessing has been recognised as critically important in data mining to im-
prove both the speed and accuracy of the resultant model [1, 2]. In particular, and as
will be shown, simple manipulations of the range of the input data by attribute scaling
are computationally inexpensive, and can result in significant performance increases.

This paper presents an empirical investigation of the impact of attribute scaling on
the performance of SVM classifiers. We focus on linear binary classifiers (Section 2)
and measure the impact of scaling on the accuracy of the classifiers where accuracy
is measured in terms of a general classifier goodness measure that is independent of
the operating point of the classifier (Section 3). We consider three different scaling
techniques that are linear transformations of the attribute space, and change the range
and origin of the attribute space (Section 4). Using eight large datasets with differing
properties, we study the effect of these scaling methods on classification accuracy when
classifier parameters such as training set size are varied (Section 5). Our results show
that attribute scaling can vastly improve the accuracy of even simple classifiers, and can
thus provide a computationally inexpensive method for achieving high accuracy with a
smaller training set size or a less complex classifier (Section 6).

2 Classifiers

Given a labelled m-sample: −→xym :=
(
(x1,y1), ....,(xm,ym)

)
of patterns xi ∈ X⊂R

n and
target values yi ∈ [0,1], our aim is to find a “good” discriminating function f : X → R

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 500–512, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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that scores the target class instances yi = 1 higher than the background class instances
yi = 0. We focus on linear classifiers, namely two linear support vector machines, one
ridge regression model and a simple centroid classifier.

2.1 Support Vector Machines (SVML1 and SVML2)

Given the training m-sample as described above, a learning algorithm used by SVMs
[3, 4, 5] outputs a model f−→xym : X → R defined as the minimiser of the regularised risk
functional:

f �→ || f ||2H +
m

∑
i=1

L([1− yi f (xi)]+). (1)

Here H denotes a reproducing kernel Hilbert space (RKHS) [5] of real valued func-
tions f : X → R and ||.||H the corresponding norm. L : R → R

+ is a non-negative,
convex loss function penalising for the deviation 1−yi f (xi) of the estimator f (xi) from
target yi and [ξ]+ := max(0,ξ).

The minimisation of (1) can be solved by quadratic programming [3] with the use
of the following expansion known to hold for the minimiser (1):

f−→xym(x) =
m

∑
i=1

αiyik(xi,x)

|| f−→xym ||2H =
m

∑
i, j=1

αiα jyiy jk(xi,x j)

where k : X×X →R is the kernel corresponding to the RKHS H [6, 7]. The coefficients
αi are unique and they are the Lagrange multipliers of the quadratic minimisation prob-
lem corresponding to the constraints yi f−→xym(xi)> 0.

The following two types of loss function yield two different SVMs. In both cases,
c > 0 is a regularisation constant controlling the extent of penalisation:

– SVML1 or L1 with “hinge loss” L(ξ) := cξ is the SVM with linear penalty, and
– SVML2 or L2 with the squared hinge loss L(ξ) := cξ2 is the SVM with quadratic

penalty.

2.2 Ridge Regression (RR)

In addition to the SVMs we also use a regularisation network or ridge regression pre-
dictor, RR [4, 8, 6, 7]. Formally, this predictor is closely related to SVML2, the only
difference being that it minimises a modified risk function (1), with loss c(1−yi f (xi))2

rather than c[1− yi f (xi)]2+.

2.3 Centroid Classifier (CC)

The centroid classifier [9] is a simple linear classifier with the solution,

f−→xym(x) =
∑i,yi=+1 k(xi,x)
2max(1,m+)

− ∑i,yi=−1 k(xi,x)
2max(1,m−)
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where m+ and m− denote the numbers of examples with labels yi = +1 and yi = −1,
respectively. In terms of the feature space, the centroid classifier implements the pro-
jection in the direction of the weighted difference between the centroids of data from
each class. Note that the centroid solution approximates the solution obtained by SVMs
at very low values of the regularisation constant c [10].

3 Performance Measures

We have used AUC, the area under the receiver operating characteristic (ROC) curve
(also known as AROC) as our performance measure. We see this as the natural metric
of general goodness of a classifier, capable of meaningful results even if the target class
is a tiny fraction of the data [11, 12].

We recall that the ROC curve is a plot of the true positive rate, P( f (xi)> θ|yi = 1),
(known as precision), against the false positive rate, P( f (xi)> θ|yi =−1), as a decision
threshold θ is varied. The concept of the ROC curve originates in signal detection but
it is now used in many other areas, including data mining, psychophysics and medical
diagnosis (cf. review [13, 14]). In the last case, AUC is viewed as a measure of the
general “goodness” of a test, formalised as a predictive model f in our context, with a
clear statistical meaning. According to Bamber’s interpretation [15], AUC( f ) is equal
to the probability of correctly ordering two points, one xi from the negative and the
other x j from the positive class, by allocating appropriate scores, i.e. f (xi)< f (x j). An
additional attraction of AUC as a figure of merit is its direct link to the well researched
area of order statistics, via U-statistics and Wilcoxon-Whitney-Mann test [15, 16].

There are some ambiguities in the case of AUC estimated from a discrete set in the
case of ties, i.e. when multiple instances from different classes receive the same score.
Following [15] we implement in this paper the definition

AUC( f ) = P( f (xi)< f (x j)|− yi = y j = 1)
+0.5P( f (xi) = f (x j)|− yi = y j = 1)

expressing AUC in terms of conditional probabilities. Note that the trivial uniform ran-
dom predictor has an AUC of 0.5, while a perfect predictor has an AUC of 1.

4 Scaling Methods

We define scaling as applying a linear transformation to a set of data that changes its
range and origin. Specifically, scaling involves multiplying by a transformation factor
ai, and subtracting a translation factor bi, both of which are scalars. This is always done
relative to each feature, i.e. if the data has m rows of training examples and n columns
of features, each column will be scaled individually. This gives an equation in terms of
the attribute vector x̂i, the ith column of the matrix, ∀i,1≤ i≤ n:

ẑi = aix̂i−bi

It is important to note that the scaling factors ai and bi for each type of scaling are
determined by the training data alone (using only the attribute vector x̂i in the training
set) and that these same factors are subsequently applied to the testing data.
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Note that linear scaling of each feature independently preserves the statistical distri-
bution of the data points for that feature, while discarding information about the range
and location. Classifiers only need information about the statistical distribution of the
positive and negative class data points. Discarding the range and location information
has several advantages:

– The score for a particular test instance requires the calculation of a dot product
with the test instance vector x̂. If one feature has a much larger range than another,
the larger feature will dominate (an effect known as feature swamping [17, 2, 18]).
This will obscure any classification information contained in the feature with the
smaller range. This is a problem if the feature with the larger range is not very
predictive. Also, those classifiers that minimise an error function that is sensitive
to scale (SVML1, SVML2 and RR) will assign more weight to those features with
large ranges at the expense of those features with smaller ranges. Scaling the data
reduces this problem.

– Scaling also improves the numerical conditions for those classifiers that converge
to a solution (SVML1, SMVL2 and RR) [17, 18]. The algorithms have both a cap
on the total number of iterations performed, and a minimum change rate, which
limits the optimisation of the machine. Containing the data within a small range
increases the likelihood that the solution is reached within those limitations.

This paper compares three types of scaling (Mean0Stdev1, PlusMinus1 and Class-
Specific) with unscaled data.

4.1 Mean0Stdev1 Scaling

Mean0Stdev1 scaling transforms the data to have a mean of 0 and a standard deviation
of 1. The transformation and translation factors are as follows:

ai =
1

stdev(x̂i)
bi =

mean(x̂i)
stdev(x̂i)

4.2 PlusMinus1 Scaling

This scale transforms the range of each attribute in the training set to [-1,+1] range.
Note that this may not be the range of the scaled test data since the training set may not
contain the actual minimum and maximum for every attribute. This is not a significant
problem, as there is no requirement that the input data be within this range, however
this scale will perform better the closer the sample maximum and minimum are to the
population statistics. Thus, as the training set is sampled for on a random basis, as the
size of this set increases, so will the performance of this scaling method. The scaling
factors ai and bi are computed as follows:

ai =
2

max(x̂i)−min(x̂i)
bi =

max(x̂i)+min(x̂i)
max(x̂i)−min(x̂i)

4.3 Class-Specific Scaling

This scaling method attempts to prejudice the classifier in favour of those features that
are likely to be predictive. Intuitively, if for a given feature the positive and negative
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classes have small variances and significantly different means, that feature is likely
to be predictive. If this is the case, we can increase its influence on the classifier as
discussed above by increasing the range of its data points. This approach is essentially
about making feature swamping work in favour of the classifier.

The transformation factor for each attribute is based on how predictive the model
estimates that attribute will be. No translation is performed. Thus,

ai =
mean(x̂i+)−mean(x̂i−)

var(x̂i+)+ var(x̂i−)
bi = 0

where x̂i+ and x̂i− represent the attribute vector for feature i for the positive and nega-
tive class instances respectively. Note that the calculation of the ai values for all features
gives a method for determining which are the most predictive features for that data set.
The least predictive features can then be discarded to reduce the amount of computa-
tional resources needed for the problem.

5 Experimental Setup

In order to understand the effect of scaling under different training conditions, we con-
sidered a number of different classifier settings. First, we explored a range of training set
sizes from 50 to 6,400 observations. Next, various values for the regularisation constant
were tested - the ends of range (10 and 100,000), and a mid range value (1,000).

The training sets were obtained by randomly selecting a set of 6,400 examples from
the main data set of 60,000 to act as the master training set. The remaining observations
then became the testing set. Training sets of the appropriate sizes were then randomly
extracted from this master training set (choosing the whole set when the training set
size is 6,400). The training sets were then scaled using the three methods described
above. The testing set was scaled simultaneously, so that the solution produced by the
training set was applicable to the testing data. Each training set was then run through the
four different classifiers, once with each regularisation constant value. The results were
then tested using the appropriately scaled testing set, and the AUC calculated. Note
that all sets of observations extracted were stratified - i.e. the proportion of positive and
negative class observations was maintained.

5.1 Data Sets

Experiments were performed on eight datasets, from different domains and of different
levels of difficulty. The minority class was typically between 10% and 40% of the data.
As some of the data sets were smaller than others, a random, stratified selection of
60,000 observations was taken out of each and used as the data set for this experiment.

Telecommunications Churn (Churn10 and Churn31): Data on mobile phone cus-
tomers of a large telecommunications carrier was used to learn to distinguish between
those that churned to a competitor in the following three months and those that didn’t.
A set of 31 continuous and ordinal variables was used for prediction, including bill and
product information. To create a second task, a subset of 10 of these predictors was se-
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lected via inspection of initial results, none of which were particularly predictive. This
resulted in a difficult to learn task.

Handwritten Digit Recognition (Digit): Data was downloaded from the MNIST hand-
written digit database. Each observation consists of a bitmap of 28× 28 continuous
grayscale values, representing a handwritten digit. This was converted to lower resolu-
tion (7× 7 pixels) to reduce the dimensionality of the problem. The classification task
was to distinguish between the digit ‘0’ and all other digits. To make the problem more
challenging, only the top 3 rows of pixels were used, and pixels near the corners which
contain little information were discarded, resulting in a 17 dimensional set.

Forest Cover Type (Forest): Data was downloaded from the UCI KDD repository.
30×30 metre cells of forest are classified into one of 7 cover types based on the cell’s
dominant tree type. The two most populous classes were extracted, and the classification
task was to distinguish between these classes. 10 continuous predictors were used.

Housing Mortgage (Housing): Data was downloaded from the U.S. Census Bureau
5% Public Use Microdata Sample (PUMS) containing individual records of the charac-
teristics of a 5% sample of housing units for the state of Florida. Amongst all housing
units which had a mortgage, the binary classification task was to distinguish between
those for which the mortgage had been paid off and those for which it hadn’t. There
were 12 continuous or ordinal predictors.

Intrusion Detection (Intrusion): This dataset consists of a random sample of the intru-
sion detection data used for the 1999 KDD Cup competition. The classification task was
to distinguish between normal use and intrusion. The 10 predictors used were a subset
of all continuous predictors available with the data, as certain continuous predictors
were omitted to make the problem more challenging.

Marital Status (Married): Data was again downloaded from the U.S. Census Bureau
PUMS. From this a 1% sample of individual records from the state of California was
extracted. The binary classification task was to distinguish between individuals who
have been married (whether currently married or not), with individuals who have never
been married. The predictors were 11 continuous variables.

Weather Season Prediction (Weather): Data, consisting of 8 continuous or ordi-
nal predictors, was downloaded from the website of the Tropical Atmosphere Ocean
project. It contains meteorological measurements from a grid of weather buoys in the
Pacific Ocean. Hourly measurements for all buoys over the period from May 1999 to
April 2000 were downloaded. The classification task was to distinguish readings made
during the northern hemisphere Autumn months from those made in other months.

6 Results

In order to lend statistical significance to our results, performance measurements for
each experimental setting were obtained using 10 different randomisations for each
setting, computing the mean and standard error of the scores obtained with each set.
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Fig. 1. Impact of scaling on different data sets. Results presented for each of the classifiers: CC
(centroid), L1 (SVML1), L2 (SVML2) and RR (ridge regression) and the four scaling methods
are averaged over all 10 randomisations, over all training set sizes and where appropriate, over
all regularisation constants

Each of the 10 random selections were seeded to ensure that they were consistent across
all other experimental settings, i.e. the test and training sets were the same across all
settings for a particular randomisation, training set size and data set.

6.1 Classifier and Data Set Interactions

Figure 1 shows the effect of scaling on classifier performance for each data set. The
x-axis shows bars grouped into four clusters corresponding to the four classifiers used:
CC (centroid), L1 (SVML1), L2 (SVML2) and RR (ridge regression). Each cluster
contains four scores, one for each different scaling method: unscaled, Mean0Stdev1,
PlusMinus1 and Class-Specific, as shown in the legend. The performance is
measured using the mean of the AUC over all randomisations (y-axis). Scores are
averaged over all training set sizes, and all regularisation constant values (where
appropriate).

Error bars have not been shown in this graph, as the standard error is consistently
low. The mean standard error is 0.28% AUC, and the maximum is 1.28% AUC for
the forest data set, for SVML1, using the Mean0Stdev1 scaling method. Further, the
standard error only exceeds 1% AUC in 3 out of 128 cases.

As seen from Figure 1, there is no single classifier that is the best for all data sets.
However, scaled data results in better performance than unscaled data in 30 of the 32
classifier/data set combinations. In particular, the Class-Specific scaling method tends
to produce consistent improvements in performance compared to unscaled data, for all
classifiers, for six datasets: churn31, forest, housing, intrusion, married and weather.
In general, it tends to be the best scaling choice with best or equal best performance
in 24 out of the 32 experimental situations shown. PlusMinus1 scaling also tends to
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Fig. 2. Impact of scaling and training set sizes on classifier performance for different data sets.
Results presented are the mean AUCs, where the means are computed over all randomisations for
all classifiers and all regularisation constant values

considerably improve classifier performance and produces the best or equal best score
in 10 of the 32 classifier/data set combinations. Overall one of these scales is the best
choice in 29 out of 32 situations, and generally there is not a great difference between
the performance of these two scaling methods.

The centroid classifier performs better when the Class-Specific scale is used in six
data sets, and improves its performance to the point where it is comparable with that
of the SVMs and RR. This is noteworthy as the centroid classifier requires no training
time, and is thus extremely efficient computationally. Indeed, as a general tendency, the
scores for a particular data set are relatively similar over the four classifiers when the
data is scaled using the Class-Specific scale. This type of scaling thus seems to reduce
the impact of classifier choice significantly.

Mean0Stdev1 scaling varies in effect considerably. It tends to produce improved
scores relative to raw data, but not to the same extent as the other two scaling methods.
In some cases (e.g. the housing data set) it impairs classifier performance. However for
certain data set/classifier combinations (e.g. the weather data set) it actually outperforms
the other scaling methods.

Churn10 is the only data set for which scaling has a limited effect. This set per-
forms poorly, with scores only a little better than what a random classification would
produce. As described previously, the churn10 data set contains the 10 least predictive
attributes from the churn31 data set. Thus it is not surprising that the scores are very
low.

6.2 Training Set Size Interactions

Figure 2 shows the effect of training set size increase (x-axis) on AUC (y-axis) for
eight different data sets, with the four different types of scaling: unscaled (dotted line),
Mean0Stdev1 (dot-dash line), PlusMinus1 (dashed line) and Class-Specific (unbroken
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Table 1. Impact of training set size on the standard error of the AUC averaged across all other
experimental conditions

Training Set Size 50 100 200 400 800 1600 3200 6400
Standard Error (×10−2) 5.9 4.2 3.6 2.8 2.7 2.1 1.9 1.5

line). The data shown has been averaged over all randomisations, all classifiers, and all
regularisation constant values. Again, the standard error is very low and as such error
bars are not shown. However, as shown in Table 1, the mean standard error over all
other experimental conditions (as calculated above) drops significantly as the size of
the training sample increases.

The trend across all data sets and all scales is for AUC to increase rapidly over the
first small increases of training set size (50 to 200 samples), then plateau as the training
set size increases further. Scaling seems to have a positive impact on this behaviour,
reducing the amount of training data required before the curve flattens out. In partic-
ular, the Class-Specific scale tends to decrease the training set size at which the curve
plateaus. As such, it is possible to get very good results with small sample sizes.

Raw data is often erratic, depending on the data set (e.g. churn10, churn31, digit,
forest and intrusion). However, in seven of the eight data sets, scaling smoothes the
curve out significantly. The greatest smoothing effect is seen with the Class-Specific
and PlusMinus1 scales. Mean0Stdev1 scaling tends to produce some smoothing effects,
but this is often not as pronounced as the other scaling methods (e.g. churn31, forest).

Note that increasing the training set size improves the classifier performance in two
key ways. Firstly, more information is available to the classifier, presenting it with a
sample that is more representative of the population. Secondly, as the training set size
increases, more information becomes available to calculate the scaling statistics. As
such, they become progressively closer to the the population statistics. This improves
the quality of the scaling method, and thus the classifier performance.

6.3 Effect of Regularisation Constant Values

Figure 3 shows the effect of changing the regularisation constant (c) (x-axis) on AUC
(y-axis) for different scaling methods, data sets and classifiers. Each group of twelve
graphs corresponds to a data set. The three columns correspond to the different regular-
isation machines: L1 (SVML1), L2 (SVML2) and RR (ridge regression). The four rows
show the four different scaling types: unscaled (Raw), Mean0Stdev1 (M0S1), PlusMi-
nus1 (PM1) and Class-Specific (C-S). Data has been averaged over all training set sizes,
and error bars have not been shown as the error is very small.

As we would expect, the trend across all variables is that scores improve as c in-
creases. However, there is significant interaction between the classifier used and the
impact of changing c on the performance. For SVML1, scores are often impaired by
increasing the regularisation constant, particularly when the data has been preprocessed
using the Mean0Stdev1 and PlusMinus1 scaling methods. This is in contrast to SVML2
and RR, which consistently show either improvement or no change as c is increased,
across all scaling methods.
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Fig. 3. Effect of regularisation constant (c) for different scaling methods, data sets and classifiers.
Results presented are AUCs averaged over all training set sizes and correspond to three machines:
L1 (SVML1), L2 (SVML2) and RR (ridge regression) and four scaling methods: unscaled (Raw),
Mean0Stdev1 (M0S1), PlusMinus1 (PM1) and Class-Specific (C-S)

There is no clear trend in the interaction between different scaling methods and
regularisation constant values. Ideally, the results suggest tuning for the regularisation
constant value that gives the best results for a particular data set, classifier and scal-
ing method. However, this requires an investment of time and resources, which is not
always possible. We see that there is no evidence that an increase in AUC is likely
to result from an increase in c, particularly if the data is scaled. As such, and given
that an increase in regularisation constant value correlates to a significant increase in
computational resources required, low values of c are recommended in the general
case.

7 Discussion and Recommendations

Table 2 shows the overall performance of each form of scaling. The mean AUC and
standard error over all experimental conditions is shown in rows 2 and 3 respectively.
The last row shows the percentage of times a scaling method provides the best AUC.
Notably, all methods of scaling significantly improve the mean score and decrease the
mean standard error. Further, scaled data produces the best results in 93.78% of cases. It
is clear that simple attribute scaling greatly improves the performance of linear binary
classifiers. In particular, the Class-Specific scale tends to be the best choice of scale.
It produces the best results in half the experimental conditions, and substantially re-
duces the effect of experimental vaiable (such a training set size), and thus the standard
error.
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Table 2. Performance of the three scaling methods, averaged across all experimental conditions

Scaling Method Unscaled Mean0Stdev1 PlusMinus1 Class-Specific
Mean AUC % 65.05 69.49 74.30 76.63

Standard Error (×10−2) 4.1 2.2 1.6 1.4
Best Method (%) 6.22 18.14 25.65 49.99

7.1 Statistical Significance

To test for the statistical significance of these results, paired one-tailed Student’s t-tests
were used to compare the classification performance of data with and without scaling.
All observations were divided into four sets (SR, SM , SP and SC) based on the form of
scaling that the data was preprocessed with (raw, Mean0Stdev1, PlusMinus1 and Class-
Specific respectively). The observations in any two of these sets were paired based on
the value of the settings of the other experimental variables (data set, classifier, training
set size, regularisation constant value and randomisation).

Three null hypotheses were tested for, HM
0 : µR ≥ µM , HP

O : µR ≥ µP and HC
0 : µR ≥ µC,

where µR, µM , µP and µC are the means of SR, SM , SP and SC respectively. At the signif-
icance level α = 0.001, all three hypotheses were rejected in favour of the alternative
hypotheses, HM

1 : µR < µM , HP
1 : µR < µP and HC

1 : µR < µC. Thus we can say that,
at the 0.1% confidence level, all forms of scaling improve the classification perfor-
mance.

Further, the extent of the percentage improvement from raw data given by scaling
was tested, again using a one tailed Student’s t-test with α = 0.001. The null hypotheses
tested were HM

0 : 8≥ 100(µM−µR)
µR

, HP
O : 15≥ 100(µP−µR)

µR
and HC

0 : 18≥ 100(µC−µR)
µR

. Again,
these hypotheses were rejected, and thus we can be confident that on average, and at
the 0.1% significance level, the three scaling methods, Mean0Stdev1, PlusMinus1 and
Class-Specific, improve the classification performance at baseline by 8%, 15% and 18%
respectively.

7.2 Recommendations

Based on these results, we can put forward several recommendations, as follows. Scal-
ing should generally be used to improve the performance of linear binary classifiers.
Ideally, an initial test run should be performed to determine the optimum scaling method,
however if this is not possible, the Class-Specific scaling method should be used.

If only limited resources are available and it is acceptable to achieve classifications
that are suboptimal, the centroid classifier with Class-Specific scaling should be used.

If there is only limited training data available (less than 400 samples), the Class-
Specific scaling method will typically give the best results.

If the data is scaled, it is generally unnecessary to use large values for the reg-
ularisation constant. This will again reduce the computational resources needed for
the training task. However, note that if resources permit, small improvements in score
can be gained by tuning the value of c to the particular classifier, data set and scaling
method.
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If the feature space is large, the value of the transformation factor for the Class-
Specific scale can be used as a way to choose which features can be discarded. This can
further reduce the resources needed for the training.

8 Conclusions and Future Work

We have shown that simple attribute scaling can significantly improve the performance
of linear binary classifiers. Furthermore, a particular scaling method, introduced here
as the Class-Specific scale, is the best choice of scales to use across all experimental
conditions.

Given the extent of the improvements shown here, it would be useful to investigate
the effect of attribute scaling on the performance of SVMs with different kernels. Other
scaling methods, particularly those that utilise information about the class distribution
of each attribute, would also be worth studying further.
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Abstract. This paper proposes and evaluates a nearest-neighbor method to sub-
stitute missing values in ordinal/continuous datasets. In a nutshell, the K-Means 
clustering algorithm is applied in the complete dataset (without missing values) 
before the imputation process by nearest-neighbors takes place. Then, the 
achieved cluster centroids are employed as training instances for the nearest-
neighbor method. The proposed method is more efficient than the traditional 
nearest-neighbor method, and simulations performed in three benchmark data-
sets also indicate that it provides suitable imputations, both in terms of predic-
tion and classification tasks. 

1   Introduction 

Missing values are a critical problem for data mining methods, which are usually not 
able to cope with them in an automatic fashion (without data preparation). In general, 
there are many approaches to deal with the problem of missing values: i) Ignore the 
instances/attributes containing missing values; ii) Substitute the missing values by a 
constant; iii) Use the mean or the mode of the instances as a substitution value; and 
iv) Get the most suitable value to fill the missing ones. The first approach involves 
removing the instances and/or attributes with missing values. Doing so, the waste of 
data may be considerable and incomplete datasets can lead to biased statistical analy-
ses. The second approach assumes that all missing values represent the same value, 
usually leading to considerable distortions. The substitution by the mean/mode value 
is a common practice and sometimes can even lead to reasonable results. However, it 
does not take into consideration the between-variable relationships, which are impor-
tant to the process of missing values substitution. Therefore, the best approach in-
volves filling the missing values with the most suitable ones. 

The substitution of missing values, also called imputation, should not change  
important characteristics of the dataset. In this sense, it is necessary to define the 
important characteristics to be maintained. Data mining methods usually explore 
relationships between variables and, thus, it is critical to preserve them, as far as pos-



E.R. Hruschka, E.R. Hruschka Jr., and N.F.F. Ebecken 

 

514 

sible, when replacing missing values [1]. In other words, the imputation goal is to 
carefully substitute missing values, trying to avoid the imputation of bias in the data-
set. When imputation is performed in a suitable way, higher quality data are pro-
duced, and the data mining outcomes can even be improved. 

Several imputation methods have been proposed in the literature, and good refer-
ences can be found in [2]. Some recent works suggest that K-Nearest Neighbors 
(KNN) methods [3] can be useful for imputation [4,5]. KNN can be defined as a lazy 
memory-based learning process [6] in which the training data is stored in memory and 
analyzed to find answers to specific queries.  As far as the whole training dataset is 
stored in memory, the computational effort may be high when maintaining a global 
model to process all queries. To alleviate this problem, a local model can be used to 
fit the training data only in a region around the location of the query to be answered. 
This approach originates the usually called local learning KNN methods. In addition, 
indexing methods [3] can also be useful to minimize the computational cost of KNN 
methods. 

In this work, we propose and evaluate an imputation method based on the K-
Means clustering algorithm [7,8], which is employed to improve the computational 
efficiency of imputations based on nearest-neighbors. The paper is organized as fol-
lows. The next section describes how the K-Means can be incorporated into the clas-
sical KNN, originating our proposed imputation method. Besides, Section 2 also  
describes advantages and disadvantages of such approach, both in terms of efficacy 
and efficiency. Section 3 reports simulation results in prediction and classification 
tasks. Finally, Section 4 describes our conclusions and points out some future work. 

2   Incorporating K-Means into the Nearest-Neighbor Method 

In this section, we first review how to employ the classical KNN for imputation. Then, 
it is theoretically compared, in terms of efficacy (imputation quality) and efficiency 
(computational cost), with a clustering-based KNN method. Imputation methods based 
on KNN assume that missing values of an instance can be substituted by means of the 
corresponding attribute values of similar complete instances. More specifically, let us 
consider that each instance is described by a set of N continuous/ordinal attributes. 
Thus, each instance can be represented by a vector x=[x1,x2,...,xN]. The distance be-
tween two vectors (instances) x and y will be here called d(x,y). Besides, let us sup-
pose that the i-th attribute value (1 i N) of vector u is missing. Imputation methods 
based on nearest-neighbors compute distances d(u,y), for all y u, y representing a 
complete instance, and use these distances to compute the value to be imputed in ui. 
The Euclidean metric is commonly used to compute distances between instances and, 
considering that the value of the i-th attribute is missing, it is given by: 

d(u,y)E =
22

11
2

11
2

11 )(...)()(...)( NNiiii yuyuyuyu −++−+−++− ++−− .        (1) 

In equation (1), the i-th attribute is not considered, because it is missing in u. After 
computing the distances d(u,y) for all y u, y representing a complete instance, one or 
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more instances (the more similar ones, which are the neighbors of u) are employed to 
complete ui. In addition, although equation (1) just considers one missing value (in the 
i-th attribute), one observes that it can be easily generalized for instances with more 
missing values. 

The imputation process by the K-Nearest Neighbor (KNN) method is simple, but it 
has provided encouraging results [4,5,9]. In clustering problems, this approach is 
particularly interesting, because in general the clustering process is also based on 
distances between vectors. In these cases, the inductive bias of the clustering and 
imputation methods is equal. Besides, KNN methods can be easily adapted to datasets 
formed by discrete attributes. To do so, one can, for example, substitute the Euclidean 
distance function by the Simple Matching Approach. However, depending on the 
dimensionality of the dataset in hand, it can become computationally time consuming. 
In this sense, it is memory intensive since the entire training set is stored. Besides, 
classification/estimation is slow since the distance between input (query) instances and 
those in the training set must be computed. Thus, KNN typically performs better for 
lower dimensional problems [12]. 

In this paper, we focus on classification problems, describing a more efficient 
KNN algorithm for missing values imputation that can be employed in datasets 
formed by continuous/ordinal attributes. In a nutshell, the K-Means algorithm is first 
applied in the complete instances y, leading to a set of clusters, whose mean vectors 
(centroids) are, in turn, used as training instances for the traditional KNN. From now 
on, we will call our method KMI (K-Means Imputation), and we propose to apply it 
separately in the instances of each class (further details in Section 2.4). In summary, 
the main steps of KMI are: 

Algorithm KMI 

1 Employ the K-Means Algorithm in the instances without 
missing values (complete dataset), obtaining KM cluster 
centroids (mean vectors); 

2 According to the KM obtained centroids, find the corre-
sponding nearest one for each instance with missing val-
ues - equation (1) considering y as the centroids and u 
as the instance with missing values; 

3 Complete each missing value with the corresponding at-
tribute value of the nearest centroid. 

2.1   Brief Review of the K-Means Algorithm 

Clustering algorithms that involve the calculation of the mean (centroid) of each clus-
ter are often referred to as K-Means algorithms [7]. These algorithms partition a data-
set of N instances into KM clusters, minimizing the sum of distances among instances 
and their corresponding cluster centroids. The value of KM (number of clusters) is 
usually specified by the user. The distances can be calculated by means of equation 
(1), but since K-Means is applied in the complete dataset, all attributes are considered. 
In this work, we employ the K-Means algorithm depicted in Fig.1, where the conver-
gence criterion can be defined either as the maximum number of iterations (t) of steps 
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2 and 3 or as a function of the difference between centroids of two consecutive  
iterations. 

1. Generate a random initial partition of instances into KM nonempty clusters; 
2. Compute the cluster centroids (mean vectors) of the current partition; 
3. Assign each instance to the cluster with the nearest centroid; 
4. If the convergence criterion has been satisfied, then stop; else, go to step 2. 

Fig. 1. Employed K-Means Algorithm 

2.2   Efficacy of KNN and KMI 

In order to visualize possible advantages and disadvantages of KNN and KMI, let us 
consider the pedagogical dataset (formed by 4 Gaussian distributions, each one com-
posed by 10 instances) depicted in Fig. 2. Both KNN and KMI are designed to fulfill 
the missing value (represented by ?) of instance u=[u1,u2,?].  To do so, these methods 
take into consideration the available information, i.e., the values of attributes 1 and 2 
depicted in Fig. 2, where {G1,…,G4} represent four natural groups of similar in-
stances. These groups can be viewed as four different classes. It is clear that u is more 
similar to the instances of G1 (as indicated by the arrow) than to the instances of the 
other groups. Therefore, it is assumed that one or more instances of this group should 
be employed to impute u3.  
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Fig. 2. Hypothetical dataset 

Considering KNN, the most similar KN instances (neighbors) are employed to im-
pute u3. For instance, the mean vector of KN instances could be used to impute u3. Let 
us call this mean vector as m=[m1,m2,m3]. In this particular case, the third attribute 
value of the mean vector is imputed in u3, i.e. u3=m3. In the hypothetical situation 
depicted in Fig. 2, a value of KN more than 10 may cause problems for KNN, because 
instances very dissimilar of u (belonging to other groups) would contribute to the 
imputation of u3. This problem can be lessened by using the weighted imputation 
function expressed in Equation (2), where yi are the KN most similar instances in rela-
tion to u and j is the attribute index of the missing value (j=3 in our hypothetical 
case). Doing so, a vector y contributes to the imputation of u3 according to its similar-
ity to u. If d(u,yi)=0, then only instance yi is employed to impute the missing value in 
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u, because in this case u=yi. Equation (2) also lessens the problem caused by overes-
timated values of KN (number of neighbors in the traditional KNN). However, KNN 
computational cost continues high (this subject is addressed in Section 2.3). 
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Let us now consider what happens with the application of KMI (K-Means + 
KNN). In principle, we will consider just the most similar cluster (according to its 
centroid) for the imputation process. In an ideal situation, the four groups depicted 
in Fig. 2 would be found by K-Means, and KMI would impute a suitable value in 
u3, i.e. the corresponding value of the mean vector (centroid) of the most similar 
group (G1). In this case, if KN≤10, KNN would perform a more accurate imputation 
- by Equation (2) – than KMI. However, for KN>10, imputation by KMI would be 
more accurate. Suppose now that KM≤4 or that K-Means has not found the natural 
clusters {G1,…,G4}. In both cases, instances from different natural groups could 
be classified in the same cluster. For example, let us suppose that instances of G1 
and G3 are classified in a single cluster. Under the perspective of imputing u3, this 
single cluster would be interesting only if these two groups (G1 and G3) have simi-
lar values for y3. To reduce this problem (without considering computational effi-
ciency issues), one can overestimate (to a certain extent) the value of KM for two 
reasons: (i) it favors more compact clusters, formed by few instances, thus provid-
ing more accurate imputations; (ii) K-Means may decrease KM, mainly in relation 
to particular centroid initializations. More specifically, K-means can find less than 
KM clusters when, in a set of KM centroids, at least one is farther from all instances 
than the others. In some situations, it can be interesting to employ more than one 
cluster for imputation. For example, let us consider the scenario in which two or 
more clusters have an equal distance from u. In this case, it would be interesting to 
consider all these clusters for imputation. Another alternative involves the applica-
tion of equation (2) in the K-Means based imputation. 

In theory, the challenge is to find suitable values for KN and KM, because, in this 
case, both methods can provide good results. In practice, however, this is a hard task. 
Considering KNN, if KN is set too high, many dissimilar instances in relation to u are 
taken into consideration to impute its missing values. That could deteriorate the qual-
ity of the imputed value. On the other hand, if KN is set too low, the imputation could 
become badly biased, not appropriately reflecting sampling variability. Similarly, 
when KMI is concerned, if too high values of KM are chosen, small clusters are likely 
to be found, favoring imputations based on small subsets of instances. However, if KM 
is set too low, the number of instances in each cluster tends to be high, and very dis-
similar instances in relation to u may be considered to impute its missing values. In 
summary, it is really difficult to find the optimal values for KM and KN. Under this 
perspective, it is also important to evaluate the computational costs of KMI and KNN. 
This subject is addressed in the next section. 
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2.3   Computational Costs of KNN and KMI 

In order to evaluate the computational costs of KNN and KMI, let us call: M as the 
amount of instances with at least one missing value; C as the amount of instances 
without missing values (complete dataset); KN as the number of neighbors for KNN; 
KM as the number of clusters for the K-Means Algorithm; and t as the number of itera-
tions for K-Means. 

Both methods require the computation of distances between vectors. These dis-
tances – given by equation (1) - represent the main computational cost of both KNN 
and KMI. The required comparisons do not represent significant computational costs 
when compared with the computation of distances. Thus, the estimated computational 
cost of KNN is O(M⋅C), whereas for KMI it is O(t⋅KM⋅C+M⋅KM). In practice, M and C 
are a priori known, and the values of both KM and t are usually defined by the user. 
With a little notation abuse, the estimated value of KM that equals the computational 
costs of KNN and KMI for a fixed t is: 

)(
'

MCt

CM
K M +⋅

⋅=      (3) 

Equation (3) states that if KM>K’M then KNN is computationally more efficient 
than KMI, whereas if KM<K’M then KMI is more efficient. Similarly, it would be 
interesting to estimate K’N. However, the number of neighbors (KN) only affects the 
comparison phase, in which the nearest-neighbors are defined. Therefore, it does not 
significantly influences the computational cost of KNN and, in principle, K’N could 
not be estimated. One alternative to circumvent this problem involves comparing the 
computational costs of KNN and KMI in a situation in which both methods would 
provide the same efficacy. As previously described (Section 2.2), the efficacy of each 
method basically depends on the amount of instances employed for imputation. When 
KMI is concerned, in general it is interesting to consider only the most similar cluster 
in relation to u for imputation. Therefore, in order to provide a fair comparison be-
tween KNN and KMI, the value of KN should be equal to the number of instances of 
the most similar cluster. However, it is not easy to estimate this number, because it 
depends on the K-Means result. In this context, a reasonable approach involves as-
suming that K-Means would provide clusters formed by an equal number of instances, 
leading to the following relation: 

N
M K

C
K =      (4) 

In other words, equation (4) relates the number of clusters to the number of 
neighbors in a way such that both methods take into account approximately the same 
number of instances to impute the missing values. Now, similarly to the estimation of 
K’M

 - equation (3) - and using equation (4), it is possible to estimate K’N: 

M

MCt
K N

+⋅='      (5) 
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Where K’N equals the computational cost of KNN and KMI, in such a way that 
both consider approximately an equal number of instances to perform the imputation 
of missing values. In summary, the computational costs of KNN and KMI depend on 
the proportion of instances with missing values in relation to the complete dataset, and 
on K-Means parameters. 

2.4   Proposed Method 

As described in Sections 2.2 and 2.3, KNN and KMI present advantages and disad-
vantages concerning both efficacy and efficiency, depending on the characteristics of 
the dataset in hand and on their parameter values (KM, t, and KN). In classification 
problems, we propose to separate the instances according to their corresponding 
classes before applying KMI. In this context, let us suppose a classification problem 
in which there are X classes. Thus, X pairs of {Missing,Complete} datasets {(M1,C1), 
(M2,C2),…,(MX,CX)} are employed for imputation. In this scenario, the hard task of 
choosing the value for KM is attenuated, because K-Means is employed in a super-
vised way, i.e., the information about the class is indirectly inserted in the imputation 
process. In other words, missing values are imputed only considering corresponding 
instances of the same class. In this sense, a reasonable approach is to set KM=2, which 
is the minimum value for this parameter. Doing so, complete instances of each class 
are summarized by two cluster centroids (mean vectors), and the most similar cen-
troid in relation to each instance with missing values is used for imputation.  

Let us see what happens when the computational costs are concerned. To do so, it 
is not necessary to change the terminology defined in section 2.3. Instead, we assume 
that the imputation process is being performed in the instances of a single class I, and 
the concepts described in section 2.3 still remain valid for each pair (MI,CI). The only 
difference is that now we are evaluating KNN and KMI considering the instances of a 
single class. Anderberg [8] observes that, in general, a number of iterations t≤5 usu-
ally will suffice to get suitable solutions by K-Means. Under this perspective, 
{t=5,KM=2}<<{C,M} and, consequently, KMI becomes of O(C+M), i.e. more effi-
cient than KNN. Obviously, there is a trade-off between efficiency and efficacy (ac-
curacy), and it is necessary to evaluate to what extent it is advantageous to employ 
more efficient algorithms like KMI. This assessment is highly dependent of the classi-
fication problem in hand. Thus, it is useful to perform empirical evaluation in some 
benchmark datasets. To do so, imputation results are evaluated both in terms of pre-
diction and classification tasks. 

3   Simulation Results 

3.1   Theoretical Aspects 

We are interested in evaluating our imputation method for classification problems in 
the context of data mining applications. In general, a dataset D is formed by instances 
with and without missing values. Remember that we call C (complete) the subset of 
instances of D that do not have missing values, and M (missing) the subset of in-
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stances of D with at least one missing value. In this context, imputation methods 
should carefully complete the missing values of M, originating a filled dataset F. In an 
ideal situation, the imputation method should fill the missing values, originating filled 
values, without inserting bias in the dataset. In a more realistic view, one tries to de-
crease the amount of inserted bias to acceptable levels, in a way that a dataset 
D’={C+F}, probably containing more information than D (in the sense that the attrib-
utes without missing values in M may contain important information), can be used for 
data mining (e.g. considering issues such as feature selection, combining multiple 
models, and so on). 

There are two ways of measuring the bias inserted by an imputation method: in a 
prediction task and in a classification task. In a prediction task, one simulates missing 
values in C. Some known values are removed and then imputed. In this way, it is 
possible to evaluate how close the imputed values are to the real, known ones. The 
closer the imputed value to the real one, the better the imputation method is. This 
alternative is very efficient to compare different imputation methods, because it re-
quires few computations after imputing values, but it does not allow estimating the 
classifier performance in D’. In other words, although this procedure is valid, the 
prediction results are not the only important issue to be analyzed. In this sense, the 
substitution process must also generate values that least distort the original character-
istics of D, which are given by the between-variable relationships, defined by each 
particular classification algorithm. In a more practical view, the known values in M 
can contain important information, which, in turn, would be lost if their correspond-
ing instances were discarded.  

In practical data mining applications, one usually employs different classifiers, 
choosing the best one according to some criterion of model quality. In this work, we 
are interested in evaluating the influence of the proposed imputation method in  
relation to the Average Correct Classification Rate (ACCR) criterion. In fact, the 
assumption is that the best classifier (BC) - in relation to D and to the available classi-
fiers – provides a suitable model for classifying instances of D. Therefore, it is also 
important to assess to what extent the imputed values adjust themselves to the BC 
model(s). 

It is a common practice to evaluate classifier performance in a test set. The same 
concept can be adapted to evaluate the missing values substitution, considering C as 
the training set and F as the test set. In this context, one can measure the inserted bias 
by the following procedure: 

1) Evaluate the classifier in a cross-validation process, using dataset C; 
2) Evaluate the classifier in dataset F (test set) considering that C is the training set; 
3) The estimated inserted bias is the difference between the results achieved in 2) and 1). 

Fig. 3. Evaluating the imputation method in a classification context 

Looking at Fig. 3, a positive bias is achieved when the Average Correct Classifi-
cation Rate (ACCR) in F (step 2) is higher than in the cross validation process in C 
(step 1), i.e. the imputed values are likely to improve the classifier ACCR in D’. By 
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the same token, a negative bias is inserted when the imputed values are likely to 
worsen the classifier ACCR. Finally, no bias is likely inserted when the accuracies in 
F and in the cross-validation process are equal (ideal situation). 

One could argue that a cross-validation process should be performed in both 
datasets (C and F), comparing the corresponding results. However, it is possible to 
get different models in C and F. For instance, different decision trees (in terms of 
selected attributes), but with similar accuracies in a cross-validation process, may 
be obtained in C and F. In this case, a similar ACCR may not be achieved in D’. In 
addition, we are interested in evaluating if the imputation process preserves the 
between-variable relationships, which are defined by each particular classification 
model. In this sense, the complete dataset is more trustable and, consequently, is its 
associated model. In other words, verifying how the data in F adjust themselves to 
the model obtained in C allows estimating the classifier ACCR in D’. Besides, 
performing cross-validation in both datasets (C and F) is computationally more 
expensive, because it is necessary to get and evaluate each classifier several times 
for both C and F. 

3.2   Methodology 

The KMI was evaluated both in prediction and classification tasks, comparing the 
obtained results with the traditional KNN for imputation. In order to verify the 
efficacy of the proposed method (KMI), we compared it to KNN with weighted 
imputations – equation (2) – and assuming that KN=C/KM provides fair comparisons 
– equation (4).  Both methods were evaluated in three scenarios, simulating miss-
ing values in proportions of 30%, 50% and 70%, i.e. M=30%C, M=50%C and 
M=70%C. To do so, we simulated missing values in complete datasets, eliminating 
some values that are a priori known. In this sense, for each class some instances 
were randomly chosen, and one of their attribute values was randomly eliminated. 
Thus, the proportion of instances of each class is maintained in the employed data-
sets. After inserting missing values, the known values of each attribute were  
normalized into the range [0,1] to give attributes an equal weight. We performed 
simulations in 3 datasets that are benchmarks for data mining methods [10] (Iris 
Plants, Wisconsin Breast Cancer, and Pima Indians Diabetes) and Table 1 summa-
rizes their main characteristics. 

Table 1. Summary of Dataset Characteristics 

Dataset (# classes) # instances/class # attributes Attribute Type 
Iris Plants (3) {50,50,50} 4 Continuous 

Wisconsin Cancer (2) {444,239} 9 Ordinal 
Pima Diabetes (2) {500,268} 8 Ordinal/Continuous 

The simulation results in the prediction task are shown in Table 2, where one ob-
serves that KNN has provided slightly better results (smaller average absolute differ-
ences between original and imputed values) in most of the performed simulations. As 
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it can be seen in the sequel, these differences have not significantly influenced classi-
fication results, which is the most important aspect to be analyzed.  

Table 2. Prediction Results: average values for abs(original-imputed) 

Metho
d 

30% 
Iris 

50% 
Iris 

70% 
Iris 

30% 
Wisc. 

50% 
Wisc. 

70% 
Wisc. 

30% 
Pima 

50% 
Pima 

70% 
Pima 

KNN 0.22 0.19 0.26 1.15 1.12 1.05 12.65 14.85 17.38 
KMI 0.21 0.21 0.28 1.22 1.14 1.11 12.73 15.52 17.33 

The imputation process must also generate values that least distort the original 
characteristics of D, which are given by the between-variable relationships, defined 
by each particular classifier. To evaluate this aspect, we employ the methodology 
described in Section 3.1, using five classifiers: One Rule, Naïve Bayes, J4.8 Decision 
Tree, PART and Multilayer Perceptrons. These classifiers are popular in the data 
mining community, and make part of the WEKA System [11], which was used to 
perform our simulations, using its default parameters. In a nutshell, One Rule (1R) is 
a very efficient and simple method that often produces good rules for characterizing 
the structure in the data. It generates a one-level decision tree, which is expressed in 
the form of a set of rules that test just one selected attribute. Naive Bayes (NB) uses 
all attributes and allows them to make contributions to the decision that are equally 
important, and independent of one another given the class, leading to a simple scheme 
that works well in practice. J4.8 is the Weka´s implementation of an improved ver-
sion of the popular C4.5 decision tree learner. PART is a method that provides rules 
from pruned partial decision trees built using C4.5. It combines the divide-and-
conquer strategy of decision trees learning with the separate-and-conquer strategy for 
rule learning. In essence, to make a single rule, a pruned decision tree is built for the 
current set of instances. Then, the leaf with the largest coverage is made into a rule 
and the tree is discarded. Finally, Multilayer Perceptrons are feedforward neural net-
works (NN) that learn by means of backpropagation algorithms. 

In order to estimate the classifier ACCR (Average Correct Classification Rate) in 
the complete datasets (C), we performed a ten-fold-cross validation (CV) process. 
Figures 4, 5, and 6 show the simulation results in each dataset, considering the em-
ployed classifiers. In these figures, 30%, 50% and 70% represent the proportion of 
missing values in each simulation, whereas F stand for the datasets filled by either 
KNN or KMI. 

Figures 4, 5, and 6 show that KNN and KMI have provided good and similar clas-
sification results in the filled datasets. Since KMI is a more efficient algorithm, our 
most important results concern about the efficacy of KMI, which is similar to the one 
provided by KNN. Indeed, KNN has provided better classification results just in 40% 
of our simulations. Indeed, the most important differences, in terms of classification 
results in the filled datasets, were equal to 2.22%, 0.63%, and 3.90% in Iris, Wiscon-
sin and Pima respectively. Considering the inserted bias (Fig. 3) both methods (KMI 
and KNN) have provided equal results in 44.44% of our simulations, whereas KMI 
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has provided better results in 31.11% of our simulations, indicating that KMI pro-
vides imputations as suitable as KNN, but in a more efficient way.  
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Fig. 4. Average Correct Classification Rate (ACCRs) - Iris Plants 
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Fig. 5. Average Correct Classification Rate (ACCRs) - Wisconsin Breast Cancer 
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Fig. 6. Average Correct Classification Rates (ACCRs) - Pima Indians Diabetes 
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Considering the most important estimated inserted biases, Figures 4, 5, and 6 also 
show that KNN and KMI provided similar performances. Table 3 details the most 
important inserted biases (positive and negative ones), indicating that KMI has shown 
worse results just in Pima. 

Table 3. Most Important Estimated Inserted Bias in Each Dataset: Bias (bold); imputation 
method(s) (KNN/KMI/both); classifier; proportion of missing values 

Bias (%) Iris Plants (Fig. 4) Wisconsin (Fig. 5) Pima (Fig. 6) 
Positive 5.33; both; NN; 50%. 3.97; both; NN; 70%. 9.38; KMI; J4.8; 50% 

Negative 7.62; both; J4.8/PART; 70%. 2.16; both; 1R; 70%. 7.29; KMI; 1R; 50% 

4   Conclusions 

This paper proposed modifications towards improving the efficiency of imputation 
methods based on nearest-neighbors. In this context, the K-Means algorithm is ap-
plied in the complete dataset (without missing values) before the imputation process 
by nearest-neighbors takes place. Subsequently, the cluster centroids obtained by K-
Means are used as training instances for the nearest-neighbor method. Particularly, 
we focused on classification problems, for which we proposed to employ K-Means in 
a supervised way, i.e., missing values are imputed considering just corresponding 
instances of the same class. Performed simulations in three benchmark datasets indi-
cate that the proposed method provides imputations as suitable as those obtained by 
means of the traditional K-Nearest Neighbor (KNN) method, both in terms of predic-
tion and classification tasks. Thus, the proposed method is promising.  

Our future work will concentrate on performing simulations on real-world data-
sets, comparing the obtained results with other leading imputation methods. We are 
also going to evaluate the application of the weighted imputation function in the in-
stances of the clusters found by K-Means. Although it implies in an additional com-
putational cost, the imputations are likely to be even more accurate. In addition, the 
computational cost can be further minimized by using other reduction techniques 
such as those proposed in [13]. Finally, we are going to investigate the substitution of 
K-Means by other efficient algorithms that automatically define the optimal number 
of clusters. 
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Abstract. This paper introduces two new approaches to fit a linear re-
gression model on interval-valued data. Each example of the learning set
is described by a feature vector where each feature value is an interval. In
the first proposed approach, it is fitted two independent linear regression
models, respectively, on the mid-point and range of the interval values
assumed by the variables on the learning set. In the second approach,
is fitted a multivariate linear regression models on these mid-point and
range. The prediction of the lower and upper bound of the interval value
of the dependent variable is accomplished from its mid-point and range
which are estimated from the fitted linear regression models applied to
the mid-point and range of each interval values of the independent vari-
ables. The evaluation of the proposed prediction methods is based on the
average behavior of the root mean squared error and the determination
coefficient in the framework of a Monte Carlo experiment in comparison
with the method proposed by Billard and Diday [2].

1 Introduction

Due the explosive growth in the use of databases new approaches have been pro-
posed to discover regularities and summarize information stored in such large
data sets. Symbolic Data Analysis (SDA) [1] has been introduced as a new
domain related to multivariate analysis, pattern recognition and artificial in-
telligence in order to extend classical exploratory data analysis and statistical
methods to symbolic data. Symbolic data allows multiple (sometimes weighted)
values for each variable and new variable types (interval, categorical multi-valued
and modal variables) have been introduced. These new variables allow to take
into account variability and/or uncertainty present in the data.

This paper concerns the fitting of univariate and multivariate linear regression
models to an interval-valued data-set. The classical model of regression for usual
data is used to predict the behavior of a dependent variable Y as a function of
others independent variables that are responsible for the variability of variable
Y . In the case where Y is a vector of multiples response variables, then we have
the so called multivariate linear regression model. In both situations, to fit these
models on the data, is necessary the estimation of a vector β of parameters
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from the data vector (or data matrix, in the multivariate case) Y and the model
matrix X, supposed with complete rank p. The estimation using the method of
least square does not require any probabilistic hypothesis on the variable Y . This
method consists in minimize the sum of square of residuals. A detailed study of
the univariate and multivariate linear regression models for classical data can
be found in Scheffé [7], Draper and Smith [5], Montgomery and Peck [6], among
others.

Billard and Diday [2] presented for the first time an approach to fitting a
linear regression model to an interval-valued data-set. Their approach consist in
fitting a linear regression model on the mid-point of the interval values assumed
by the variables on the learning set and applies this model on the lower and
upper bounds of the interval values of the independent variables to predict,
respectively, the lower and upper bounds of the interval value of the dependent
variable. Later, they presented other approaches to fit a linear regression model
to the case of histogram-valued data [3], and to take into account taxonomic
variables.

This paper introduces two new approaches to fit a linear regression model for
interval-valued data which improves the method proposed by Billard and Diday
[2]. In the first proposed approach, it is fitted two independent linear regression
models, respectively, on the mid-point and range of the interval values assumed
by the variables on the learning set. The prediction of the lower and upper bound
of the interval value of the dependent variable is accomplished from its mid-point
and range which are estimated from the fitted linear regression models applied
to the mid-point and range of each interval values of the independent variables.
The second approach consist in a multivariate linear regression model of the
mid-point and range of the dependent variable over a matrix model X composed
by the mid-points and ranges of the independent variables. The prediction of
the lower and upper bound of the interval value of the dependent variables are
estimated from the fitted multivariate linear regression model applied on the
same mid-point and range of each interval values of the independent variables.

In order to show the usefulness of these approaches is predicted, according
with the proposed methods and the method presented by Billard and Diday
[2] in independent test data sets, the lower and upper bound of the interval
values of a variable which is linearly related to a set of independent interval-
valued variables. The evaluation of the proposed prediction methods considering
different values for the vector of parameters β is based on the estimation of
the average behavior of the root mean squared error and of the determination
coefficient in the framework of a Monte Carlo experiment in comparison with
the method proposed by Billard and Diday [2].

Section 2 presents the new approaches to fit a linear regression model to
interval-valued data. Section 3 describes the framework of the Monte Carlo sim-
ulations and presents experiments with artificial interval-valued data sets and
with a cardiological interval-valued data set. Finally, the section 4 gives the
concluding remarks.
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2 Linear Regression Models for Interval-Valued Data

This section explains the method introduced by Billard and Diday [2] to fit a
linear regression model on interval-valued data (here named univariate center
method - UCM ) and the methods introduced in this paper (here named univari-
ate center and range method - UCRM and multivariate center and range method
- MCRM ).

2.1 Univariate Center Method (UCM)

Let E = {e1, . . . , en} a set of examples which are described by p + 1 interval-
valued variables: Y , and X1, . . . , Xp. Each example ei ∈ E (i = 1, . . . ,n) is
represented as an interval quantitative feature vector zi = (xi1, . . . , xip, yi) where
xij = [aij , bij ] ∈ � = {[a, b] : a, b ∈ �, a ≤ b} (j = 1, . . . , p) and yi = [yLi, yUi] ∈
� are, respectively, the observed values of Xj and Y .

Let us consider that exist a linear relationship between Y (the dependent
variable) and Xj , j = 1, . . . , p (the p independent predictor variables). Given a
new example e, described by z = (x1, . . . , xp, y) where xj = [aj , bj ] (j = 1, . . . , p)
and y = [yL, yU ], the aim is to predict y from xj (j = 1, . . . , p) through a linear
regression model.

Billard and Diday [2] proposed to fit a univariate linear regression model on
the mid-point of the interval values assumed by the variables on the learning set
and applies this model on the lower and upper bounds of the interval values of
the independent variables to predict, respectively, the lower and upper bounds
of the interval value of the dependent variable. They compare this approach
with the fit of two independent linear regression models, over the lower and
upper bounds of the interval-valued variables, and conclude that their approach
produce a better performance.

Formally, let us consider again the same set of examples E = {e1, . . . , en} but
they are now also described by p+1 continuous quantitative variables Y md, and
Xmd

1 , . . . , Xmd
p , which assume as value, respectively, the mid-point of the interval

assumed by the interval-valued variables Y , and X1, . . . , Xp. This means that
each example ei ∈ E (i = 1, . . . ,n) is represented as a continuous quantitative
feature vector wi = (xmd

i1 , . . . , xmd
ip , ymd

i ) where xmd
ij = (aij +bij)/2 (j = 1, . . . , p)

and ymd
i = (yLi +yUi)/2 are, respectively, the observed values of Xmd

j and Y md.
The fitted univariate linear regression model is then

ymd = Xmdβmd + εmd (1)

where ymd = (ymd
1 , . . . , ymd

n )T , Xmd = ((xmd
1 )T , . . . , (xmd

n )T )T , (xmd
i )T = (1, xmd

i1
, . . . , xmd

ip ) (i = 1, . . . ,n), βmd = (βmd
0 , . . . ,βmd

p )T and εmd = (εmd
1 , . . . , εmd

n )T .
If Xmd has full rank p+1 ≤ n, the least squares estimates of βmd in equation

1 is given by

β̂md = ((Xmd)T Xmd)−1(Xmd)T ymd (2)
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Given a new example e, described by z = (x1, . . . , xp, y) and zmd = (xmd
1 , . . . ,

xmd
p , ymd), where xj = [aj , bj ] and xmd

j = (aj + bj)/2 (j = 1, . . . , p), the value
y = [yL, yU ] of Y will be predicted from the predicted value ŷmd of Y md as
follow:

ŷL = ŷmd = (xL)T β̂md and ŷU = ŷmd = (xU )T β̂md (3)

where (xL)T = (1, a1, . . . , ap), (xU )T = (1, b1, . . . , bp) and β̂md = (β̂md
0 , β̂md

1 , . . . ,

β̂md
p )T .

In the next section, we introduce a new univariate method which improves
the method of Billard and Diday [2].

2.2 The Univariate Center and Range Method (UCRM)

In the method proposed here, is fitted two independent univariate linear re-
gression models, respectively, on the mid-point and range of the interval values
assumed by the variables on the learning set. The prediction of the lower and
upper bound of the interval value of the dependent variable is accomplished from
the mid-point and range which are estimated from the fitted univariate linear
regression models applied to the mid-point and range of each interval value of
the independent variables.

Let us consider again the same set of examples E = {e1, . . . , en}, but they are
now also described by p+1 continuous quantitative variables Y r, and Xr

1 , . . . , Xr
p

which assume as value, respectively, the range of the interval assumed by the
interval-valued variables Y , and X1, . . . , Xp. This means that each example ei ∈
E (i = 1, . . . ,n) is represented as a continuous quantitative feature vector ri =
(xr

i1, . . . , x
r
ip, y

r
i ) where xr

ij = (bij − aij) (j = 1, . . . , p) and yr
i = (yUi − yLi) are,

respectively, the observed values of Xr
j and Y r.

The fitted linear regression model is then

yr = Xrβr + εr (4)

where yr = (yr
1, . . . , y

r
n)T , Xr = ((xr

1)
T , . . . , (xr

n)T )T , (xr
i )

T = (1, xr
i1 , . . . , xr

ip)
(i = 1, . . . ,n), βr = (βr

0 , . . . ,βr
p)T and εr = (εr1, . . . , ε

r
n)T .

If Xr has full rank p + 1 ≤ n, the least squares estimates of βr in equation 4
is given by

β̂r = ((Xr)T Xr)−1(Xr)T yr (5)

Given a new example e, described by z = (x1, . . . , xp, y), zmd = (xmd
1 , . . . ,

xmd
p , ymd) and zr = (xr

1, . . . , x
r
p, y

r), where xj = [aj , bj ], xmd
j = (aj + bj)/2 and

xr
j = (bj − aj) (j = 1, . . . , p), the value y = [yL, yU ] of Y will be predicted from

the predicted values ŷmd of Y md and ŷr of Y r as follow:

ŷL = ŷmd − (1/2)ŷr and ŷU = ŷmd + (1/2)ŷr (6)

where ŷmd = (x̃md)T β̂md, ŷr = (x̃r)T β̂r, (x̃md)T = (1, xmd
1 , . . . , xmd

p ), (x̃r)T =
(1, xr

1, . . . , x
r
p), β̂md = (β̂md

0 , β̂md
1 , . . . , β̂md

p )T and β̂r = (β̂r
0 , β̂r

1 , . . . , β̂r
p)T .
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2.3 The Multivariate Center and Range Method (MCRM)

The second method proposed in this paper consider a multivariate linear regres-
sion model of the mid-point and range of the dependent variable over a matrix
model X composed by the mid-points and ranges of the independent variables.
The prediction of the lower and upper bound of the interval value of the depen-
dent variable is accomplished from the mid-point and range which are estimated
from the fitted multivariate linear regression model applied to the mid-point and
range of each interval value of the independent variables.

Let us consider again the same set of examples E = {e1, . . . , en}, but they are
also described by 2(p+1) continuous quantitative variables: Y md, Y r, Xmd

1 , . . . ,
Xmd

p , and Xr
1 , . . . , Xr

p which assume as value, respectively, the mid-point and
range of the interval-valued variables Y , and X1, . . . , Xp. This means that each
example ei ∈ E (i = 1, . . . ,n) is represented as a continuous quantitative feature
vector ri = (xmd

i1 , . . . , xmd
ip , xr

i1, . . . , xr
ip, y

md
i , yr

i ), where xmd
ij = (aij + bij)/2 and

xr
ij = (bij − aij) (j = 1, . . . , p) and ymd

i = (yLi + yUi)/2 and yr
i = (yUi − yLi)

are, respectively, the observed values of Xmd
j , Xr

j , Y md and Y r.
The multivariate linear regression model is then denote by

Y = Xβ + ε (7)

where Y = ((ymd)T , (yr)T ), with ymd = (ymd
1 , . . . , ymd

n ) and yr = (yr
1, . . . , y

r
n);

X = ((x1)T , . . . , (xn)T )T , with (xi)T = (1, xmd
i1 , . . . , xmd

ip , xr
i1 , . . . , xr

ip) (i =
1, . . . ,n);β=(βmd,βr), withβmd = (βmd

0 ,βmd
1 , . . . ,βmd

2p )T andβr = (βr
0 ,βr

1 , . . . ,

βr
2p)

T ; and ε= ((εmd)T ,(εr)T ), with εmd = (εmd
1 , . . . , εmd

n ) and εr = (εr1, . . . , ε
r
n).

If X has full rank 2p + 1 ≤ n, the least squares estimates of βk(k = md, r) is
given by

β̂k = ((X)T X)−1(X)T yk. (8)

Given a new example e, described by z = (x1, . . . , xp, y) and zmd,r = (xmd
i1 , . . . ,

xmd
ip , xr

i1, . . . , x
r
ip, y

md, yr), where xj = [aj , bj ], xmd
j = (aj + bj)/2 and xr

j = (bj −
aj) (j = 1, . . . , p), the value y = [yL, yU ] of Y will be predicted from the predicted
values ŷmd∗ of Y md and ŷr∗ of Y r as follow:

ŷL = ŷmd∗ − (1/2)ŷr∗ and ŷU = ŷmd∗ + (1/2)ŷr∗ (9)

where ŷmd∗ = x̃T β̂md, ŷr∗ = (x̃)T β̂r, (x̃)T = (1, xmd
1 , . . . , xmd

p , xr
1, . . . , x

r
p), β̂md

= (β̂md
0 , β̂md

1 , . . . , β̂md
2p )T and β̂r = (β̂r

0 , β̂r
1 , . . . , β̂r

2p)
T .

3 The Monte Carlo Experiments

In order to show the usefulness of the approaches proposed in this paper, experi-
ments with simulated interval-valued data sets with different degrees of difficulty
to fit a linear regression model are considered in this section as well as a cardi-
ological interval-valued data set.
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3.1 Simulated Interval-Valued Data Sets

Initially, is considered standard continuous quantitative data sets in �2 and �4.
Each data set (in �2 or �4) has 375 points partitioned in a learning set (250
points) and a test set (125 points). Each data point belonging to the standard
data set is a seed for an interval data (a rectangle in �2 or an hypercube in �4)
and in this way, from these standard data sets, is obtained the interval data sets.

The construction of the standard data set and of the corresponding interval
data set is accomplished in the following steps:

s1) Let us suppose that each random variables Xmd
j is uniformly distributed in

the interval [a, b]; at each iteration is randomly selected 375 values of each
variable Xmd

j ;
s2) The random variable Y md is supposed to be related to variables Xmd

j ac-
cording to Y md = (Xmd)T β + ε, where (Xmd)T = (1, Xmd

1 ) and β =
(β0 = U [c, d],β1 = U [c, d])T in �2, or (Xmd)T = (1, Xmd

1 , Xmd
2 , Xmd

3 ) and
β = (β0 = U [c, d],β1 = U [c, d],β2 = U [c, d],β3 = U [c, d])T in �4 and
ε = U [e, f ]; the mid-points of these 375 intervals are calculated according
this linear relation;

s3) Once obtained the mid-points of the intervals, let us consider now the range
of each interval. Let us suppose that each random variable Y r, Xr

j (j =
1, 2, 3) is uniformly distributed, respectively, in the intervals [g,h] and [i, j];
at each iteration is randomly selected 375 values of each variable Y r, Xr

j ,
which are the range of these intervals;

s4) The interval-valued data set is partitioned in a learning (250 observations)
and test (125 observations) data sets.

Table 1 shows nine different configurations for the interval data sets which are
used to compare the performance of the UCM, UCRM and MCRM methods
in different situations.

Table 1. Data set configurations

C1 Xmd
j ∼ U [20, 40] Xr

j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−20, 20]
C2 Xmd

j ∼ U [20, 40] Xr
j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−10, 10]

C3 Xmd
j ∼ U [20, 40] Xr

j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−5, 5]
C4 Xmd

j ∼ U [20, 40] Xr
j ∼ U [10, 20] Y r ∼ U [10, 20] ε ∼ U [−20, 20]

C5 Xmd
j ∼ U [20, 40] Xr

j ∼ U [10, 20] Y r ∼ U [10, 20] ε ∼ U [−10, 10]
C6 Xmd

j ∼ U [20, 40] Xr
j ∼ U [10, 20] Y r ∼ U [10, 20] ε ∼ U [−5, 5]

C7 Xmd
j ∼ U [20, 40] Xr

j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−20, 20]
C8 Xmd

j ∼ U [20, 40] Xr
j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−10, 10]

C9 Xmd
j ∼ U [20, 40] Xr

j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−5, 5]

These configurations take into account the combination of two factors (range
and error on the mid-points) with three degrees of variability (low, medium and
high): low variability range (U [1, 5]), medium variability range (U [10, 20]), high
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variability range (U [20, 40], low variability error (U [−5, 5]), medium variability
error (U [−10, 10]) and high variability error (U [−20, 20]).

The configuration C1, for example, represents observations with a high vari-
ability range and with a poor linear relationship between Y and the dependent
variables due the high variability error on the mid-points.

In the other hand, the configuration C9 represent observations with a low
variability range and with a rich linear relationship between Y and the dependent
variables due the low variability error on the mid-points.

3.2 Experimental Evaluation

The evaluation of the performance of these linear regression models (UCM,
UCRM and MCRM approaches) is based on the following measures: the lower
bound root mean-squared error (RMSEL), the upper bound root mean-squared
error (RMSEU ), the lower bound determination coefficient (R2

L) and the upper
bound determination coefficient (R2

U ). These measures are obtained from the
observed values yi = [yLi, yUi] (i = 1, . . . ,n) of Y and from their corresponding
predicted values ŷi = [ŷLi, ŷUi], being denoted by:

RMSEL =

√∑n
i=1(yLi − ŷLi)2

n
and RMSEU =

√∑n
i=1(yUi − ŷUi)2

n
(10)

R2
L =
(
Cov(yL, ŷL)

SyL
SŷL

)2

and R2
U =

(
Cov(yU , ŷU )

SyU
SŷU

)2

(11)

where: yL = (yL1, . . . , yLn)T , ŷL = (ŷL1, . . . , ŷLn)T , yU = (yU1, . . . , yUn)T ,
ŷU = (ŷU1, . . . , ŷUn)T , Cov(y•, ŷ•) is the covariance between yL and ŷL or
between yU and ŷU , Sy• is the standard deviation of yL or yU and Sŷ• is the
standard deviation of ŷL or ŷU .

These measures are estimated for the UCM, UCRM and MCRM methods
in the framework of a Monte Carlo simulation with 100 replications for each in-
dependent test interval data set, for each of the nine fixed configurations, as well
as for different numbers of independent variables in the model matrix. In each
replication, a linear regression model is fitted on the training interval data set
for each method (UCM, UCRM or MCRM) and used to predict the interval
values of the dependent variable Y on the test interval data set and then, the
measures are calculated. For each measure, the average and standard deviation
over the 100 Monte Carlo simulation is calculated and then, a statistical t-test
is applied to compare the performance of the new approaches proposed in this
paper and the performance of the UCM method. Additionally, to a more con-
sistence of the results, this procedure is repeated considering 100 different values
for the parameter vector β selected randomly in the interval [−10, 10].

The comparison between these approaches is achieved by three statistical
t-test for independent samples, at a significance level of 1%, applied to each
measure considered. For each configuration C1, . . . ,C9, number of independent
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variables and methods compared (UCRM vs UCM , MCRM vs UCM and
UCRM vs MCRM) is calculated to each measure the ratio of times that the
hypothesis H0 is rejected, considering the 100 different vector of parameters β.

Concerning the RMSEL and RMSEU measures, the null and alternative
hypotheses for the three methods are: 1) H0 : UCRM ≥ UCM versus H1:
UCRM < UCM; 2) H0 : MCRM ≥ UCM versus H1: MCRM < UCM; 3)
H0 : MCRM ≥ UCRM versus H1: MCRM < UCRM.

On the other hand, concerning R2
L and R2

U measures, the hypotheses are: 1)
H0 : UCRM ≤ UCM versus H1: UCRM > UCM; 2) H0 : MCRM ≤ UCM
versus H1: MCRM > UCM; 3) H0 : MCRM ≤ UCRM versus H1: MCRM
> UCRM.

In the Table 2 we illustrate for the UCRM and UCM methods, the statisti-
cal t-test at a significance level of 1%, for a specific values of the vector of param-
eters β in �2 (β0 = 5,β1 = 1.5) and �4 (β0 = 5,β1 = 1.5,β2 = −2,β3 = 0.5).

Table 2. Observed values (and corresponding p-values) of the test statistics following
a Students’s t distribution with 198 degrees of freedom

Configuration p RMSEL RMSEU R2
L (%) R2

U (%)
T p-value T p-value T p-value T p-value

1 1 -20.26 0.0000 -21.04 0.0000 7.51 0.0000 7.37 0.0000
3 -33.77 0.0000 -36.12 0.0000 15.66 0.0000 17.46 0.0000

2 1 -41.01 0.0000 -42.18 0.0000 17.10 0.0000 18.51 0.0000
3 -64.44 0.0000 -64.72 0.0000 31.24 0.0000 36.70 0.0000

3 1 -83.45 0.0000 -87.57 0.0000 39.66 0.0000 36.84 0.0000
3 -122.14 0.0000 -135.13 0.0000 44.30 0.0000 52.38 0.0000

4 1 -9.81 0.0000 -9.39 0.0000 2.57 0.0055 2.74 0.0034
3 -20.35 0.0000 -19.59 0.0000 5.30 0.0000 5.47 0.0000

5 1 -25.78 0.0000 -26.02 0.0000 6.56 0.0000 6.09 0.0000
3 -48.40 0.0000 -52.79 0.0000 16.05 0.0000 14.43 0.0000

6 1 -51.68 0.0000 -54.25 0.0000 20.20 0.0000 17.87 0.0000
3 -94.70 0.0000 -95.90 0.0000 31.33 0.0000 36.36 0.0000

7 1 -0.83 0.2031 -0.95 0.1717 0.30 0.3805 0.52 0.3010
3 -2.49 0.0068 -2.63 0.0047 0.86 0.1953 1.05 0.1485

8 1 -3.26 0.0007 -2.63 0.0046 1.51 0.0668 1.21 0.1136
3 -11.43 0.0000 -10.81 0.0000 3.18 0.0008 3.57 0.0002

9 1 -10.63 0.0000 -9.98 0.0000 5.44 0.0000 4.90 0.0000
3 -27.55 0.0000 -27.98 0.0000 11.10 0.0000 11.30 0.0000

In the Tables 3 and 4 we show, respectively, the comparison between the
UCRM vs UCM methods and MCRM vs UCM methods, and present the
percentage of rejection of the null hypothesis H0 for the 100 different configura-
tions of the vector of parameters β.

From Tables 3 and 4 we can see that the percentage of rejection of the null
hypothesis at a significance level of 1%, regardless the number of variables or
the performance measure considered, is always higher than 53%. This indicate



534 E. de A. Lima Neto, F.A.T. de Carvalho, and C.P. Tenorio

Table 3. Comparison between the UCRM vs UCM methods - Percentage of rejection
of the null hypothesis H0 (T-test for independent samples following a Student’s t
distribution with 198 degrees of freedom)

Configuration p RMSEL RMSEU R2
L (%) R2

U (%)
1 1 100% 100% 95% 95%

3 100% 100% 100% 100%
2 1 100% 100% 97% 96%

3 100% 100% 100% 100%
3 1 100% 100% 98% 98%

3 100% 100% 100% 100%
4 1 99% 99% 79% 79%

3 100% 100% 100% 100%
5 1 100% 100% 91% 90%

3 100% 100% 100% 100%
6 1 100% 100% 97% 96%

3 100% 100% 100% 100%
7 1 95% 94% 57% 56%

3 100% 100% 97% 97%
8 1 92% 92% 78% 78%

3 100% 100% 100% 100%
9 1 99% 99% 88% 87%

3 100% 100% 100% 100%

Table 4. Comparison between the MCRM vs UCM methods - Percentage of rejection
of the null hypothesis H0 (T-test for independent samples following a Student’s t
distribution with 198 degrees of freedom)

Configuration p RMSEL RMSEU R2
L (%) R2

U (%)
1 1 100% 100% 94% 94%

3 100% 100% 100% 100%
2 1 100% 100% 97% 96%

3 100% 100% 100% 100%
3 1 100% 100% 97% 98%

3 100% 100% 100% 100%
4 1 99% 99% 79% 79%

3 100% 100% 100% 100%
5 1 100% 100% 90% 90%

3 100% 100% 100% 100%
6 1 100% 100% 97% 96%

3 100% 100% 100% 100%
7 1 94% 94% 55% 54%

3 100% 100% 93% 93%
8 1 91% 91% 77% 77%

3 100% 100% 100% 100%
9 1 98% 97% 86% 87%

3 100% 100% 100% 100%
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that the new approaches (UCRM and MCRM) in average, considering dif-
ferent vector of parameters β , has a better performance than the UCM ap-
proach. When the number of independent variables is 3, for the configurations
C1,C2,C3,C4,C5,C6,C8,C9, the null hypothesis H0 was rejected in 100% of the
cases.

Notice that only in the configuration C7 with p = 1 the methods UCRM
and MCRM presented a percentage of rejection of the null hypothesis lower
than 78% and 77%, respectively, for the measures R2

L and R2
U . This results

was expected because this configuration represents an interval data with a low
variability range and with a poor linear relationship due the high variability
error on the mid-points.

Additionally, in all configurations, the growing of the number of independent
variables produced an increase in the percentage of rejection of the null hy-
pothesis H0. This means that the performance difference between the UCRM
and MCRM methods and the UCM method, increases when the number of
independent variables in the model increases.

Now, comparing the configurations C1,C2, and C3, that differ with respect to
the error on the mid-points of the intervals, notice that when the variability of the
error decreases, the percentage of rejection of the null hypothesis H0 increases.
This shows that, as much linear is the relationship between the variables as higher
is the statistical significance of the difference between the new approaches and
the current method. We arrive the same conclusion comparing the configurations
(C4,C5,C6) and (C7,C8,C9).

On the other hand, comparing the configurations C1,C4 and C7, that differ
with respect to the variability on the range of the intervals, notice that when
the interval’s range decreases, the percentage of rejection of the null hypothesis
H0 decreases too. This result was expected because if the range of the intervals
approaches zero, we would have the UCM method as an special case of the
UCRM and MCRM methods. We have a similar conclusion comparing the
configurations (C2,C5,C8) and (C3,C6,C9).

Finally, concerning the comparison of the performance of the UCRM and
MCRM methods, the results obtained in the experimental process indicated
that the null hypothesis was never rejected at a significance level of 1%, re-
gardless the number of variables, the performance measure considered or the
configuration. This means that the average performance of MCRM is not bet-
ter than the UCRM methods. Moreover, how the MCRM method use the
double of variables in the model matrix X, when compared with the UCRM
method, we conclude that the UCRM method is preferred.

3.3 Cardiological Interval-Valued Data Set

This data set concerns the record of the pulse rate Y , the systolic blood pressure
X1 and diastolic blood pressure X2 for each of eleven patients (see [2]). Table
5 shows this interval data set. The aim is to predict the interval values y of Y
(the dependent variable) from xj (j = 1, 2) through a linear regression model.



536 E. de A. Lima Neto, F.A.T. de Carvalho, and C.P. Tenorio

Table 5. Cardiological interval data set

u Pulse rate Systolic blood pressure Diastolic blood pressure
1 [44-68] [90-100 [50-70]
2 [60-72] [90-130] [70-90]
3 [56-90] [140-180] [90-100]
4 [70-112] [110-142] [80-108
5 [54-72] [90-100] [50-70]
6 [70-100] [130-160] [80-110]
7 [63-75] [60-100] [140-150]
8 [72-100] [130-160] [76-90]
9 [76-98] [110-190] [70-110]
10 [86-96] [138-180] [90-110]
11 [86-100] [110-150] [78-100]

The performance of the UCRM and MCRM methods in comparison with
the UCM method is evaluated through the calculation of RMSEL, RMSEU ,
R2

L and R2
U measures on this cardiological interval data set. These measures

evaluate the performance of the models identifying the best fit on the data set.
For the UCM method, we have: RMSEL = 11.0942, RMSEU = 10.4136, R2

L =
0.3029, R2

U = 0.5347. For the UCRM method, we have: RMSEL = 9.8096,
RMSEU = 8.9414, R2

L = 0.4154, R2
U = 0.6334; and for the MCRM method we

have: RMSEL = 8.5748, RMSEU = 7.4185, R2
L = 0.5325, R2

U = 0.7293.
From these results we conclude the UCRM and MCRM methods outper-

forms the UCM method also on this cardiological interval data set. In contrast
with the results of the simulated test data sets, the MCRM method presented
a better performance when compared with the UCRM method. However, this
result was observed in the simulated training data set and show an overfitting
of the MCRM method over the data. In the real data set this result occurred
due the reduced number of observation and the double of parameters used in
this method when compared with the UCRM method.

4 Concluding Remarks

In this paper, we presented two new methods to fit a linear regression model
on interval-valued data. The first method fits two independent linear regression
models, respectively, on the mid-point and range of the interval values assumed
by the variables on the learning set. The second approach fits a multivariate lin-
ear regression models on the mid-point and range of the interval values assumed
by the variables on the learning set. This means that in this model the prediction
of the mid-point (and the range) of the interval value of the dependent variable
is a linear function of the mid-point and range of each interval value assumed by
the independent variables. In both approaches, the prediction of the lower and
upper bound of the interval value of the dependent variable is accomplished from
the mid-point and range which were estimated from the fitted linear regression
models applied to the mid-point and range of each interval value of the indepen-
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dent variables. Thus, with these new approaches, is possible to reconstruct the
bounds of the interval value of the dependent variable in a more efficiency way.

The Monte Carlo simulations showed that the superiority of the methods
introduced in this paper, measured by the percentage of rejection of the null
hypothesis concerning the root mean-squared error and determination coefficient
measures, when compared with the UCM method, is statistically significant. In
particular, the performance difference between UCRM (or MCRM) and the
UCM methods, increases when the number of independent variables considered
in the model increases or when the linear relationship between the variables is
stronger, and decreases when the interval’s range decreases. This last result was
expected because if the range of the intervals approaches zero, we would have
the UCM method as an special case of the UCRM and MCRM methods.
The UCRM method is preferred when compared with the MCRM method
because the number of variables in the UCRM method is smaller than the
MCRM method. Finally, the UCRM and MCRM methods outperforms the
UCM method also in the cardiological interval data set.
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Abstract. Association rule mining is a data mining technique that reveals interest-
ing relationships in a database. Existing approaches employ different parameters
to search for interesting rules. This fact and the large number of rules make it
difficult to compare the output of confidence-based association rule miners. This
paper explores the use of classification performance as a metric for evaluating their
output. Previous work on forming classifiers from association rules has focussed
on accurate classification, whereas we concentrate on using the properties of the
resulting classifiers as a basis for comparing confidence-based association rule
learners. Therefore, we present experimental results on 12 UCI datasets showing
that the quality of small rule sets generated by Apriori can be improved by using
the predictive Apriori algorithm. We also show that CBA, the standard method for
classification using association rules, is generally inferior to standard rule learners
concerning both running time and size of rule sets.

1 Introduction

Association rule mining is a widely-used approach in data mining. Association rules are
capable of revealing all interesting relationships in a potentially large database. However,
a major problem in association rule mining is its complexity. Even for moderate-sized
databases it is intractable to find all the relationships. This is why a mining approach
defines an interestingness measure to guide the search and prune the search space.
Therefore, the result of an association rule mining algorithm is not the set of all possible
relationships, but the set of all interesting ones. The definition of the term interesting,
however, depends on the application. The different interestingness measures and the
large number of rules make it difficult to compare the output of different association rule
mining algorithms. There is a lack of comparison measures for the quality of association
rule mining algorithms and their interestingness measures. In this paper we focus on
confidence-based association rule mining. Here the term ‘confidence-based’ refers to
those association rule learners that use the confidence (i.e. accuracy) of a rule as the
interestingness measure.

Association rule mining algorithms are often compared using time complexity. That
is an important issue of the mining process, but the quality of the resulting rule set is
ignored. On the other hand there are approaches that investigate the discriminating power

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 538–549, 2004.
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of association rules and use them to solve classification problems. This research area
is called classification using association rules. An important aspect of classification
using association rules is that it can provide quality measures for the output of the
underlying mining process. The properties of the resulting classifier can be the basis for
comparisons between different confidence-based association rule mining algorithms. A
certain mining algorithm is preferable when the mined rule set forms a more accurate,
compact and stable classifier in an efficient way.

The introduction of these quality measures—particularly the accuracy of the classi-
fier—kills two birds with one stone. First, we are interested in the comparison of the
quality of different confidence-based mining algorithms. Therefore, we use classification
using association rules. Secondly, classification using association rules can be improved
itself by using a mining algorithm that prefers highly accurate rules. In this paper we
compare two different rule mining strategies combined with several different approaches
to classification using association rules.

The rest of the paper is organised as follows. In Section 2 we explain the mining,
pruning, and classification algorithms used for our study. Section 3 describes our exper-
imental methodology, followed by a discussion of results. We present our conclusions
in Section 4.

2 Algorithms

The algorithmic approach for classification using association rules can be divided into
three fundamental parts: association rule mining, pruning, and classification.

2.1 Association Rule Mining

We used two different methods for rule mining—the Apriori algorithm introduced by
Agrawal and Srikant [1] that has become a standard approach and the predictive Apriori
algorithm published by Scheffer [11]. The most significant difference between the two
relates to how the interestingness of an association rule is measured. Although both are
confidence-based, the confidence is estimated differently. Both algorithms start the same
way by building frequent item sets. An item set is called frequent when its support is
above a predefined minimum support. It is possible to construct frequent item sets in
reasonable time because of their support-based downward closure. An item set X of
length k is frequent if and only if all subsets of X with length k − 1 are frequent. This
property allows the search space to be pruned substantially.

Rule discovery using Apriori is straightforward. For every frequent item set f and
every non-empty subset s of f , Apriori outputs a rule of the form s ⇒ (f − s) if and
only if the confidence of that rule is above the user-specified threshold. The confidence is
simply the accuracy of the rule. The rules are ranked according to this confidence value.
If two or more rules share the same confidence they are ordered using their support and
secondly the time of discovery. HenceApriori’s interestingness measure is the confidence
of a rule.

The interestingness measure of predictive Apriori suits the requirements of a classi-
fication task. It tries to maximise the expected accuracy of an association rule instead
of the accuracy on the training data (as measured by the simple confidence measure in
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Apriori). The probability of a correct prediction given the database under consideration
is called the predictive accuracy. Scheffer [11] defines it in the following way:

Let D be a database whose individual records r are generated by a static pro-
cess P , let X ⇒ Y be an association rule. The predictive accuracy c(X ⇒ Y ) =
Pr(r satisfies Y |r satisfies X) is the conditional probability of Y ⊆ r given that X ⊆ r
when the distribution of r is governed by P [11].

The confidence ĉ(X ⇒ Y ) of an association rule X ⇒ Y is the relative frequency
of a correct classification in the training database. Hence the confidence value is op-
timistically biased. However, it can be corrected using the support of the rule under
consideration by computing the expected predictive accuracy E(c(r)|ĉ(r), s(X)) of a
rule rX ⇒ Y given its confidence ĉ and the support of the rule body s(X). Scheffer [11]
calculates it as

E(c(r)|ĉ(r), s(X)) =
∫
cB[c, s(X)](ĉ(r))P (c)dc∫
B[c, s(X)](ĉ(r))P (c)dc

using Bayes formula and exploiting the fact that the likelihood P (ĉ(r)|c(r), s(X)) can
be modeled by the binomial distributionB[c, s(X)](ĉ(r)). P (c) is the prior distribution.
We use discretisation to approximate these integrals. Scheffer suggests dividing the
predictive accuracy c into 100 discrete intervals and using the midpoint of each interval
for calculation.1 Because of discretisation the above integrals become sums over all
possible (100) values of c. The second problem to cope with is the prior distribution.
In order to estimate it, for each discretised predictive accuracy value, the fraction of
association rules which have this accuracy is counted. Thus, to derive the real prior
distribution we would have to investigate the space of all association rules which is
intractable. The solution is to draw many association rules at random under the uniform
distribution. Scheffer suggests drawing 1000 random association rules for each possible
length.1 In addition, predictive Apriori has an inherent pruning strategy that prefers more
general rules. Therefore it searches for then best rules according to the following criteria:

1. the predictive accuracy of the rule is among the n best and
2. it is not subsumed by a rule with at least the same predictive accuracy

The parameter n is user specified. These criteria differ slightly from the ones pub-
lished in the predictive Apriori paper [11] where all n best rules are not subsumed by any
other rule in that list. This version of the predictive Apriori algorithm originates from
an unpublished manuscript by Scheffer [10]. In our opinion it better suits the require-
ments of a classification task, because highly accurate rules which are subsumed by less
accurate ones remain part of the output.

In contrast to Apriori, predictive Apriori uses an increasing support threshold. Out
of each frequent item set rules are generated and added to the best n rules so far if the
above conditions apply. If one rule has to be deleted out of the list of the best n because
of subsumption, we have to recursively re-run the rule generating procedure because
another rule which previously did not make it into the best n could now qualify for
inclusion.

1 In personal communication via e-mail.
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1. Input: rule set sorted according to interestingness measure
2. For all rules r in sorted order DO:
3. For all training instances d DO:
4. If r covers d Then
5. mark d.
6. If r classifies d correctly Then
7. mark r.
8. If r is marked Then
9. delete all instances d that are marked.
10. insert r into an intermediate classifier C
11. select the majority class label out of the training instances d as default.
12. For all training instances DO:
13. classify using C and count the total number of errors made by C.
14. Else
15. delete all marks from each training instance d.
16. Find the rule rmin with the lowest number of errors.
17. From rmin accept all subsequent rules as long as the error does not increase. The last rule accepted is rstop.
18. Delete all rules after rstop.
19. The default class associated with rstop is the default class of the classifier.

Fig. 1. The CBA pruning algorithm. The scheme is an adapted version of Liu et al. [6]

Note that association rules in their general form cannot be used directly for a classi-
fication task. The head Y of an association rule X ⇒ Y (with rule body X) has to be
restricted to one attribute-value-pair. The attribute of this attribute-value-pair is conse-
quently the class attribute. An association rule of this form is called a class association
rule. We have adapted both algorithms to mine class association rules. For Apriori, we
used the method described by Liu et al. [6]. The training data is divided into n subsets—
one for each class. Frequent item sets are then found for each subset separately. For each
frequent item set a rule is generated by appending a consequent which is the class label
of the subset from which it was mined.

Predictive Apriori constructs rules out of frequent item sets generated from all the
data (after the class attribute has been deleted) and considers generating a rule for each
value of the class attribute for every frequent item set. As before, a rule is kept if its
expected predictive accuracy is among the n best. In addition, the prior distribution has
to be estimated for class association rules.

2.2 Pruning

Pruning is an essential step in classification using association rules and a crucial dif-
ference between existing approaches. A very simple strategy is to bound the number of
rules without any closer inspection of the rules themselves. An advantage of this strategy
in a comparative study of association rule mining algorithms is that it does not change
the sort order induced by the rule miner.

The second pruning approach used in this paper is the pruning method introduced by
Liu et al. [6] in their CBA algorithm. It consists of an obligatory and an optional pruning
step. The obligatory pruning step is summarised in Figure 1. Our implementation of CBA
cannot reproduce all the results from the CBA paper [6]. However, using the algorithmic
step in line 17 of Figure 1 (deleting all rules after rstop and not after rmin as described in
the CBA paper [6]) we were able to reproduce some of the results. The optional pruning
step is based on the pessimistic error-rate-based pruning as introduced by Quinlan [8].
It works the following way: for every mined rule r X ⇒ Y where X = x1 ∧ . . .∧xn is
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a conjunction of items xi, the algorithm checks to see if removing any single item from
rule r results in a reduction of the pessimistic error rate. If so, r is pruned. When used,
error-based pruning is always performed as a preprocessing step before the obligatory
pruning step.

2.3 Classification

For a set of classification rules there are two fundamental approaches to using them for
classification: a weighted vote algorithm or a decision list classifier.

The simplest voting scheme is a majority vote where each rule r is equally weighted
with weight ω(r) = 1. In addition we explored a weighting scheme using the inverse
function f(x) = 1

x for weighting. For each rule r its weight ω(r) is calculated using:

ω(r) =
1

rank(r)
where rank(r) ∈ {1, . . . ,R} and R is the number of rules.

This weighting scheme emphasises the difference between the top-ranked rules and
the bottom-ranked ones, because rules at the bottom of the sorted list only get a little
weight and so only have a small influence.

The standard classifier for classification using association rules—the CBA algorithm
[6]—is a decision list classifier. Compared to pruning, classification is very simple in
CBA. It just searches the pruned and ordered list for the first rule that covers the instance
to be classified. The prediction is the class label of that classification rule. If no rule
covers the instance, CBA uses the default class calculated during pruning (see Figure 1).
If the decision list is empty, the majority class of the training instances will be assigned
to each test instance as default. CBA uses a rule limit. It stops the search for association
rules after investigating 80000 rules regardless whether they fulfil the requirements of the
minimum support and confidence or not. In our experiments we did not use this cutoff—
instead we varied the number of rules mined in order to better explore the behaviour of
the association rule learners.

3 Experiments

For our experiments we used 12 datasets from the UCI repository [2], shown in
Table 1. A rule mining strategy is preferable if it allows a compact and accurate classifier
to be formed from the mined set of rules. Therefore we used the following performance
measures:

– the percentage of instances correctly classified in the test set,
– the average rank of the first rule that covers and correctly predicts a test instance,
– the number of mined rules generated by a class association rule miner,
– the number of rules after the pruning step,
– the time required for mining, and
– the time required for pruning.

In every experiment the support threshold smin of Apriori was set to 1% of all
instances and the confidence threshold ĉmin was set to 0.5—the standard thresholds for
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Table 1. The UCI datasets used for the experiments and their properties. In the led7 dataset 10%
of the instances are noisy

Dataset Instances Numeric Binary Nominal Classes Missing
attributes attributes attributes values (%)

balance 625 4 0 0 3 0.0
breast-w 699 0 0 9 2 0.3
ecoli 336 7 0 0 8 0.0
glass 214 9 0 0 6 0.0
heart-h 294 6 3 4 2 20.4
iris 150 4 0 0 3 0.0
labor 57 8 3 5 2 35.7
led7 1000 0 7 0 10 0.0
lenses 24 0 0 4 3 0.0
pima 768 8 0 0 2 0.0
tic-tac-toe 958 0 0 9 2 0.0
wine 178 13 0 0 3 0.0

support and confidence. When indicated, we restricted the number n of mined rules for
Apriori and predictive Apriori (the only input parameter for predictive Apriori).

Class association rule mining as well as association rule mining in general is only
possible for nominal attributes.2 Therefore we needed to discretise the numeric attributes
in our datasets for these methods. We used Fayyad and Irani’s [4] maximum entropy
method for discretisation. To process missing values at classification time, they were
treated as different from all other attribute values. All experimental results were obtained
using one ten-fold stratified cross-validation. We report statistically significant results
at the 5% significance level using the corrected resampled t-test proposed by Nadeau
and Bengio [7] and applying a Bonferroni adjustment as suggested by Salzberg [9].
In addition we show the standard deviation for each result. All algorithms used in the
experiments were implemented within the WEKA machine learning framework [12].3

3.1 Compactness of Rule Sets

As Table 2 shows,Apriori mines considerably more rules than predictiveApriori but most
of them are pruned in the final set of classification rules. The advantage of predictive
Apriori is that it generates fewer rules right from the start.

3.2 Rule Ranking

In this section we investigate whether highly accurate and general rules are preferred by
the ranking system of the mining algorithms. To this end we measured the average rank
of the first rule that covered an instance and predicted it correctly. For this comparison,
both association rule mining algorithms mined the 100 highest ranked rules for every
dataset. We calculated a default class which is the majority class in the training instances.
If no rule covered a test instance and the default class predicted the instance correctly,
the count was set to the number of mined rules incremented by one, otherwise it was
set to the number of mined rules incremented by two. The results are summarised in

2 Association rule mining for numeric-valued attributes is still an open area of research.
3 WEKA is available from http://www.cs.waikato.ac.nz/ml/weka
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Table 2. The compactness of the rule sets mined by different association rule mining algorithms.
Table (a) compares the number of mined rules when we do not restrict their number. The number
of rules left after error-based pruning is shown in (b) and (c) shows the size of the final rule set
used by CBA when it receives the rules from Table (b) as input

Dataset Apriori Pred. Apriori
balance 72.2 ± 13.07 78.7 ± 10.29•
breast-w 5124.9 ± 65.50 906.8 ±325.34◦
ecoli 888.2 ± 152.35 304.4 ± 22.51◦
glass 6055.2 ± 454.27 472.1 ±144.56◦
heart-h 19886.8 ± 757.08 324.9 ± 18.71◦
iris 96.5 ± 14.25 29.8 ± 8.34◦
labor 96084.3 ±5569.42 228.9 ± 21.79◦
led7 510.6 ± 13.50 1565.9 ± 20.44•
lenses 121.8 ± 3.52 28.8 ± 10.03◦
pima 3311.4 ± 311.11 179.5 ± 43.16◦
tic-tac-toe 7642.5 ± 42.23 6289.6 ±105.04◦
wine 87427.9 ±5066.97 1034.2 ±714.36◦

◦, • statistically significant improvement
or degradation

(a)

Dataset Apriori Pred. Apriori
balance 28.9 ± 2.23 50.9 ± 2.85•
breast-w 2975.9 ± 105.44 137.9 ± 46.91◦
ecoli 333.2 ± 24.52 221.2 ± 16.45◦
glass 1661.6 ± 161.29 307.6 ± 93.20◦
heart-h 1242.2 ± 62.28 188.4 ± 10.31◦
iris 28.4 ± 3.27 13.5 ± 1.35◦
labor 79371.8 ±4747.00 62.0 ± 7.90◦
led7 330.5 ± 15.76 1053.3 ± 22.18•
lenses 31.4 ± 2.91 10.6 ± 4.43◦
pima 461.0 ± 46.47 87.0 ± 18.05◦
tic-tac-toe 1180.8 ± 17.84 1731.9 ± 28.83•
wine 36396.5 ±3710.72 554.3 ±383.79◦

◦, • statistically significant improvement
or degradation

(b)
Dataset Apriori Pred. Apriori
balance 14.1 ±0.57 14.1 ± 0.57
breast-w 103.5 ±4.84 37.8 ±11.28◦
ecoli 19.8 ±2.35 20.3 ± 1.83
glass 27.3 ±2.45 22.7 ± 2.87◦
heart-h 38.8 ±3.39 33.1 ± 2.85◦
iris 5.6 ±0.84 5.6 ± 0.70
labor 26.7 ±2.45 8.7 ± 1.83◦
led7 60.4 ±3.24 62.0 ± 2.91•
lenses 20.2 ±1.03 2.6 ± 2.76◦
pima 39.7 ±6.62 39.0 ± 6.63
tic-tac-toe 155.8 ±5.92 166.6 ± 6.52•
wine 30.7 ±5.06 7.6 ± 5.27◦
◦, • statistically significant improvement

or degradation
(c)

Figure 2. Predictive Apriori outperforms Apriori in two third of the datasets. This fact
indicates that predictive Apriori tends to rank high quality rules higher. The problem
with using Apriori’s confidence-based ordering without a support-based correction is
that rules with low support tend to have high confidence. These rules are very specific
and prone to noise.

3.3 Accuracy

In the context of a comparison of mining algorithms a weighted classifier with non-
uniform weights emphasises the importance of a good rule ranking induced by the
mining algorithms. This is because the higher the ranking of a rule is, the more strongly
weighted is its prediction. The overall accuracy on a test set is higher for that min-
ing algorithm that has a better sorting of the mined rules according to their accuracy.
Figure 3 illustrates the results.

The predictive Apriori algorithm with an inversely weighted classifier outperforms
Apriori on every data set except for balance. For both algorithms the number of mined
rules was restricted to 100. The inverse weighting function relies on the discriminative
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Fig. 2. The differences in the rule ranking between the mining algorithms. Apriori and predictive
Apriori both mine the best 100 rules. The figure shows the average rank of the first rule that
covers and correctly predicts a test instance. All differences except for breast-w, pima and wine
are significant at the 5% level

Fig. 3. The accuracies for different association rule mining algorithms using inversely weighted
classifiers. The number n of mined rules was restricted to 100. Differences for breast-w, ecoli,
heart-h, pima and tic-tac-toe are significant at the 5% level

power of the top ranked rules, because the classifier assigns much higher weights to
them. This fact indicates that the predictive Apriori algorithm tends to rank high-quality
rules at the top.

The next classification algorithm we used to compare our rule mining strategies is
the majority vote algorithm. The main focus in this comparison is different than in the
previous case. Here we are not interested in the individual ordering. A majority vote
algorithm cannot provide any insights into this, because every rule has the same weight
independent of the ranking. Instead, the majority vote algorithm can be used to evaluate
how many rules are necessary to build an accurate classifier. The results can be found in
Table 3.

They reveal an interesting property. For a small number of mined rules the accuracy
using predictive Apriori is higher than that for Apriori. To build a comparable classifier
withApriori’s rules the majority vote classifier needs more classification rules.A compact
rule set built by predictive Apriori is better than a compact one built with Apriori. Apriori
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Table 3. The accuracies of different mining algorithms using a majority vote classifier. The number
n of mined rules was varied. The information about statistical significance is calculated separately
for each n

Data Set Pred. Apriori Apriori Pred. Apriori Apriori Pred. Apriori Apriori
n = 10 n = 100 n = 200

balance 73.92± 5.20 74.40± 6.63 73.29± 5.41 76.46± 4.81 73.29± 5.41 76.46± 4.81
breast-w 65.47± 0.47 65.47± 0.47 88.65± 8.65 65.47± 0.47• 90.94± 9.24 65.47± 0.47•
ecoli 68.14± 7.72 42.56± 1.21• 76.81± 2.85 43.44± 2.56• 73.23± 5.32 68.12± 5.09
glass 49.09± 3.53 50.04± 9.11 61.06± 8.38 48.59± 5.80• 71.04± 7.88 46.71±11.90•
heart-h 77.52± 5.29 63.95± 1.43• 82.00± 6.34 63.95± 1.43• 84.38± 7.28 63.95± 1.43•
iris 90.67± 9.00 90.00±12.67 91.33± 9.45 92.67± 7.34 91.33± 9.45 92.00± 7.57
labor 80.67±15.46 64.67± 3.22• 86.67±15.32 73.33±15.07• 90.00±14.05 81.00±17.36
led7 27.60± 2.59 23.90± 2.51• 56.20± 4.57 56.10± 3.78 67.40± 5.19 64.40± 4.88•
lenses 70.00±28.11 63.33±32.20 68.33±33.75 68.33±33.75 68.33±33.75 68.33±33.75
pima 65.89± 1.71 65.11± 0.36 73.96± 4.18 65.11± 0.36• 72.93± 5.31 67.18± 4.76•
tic-tac-toe 74.21± 2.48 65.34± 0.43• 92.48± 3.09 65.34± 0.43• 85.38± 3.86 67.22± 1.51•
wine 65.36±21.14 65.23±10.53 77.71±26.79 66.90± 7.90 78.82±27.65 52.97±13.27•
Data Set Pred. Apriori Apriori Pred. Apriori Apriori Pred. Apriori Apriori

n = 500 n = 700 n = 1000
balance 73.29± 5.41 76.46± 4.81 73.29± 5.41 76.46± 4.81 73.29± 5.41 76.46± 4.81
breast-w 92.51± 9.95 65.90± 1.51• 91.65± 9.83 85.11± 3.76 90.36± 9.69 88.55± 4.03
ecoli 77.08± 6.04 74.98± 4.75 77.08± 6.04 79.18± 4.09 77.08± 6.04 79.77± 2.25
glass 63.9o± 7.56 60.24± 7.30 61.15± 4.94 63.10± 6.30 61.15± 4.94 63.48± 7.62
heart-h 82.34± 8.54 71.85±10.34• 82.34± 8.54 79.99± 5.42 82.34± 8.54 83.02± 6.35
iris 91.33± 9.45 92.00± 7.57 91.33± 9.45 92.00± 7.57 91.33± 9.45 92.00± 7.57
labor 80.67±17.34 76.00±20.05 80.67±17.34 77.67±24.09 80.67±17.34 76.00±17.69
led7 69.80± 4.42 72.40± 4.38◦ 74.60± 5.36 72.40± 4.50• 74.20± 5.07 72.40± 4.50
lenses 68.33±33.75 68.33±33.75 68.33±33.75 68.33±33.75 68.33±33.75 68.33±33.75
pima 74.49± 6.30 72.14± 4.51 74.49± 6.30 72.53± 4.91 74.49± 6.30 70.71± 3.59
tic-tac-toe 76.62± 2.39 97.91± 1.64◦ 75.79± 2.26 97.39± 1.80◦ 72.55± 1.49 98.01± 1.67◦
wine 77.71±26.92 65.13±11.47 73.79±24.64 66.34±11.89 70.39±22.11 69.64±18.40

◦, • statistically significant improvement or degradation

is able to catch up when the number of rules is increased. Using the best 1000 rules,
Apriori has one significant win over predictive Apriori and no significant losses.

We also used a CBA decision list instead of majority voting. In this case—when
the main focus is on different mining algorithms—we used CBA without error-based
pruning. We observed the same behaviour as for the majority vote algorithm. For a small
number of rules predictive Apriori outperforms Apriori as shown in Table 4.

3.4 Comparison with Standard Classification Techniques

We compared CBA to three standard techniques—one decision tree learner and two rule
learners. The standard decision tree inducer C4.5 [8] was used. Every path in the tree
from the root to a leaf node is considered as a rule.We also included JRip,WEKA’s imple-
mentation of Cohen’s RIPPER algorithm [3], and the PART algorithm for constructing
decision lists from partial trees [5]. All three algorithms used their default parameters.
In this section we compare the compactness and the accuracy of class association rules
to that of the standard techniques.

Table 5 shows the results for the compactness, i.e. the number of rules used for
classification. Even though using predictive Apriori results in a slightly smaller set of
rules, the result of the comparison to the standard techniques is clear. The three algorithms
C4.5, JRip and PART generate fewer rules than CBA. However, with respect to accuracy,
Table 6 shows that CBA achieves results comparable to the standard rule learners.
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Table 4. The accuracies of different mining algorithms using CBA without error-based pruning.
The number n of mined rules was varied. The information about statistical significance is calculated
separately for each n

Data Set Pred. Apriori Apriori Pred. Apriori Apriori Pred. Apriori Apriori
n = 10 n = 100 n = 200

balance 66.73± 7.77 68.15± 4.74 71.50± 5.97 71.50± 5.97 71.50± 5.97 71.50± 5.97
breast-w 93.97± 3.40 89.40± 3.51• 94.25± 3.55 90.10± 4.32• 93.11± 3.20 94.97± 3.29
ecoli 68.72± 8.98 61.91± 2.63• 80.37± 2.43 62.79± 3.54• 80.07± 2.72 74.99± 5.31•
glass 47.66± 5.24 51.41± 8.60 70.56± 7.94 51.45± 5.79• 71.97± 8.77 49.11±11.21•
heart-h 77.86± 4.47 64.98± 1.19• 81.66± 7.03 68.36± 5.39• 79.94± 7.12 65.67± 3.86•
iris 90.67±10.04 93.33± 5.44 92.67± 6.63 92.67± 6.63 92.67± 6.63 92.67± 6.63
labor 67.00±12.81 70.00 ±11.86 81.00±20.61 74.00 ±19.93 79.00±19.50 72.67±16.54
led7 27.50± 2.59 23.90± 2.51• 62.40± 4.01 61.10± 4.72• 71.40± 5.50 68.70± 5.21•
lenses 68.33±33.75 61.67±28.38 63.33±32.20 66.67±30.43 63.33±32.20 66.67±30.43
pima 65.89± 1.71 65.11± 0.36 73.44± 4.81 65.11± 0.36• 74.09± 4.18 68.23± 5.62•
tic-tac-toe 100.00± 0.00 69.84± 2.49• 100.00± 0.00 74.85± 5.31• 100.00± 0.00 100.00± 0.00
wine 76.05±19.91 78.10±12.45 76.60±20.88 87.03± 7.61 79.38±21.25 86.05±10.21
Data Set Pred. Apriori Apriori Pred. Apriori Apriori Pred. Apriori Apriori

n = 500 n = 1000 n not restricted
balance 71.50± 5.97 71.50± 5.97 71.50± 5.97 71.50± 5.97 71.50± 5.97 71.50± 5.97
breast-w 93.11± 3.26 95.40± 3.53◦ 93.97± 3.55 95.55± 2.92◦ 93.97± 3.55 95.13± 3.03
ecoli 80.07± 2.72 79.47± 7.12 80.07± 2.72 80.65± 3.24 80.07± 2.72 80.65± 3.24
glass 71.97± 8.77 57.08± 7.77• 71.97± 8.77 61.26±10.88• 71.97± 8.77 71.97± 8.77
heart-h 80.29± 6.39 76.60± 9.10 80.29± 6.39 80.97± 7.51 80.29± 6.39 80.63± 7.20
iris 92.67± 6.63 92.67± 6.63 92.67± 6.63 92.67± 6.63 92.67± 6.63 92.67± 6.63
labor 79.00±19.50 68.00± 8.64 79.00±19.50 77.67±19.88 79.00 ±19.50 79.00±19.50
led7 72.00± 5.16 72.30± 5.10 72.00± 5.16 72.30± 5.10 72.00± 5.16 72.30± 5.10
lenses 63.33±32.20 66.67±30.43 63.33±32.20 66.67±30.43 63.33±32.20 66.67±30.43
pima 74.09± 4.18 71.23± 3.83 74.09± 4.18 74.09± 4.81 74.09± 4.18 74.10± 4.48
tic-tac-toe 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00 98.85± 1.44 99.06± 1.25
wine 79.38±21.25 87.12± 9.05 79.38±21.25 91.60± 7.08 79.38±21.25 93.82± 6.71

◦, • statistically significant improvement or degradation

Table 5. The compactness of CBA compared to standard techniques. CBA performed error-based
pruning and did not restrict the number of rules output by the association rule miner

Dataset CBA + C4.5 JRip PART CBA +
Apriori pred. Apriori

balance 14.10±0.57 39.60±6.00• 12.20±2.53 37.69±4.17• 14.10± 0.57
breast-w 103.50±4.84 28.00±6.00◦ 12.60±1.35◦ 10.10±3.03◦ 37.80±11.28◦
ecoli 19.80±2.35 18.30±1.89 9.00±1.41◦ 13.60±2.17◦ 20.30± 1.83
glass 27.30±2.45 22.60±2.76◦ 8.20±0.92◦ 14.50±1.27◦ 22.70± 2.87◦
heart-h 38.80±3.39 5.40±2.55◦ 3.30±0.67◦ 7.20±1.55◦ 33.10± 2.85◦
iris 5.60±0.84 4.70±0.48◦ 3.90±0.74◦ 3.80±1.32◦ 5.60± 0.70
labor 26.70±2.45 3.60±1.43◦ 3.60±0.52◦ 3.40±0.84◦ 8.70± 1.83◦
led7 60.40±3.24 29.10±2.51◦ 15.20±1.55◦ 28.60±1.65◦ 62.00± 2.91•
lenses 20.20±1.03 3.60±0.52◦ 3.00±0.00◦ 3.60±0.52◦ 2.60± 2.76◦
pima 39.70±6.62 19.20±6.53◦ 3.30±0.67◦ 7.50±1.18◦ 39.00± 6.63
tic-tac-toe 155.80±5.92 90.60±4.50◦ 10.60±1.43◦ 40.20±3.77◦ 166.60± 6.52•
wine 30.70±5.06 5.40±0.70◦ 3.90±0.57◦ 4.60±0.70◦ 7.60± 5.27◦

◦, • statistically significant improvement or degradation

3.5 Time Complexity

Pruning a rule set output by predictive Apriori takes less time than pruning one output
by Apriori, because predictive Apriori prunes away many rules during the search using
its inherent pruning strategy (see Section 2.1). Nonetheless, predictive Apriori is much
slower during mining. Table 7 shows the results. In comparison to standard learners, it
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Table 6. The accuracy of CBA compared to standard techniques. CBA performed error-based
pruning and did not restrict the number of rules output by the association rule miner

Dataset CBA + C4.5 JRip PART CBA +
Apriori pred. Apriori

balance 71.50± 5.97 76.65± 3.77◦ 80.80± 3.56◦ 83.54± 4.93◦ 71.50± 5.97
breast-w 94.12± 3.55 94.69± 2.46 94.13± 2.73 94.26± 3.79 92.25± 3.92•
ecoli 81.26± 3.08 84.23± 7.51 82.16± 6.63 83.60± 6.36 80.96± 2.78
glass 70.13± 9.19 66.75± 7.94 68.66± 8.74 68.14± 7.21 68.25± 8.02
heart-h 79.98± 8.26 81.07±11.22 78.95± 9.30 81.02± 7.55 79.97± 9.03
iris 94.00± 5.84 96.00± 5.62 94.67± 6.13 94.00± 5.84 94.00± 5.84
labor 81.33±21.44 73.67±22.52 77.00±19.53 78.67±17.58 79.33±18.84
led7 72.30± 5.10 72.40± 4.55 71.90± 5.04 72.80± 4.85 72.20± 5.18
lenses 50.00±26.06 81.67±33.75◦ 75.00±32.63◦ 81.67±33.75◦ 66.67±38.49
pima 74.36± 4.83 73.83± 5.66 75.14± 3.68 75.27± 3.93 72.79± 3.78
tic-tac-toe 79.85± 1.84 85.07± 4.49◦ 97.81± 1.81◦ 94.47± 3.15◦ 78.70± 2.01•
wine 94.44± 5.86 93.86± 5.52 91.57± 9.27 93.27± 5.80 76.11±26.97

◦, • statistically significant improvement or degradation

Table 7. The time complexity of the three standard machine learning techniques and CBA during
training. CBA performed error-based pruning and did not restrict the number of rules. The times
in brackets are the times for CBA’s pruning method including error-based pruning

Dataset CBA + C4.5 JRip PART CBA +
Apriori pred. Apriori

balance 0.28( 0.23) 0.05◦ 0.48 0.09◦ 2.42( 0.24)•
breast-w 28.90( 27.06) 0.01◦ 0.31◦ 0.02◦ 283.56( 1.40)•
ecoli 0.85( 0.62) 0.02◦ 0.10◦ 0.04◦ 8.66( 0.31)•
glass 5.82( 2.93) 0.03◦ 0.10◦ 0.05◦ 46.81( 0.34)•
heart-h 29.28( 14.04) 0.02◦ 0.04◦ 0.04◦ 297.26( 1.02)•
iris 0.03( 0.02) 0.00◦ 0.01◦ 0.00◦ 0.78( 0.03)•
labor 344.49(198.14) 0.00◦ 0.00◦ 0.00◦ 370.19( 0.06)•
led7 5.23( 4.21) 0.03◦ 0.22◦ 0.05◦ 50.05( 5.37)•
lenses 0.02( 0.02) 0.00◦ 0.00◦ 0.00◦ 0.26( 0.00)•
pima 6.54( 4.90) 0.05◦ 0.19◦ 0.06◦ 50.16( 1.59)•
tic-tac-toe 23.89( 15.60) 0.02◦ 0.44◦ 0.06◦ 2342.79(17.31)•
wine 170.23( 48.30) 0.01◦ 0.03◦ 0.01◦ 2908.09( 0.21)•

◦, • statistically significant improvement or degradation

also shows that learning classifiers based on class association rules involves considerably
more computation. The numbers are seconds of runtime on a 2.60 GHz Pentium(R) 4
with 1 GB of memory.

4 Conclusions

This paper has provided a comparative study of classification using association rules. In
particular we have shown how to use this classification approach to evaluate the quality
of a set of association rules generated by a confidence-based miner.

More specifically, we applied this methodology to the comparison of Apriori with
predictive Apriori. Concerning the quality of the mined rule set, predictive Apriori is
able to mine a high quality set of association rules. Its ranking metric—the expected
predictive accuracy—makes sure that high-quality rules are ranked closer to the top. The
rule ordering induced by the predictive accuracy outperformsApriori’s confidence-based
ordering. The results also show that the rule set needed to build an accurate classifier is
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smaller when predictive Apriori is used. However, our experiments have shown that the
time complexity of predictive Apriori is worse.

In addition, we have provided some benchmarks for the standard classifier in this
research area—the CBA algorithm. Liu et al. [6] compare their algorithm to C4.5. We
extended the comparison by including other state-of-the-art rule learners. In our opinion,
CBA (in its standard combination withApriori as class association rule mining algorithm)
has comparable accuracy to standard techniques. However, CBA needs more rules and
is slower than the standard techniques. We also found that CBA with predictive Apriori
is slightly less accurate than CBA with Apriori. However, this is only true if a large
number of association rules is generated. Predictive Apriori can improve classification
using association rules when it is used to generate a small set of rules.
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Abstract. Analysis of queries posed to open-domain question-answering systems
indicates that particular types of queries are dominant, e.g., queries about the
identity of people, and about the location or time of events. We applied a rule-
based mechanism and performed manual classification to classify queries into such
commonly occurring types. We then experimented with different adjustments to
our basic document retrieval process for each query type. The application of the
best retrieval adjustment for each query type yielded improvements in retrieval
performance. Finally, we applied a machine learning technique to automatically
learn the manually classified query types, and applied the best retrieval adjustments
obtained for the manual classification to the automatically learned query classes.
The learning algorithm exhibited high accuracy, and the retrieval performance
obtained for the learned classes was consistent with the performance obtained for
the rule-based and manual classifications.

1 Introduction

The growth in popularity of the Internet highlights the importance of developing systems
that generate responses to queries targeted at large unstructured corpora. These queries
vary in their informational goal and topic, ranging from requests for descriptions of
people or things, to queries about the location or time of events, and questions about
specific attributes of people or things. There is also some variation in the success of
question-answering systems in answering the different types of queries.

Recently, there has been some work on predicting whether queries can be answered by
the documents in a particular corpus [1, 2]. The hope is that by identifying features that
affect the “answerability" of queries, the queries can be modified prior to attempting
document retrieval, or appropriate steps can be taken during the retrieval process to
address problems that arise due to these features.

In this paper, we investigate the use of query type as a predictor of document retrieval
performance in the context of a question answering task, and as a basis for the automatic
selection of a retrieval policy. The first step in our study consisted of performing two
types of query classification: a coarse-grained classification, which was performed by
means of a rule-based mechanism, and a finer-grained classification, which was done
manually. We considered these two types of classification because finer-grained classes
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are believed to be more informative than coarser-grained classes when extracting answers
to queries from retrieved documents [3]. However, prior to committing to a particular
classification grain, we must examine its effect on document retrieval performance (as
document retrieval is the step that precedes question answering).

Our analysis of the effect of query type on document retrieval performance shows
that performance varies across different types of queries. This led us to experiment
with different types of adjustments to our basic document retrieval process, in order
to determine the best adjustment for each type of query. The application of specific
adjustments to the retrieval of documents for different query types yielded improvements
in retrieval performance both for the coarse-grained and the finer-grained query classes.

In the last step of our study, we applied a supervised machine learning technique,
namely Support Vector Machines (SVMs) [4], to learn the finer-grained query types
from shallow linguistic features of queries, and used the query-type-based retrieval
adjustments to retrieve documents for the learned classes.1 Our results for both the
machine learning algorithm and the document retrieval process are encouraging. The
learning algorithm exhibited high accuracy, and the resultant retrieval performance was
consistent with the performance obtained for the rule-based and manually-derived query
categories.

In the next section, we review related research. In Section 3, we describe our doc-
ument retrieval procedure. Next, we describe our data set, discuss our rule-based clas-
sification process and our manual classification process, and present the results of our
experiments with the adjustments to the retrieval procedure. In Section 5, we describe the
data used to train the SVM for query classification, and evaluate the performance of the
SVM and the retrieval performance for the automatically learned classes. In Section 6,
we summarize the contribution of this work.

2 Related Research

Our research is at the intersection of query classification systems [5, 6, 3] and perfor-
mance prediction systems [1, 2].

Query classification systems constitute a relatively recent development in Informa-
tion Retrieval (IR). Radev et al. [5] and Zhang and Lee [3] studied automatic query
classification based on the type of the expected answer. Their work was motivated by
the idea that such a classification can help select a suitable answer in a document when
performing an open-domain question-answering task. Radev et al. compared a machine
learning approach with a heuristic (hand-engineered) approach for query classification,
and found that the latter approach outperformed the former. Zhang and Lee experimented
with five machine learning methods to learn query classes, and concluded that when only
surface text features are used, SVMs outperform the other techniques. Kang and Kim’s
study of query classification [6] was directed at categorizing queries according to the task
at hand (informational, navigational or transactional). They postulated that appropriate
query classification supports the application of algorithms dedicated to particular tasks.

1 The automation of the finer-grained classification is necessary in order to incorporate it as a
step in an automatic document-retrieval and question-answering process.
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Our work resembles that of Zhang and Lee in its use of SVMs. However, they considered
two grains of classifications: coarse (6 classes) and fine (50 classes), while we consider
an intermediate grain (11 classes). More importantly, like Kang and Kim, we adjust
our retrieval policy based on query class. However, Kang and Kim’s classes were broad
task-oriented classes, while we offer finer distinctions within the informational task.

Performance-prediction systems identify query features that predict retrieval per-
formance. The idea is that queries that appear “unpromising” can be modified prior
to attempting retrieval, or retrieval behaviour can be adjusted for such queries. Cronen-
Townsend et al. [1] developed a clarity score that measures the coherence of the language
used in documents which “generate” the terms in a query. Thus, queries with a high clar-
ity score yield a cohesive set of documents, while queries with a low clarity score yield
documents about different topics. Zukerman et al. [2] adopted a machine learning ap-
proach to predict retrieval performance from the surface features of queries and word
frequency counts in the corpus. They found that queries were “answerable” when they
did not contain words whose frequency exceeded a particular threshold (this threshold
is substantially lower than the frequency of stop words, which are normally excluded
from the retrieval process). This finding led to the automatic removal of such words from
queries prior to document retrieval, yielding significant improvements in retrieval per-
formance. The work described in this paper predicts retrieval performance from surface
features of queries (by first using these features to classify queries). However, it does
not consider corpus-related information. Additionally, unlike the system described in
Zukerman et al. that modifies the queries, our system dynamically adjusts its retrieval
behaviour.2

3 Document Retrieval

Our retrieval mechanism combines the classic vector-space model [7] with a paraphrase-
based query expansion process [8, 2]. This mechanism is further adjusted by considering
different numbers of paraphrases (between 0 and 19) and different retrieval policies.
Below we describe our basic retrieval procedure followed by the adjustments.

Procedure Paraphrase&Retrieve

1. Tokenize, tag and lemmatize the query.
Tagging is performed using Brill’s part-of-speech tagger [9]. Lemmatizing consists
of converting words into lemmas, which are uninflected versions of words.

2. Generate replacement lemmas for each content lemma in the query.
The replacement lemmas are the intersection of lemmas obtained from two re-
sources: WordNet [10] and a thesaurus that was automatically constructed from the
Oxford English Dictionary. The thesaurus also yields similarity scores between each
query lemma and its replacement lemmas.

2 We also replicated Zukerman et al.’s machine learning experiments. However, since our docu-
ment retrieval technique combines the vector-space model with boolean retrieval (Section 3),
the results obtained when their machine learning approach was used with our system differed
from Zukerman et al.’s original findings.
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3. Propose paraphrases for the query using different combinations of replacement
lemmas, compute the similarity score between each paraphrase and the query, and
rank the paraphrases according to their score.

The similarity score of each paraphrase is computed from the similarity scores
between the original lemmas in the query and the corresponding replacement lemmas
in the paraphrase.

4. Retain the lemmatized query plus the top K paraphrases (the default value for K
is 19).

5. Retrieve documents for the query and its paraphrases using a paraphrase-adjusted
version of the vector-space model.

For each lemma in the original query or its paraphrases, documents that contain
this lemma are retrieved. Each document is scored using a function that combines the
tf.idf (term frequency inverse document frequency) score [7] of the query lemmas and
paraphrase lemmas that appear in the document, and the similarity score between
the paraphrase lemmas that appear in the document and the query lemmas. The
tf.idf part of the score takes into account statistical features of the corpus, and the
similarity part takes into account semantic features of the query.

6. Retain the top N documents (at present N = 200).

3.1 Adjustments to the Basic Retrieval Procedure

The adjustments to our retrieval procedure pertain to the number of paraphrases used
for query expansion and to the retrieval policy used in combination with the vector
space model. The effect of these adjustments on retrieval performance is discussed in
Sections 4.1 and 4.2.

Number of Paraphrases. We consider different numbers of paraphrases (between 0 and
19), in addition to the original query.

Retrieval Policies. Our system features three boolean document retrieval policies, which
are used to constrain the output of the vector-space model: (1) 1NNP, (2) 1NG (1 Noun
Group), and (3) MultipleNGs.

– 1NNP – retrieve documents that contain at least one proper noun (NNP) from the
query.3 If no proper nouns are found, fall back to the vector space model.

– 1NG – retrieve documents that contain the content words of at least one of the noun
groups in the query, where a noun group is a sequence of nouns possibly interleaved
by adjectives and function words, e.g., “Secretary of State”, “pitcher’s mound” or
“house”.

– MultipleNGs – retrieve documents that contain at least g NGs in the query, where
g = min{2, # of NGs in the query}.

3 NNP is the tag used for singular proper nouns in parsers and part-of-speech taggers. This tag
is part of the Penn Treebank tag-set (http://www.scs.leeds.ac.uk/amalgam/
tagsets/upenn.html).
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4 Query Classification and Retrieval Adjustment

Our dataset consists of 911 unique queries from the TREC11 and TREC12 corpora. These
queries were obtained from logs of public repositories such MSNSearch and AskJeeves.
Their average length is 8.9 words, with most queries containing between 5 and 12 words.
The answers to these queries are retrieved from approximately 1 million documents
in the ACQUAINT corpus (this corpus is part of the NIST Text Research Collection,
http://trec.nist.gov). These documents are newspaper articles from the NewYork
Times,Associated Press Worldstream (APW), and Xinhua English (People’s Republic of
China) news services. Thus, the task at hand is an example of the more general problem
of finding answers to questions in open-domain documents that were not designed with
these questions in mind (in contrast to encyclopedias).

We first extracted six main query features by automatically performing shallow lin-
guistic analysis of the queries. These features are

1. Type of the Initial Query Words – corresponds mostly to the first word in the query,
but merges some words, such as “what” and “which”, into a single category, and
considers additional words if the first word is “how”.

2. Main Focus – the attribute sought in the answer to the query, e.g., “How far is it
from Earth to Mars?” (similar components have been considered in [11, 12]).

3. Main Verb – the main content verb of the query (different from auxiliary verbs such
as “be” and “have”), e.g., “What book did Rachel Carson write in 1962?”. It often
corresponds to the head verb of the query, but it may also be a verb embedded in a
subordinate clause, e.g., “What is the name of the volcano that destroyed the ancient
city of Pompeii?”.

4. Rest of the Query – e.g., “What is the name of the volcano that destroyed the ancient
city of Pompeii?”.

5. Named Entities – entities characterized by sequences of proper nouns, possibly
interleaved with function words, e.g., “Hong Kong” or “Hunchback of Notre Dame”.

6. Prepositional Phrases – e.g., “In the bible, who is Jacob’s mother?”.

After the shallow analysis, the queries were automatically classified by a rule-based
system into six broad categories which represent the type of the desired answer.

1. location, e.g., “In what country did the game of croquet originate?”.
2. name, e.g., “What was Andrew Jackson’s wife’s name?”.
3. number, e.g., “How many chromosomes does a human zygote have?”.
4. person, e.g., “Who is Tom Cruise married to?”.
5. time, e.g., “What year was Alaska purchased?”.
6. other, which is the default category, e.g., “What lays blue eggs?”.

The rules for query classification considered two main factors: type of the initial
query words (feature #1 above), and main-focus words (feature #2). The first factor
was used to identify location, number, person and time queries (“where”, “how [much
| many | ADJ]”, “[who | whom | whose]” and “when” respectively). The main focus
words were then used to classify queries whose initial word is “what”, “which” or “list”.
For example, “country”, “state” and “river” indicate location (e.g., “What is the state
with the smallest population?”), and “date” and “year” indicate time (e.g., “What year
was the light bulb invented?”).
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Table 1. Breakdown of automatically derived categories for TREC11 and TREC12 queries; per-
formance for 19 paraphrases and 1NNP retrieval policy; best retrieval adjustment and best perfor-
mance (measured in answerable queries)

Query type # of queries # of queries Performance Best performance
with answers 19/1NNP

ans queries (%) #para/policy ans queries (%)
location 172 167 137 (82.0%) 8/MultNG 149 (89.2%)
name 63 60 45 (75.0%) 1/MultNG 49 (81.7%)
number 169 147 109 (74.1%) 0/MultNG 122 (83.0%)
person 61 55 48 (87.3%) 19/NNP 48 (87.3%)
time 143 138 115 (83.3%) 19/MultNG 124 (89.9%)
other 303 275 191 (69.5%) 12/MultNG 204 (74.2%)
total 911 842 645 (76.6%) 696 (82.7%)

Table 1 shows the breakdown of the six query categories, together with the retrieval
performance when using our default retrieval method (19 paraphrases and the 1NNP
retrieval policy), and when using the retrieval adjustment that yields the best retrieval
performance for each query class. The first column lists the query type, the second column
shows the number of queries of this type, and the third column shows the number of
queries for which TREC participants found answers in the corpus (obtained from the
TREC judgment file).4 The retrieval performance for our default method appears in the
fourth column. The fifth and sixth columns present information pertaining to the best
performance (discussed later in this section).

We employ a measure called number of answerable queries to assess retrieval per-
formance. This measure, which was introduced in [2], returns the number of queries for
which the system has retrieved at least one document that contains the answer to a query.
We use this measure because the traditional precision measure is not sufficiently infor-
mative in the context of a question-answering task. For instance, consider a situation
where 10 correct documents are retrieved for each of 2 queries and 0 correct documents
for each of 3 queries, compared to a situation where 2 correct documents are retrieved
for each of 5 queries. Average precision would yield a better score for the first situation,
failing to address the question of interest for the question-answering task, namely how
many queries have a chance of being answered, which is 2 in the first case and 5 in the
second case.

As seen from the results in the first four columns of Table 1, there are differences in
retrieval performance for the six categories. Also, the other category (which is rather
uninformative) dominates, and exhibits the worst retrieval performance. This led to two
directions of investigation: (1) examine the effect of number of paraphrases and retrieval
policy on retrieval performance, and (2) refine the query classification to increase the
specificity of the “other” category in particular.

4 TREC releases a judgment file for all the answers submitted by participants. For each submitted
answer (and source document for that answer) the file contains a number which represents
a degree of correctness. Thus, at present, when assessing the performance of our retrieval
procedure, we are bounded by the answers found by previous TREC participants.
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4.1 Effect of Number of Paraphrases and Retrieval Policy on Performance

We ran all the combinations of number of paraphrases and retrieval policies on our six
query classes (a total of 60 runs: 20 × 3), and selected the combination of number of
paraphrases and retrieval policy that gave the best result for each query type (where sev-
eral adjustments yielded the same performance, the adjustment with the lowest number
of paraphrases was selected). The fifth and sixth columns in Table 1 show the results
of this process. The fifth column shows the number of paraphrases and retrieval policy
that yield the best performance for a particular query type, and the sixth column shows
the number of answerable queries obtained by these adjustments. As can be seen from
these results, the retrieval adjustments based on query type yield substantial performance
improvements.

4.2 Manual Refinement of Query Classes

We re-examined the automatically derived query classes with a view towards a more
precise identification of the type of the desired answer (as stated above, the hope is that
this more precise categorization will help to find answers in documents). At the same
time, we endeavoured to define categories that had some chance of being automatically
identified. This led us to the 11 categories specified below. These classes include five of
the six previously defined categories (namewas split between person and attribute).
The queries in the six original classes were then manually re-tagged with the new classes.

1. location, e.g., “In what country did the game of croquet originate?”.
2. number, e.g., “How many chromosomes does a human zygote have?”.
3. person, e.g., “Who is Tom Cruise married to?”.
4. time, e.g., “What year was Alaska purchased?”.
5. attribute – an attribute of the query’s topic, e.g., “What is Australia’s national

blossom?”.
6. howDoYouSay – the spelling-out of an acronym or the translation of a word, e.g.,

“What does DNA stand for?”.
7. object – an object or the composition of an object, e.g., “What did Alfred Nobel

invent?”.
8. organization – an organization or group of people, e.g., “What company manufac-

tures Sinemet?”.
9. process – a process or how an event happened, e.g., “How did Mahatma Gandhi

die?”. It is worth noting that 80% of the queries in this category are about how
somebody died.

10. term – a word that defines a concept, e.g., “What is the fear of lightning called?”.
11. other – queries that did not fit in the other categories, e.g., “What is the chemical

formula for sulfur dioxide?”.

Table 2 shows the breakdown of the 11 query categories (the original categories are
asterisked), together with the retrieval performance obtained for our default retrieval
policy (19 paraphrases, 1NNP). As for Table 1, the first column lists the query types, the
second column shows the number of queries of each type, and the third column shows
the number of queries which were deemed correct according to the TREC judgment file.
The retrieval performance for our default method appears in the fourth column. The fifth
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Table 2. Breakdown of manually tagged categories for TREC11 and TREC12 queries; performance
for 19 paraphrases and 1NNP retrieval policy; best retrieval adjustment and best performance
(measured in answerable queries)

Query type # of queries # of queries Performance Best performance
with answers 19/1NNP

ans queries (%) #para/policy ans queries (%)
∗location 206 198 163 (82.3%) 6/MultNG 175 (88.4%)
∗number 187 163 120 (73.6%) 6/MultNG 135 (82.8%)
∗person 118 106 88 (83.0%) 2/NNP 90 (84.9%)
∗time 144 139 116 (83.5%) 19/MultNG 125 (89.9%)
attribute 121 112 81 (72.3%) 4/MultNG 85 (75.9%)
howDoYouSay 21 20 10 (50.0%) 4/NNP 12 (60.0%)
object 13 13 8 (61.5%) 0/1NG 11 (84.6%)
organization 26 25 22 (88.0%) 0/1NG 24 (96.0%)
process 35 30 21 (70.0%) 0/MultNG 25 (83.3%)
term 30 27 11 (40.7%) 0/1NG 13 (48.1%)
∗other 10 9 5 (55.6%) 0/MultNG 6 (66.7%)
total 911 842 645 (76.6%) 701 (83.3%)

and sixth columns contain the retrieval adjustments yielding the best performance, and
the result obtained by these adjustments, respectively. As can be seen from these results,
the retrieval adjustments based on the finer-grained, manually-derived query types yield
performance improvements that are similar to those obtained for the coarser rule-based
query types.

It is worth noting that there is nothing intrinsically important that distinguishes these
11 categories from other options. The main factor is their ability to improve system
performance, which spans two aspects of the system: document retrieval and answer
extraction. Since the finer categories are more informative than the coarser ones, the
hope is that they will assist during the answer extraction stage. Our results show that
this will not occur at the expense of retrieval performance.

5 Using Support Vector Machines to Learn Query Classes

The SVM representation of each query has 11 parts, which may be roughly divided into
three sections: coarse properties (3 parts), fine-grained properties (6 parts), and WordNet
properties (2 parts).

– Coarse Properties – these are properties that describe a query in broad terms.
• headTarget – the target or topic of the question, which is the first sequence of

proper nouns in the query, and if no proper nouns are found then it is the first
noun group, e.g., for the query “Who is Tom Cruise married to?”, the headTarget
is “Tom Cruise”.

• headConcept – the attribute we want to find out about the target, e.g., for the
query “What is the currency of China?”, the headConcept is “currency”.
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• headAction – the action performed on the target, which is mostly the head verb
of the query, e.g., “married” in the above query about Tom Cruise.

– Fine Properties – these properties correspond to the six query features extracted
from the query by performing shallow linguistic analysis (Section 4): (1) type of the
initial query words, (2) main focus, (3) main verb, (4) rest of the query, (5) named
entities, and (6) prepositional phrases. They provide additional detail about a query
to that provided by the coarse properties (but main focus and main verb often overlap
with headConcept and headAction respectively).

– WordNet Properties – these properties contain the WordNet categories for the top
four WordNet senses of the main verb and main focus of the query.5
• verbWNcat – e.g., “marry” has two senses, both of which are social, yielding

the value social: 2.
• focusWNcat – e.g., “currency” has four senses, two of which are attribute (which

is different from our attribute query type), one possession, and one state,
yielding the values attribute: 2, possession: 1, state: 1.

Each of these parts contains a bag-of-lemmas (recall that words are lemmatized),
which are modified as follows.

– Proper nouns are replaced by designations which represent how many consecutive
proper nouns are in a query, e.g., “Who is Tom Cruise married to?” yields who be

2NNP marry.
– Similarly, abbreviations are replaced by their designation.
– Certain combinations of up-to three query-initial words are merged, e.g., “what is

the” and “who is”.
The SVM was trained as follows. For each query type, we separated the 911 queries

into two groups: queries that belong to that type and the rest of the queries. For instance,
when training to identify person queries, our data consisted of 118 positive samples and
793 negative samples. Each group was then randomly split in half, where one half was
used for training and the other half for testing, e.g., for our person example, both the
training set and the test set consisted of 59 positive samples and 397 negative samples.6

Table 3 shows the recall and precision of the SVM for the 11 manually-derived query
types, where recall and precision are defined as follows.

Recall =
number of queries in class i learned by the SVM

number of queries in class i

Precision =
number of queries in class i learned by the SVM

number of queries attributed by the SVM to class i
Also shown is the retrieval performance for the learned classes after the application

of query-type-based retrieval adjustments. Both results were obtained from 20 trials.

5 These properties perform word-sense collation, rather than word-sense disambiguation.
6 We also used another training method where the 911 queries were randomly split into two

halves: training and testing. We then used the queries of a particular class in the training set,
e.g., person, as positive samples (and the rest of the training queries as negative samples).
Similarly any queries of that class that were found in the test set were considered positive
samples (and the rest of the queries were negative samples). Although both methods yielded
consistent results, we prefer the method described in the body of the paper, as it guarantees a
consistent number of positive training samples.
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Table 3. Recall and precision obtained by SVM for 11 manually derived categories for TREC11
and TREC12 queries; average retrieval performance for SVM-learned queries

Query type # of queries # of queries SVM performance Retrieval
(with ans) (average over 20 runs) performance

(avg. 20 runs,
best adjustment)

Recall (STDV) Precision (STDV) ans queries (STDV)
∗location 206 198 0.93 (0.02) 0.93 (0.04) 87.8% (2.1%)
∗number 187 163 0.96 (0.02) 0.99 (0.01) 82.6% (3.0%)
∗person 118 106 0.95 (0.03) 0.82 (0.04) 85.0% (2.8%)
∗time 144 139 1.00 (0.01) 0.99 (0.01) 88.7% (3.4%)
attribute 121 112 0.84 (0.05) 0.90 (0.04) 74.7% (3.9%)
howDoYouSay 21 20 0.86 (0.13) 0.81 (0.09) 62.3% (12.2%)
object 13 13 0.74 (0.18) 0.90 (0.12) 82.7% (12.2%)
organization 26 25 0.62 (0.13) 0.91 (0.09) 91.9% (6.6%)
process 35 30 0.97 (0.03) 0.99 (0.02) 85.1% (6.8%)
term 30 27 0.99 (0.02) 0.83 (0.04) 46.2% (10.1%)
∗other 10 9 0.42 (0.19) 0.77 (0.23) 68.2% (16.4%)
total 911 842 0.92 0.93 82.6%

As seen from the results in Table 3, six of the learned classes had over 93% recall,
and seven classes had over 90% precision. The other class had a particularly low recall
(42%) and also a rather low precision (77%). However, this is not surprising owing to the
amorphous nature of the queries in this class (i.e., they had no particular distinguishing
features, so queries belonging to other classes found their way into other, and other

queries wandered to other classes). The organization class had a high precision, but
a lower recall, as some organization queries were wrongly identified as person

queries (this is a known problem in question answering, as it is often hard to distinguish
between organizations and people without domain knowledge). The object class ex-
hibited this problem to a lesser extent. Some attribute queries were mis-classified as
location queries and others as person queries. This explains the lower recall obtained
for attribute, and together with the organization problem mentioned above, also
explains the lower precision obtained for person (location is less affected owing to
the larger number of location queries).

Overall, although we used only a modified bag-of-words approach, we obtained
better results for our fine-grained classification than those obtained by Zhang and Lee
[3] for a coarse classification (the best performance they obtained with an SVM for
bag-of-words was 85.8%, for n-grams 87.4%, and for a kernel that takes into account
syntactic structure 90.0%). This may be attributed to our use of WordNet properties, and
our distinction between coarse, fine and WordNet properties. Also, it is worth noting that
the features considered significant by the SVM for the different classes are intuitively
appealing. For instance, examples of the modified lemmas considered significant for the
location class are: “city”, “country”, “where” and “where be”, while examples of the
modified lemmas for the time class are: “year”, “date”, “when” and “when be”.
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The retrieval performance shown in the last column of Table 3 is consistent with
that shown in Table 2. That is, the retrieval performance obtained for the automatically-
learned classes was not significantly different from that obtained for the manually-tagged
classes.

6 Conclusion

We have studied two aspects of the question-answering process – performance prediction
and query classification – and offered a new contribution at the intersection of these as-
pects: automatic selection of adjustments to the retrieval procedure based on query class.
Overall, our results show that retrieval performance can be improved by dynamically
adjusting the retrieval process on the basis of automatically learned query classes.

In query classification, we applied SVMs to learn query classes from manually tagged
queries. Although our input was largely word based, our results (averaged over 20 runs)
were superior to recent results in the literature. This may be attributed to the breakdown
of query properties into coarse-grained, fine-grained and WordNet-based.

In performance prediction, we first used coarse-grained query classes learned by a
rule-based system as predictors of retrieval performance, and as a basis for the dynamic
selection of adjustments to the retrieval procedure.This yielded improvements in retrieval
performance. Next, finer-grained, manually-derived classes were used as the basis for the
dynamic selection of retrieval adjustments. Retrieval performance was maintained for
these finer-grained categories. This is an encouraging result, as fine-grained categories
are considered more useful than coarse-grained categories for answer extraction. Finally,
the retrieval adjustments were applied to the SVM-learned, fine-grained query categories,
yielding a retrieval performance that is consistent with that obtained for the manually-
derived categories. This result demonstrates the applicability of our techniques to an
automated question-answering process.
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Abstract. In this paper, we propose an automatic word-spacing method for a 
Korean text preprocessing system in resolving the problem of context-
dependent word-spacing. The current method combines the stochastic-based 
method and partial parsing. First, the stochastic method splits an input sentence 
into a candidate-word sequence using word unigrams and syllable bigrams. 
Second, the system engages a partial parsing module based on the asymmetric 
relation between the candidate-words. The partial parsing module manages the 
governing relationship using words which are incorporated into the knowledge 
base as having a high-probability of spacing-error words. These elements serve 
as parsing trigger points based on their linguistic information, and they deter-
mine the parsing direction as well as the parsing scope. Combining the stochas-
tic- and linguistic-based methods, the current automatic word-spacing system 
becomes robust against the problem of context-dependant word-spacing. An 
average 8.98% amelioration of the total error rate is obtained for inner and ex-
ternal data. 

1   Introduction 

Compared with Chinese and Japanese which do not use any spaces or other delimiters 
excepting punctuation marks within a sentence, Western European languages are 
somewhat easy to break into meaningful semantic units because ‘words’1 are delimited 
by spaces.[10], [11] Korean words are delimited by spaces like words in Western 
European languages. A Korean word can be composed of one or several concatenated 
morphemes of different linguistic features which are equivalent to a phrase in English. 
This spacing unit is called a ‘word’, ‘eo-jeol’, or ‘morpheme cluster’ in Korean  
linguistic literature. In this paper, we adopt the term ‘word’ in order to refer to ‘an 
alphanumeric cluster of morphemes` located between two blanks in Korean. Korean 

                                                           
1 The concept of word is not easy to define. Generally, words are linguistically-considered 

atomic elements: they are the indivisible building blocks of syntax. 
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normative grammar prescribes word-spacing rules. 2  The word-spacing error in  
Korean is the second-most frequent3 among other errors that we encounter while proc-
essing Korean texts. It is due to the ignorance of word-spacing rules or simple omis-
sion of a space when typing. Sometimes, writers commit word-spacing errors on pur-
pose. (For example, users commit word-spacing errors on purpose due to word-count 
limits from opinion pages in a daily newspaper which should be written with less than 
100 words). Violation of those word-spacing constraints in Korean induces linguistic 
errors and ambiguities in the lexical interpretation of parts of speech, because there 
are many homographs of different parts-of-speech (POS) in Korean which can be 
disambiguated only by their spacing status. Resolving those ambiguities created by 
word-spacing errors, therefore, is crucial in Korean-language-processing application 
domains such as information retrieval, Optical Character Recognition (OCR), Text-to-
Speech Synthesis (TTS), Korean text editing, among others. In information retrieval 
systems, a morphological analysis of query words or phrases fails when there is a 
word-spacing error. Also, a correct recognition of word boundary cannot be expected 
if target documents are not processed with regard to word-spacing. Besides, the cor-
rect conversion of Korean text to phonemes in developing TTS is impossible when 
there are word-spacing errors in the text.  

Several studies have proposed automatic word-spacing methods for Korean text. 
Among these previous studies on word-spacing, we can distinguish (a) rule-
/knowledge-based approaches and (b) the stochastic approach. Rule-/knowledge-based 
approaches use morphological analysis and heuristic linguistic knowledge. [6], [9] 
Nevertheless, a disadvantage is the amount of language that has to be treated without 
the possibility of expanding this knowledge base and applying it to natural language 
processing. Contrary to rule/ knowledge-based methods, the stochastic approach has 
advantages in set-up time and cost savings and the capability of coping with unregis-
tered words. [4], [5], [7], [10], [11] However, the stochastic method shows a strong 
training-data-dependency and data sparseness. Data sparseness becomes more serious 
while processing agglutinative languages such as Korean. In such languages, using 
syllable statistics at the right-hand boundary of a word exacerbates the data sparseness 
problem. Therefore, word-spacing errors in Korean need to be processed while taking 
into consideration Korean language particularity. 

For the implementation of an efficient word-spacing system for Korean-text pre-
processing, this paper proposes an automatic word-spacing method to resolve the 
                                                           
2 The following rules are found in The Revised Korean Spelling System and Korean Standard 

Language (officially announced by the Ministry of Education and which came into effect in 
March, 1989.): 

 - a postposition is attached to a preceding noun; 
 - a dependent noun appears with a space in a sentence; 
 - a space is placed in every four-digit number in the Korean numeric system; and others. 

In addition, the following word-spacing rules are commonly accepted by Korean normative 
grammar even though they are not prescribed in RKSSKSL: 

 - a determiner is used with a space on both sides;` 
 - an adverb appears in a sentence with a space on both sides; and others.  

Furthermore, some word-spacing rules in Korean are facultative. 
3  See Table 3 in the text. 



M.-y. Kang, A. Yoon, and H.-c. Kwon 564 

problem of context-dependent word-spacing in Korean. Our current method combines 
(a) the stochastic-based method which splits an input sentence into a candidate-word 
sequence using word unigrams and syllable bigrams; (b) the method of dynamic ex-
tension of a candidate-word list using the ‘longest match strategy’ based on the viable-
prefix; and (c) the partial parsing module based on the asymmetric relation between 
candidate words. To achieve this aim, the current paper is composed of five sections. 
Following this introduction, Section 2 presents our ongoing automatic word-spacing 
system which uses syllable bi-grams, word stochastic information, and the dynamic 
extension of a candidate-word list using the ‘longest match strategy’ based on the 
viable-prefix and the dynamic selection of candidate words. Section 3 discusses an 
automatic word-spacing algorithm based on partial parsing with a heuristic linguistic 
knowledge base and the combined word-spacing system. Section 4 presents the results 
of our experiments. Finally, in section 5, we give concluding comments and sugges-
tions for future studies. 

2   Korean Word-Spacing Based on Word Unigrams and Syllable 
Bigrams (Ongoing Work) 

Our first attempt to construct an automatic word-spacing method for Korean text pre-
processing is based on the stochastic information extracted from a large training data-
base which was composed of articles of two different newspaper companies (Corpus 
A and B) and of three years’ worth of news broadcasting scripts (Corpus C). Arabic 
numerals, Roman-alphabet letters, symbols, among others, were all included in the 
word count. Seven patterns of Arabic numerals were extracted. First, we extracted five 
patterns according to one-digit numbers, two-digit numbers, three-digit numbers, four-
digit numbers and more than five-digit numbers. Second, every figure located on both 
sides of one period were grouped in one pattern in order to consider float. Finally, IP 
addresses, dates (year•month•day), subsection numbering (chapter•section•subsection), 
times (hour•minute•second) and others used with more than two periods were grouped 
in one pattern. Each of those patterns was treated as one word with regard to word-
spacing. 

Table 1. Words and Disyllables in the Training Data (Corpus A, B and C) 

Total No of different word unigrams 1,950,068 
Total No of word unigrams  33,643,884 

Total No of different syllable bigrams 391,732 
Total No of syllable bigrams 90,235,529 

Word-Spacing Based on Word Unigrams and Syllable Bigrams. Word-spacing 
probabilities are estimated, in our current word-spacing system, by using a maximum 
likelihood estimator with two parameters: word probability P(W), which means in this 
paper the probability that a sequence could be a possible word estimated by relative 
word frequencies; odds favoring the inner-spacing probability (PinnerS) of a disyllable 
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at the current kth possible word boundary compared to the rate of no-inner-spacing 
probability. When an input sentence is given, the most probable word sequence is 
selected among candidate-word sequences applying the following estimator.4 

∏
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If k = n, then PinneS (LS of Wk, FS of Wk +1) = 0.5; Wk  = kth word; FS = First sylla-
ble; LS = Last syllable; #: spacing (word boundary); Ø: absence of spacing. 

Smoothing Method Based on Syllable Bigrams. In order to mitigate data sparseness, 
we use a stochastic smoothing approach using a ‘longest match strategy’ based on the 
syllable bigram statistics. This smoothing method estimates the inner-spacing prob-
ability of each disyllable starting from the last syllable of a stochastic candidate word, 
attaches each syllable while the inner spacing probability of each successive disyllable, 
PinnerS(x1, x2), PinnerS(x2,x3),…and PinnerS(xn-1,xn), is over a threshold, and selects the 
longest word among the unseen candidate-words. The inner data varies according to 
the training corpus. It is extracted at the same distribution ratio as a given corpus in 
the whole training corpora.  

Comparison of Stochastic Models. We can compare our stochastic model’s per-
formance with other stochastic-based studies on Korean word-spacing. Lee D.G. et al. 
(2003) treated word-spacing problems such as POS tagging using a hidden Markov 
model (HMM), and found the most likely sequence of word-spacing tags T = (t1, t2, 
…, tn) for a given sentence of syllables S = (s1, s2, …, sn) with the equation: 

)(maxarg STp
T . The best result is given by the model using syllable tri-grams: it shows 

a 93.06% word-unit precision with POS-tagged corpus by ETRI. And a syllable bi-
gram-based model of Kang, S.S. and Woo C.W (2001) shows a 71.22% word-unit 
precision according to the experiment by Lee D.G. et al. (2003). Compared with these 
stochastic models, our method using word unigrams and syllable bigrams shows a 
better performance, a 93.39% word-unit precision, with the test data equivalent to that 
used by Lee D.G. et al. (2003) (i.e. ExT 2 in Table 4). Some would consider that our 
system would use more system memory with a stochastic candidate-words list than 
that using tri-grams. However, as shown in Table 2, our model using word unigrams 
and syllable bigrams with smoothing based on syllable bigrams requires a relatively 
small memory size compared with the model using syllable trigrams. 

                                                           
4  We observed that the computation of logarithms avoids underflow, and that the multiplica-

tion of odds favoring the inner spacing probability of a disyllable by the exponent of a power 
m produces the best performance. 
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Table 2. Memory Comparison of Stochastic Models 

Stochastic Models 
Total memory size of     

the total No of different words 
Syllable Bigram 4.1MB 
Syllable Bigram + Word Unigram 4.1MB + 25.1MB = 29.2MB 
Syllable Trigram 63.7MB 

3   Combined Word-Spacing Method Rule- and Knowledge-Based 
Word-Spacing Module 

Our basic system provides a list of possible words based on word unigram information. 
The word-unigram-based model is an intuitively natural approach to the word-spacing 
problem and requires a relatively small memory size compared with the model using 
syllable trigrams. However, the model naturally induces data sparseness because of the 
agglutinative morphology of Korean and semantic and syntactic ambiguities which can 
be removed only by considering the candidate-words’ contexts. In this section, we pro-
pose a method combining the stochastic model and the rule-/knowledge-based model. 

Agglutinative Morphology and Linguistic Ambiguity. In Korean, sequences of 
suffixes are productively and successively attached to the ends of word stems and 
determine most of the grammatical relations. In the following examples, various 
suffixes successively attach to the stem namgi.5, 6 

(1) a. namgi-nim-i # nam-gi-si-eoss-da 
   Namgi-H-Nom /to stay-CS-H-Past-E “Mr. Namgi left something” 
 b. nam-gi-si-eoss-da-lago # ha-go # us-da  
  to stay-{CS|*Nol}-H-Past-E-QS /to deliver (a speech)-Conj /to smile-E “to smile saying 

that (somebody) left (something)” 
 c. nam-gi  to stay-Nol “the staying” 

The form namgi can be disambiguated only by considering its context. It can be 
analyzed as a noun considering noun suffixes such as -nim <Hon>, -ga <Nom>, 
among others: (1-a) namgi-nim-i; as a causative verb stem derived from another verb 
stem nam- considering verb endings or verb pre-endings (verb suffixes) attached to it: 
(1-a) nam-gi-si-eoss-da and (1-b) nam-gi-si-eoss-da-lago; and as a derived noun 
from a verb with nominal suffix -gi (1-c). Moreover, we can find some sub-chains of 
the whole used as spaced words: #nam-gi-si-eoss-da-lago#; #nam-gi-si-eoss-da#; 
#nam-gi#. This variability of a word boundary produces a higher difficulty in process-
ing the word-spacing of Korean than of English, in which fewer morphemes for inflec-

                                                           
5  Throughout this paper, we adopt the Revised Romanization of Korean, released on July 4, 

2000 by the South Korean Ministry of Culture and Tourism. 
6  Symbols and Abbreviations: |: separation; -: morphological boundary; *: unacceptable form; 

{ }: alternative elements; W: word; Acc: accusative; Auxvb: auxiliary verb; Adv: adverb; CS: 
causative suffix; Conj: conjunction; D: determiner; E: verbal ending; H: honorific suffix; N: 
noun; Nom: nominative; Nol: nominal suffix; Past: past tense; Post: postposition; Pfx: Pre-
fix; QS: quotation suffix used in indirect narrative; Sfx: suffix; 
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tion simultaneously encode several meanings. [1] A large number of conjugated forms 
of each Korean verb are possible considering all the possible combinations among 
verbal stems, verbal pre-endings and verbal endings.  

Word-Spacing Errors and Linguistic Ambiguities. There is a word-spacing prob-
lem due to linguistic ambiguities that the statistical method can hardly overcome and 
can only be resolved by considering enough of the context of the word being checked.  

(2) Ambiguity between a postposition and a noun  
 a. banghag{-|*#}nae # don-eul # da # sseo{-|#}beoli-da  
  vacation-{all through<Sfx>|*inside<N> /money-Acc /all<Adv> /to spend-Conj{-

|#}Auxvb-E  “Somebody spent all his money all through the vacation.”   
 b. haggyo # nae. 
  school /inside<N>  “the inside of school” 
(3) Ambiguity between a prefix and a noun 
 a. geum{-|*#}segi # choego{-|#}haengsa  
  {this<Pfx>|*gold<N>}-century /the greatest<N> /event<N> “The greatest event of the 

century”  
 b. geum # paljji  gold /wristlet  “a gold wristlet” 
(4) Ambiguity between a determiner and a part of a noun 
 a. chongal # su{*-|#}bal-eul # sso-da  
  ball /{*care|many<D>}/round-acc /to shot-E “to shot many rounds of shot” 
 b. hwanja # subal  invalid /care “care for an invalid” 

The same morpheme, nae in (2), can be interpreted as a postposition ‘all through’ 
when it is used without a space on its left side, or as a noun ‘inside’ when it is used 
with a space. The same morpheme geum in (3) can prefix ‘this’ without a space on its 
right side or the noun ‘gold’ with a space. The forms subal and su#bal in (4) differ 
only regarding the inner space. They are analyzed as a noun and a sequence of a  
determiner ‘many rounds of shot’ and its determined noun.  

Constructing Spacing-Error Checking Rules. In order to mitigate data-sparseness 
due to the agglutinative morphology of Korean and remove linguistic ambiguities, it is 
necessary to understand the factors that influence spacing-errors found in real texts. 
Table 3 shows the summary of frequencies for each error type identified by our recent 
experiment on an earlier system which was carried out with Corpus A of approxi-
mately 19 million words (see Table 1). The result shows that 1,404,777 words were 
rejected by running a Korean grammar checker.7 

Table 3. Error Types in Web-Documents 

Error Types No of Erroneous Words  Frequency (%) 
Grammatical Errors 222,516 15.84 
Spacing Errors 334,899 23.84 
Spelling Errors 846,940 60.29 
Verbal Conjugation Errors 421 0.03 
Total 1,404,777 100.00 

                                                           
7  The Korean Grammar Checker is used in Pusan National University [3] . 
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According to the results in Table 3, the word-spacing error in Korean is the sec-
ond-most frequent among other errors that we encounter while processing Korean 
texts. Based on statistical results and heuristic evidence obtained while treating vari-
ous word-spacing error types in the texts, error analysis makes possible the building of 
an adequate knowledge base. These linguistic conditions can be used to make correc-
tion rules based on a morph-syntactical analysis or on collocation and anti-collocation, 
which are then incorporated into the knowledge base. Each rule is composed of a 
Word Potentially Involved in Word-spacing Error (WPI) and its one or more targets’ 
information. The WPI triggers partial parsing. While the singularity of the WPI should 
be respected, the target can be the subject of several rules: an eventual dependent 
could be a target of a different WPI. Our current system provides about 800 words or 
patterns as WPIs which trigger partial parsing.  

 
 

Fig. 1. Knowledgebase of Word-spacing Rules 

 

Fig. 1. Knowledgebase of Word-spacing Rules 

There are approximately 1,541 rules in our system that are related to context-
dependant word-spacing error correction. And, 9,407 words or patterns and 15,679 
rules are dedicated to compound nouns.  

Word-Spacing Error Correction Based on Partial Parsing Method. We engage 
the partial parsing method based on the rule-/knowledge-based approach in order to 
resolve context-dependant word-spacing problems. The orientation of the parsing to 
detect and correct grammatical and semantic errors in our system is constructed with 
respect to a WPI 8. The partial parsing module is triggered when this WPI is detected. 
Partial parsing proceeds from a selected WPI until its target (i.e. a word that forms a 
collocation or anti-collocation with it), or no other possible targets, are found. The word-
spacing module implemented with partial parsing provides three possible checking direc-
tions a posteriori: right-hand parsing, left-hand parsing, and conditional parsing.  

                                                           
8  Our partial parsing method deals with knowledge based on dependency grammar. Neverthe-

less, this is rather far from classical dependency grammar. Whereas dependency grammar de-
scribes order and restrictions in the same formula, our system tolerates different descriptions 
for each case. But in the current word-spacing module, the governor in our system is not 
conceived in a linguistic sense but as a word potentially involved in word-spacing error 
(WPI) that the system identifies when checking a sentence and which selection as governor 
doesn’t burden the spacing system since the system always has to have the fewest rules pos-
sible in order to avoid lowering the efficiency of the system. We refer reader to [3] for further 
discussion on the parsing trigger and parsing direction. 

Rule (number) =  
{Word Potentially Involved in Word-spacing Error, Parsing Direction;  

Negligible Words’ Linguistic Information;  
Compatible or Incompatible Words’ Linguistic Conditions;  
Correction (Splitting, Attachment)} 
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Consider first the WPI having a ‘right-hand headed relation’ with their targets. For 
example, we can find many spacing errors between the POS of a homograph, nae in 
(2-a). It can be attached only to a noun [+time] as a suffix. Otherwise, it should be 
spaced from its left-hand noun as another noun. The construction of Korean com-
pound nouns such as choego{- | #}haengsa in (3-a) is endocentric, with the possible 
exception of coordinated structures. It means that they have a head on the right-hand 
side in a construction. This linguistic aspect is reflected as such in the parsing direc-
tion of our system. Our system controls the semantic and lexical scope of each noun 
belonging to a compound noun in order to check if the collocation relation is estab-
lished or not. The form geum in (3-a) is often mis-split in real texts, producing seman-
tic ambiguity. The form is included as a WPI, in the knowledge base, having a ‘left-
hand headed relation’ with its targets. When it is attached to a noun [+time], there is 
compatibility between the WPI and the target. Otherwise, the morpheme is interpreted 
as a noun. Finally, we have a ‘conditional WPI’. We call a ‘conditional WPI’ a syntac-
tic entity that can govern its target regarding the semantic or morpho-syntactic state of 
the element situated on its other wing. Many Korean writers confuse subal with su#bal. 
Thus subal in (4-a) triggers parsing as a WPI and selects a verb sso-da ‘to shoot’ as its 
target. However, the WPI needs to satisfy the co-occurrence condition with the item 
on its other wing, chongal ‘ball’. subal is not compatible with chongal. Thus correc-
tion of su#bal by splitting proceeds.   
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Combined Word-Spacing Model. The current combined word-spacing model pro-
vides: (I) the stochastic-based method which splits an input sentence into a candidate-
word sequence using word unigrams and syllable bigrams; (II) the method of dynamic 
extension of the candidate-word list using the ‘longest match strategy’ based on the 
viable-prefix which searches the longest candidate-word which can be analyzed mor-
phologically. The extension does not proceed using the stochastic method based on 
syllable bigrams in the combined model, in the interests of the efficiency of partial 
parsing.  The ‘longest match strategy’ based on the viable-prefix suggests dynamically  

Fig. 2. Combined Word-spacing Module 



M.-y. Kang, A. Yoon, and H.-c. Kwon 570 

possible words and includes them among possible kth candidate words, and the  
system dynamically selects a candidate-word by estimating the inner-spacing probabil-
ity of disyllables located at the boundary of stochastic-based words (i.e. 3 and 4 at 
the step II in the Figure 2). If this value is under the threshold, the system selects the 
word from the stochastic word list and, if the value is over the threshold, the system 
selects the longest-radix word; and (III) the partial parsing method based on the 
asymmetric relation between candidate words selected by applying methods (I) and 
(II). The word-spacing module based on statistic and partial parsing is depicted as 
follows:  

4   Experimentation 

For the test of our stochastic word-spacing model’s performance, two types of test 
data were provided: (a) the inner test data extracted at the same distribution ratio as a 
given corpus over the whole training data, Corpus A, B, and C, and (b) three external 
test data, each extracted from the Sejong Project’s processed and balanced corpus 
(ExT 1), the POS-tagged corpus by ETRI(Electronics and Telecommunications Re-
search Institute) (ExT 2): and from special opinion pages in a  daily newspaper on the 
web of less than 100 words (Ext 3). 

Table 4. Test Data Suite 

 N° of Sentences N° of Words N° of Syllables 

Inner 2,000 25,020 103,196 
ExT 1 2,000 13,971 40,353 
ExT 2 2,000 17,191 52,688 
ExT 3 2,000 12,504 40,088 

Table 5. Experimental Results (PP: Partial parsing) 

  Stochastic Model  
Without Smoothing 

Knowledge-based  
Dynamic Extension 

With 
Partial Parsing 

InT Pw 98.45% 98.46% 98.52% 
 Rw 98.19% 98.00% 97.98% 
ExT 1 Pw 90.91% 97.81% 98.07% 
 Rw 93.63% 97.77% 97.95% 
ExT 2 Pw 90.43% 98.88% 99.02% 
 Rw 94.61% 99.01% 99.12% 
ExT 3 Pw 86.88% 93.60% 94.09% 
 Rw 90.89% 94.73% 95.01% 
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The system test was preceded by removing spaces from the input test data and se-
lecting according to the following two evaluation measures: (a) correctly spaced 
words compared to the total number of words created by the system (word-unit preci-
sion, Pw); and (b) correctly spaced words compared to the total number of words in 
the test document (word-unit recall, Rw). The result of stochastic automatic word-
spacing with dynamic expansion of the candidate-word list using stochastic smoothing 
is shown in the following Table. 

The system thus becomes robust against ambiguity that would be encountered be-
cause of word-spacing errors while processing Korean texts. And a similar perform- 
ance is provided for inner and balanced standard external data (ExT 1) (98.52% and 
98.07% respective word-unit precisions). The performance observed with text from 
opinion pages in a daily newspaper (ExT 3) is lower than that with other test data. 
This kind of text is especially intricate because it contains stylistic errors that require 
complete reconstitution of sentences. In these types of text, due to the constraint of the 
number of words, users commit spacing errors purposely and produce especially intri-
cate text. Therefore, even though we could obtain only a 94.09% word-unit precision, 
which is lower than with other test data, it is very encouraging in preprocessing Ko-
rean texts. 
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Fig. 3. Amelioration of total error rate 

By smoothing with the dynamic extension of the candidate-word list based on the 
viable prefix, a high amelioration of performance was observed for the inner and the 
external data. The system thus compensates for the data sparseness problem in the 
simple stochastic method. Figure 3 shows that, according to different test data, about 
2.81% of words are not processed correctly after applying methods (I) and (II). Most 
of those errors are context-dependant word-spacing problems. Implementing the com-
bined word-spacing method using partial parsing, context-dependant word-spacing 
problems are resolved and 3.90%, 11.87%, 12.50% and 7.66% amelioration is ob-
tained on the total error rate for Inner, ExT 1, ExT 2 and ExT 3 respectively as de-
picted in Figure 3.  
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6   Conclusions and Further Research 

In this paper we have implemented an automatic word-spacing system which com-
bines (a) a stochastic-based method based on word unigram and syllable bigram, (b) a 
normalization of data sparseness in providing a candidate-words list extension using 
the ‘longest match strategy’ based on the viable-prefix and (c) the rule-/knowledge-
based method using partial parsing. This combined method efficiently (a) normalizes 
data sparseness due to Korean agglutinative morphology where chains of suffixes are 
commonly attached to the ends of stems, and therefore there is considerable risk in 
using the syllable statistics for the right-hand boundary of a word, and (b) resolves 
semantic and syntactic ambiguities concerning word-spacing which remain after  
applying only stochastic and dynamic candidate-words list extension. Using partial 
parsing, semantic and syntactic ambiguities are removed and an average 8.98% ame-
lioration of the total error rate is obtained for inner and external data. Thus our 
method becomes robust against homographs, the meanings of which can only be dis-
ambiguated by spacing.   

Our further research will develop a predictive algorithm for unseen words in order 
to extract linguistic categorical information from a training corpus of different types of 
texts so that it can be applied to Korean text preprocessing, and to define the optimal 
combining algorithm between the statistical spacing method and the rule-based spac-
ing method. 
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Abstract. This paper presents a novel approach to extracting shallow language 
patterns from text. The approach makes use of an attributed string matching 
technique which is based on two major but complementary factors: lexical simi-
larities and sentence structures. The technique takes full advantage of a huge 
number of sentence patterns in a Treebank, while preserving robustness, with-
out being bogged down into a complete linguistic analysis. The ideas described 
are implemented and an evaluation of 5,000 Chinese sentences is examined in 
order to justify its statistical significances. 

1   Introduction 

Identifying language patterns is a fundamental task in natural language processing. 
Competent speakers of a language hardly ever fail to recognize the language patterns, 
like verb-object pairs, various phrases structures, semi-idiomatic expressions, and 
platitudes of that language. Even though these patterns have been found useful in 
various application areas, including information extraction, textual summarization, 
and even bilingual alignment, the demands for a highly efficient sentence patterns 
extraction system are still mounting. 

One of the most important sentence patterns is the case frame which can be used 
to represent the meaning of sentences [10]. In general, a case frame is to be under-
stood as an array of slots, each of which is labelled with a case name, and eventually 
possibly filled with a case filler, the whole system representing the underlying struc-
ture of an input sentence. Certainly, one approach to extracting the case frames is to 
obtain a full parse of a sentence. However, having a complete parse tree for a sen-
tence is difficult in many cases. An alternative approach is the shallow parsing which 
tries to circumvent the complexity of full parsing and analyzes a sentence at the level 
of phrases and the relations between them [1]. As a branch in shallow parsing, data-
oriented parsing (DOP) models embody the assumption that humans produce and 
interpret natural language utterances by invoking representations of their concrete 
past language experiences, rather than the rules of a consistent and non-redundant 
competence grammar [3]. DOP models usually maintain large corpora of sentences 
annotated with syntactic and semantic structures. New input sentences are analyzed 
by combining partial structures from the corpus. The occurrence frequencies of these 
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structures are employed to estimate which of the resulting analyses are the most suit-
able patterns for the input sentence. 

In this research, a shallow but effective sentence chunking process is designed and 
developed. This sentence chunking process is to extract all the phrases from the input 
sentences, without being bogged down into deep semantic parsing and understanding. 
On the other hand, while several criteria for recognizing sentence patterns, such as 
case frames, in sentences have been considered in the past, none of the criteria serves 
as a completely adequate decision procedure. Most of the studies in computational 
linguistics do not provide any hints on how to map input sentences into case frames 
automatically, particularly in Chinese [6]. Our second objective is to assign the ex-
tracted phrases into their corresponding case roles based on a corpus of utterances 
annotated with labeled trees or subtrees. One of our primary goals in this research is 
to design a shallow but robust mechanism which can extract Chinese sentence pat-
terns [14, 15, 4, 5]. Even though the classical syntactic and semantic analysis in Chi-
nese is extremely difficult, if not impossible, to systematize in the current computa-
tional linguistics research, this DOP does not require any deep linguistic analysis to 
be formalized. Consequently, the annotated sentences will give piecemeal the under-
lying semantic representation, without being mired into the formalism. The organiza-
tion of the paper is as follows. The related work in DOP and text chunking are first 
described in Section 2. We have employed a corpus annotated with the labeled trees. 
The characteristics of the Treebank that supports our approach will also be explained. 
In this research, each Chinese token will have two attributes, namely Part-of-Speech 
(POS) and Semantic Classes (SC). Any input sentence can be viewed as an attributed 
string. The detailed discussion on how an attributed string matching algorithm can be 
used in the shallow patterns extraction is shown in Section 3. The system has already 
been implemented using Java language. In order to demonstrate the capability of our 
system, an experiment with 5,000 sentences is conducted. It is explained in Section 4 
followed by a conclusion. 

2   Related Work 

A number of systems have been developed to perform shallow parsing. The early 
approaches in shallow parsing that mainly came out of the Message Understanding 
Conferences (MUC) have demonstrated their capabilities for extracting noun groups, 
verb groups, and particles [11]. For example, the FASTUS is a system which is de-
signed for extracting information from free text. One of the applications is to mark 
text with annotations that indicate items of interest, such as names of people or com-
panies. It also fills up database templates with information that could be then entered 
into a relational database [2]. Similarly, the SPARKLE (Shallow PARsing for acqui-
sition of Knowledge for Language Engineering) aims to develop shallow parsing 
technology in four European languages together with corpus-based lexical acquisition 
techniques, and deploy parsers in multilingual information retrieval and speech dia-
logue systems (http://www.informatics.susx.ac.uk/research/nlp/ 
sparkle/sparkle.html). Their shallow parsing is carried out by a generalized 
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LR parser, which uses a unification-based phrasal grammar of POS tags. The result-
ing parses will serve for acquiring lexical information.  

Extracting shallow language patterns involves chunking sentences into segments. 
Motivated by the psycholinguistic evidence which demonstrates that intonation 
changes or pauses would affect the language understanding processes in humans [12], 
Abney proposes the concept of text chunking as a first step in the full parsing [1]. A 
typical chunk of a text is defined as consisting of a single content word surrounded by 
a constellation of function words, matching a fixed template. Church also uses a sim-
ple model for finding non-recursive NPs in sequence of POS tags [9]. Turning the 
sentence chunking as a bracketing problem, Church calculates the probability of in-
serting both the open and close brackets between POS tags. Each chunking alternative 
is ranked and the best alternative is selected. In a somewhat similar vein, using trans-
formation-based learning with rule-template referring to neighboring words, POS tags 
and chunk tags, Ramshaw and Marcus identify essentially the initial portions of non-
recursive noun phrases up to the head, including determiners [18]. These chunks are 
extracted from the Treebank parses, by selecting NPs that contain no nested NPs. 
While the above approaches have been proposed to recognize common subsequences 
and to produce some forms of chunked representation of an input sentence, the rec-
ognized structures do not include any recursively embedded NPs. As the result, the 
resultant fragments bear little resemblance to the kind of phrase structures that are 
normally appeared in linguistics.  

While the state of the art in computational linguistics is to make use of the knowl-
edge encoded in Treebank to analyze sentence structures, two major issues have to be 
clarified beforehand. First, what formalism do we assume to annotate the corpus ut-
terances? Second, what kinds of trees do we extract from the corpus, and how do we 
recombine them? In this paper, we address the first issue by adopting the Sinica Chi-
nese Treebank [7]. In contrast to the English and Chinese Penn Treebank which takes 
a straightforward syntactic approach [16, 21], the Information-based Case Grammar 
(ICG) in Sinica Chinese Treebank stipulates that each lexical entry contains both 
semantic and syntactic features. The grammar indicates the way that lexical tokens in 
the sentences are related to each other. That is, grammatical constraints are expressed 
in terms of linear order of thematic roles and their syntactic and semantic restrictions. 
This tree structure has the advantage of maintaining phrase structure rules as well as 
the syntactic and semantic dependency relations. The latest version of Sinica Tree-
bank (v.2.1), released in early 2004, contains about 55,000 trees with 300,000 words. 
The Treebank contains a compact bundle of syntactic and semantic information, with 
more than 150 different types of POS and 50 semantic roles.  

On the other hand, while it may be too computationally demanding to have a full 
syntactic and semantic analysis of every sentence in every text, Sima’an addresses the 
second issue and presents a Tree-gram model, a typical example of DOP, which inte-
grates bilexical dependencies, and conditions its substitutions based on the structural 
relations of the trees that are involved [19]. The basic ideas of the Tree-gram model 
are to (i) take a corpus of utterances annotated with labeled trees; (ii) decompose 
every corpus tree into a set of subtrees; (iii) perform parsing as the union of the best 
possible subtrees based on a stochastic tree substitution grammar. In this research, we 
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propose an algorithm in extracting shallow language patterns by matching any input 
Chinese sentence with the trees in the Treebank using an approximate pattern match-
ing technique. Different from the stochastic tree substitution grammar proposed in the 
Tree-gram model, our approach, characterized by an optimization technique, looks 
for a transformation with a minimum cost, or called edit distance. While the concept 
of edit distance is commonly found in the conventional pattern matching techniques 
[13, 20], we take a step further in applying the technique in data-oriented parsing. 
The detailed discussion of the algorithm is shown as follows.  

3   Shallow Language Patterns Extraction Using Attributed String 
Matching Algorithm 

The algorithm is essentially accomplished by applying a series of edit operations to 
an input sentence to change it to every tree in the Treebank. Every edit operation has 
been associated with a cost and the total cost of the transformation can be calculated 
by summing up the costs of all the operations. This edit distance reflects the dissimi-
larity between the input sentence and the trees. Instead of analyzing the exact Chinese 
tokens appearing in the sentence, extended attributes of each token in both input sen-
tence and the trees, with their POS and semantic classes, are used. The closely 
matched tree, i.e., the one with minimum cost or edit distance, is selected and the 
corresponding phrase structures and semantic role tags delineated in the tree are uni-
fied with the input sentence.  

Let two given attributed strings A and B denoted as A = a1a2a3... am and  
B = b1b2b3... bn, where are ai, bj the ith and jth attributed symbols of A and B  
respectively. Each attributed symbol represents a primitive of A or B. Generally 
speaking, to match an attributed string A with another B means to transform or edit 
the symbols in A into those in B with a minimum-cost sequence of allowable edit 
operations. In general, the following three types of edit operations are available for 
attributed symbol transformation.  

(a) Change: to replace an attributed symbol ai with another bj, denoted as ai bj. 
(b) Insert: to insert an attributed symbol bj into an attributed string, denoted as  

λ bj where λ denotes a null string. 
(c) Delete: to delete an attributed symbol ai from an attributed string, denoted as  

ai λ.  

[Definition 1] 
An edit sequence is a sequence of ordered edit operations, s1, s2,... sp where si is any of 
the following three types of edit operations, Change, Insert, Delete. 

[Definition 2] 
Let R be an arbitrary nonnegative real cost function which defines a cost R(ai bj) for 
each edit operation ai bj. The cost of an edit sequence S = s1, s2,... sp to be 

( ) ( )
=

=
p

i
isRSR

1

 (1) 
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[Definition 3] 
For two strings A ad B with length m and n respectively, D(i, j) denotes the edit dis-
tance, which is the minimum number of edit operations, needed to transform the first 
i characters of A into first j characters of B, where 1 ≤ i ≤ m and 1 ≤ j ≤ n. In other 
words, if A has m letters and B has n letters, then the edit distance of A and B is pre-
cisely the value D(m, n).  

The following algorithm has been proposed for computing every edit distances  
D(i, j) [13]. 

[Algorithm A] 
D(0, 0) := 0; 
for i := 1 to m do D(i, 0):=D(i-1, 0)+R(ai λ); 
for j := 1 to n do D(0, j):=D(0, j-1)+R(λ bj); 
for i := 1 to m do 

for j := 1 to n do 
begin 
 m1 := D(i, j-1) + R(λ bj); 
 m2 := D(i-1, j) + R(ai λ); 
 m3 := D(i-1, j-1) + R(ai bj); 
 D(i, j) := min (m1, m2, m3); 
end 

Our attributed string matching in case role annotation is to make use of the algo-
rithm above and modify the cost function R(.) for various edit operations. In our ap-
proach, each Chinese token has two attributes, i.e., Part-Of-Speech (POS) and Seman-
tic Class (SC). Let S be an input sentence and the T be a tree in the Sinica Treebank, si 
and tj be two tokens in S and T with attribute POSi, SCi  and POSj, SCj  respectively. 
We define the cost function for a change operation si  tj to be 

( ) ),(),( jijiji SCSCvPOSPOSutsR +=→  (2) 

where u(POSi, POSj) defines the partial cost due to the difference between the POS of 
the tokens. The POS tags from the Chinese Knowledge Information Processing Group 
(CKIP) of Academia Sinica are employed [8]. The tags involve 46 different types of 
POS which can further refine into more than 150 subtypes. In order to figure out the 
cost function u(⋅,⋅), in our system, all the POS tags are organized into a tree structure 
using XML with an associated hard-coded cost function. Figure 1 shows a fragment 
of XML of the nouns (Na) which is divided into in-collective (Nae) and collective 
(Na1) nouns which are then divided ultimately into in-collective concrete uncount-
able nouns (Naa), in-collective concrete countable nouns (Nab), in-collective ab-
stract countable nouns (Nac), in-collective abstract uncountable nouns (Nad). The 
cost function u(⋅,⋅) will reflect the difference based on the tag Toll encoded in the 
XML as shown in Figure 1. For example, the cost for changing a word having POS 
from Naa to Nab,  

u(Naa, Nab) = Toll(Naa Na11) + Toll(Na11 Nab) = 1 + 1 = 2 
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     Similarly,  
u(Naa, Naea) =  Toll(Naa Na11)+Toll(Na11 Na1)+Toll(Na1 Na)+ 

Toll(Na Nae)+Toll(Nae Naea)= 7 

 

Fig. 1. Tree structure of Nouns (Na) based on the CKIP Academia Sinica 

The function u(⋅,⋅) partially indicates the alignment of the syntactic structure of the 
input sentence and the sentence appeared in the Treebank. The second term in equa-
tion (2) defines the other partial cost due to the semantic differences. In our approach, 
the lexical tokens in the both sentences are identified using a lexical source similar to 
the Roget’s Thesaurus. The lexical source is a bilingual thesaurus with an is-a hierar-
chy. An is-a hierarchy can be viewed as a directed acyclic graph with a single root. 
Based on the is-a hierarchy in the thesaurus, we define conceptual distance d between 
two notional words by their shortest path lengths [17].  

 

Fig. 2. is-a hierarchy in the bilingual thesaurus 

<Na Toll="4" Level="2"> 
<Na1 Toll="2" Level="3"> 

<Na11 Toll="1" Level="4"> 
      <Naa Toll="1" Level="5" /> 
      <Nab Toll="1" Level="5" /> 

</Na11> 
<Na12 Toll="1" Level="4"> 

      <Nac Toll="1" Level="5" /> 
      <Nad Toll="1" Level="5" /> 

</Na12> 
  </Na1> 
  <Nae Toll="2" Level="3"> 

<Naea Toll="1" Level="4" /> 
<Naeb Toll="1" Level="4" /> 

  </Nae> 
</Na> 
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Figure 2 shows one of our is-a hierarchies in our bilingual thesaurus using our 
Tree Editor. While the upward links correspond to generalization, the specialization is 
represented in the downward links. For example, the upward link from  (pre-
school) to  (school) indicates that  (school) is more general than  
(preschool) and the lexical tokens in the same terminal subclass, such as  (pre-
school),  (nursery school), or  (day-care centre), are of the same 
meaning. The hierarchies demonstrated in the thesaurus are based on the idea that 
linguists classify lexical items in terms of similarities and differences. They are used 
to structure or rank lexical items from more general to the more special. Given two 
tokens t1 and t2 in an is-a hierarchy of the thesaurus, the distance d between the items 
is defined as follows: 

d(t1, t2) =     minimal number of is-a relationships in the shortest path between 
t1 and t2  

(3) 

The shortest path lengths in is-a hierarchies are calculated. Initially, a search 
fans out through the is-a relationships from the original two nodes to all nodes 
pointed to by the originals, until a point of intersection is found. The paths from the 
original two nodes are concatenated to form a continuous path, which must be a 
shortest path between the originals. The number of links in the shortest path is 
counted. Since d(t1, t2) is positive and symmetric, d(t1, t2) is a metric which means (i) 
d(t1, t1) = 0; (ii) d(t1, t2) = d (t2, t1); (iii) d(t1, t2) + d(t2, t3)    d(t1, t3). At the same time, 
the semantic similarity measure between the items is defined by: 

≤
=

otherwise
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where dmax is proportional to the number of lexical items in the system and MaxInt is a 
maximum integer of the system. This semantic similarity measure defines the degree 
of relatedness between tokens. Obviously, strong degree of relatedness exists between 
the lexical tokens under the same nodes. For the cost of the insert and delete opera-
tions, we make use the concept of collocation which measures how likely two tokens 
are to co-occur in a window of text. To better distinguish statistics based ratios, work 
in this area is often presented in terms of the mutual information, which is defined as  
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where tj-1 and tj are two adjacent tokens. While P(x, y) is the probability of observing x 
and y together, P(x) and P(y) are the probabilities of observing x and y anywhere in 
the text, whether individually or in conjunction. Note that tokens that have no asso-
ciation with each other and co-occur together according to chance will have a mutual 
information number close to zero. This leads to the cost function for insertion and 
deletion shown in equation (6) and (7) respectively. 

( ) >≥×
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otherwise
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where z =min {MI(tj-1 , tj), MI(tj , tj+1)} 

( ) >≥×=→ +−+−

otherwise

),(0if),( 1111

MaxInt

ttMIttMIL
tR jjjj

j

ελ  
(7) 

where K, L,  are three constants relied on the size of the corpus. 
Obviously, the insertion operation will be penalized if the co-occurrence between 

the newly inserted token and its neighbors is low. Similarly, the deletion operation is 
most likely to happen if there is a high co-occurrence between the adjacent pairs after 
the deletion. Using the above cost functions for the three edit operations, the tree in 
the Treebank with minimum cost is identified to best approximation of the input sen-
tence S and its relevant case roles tags will be adopted. Shallow language patterns, 
with all the recursively embedded structures, are then extracted based on the case role 
tags appeared in the Treebank. Experimental results and an illustration of the patterns 
extracted are shown in the following section. 

4   Experimental Results 

We have implemented the system using Java JDK1.4.2 under Sun Microsystems. The 
whole system development is designed under Unified Modeling Language (UML) 
using Rational Rose. To show the efficiency of the proposed algorithm, a series of 
experiments are performed.  

 

Fig. 3. Graphical User Interface (GUI) in the shallow language patterns extraction 

In our experiment, for every input sentence, the best matching tree with minimum 
edit distance in the Treebank is calculated as shown in Algorithm A. The Information 
Case Grammar (ICG) of the best matching tree in the Treebank will be adopted. Fig-
ure 3 shows the graphical user interface which includes the cost matrix generated and 
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the corresponding ICG structure of the input sentence. We have tested the system 
with 5,000 input sentences. The detailed results are shown in Table 1. The average 
sentence length is around 10.5 characters per sentence. In order to let the readers to 
visualize the relevance of the edit distance with the underlying tree structure, Figures 
4 and 5 show two sentences clearly with edit distance equal to 15 and 64 respectively. 
The sentence 

   

(in English, The senators discuss the issue on sending troops initiated by the 
president) 

(S1) 

has a small edit distance, equal to 15, with the tree shown in Figure 4. 

Table 1. Analysis of 5,000 sentences in the experiment 

Edit 
distance 

# of sentences Average # of 
tokens 

Average edit 
distance 

% of sentences 
having incomplete 
semantic classes 

0-25 336 5.24 21.06 2.32 

0-50 1556 6.15 34.42 9.01 

0-75 2841 6.67 46.94 11.08 

0-100 5000 6.62 65.94 11.93 

ba4 ma1
parents

tao3 lun4
discuss

siao3
ming2
SiuMing

da3
hit

ren2
a person

yi1
one

shi4
issue

Head
Naea

Head
VE2

Head
Nba

Head
VC2

Head
Nab

Head
Neu

Head
Nac

agent
NP

agent
NP

goal
NP

quantifier
NP

apposition
S

Head
NP

goal
NP

S  

 

Fig. 4. Tree in the Treebank which closely matches, edit distance equal to 15, with the input 
sentence shown in (S1) 

The sentence is then chunked into phrases,  (The senators),  (discuss), 

and  (the issue on sending troops initiated by the president), which 

are further tagged with agent, act, and goal respectively by taking the advantage of 
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annotation in the Treebank. Certainly, the phrase  (the issue on send-

ing troops initiated by the president) can be further chunked into more details 

 (sending troops initiated by the president),  (the issue).  

Table 2. Language patterns extracted from the input sentence (S1) 

@SP[  The senators discuss the issue on send-
ing troops initiated by the president 

Agent  The senators 

Act  discuss 

Goal @AP[ ]AP, 

@NP[ ]NP  

@AP[(sending troops initiated by the 
president)]AP,@NP[(the issue)]NP 

]SP   
@AP[  sending troops initiated by the president 

Agent  the president 

Act  sending 

Goal  troops 

]AP   

This chunking not only provides the basic semantic tag for each constituent, it 
also reflects the language patterns of the input sentence. The corresponding pattern 
extracted is shown in Table 2. As shown in Table 2, the language patterns extracted 
are indicated by the square brackets together with the explicit semantic tags. While 
the sentence pattern is marked with @SP[…], the embedded phrases are marked by 
different tags, such @AP[…] for apposition phrase, or @PP[…] for position phrase. 
Similarly, in Figure5, the upper sentence is coming from the Treebank T while the 
lower one represents the input sentences S. Due to the similarity, in terms of the edit 
distance, of the matched pair, the syntactic structure of the sentence from the  
Treebank is transplanted to the input sentence. As a result, each token in the input 
sentence will inherit the associated roles from the target sentence. For example, the 
Chinese sentence shown in Figure 5, 

  
(in English: Unfortunately, the national budget is so tight) 

(S2) 

The sentence is chunked into  (unfortunately), and  
(the national budget is so tight) which is further chunked into  (national 
budget),  (so),  (tight). At the same time,  (national 
budget is so tight),  (national budget), and  (so) are annotated as 
the goal, main theme and degree of Sentence S2 respectively. 
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Fig. 5. Sentence with edit distance equal to 64 

As with other text analysis, the effectiveness of the system appears to be dictated 
by recall and precision parameters where recall (R) is a percentage of how many 
correct case roles can be identified while precision (P) is the percentage of case roles, 
tackled by the system, which are actually correct. In addition, a common parameter F 
is used as a single-figure measure of performance as in follows, 

RP

RP
F

+×
××+=

2

2 )1(

β
β  (8) 

We set β =1 to give no special preference to either recall or precision. The recall, 
precision and F value are 0.84, 0.92 and 0.878 respectively. It is worthwhile to men-
tion that, as shown in Table 1, more than 500 sentences have incomplete semantic 
classes which mainly come from proper nouns, unknown words, proverbs or even 
short phrases. While the boundaries between words and phrases in Chinese are not 
easy to differentiate, the performance, due to the coverage of semantic classes in our 
thesaurus, does not deteriorate much in our system. This tolerance ability provides the 
graceful degradation in our case role annotation. While other systems are brittle and 
working only in all-or-none basis, the robustness of our system is guaranteed even 
though more than 10% of tokens having their SC tags missing. 

5    Conclusion 

In this paper, we have illustrated a shallow technique in which language patterns are 
extracted in forms of chunks of phrases or words. The chunks are further tagged with 
case roles. Although the technique does not require a full syntactic parse to pursue 
semantic analysis, the recursively embedded phrases can also be identified without 
pain. While we have demonstrated that it is much easier to work out the approximate 
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parse of individual actual sentences than to try to determine what all possible mani-
festations of a certain rule or grammatical constructs are, our linguistic sequence 
analysis is inspired by the research into bio-molecular sequences, such as DNA and 
RNA in protein. Bio-molecular scientists believe that high sequence similarity usually 
implies significant function or structural similarity. It is characteristic of biological 
systems that objects have a certain form that has arisen by evolution from related 
objects of similar but not identical form. This sequence-to-structure mapping is a 
tractable, though partly heuristic, way to search for functional or structural universal-
ity in biological systems. With the support from the results as shown in this paper, we 
conjecture this sequence-to-structure phenomenon appears in our sentences. The 
sentence sequence encodes and reflects the more complex linguistic structures and 
mechanisms described by linguists. While our system does not claim to deal with all 
aspects of language, we suggest an alternative, but plausible, approach to handle the 
real corpus. 
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Abstract. The interpretation of complex discourse, such as arguments, is a dif-
ficult task that often requires validation, i.e., a system may need to present its
interpretation of a user’s discourse for confirmation. In this paper, we consider
the presentation of discourse interpretations in the context of a probabilistic ar-
gumentation system. We first describe our initial approach to the presentation
of an interpretation of a user’s argument; this interpretation takes the form of a
Bayesian subnet. We then report on the results of our preliminary evaluation with
users, focusing on their criticisms of our system’s output. These criticisms moti-
vate a content enhancement procedure that adds information to explain unexpected
outcomes and removes superfluous content from an interpretation. The discourse
generated by this procedure was found to be more acceptable than the discourse
generated by our original method.

1 Introduction

The interpretation of complex discourse, such as arguments, is a difficult task that often
requires validation. That is, if a system is uncertain about its understanding of a user’s
discourse, it should present its interpretation for confirmation or correction. In this pa-
per, we describe the content enhancement component of a probabilistic argumentation
system currently under development. Our system receives arguments from users, inter-
prets these arguments in the context of its domain knowledge, and generates responses.
The arguments take the form of Natural Language (NL) sentences linked by means of
argument connectives. A sample argument is shown in the top left of Figure 1, and its
gloss appears in the top right of the Figure. Given an internal representation of an inter-
pretation or an argument (right-hand side of Figure 1), our content enhancer determines
information to be added to or removed from this representation to make its presentation
more acceptable to people.

Our system uses Bayesian networks (BNs) [1] as its knowledge representation and
reasoning formalism. Our domain of implementation is a murder mystery, for which
we have designed several BNs. Each BN can support a variety of scenarios, depending
on the instantiation of the evidence nodes. The murder mystery used for this paper is
represented by means of a 32-node BN, which is illustrated in Figure 2 (the evidence

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 587–598, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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The neighbour saw Mr Green in the garden at 11
IMPLIES
Mr Green had the opportunity to murder MrBody

[ALittleUnlikely]

Even though the neighbour saw Mr Green in the

opportunity to murder Mr Body
garden at 11, Mr Green possibly did not have the

not have the opportunity to murder Mr Body.

The neighbour seeing Mr Green in the garden at 11

at the time of death. This implies that he possibly did

Even though the neighbour saw Mr Green in the garden

opportunity to murder Mr Body.
death, which implies that he possibly did not have the

Argument Gloss

Original interpretation

implies that he very probably was in the garden at 11,
which implies that he probably was not in the garden 

Enhanced interpretation

at 11, the time of death not being 11 implies that Mr
Green probably was not in the garden at the time of

GreenInGardenAt11

NbourSawGreenInGardenAt11

Interpretation (Bayesian subnet)

GreenInGardenAt
TimeOfDeath

TimeOfDeath11

GreenHasOpportunityToMurderBody

Fig. 1. Sample argument and interpretation

nodes are boxed, the observed evidence nodes are boldfaced and boxed, and the arrows
show the causal relationships between the nodes).

The interaction between a user and the system proceeds as follows. The user first
obtains information about a murder (in our examples Mr Body was murdered), and
then builds an argument regarding the guilt or innocence of a particular suspect (Mr
Green). The argument is typically composed of a sequence of implications leading from
observable evidence to the argument goal, where each implication is composed of one
or more antecedents and a consequent. Our system’s discourse interpretation component
matches the user’s sentences with the nodes in the BN, and then derives an interpretation
by finding a concise reasoning path or graph (a subnet of the domain BN) that connects
the nodes in the argument, taking into consideration the information obtained by the user
and the inference patterns within the BN. When generating an interpretation, the system
attempts to make the structure and beliefs in the Bayesian subnet as similar as possible
to what was stated by the user, within the limitations of its world model. This means that
sometimes the beliefs in an interpretation do not match exactly the user’s stated beliefs.

The black arcs and nodes in the Bayesian subnet at the bottom right of Figure 1
illustrate an interpretation generated for the argument at the top left of the Figure; the
italicized nodes in the subnet are those mentioned in the argument (this interpretation
may also be traced in the bottom right-hand side of Figure 2). The text corresponding to
this interpretation appears in the middle left of Figure 1. Our content enhancer adds the
grey, boxed node to the subnet in Figure 1, and skips the node overwritten by the thick
grey arrow. The resultant interpretation is then presented to the user both in the same
format as the argument and in the textual form shown in the bottom left of Figure 1.

In the next section, we describe our preliminary trial with users, focusing on their
criticisms of our system’s interpretations. In Section 3, we present the content enhancer
we implemented to address these concerns, followed by the results of our evaluation.
We then discuss related research, and present concluding remarks.
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WitnessSaw

FballAt10:30

NbourSawGreen
InGardenAt11GreenAt

Green’sLadderHas
OblongSupports

Oblong

GreenInGarden

Enemies
GreenBody

GreenInGardenAt11

GunFound
InGarden

Green’sGirlfriend
BodySeduceMurderWeapon

FoundGunIs

TimeOfDeath
GreenInGardenAtBodyKilledFrom

OutsideWindow

LastNight
GreenVisitBody
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FiredByGreen
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GreenHasMeans GreenMurderedBody GreenHasMotive

FoundOnGun
Fingerprints

Green’sFingerprints
ForensicMatch

TimeOfDeath11

NbourHeard
GreenBody

ArgLastNight

BulletsFound
InBody’sBody BayesTimesReportBody

SeduceGreen’sGirlfriend

Fig. 2. Sample domain BN

2 Preliminary Trial – Results

Our initial generation technique consisted of simply following the links in the Bayesian
subnet corresponding to an interpretation, and presenting the canonical sentences that
are associated with each node in the subnet. For instance, the canonical sentence for
GreenHasOpportunityToMurderBody is “Mr Green have the opportunity to murder Mr
Body” (the verb “have” is inflected during the realization process). This process yields
the text labelled “Original interpretation” in Figure 1.

The belief in a node being true is divided into the following seven belief categories:
{VeryLikely, Likely, ALittleLikely, EvenChance, ALittleUnlikely, Unlikely, VeryUn-
likely}, which are based on those offered in [2]. When rendered in English, they yield
the following terms: {“very probable”, “probable”, “possible”, “maybe”} – the proba-
bilities under 0.5 are rendered in English by negating the verb, e.g., “Mr Green probably
did not murder Mr Body”.1

Our preliminary trial was designed to evaluate the performance of our argument inter-
pretation component. We prepared four pencil-and-paper evaluation sets, each compris-
ing of a short argument and between one and three candidate interpretations generated
by our system. Each set was shown to between 15 and 23 subjects. Our subjects were
asked to assess each interpretation, and to comment on aspects of the interpretations
they liked or disliked. Although there was general acceptance of our system’s interpre-

1 We conducted trials to test people’s understanding of these linguistic representations of the
belief categories in comparison to alternative wordings. The above terms yielded the most
consistent understanding (with the lowest standard deviation).



590 I. Zukerman, M. Niemann, and S. George

tations and its reasoning, our subjects’ comments focused on the information included
to describe these interpretations. Their concerns were that the interpretations were not
presented in a concise yet complete manner that fully represents how the propositions in
an interpretation influence each other. The original interpretation in Figure 1 illustrates
two of the problems which are typical of those pointed out by our trial subjects: too
little information and too much information. The inference from “Mr Green being in
the garden at 11” to “Mr Green not being in the garden at the time of death” appears
to be a non-sequitur, i.e., the information provided is insufficient to make sense of this
inference. The inference from “the neighbour seeing Mr Green in the garden at 11” to
“Mr Green being in the garden at 11” was viewed as being superfluous, i.e., too much
information is being presented.

Below we summarize the main problems identified by our trial users.

– Too Much Detail – users became annoyed when obvious inferences (such as the
second example above) were stated.

– Discrepancies Between the Beliefs in an Argument and in Its Interpretation –
users were disconcerted when the system claimed to have interpreted an argument,
but the beliefs that were presented differed from the beliefs stated within the argu-
ment (recall that our system cannot always match a user’s stated beliefs with those
obtained in the Bayesian subnet).

– Increase in Certainty – users objected to inferences where the consequent had a
greater degree of certainty than its antecedents, e.g., “Mr Green probably had the
means to murder Mr Body. Therefore, Mr Green very probably murdered Mr Body”.

– Large Change in Certainty – users accepted small decrements in certainty, e.g.,
from “probable” to “ possible”. However, they objected to inferences where the
belief in the consequent was substantially different from the belief in the antecedent
(regardless of whether the difference represented an increase or a decrease in the
level of certainty), e.g., the inference in Figure 1 from “Mr Green very probably
being in the garden at 11” to “Mr Green probably not being in the garden at the time
of death”.

3 Enhancing the Content of a Presentation

Our content enhancement process identifies the above problems computationally, and
addresses them by adding information to an interpretation or removing information.

3.1 Too Much Detail

In order to avoid unnecessary detail in the description of an interpretation, we used the
following rule to identify potentially superfluous nodes, with the aim of removing them.

Rule 1

If NodeB is between NodeA and NodeC (NodeA → NodeB → NodeC) AND
NodeB is similar to NodeA AND
BeliefCategory(NodeB) = BeliefCategory(NodeA) THEN

NodeB is superfluous (its omission yields the implication ‘NodeA → NodeC’)
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Table 1. Sample nodes removed from our trial interpretations

(a)
The neighbour saw Mr Green in the garden at 11 [VeryLikely]
IMPLIES
[OMITTED] Mr Green was in the garden at 11 [VeryLikely]

IMPLIES
Mr Green was in the garden at the time of death [VeryLikely]
(b)
The neighbour heard Mr Green arguing with Mr Body last night [VeryUnlikely]
IMPLIES
[OMITTED] Mr Green and Mr Body had a loud argument last night [VeryUnlikely]

IMPLIES
Mr Green visited Mr Body last night [VeryUnlikely]

As stated in Section 2, each node in the BN is associated with a canonical sen-
tence which represents the information in the node. These sentences are used in two
ways: (1) to find the best match with the statements in a user’s argument in order to
map the argument onto the BN, and (2) to assess the similarity between two nodes
for the application of Rule 1. For both usages, the similarity between two sentences is
estimated by means of a modified version of the cosine similarity measure [3], which
calculates the angle between the vectors comprising the words in the sentences. Our
version ignores stop words (high frequency words that are generally ignored for re-
trieval purposes) and proper nouns that are common to most nodes, e.g., “Green” and
“Body”, and takes into account synonyms and near synonyms, e.g., “glass” and “win-
dow”. For the node-similarity usage, if the (normalized) similarity score between an
antecedent node and a consequent node exceeds a threshold, then the nodes are regarded
as similar, thereby satisfying the second antecedent of Rule 1. If the nodes also have
the same level of certainty, then the consequent node may be treated as superfluous and
removed.

Clearly, Rule 1 may yield several candidates for omission along a reasoning path.
However, we want to avoid removing too many nodes in order to safeguard against too
much information being lost. This is done by applying a greedy algorithm that inspects
each node along a reasoning path, and ranks the nodes according to their similarity score
with respect to their antecedent. These nodes are then considered for removal in highest-
to-lowest order of similarity score. However, no node can be removed if it was in the
original argument or if it is the consequent of an already removed node. For instance,
given A → B → C → D, if B is similar to A and they have the same belief, then B
is omitted, and C can not be removed even if it is similar to A. If only C and D were
found to be similar, then C will be omitted, as the consequent D was in the original
argument.

Table 1 displays fragments from two of the interpretations shown to our trial sub-
jects, highlighting the information omitted as a result of the application of Rule 1. The
application of this rule reduces the verboseness of the output by removing propositions
that a reader can easily deduce from their antecedent.
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3.2 Discrepancies Between Beliefs

As stated in Section 1, the interpretation generated by the system does not always match
the beliefs in a user’s argument. For instance, say the user states that fact A being true
implies that fact B is Likely to be true. The system will endeavour to find a path from the
node corresponding toA to the node corresponding to B that makes B Likely. However, the
system’s beliefs are restricted by what can be calculated from the Conditional Probability
Tables (CPTs) of the nodes in the BN.2 Hence, it is possible that the closest belief our
system can obtain for B is ALittleLikely.

If such a discrepancy in belief occurs, then the following information is included in
the presentation.

– A preamble such as the following: “I know this is not quite right, but it is the best I
could do given what I believe about this situation”.

– An explanation at each point of discrepancy, e.g., “I know that your belief is stronger,
but this is the closest I can come up with”.

At the knowledge representation level, the system could update its inference patterns
to match the user’s. In the context of BNs, this involves modifying the CPTs for the of-
fending implications. However, this is a complex process, with far-reaching implications
with respect to the system’s inference patterns. This type of solution is left for future
investigation, as the CPTs in our system are regarded as static.

3.3 Increase in Certainty and Large Change in Certainty

Given an implication such as A → B, users generally accepted inferences that yielded
the same or a slightly weaker belief inB than the belief inA (a belief is weaker if it leans
towards greater uncertainty about whether a fact is true or false, i.e., even chance). How-
ever, as indicated above, they objected to all other belief changes between antecedents
and consequents. This situation is identified by means of the following rule.

Rule 2

For NodeA [BeliefCategoryA] → NodeB [BeliefCategoryB]:
// increase in certainty
If BeliefCategoryA is weaker than BeliefCategoryB OR
// large change in certainty
BeliefCategoryA differs from BeliefCategoryB by more than 1 level THEN
a “leap” in belief has occurred

Some of the identified leaps in belief are due to the CPTs of the implications in
the reasoning path, and can be justified only by explaining the CPTs (a task that is
outside the scope of this paper). However, most of these leaps are due to influences
from nodes that are not part of the initial interpretation, and should be included in the
presentation of the interpretation to make it acceptable to users. These influencing nodes
are siblings of the antecedents of the offending implications. That is, they are nodes

2 The CPT of a node represents the influence of its parent nodes in the BN on the beliefs in this
node. The CPTs in our BN were derived from human knowledge of the domain.
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Algorithm SelectInfluences(Implication, BN)

1. Get Antecedents and Consequent for the Implication
2. For each Sibling of Antecedents that is an influence node

(a) // Decreasing belief between antecedent and consequent
If Belief(Antecedent) > Belief(Consequent) THEN

i. If BeliefCategory(Sibling) = BeliefCategory(Consequent) THEN
store Sibling as a StandardInfluence

ii. Else if BeliefCategory(Sibling) < BeliefCategory(Consequent) THEN
store Sibling as an LargeInfluence

iii. Else //BeliefCategory(Sibling) > BeliefCategory(Consequent)
if BeliefCategory(Antecedent) > BeliefCategory(Sibling) THEN
store Sibling as a WeakInfluence

(b) // Increasing belief between antecedent and consequent
If Belief(Antecedent) < Belief(Consequent) THEN

i. If BeliefCategory(Sibling) = BeliefCategory(Consequent) THEN
store Sibling as a StandardInfluence

ii. Else if BeliefCategory(Sibling) > BeliefCategory(Consequent) THEN
store Sibling as an LargeInfluence

iii. Else // BeliefCategory(Sibling) < BeliefCategory(Consequent)
if BeliefCategory(Antecedent) < BeliefCategory(Sibling) THEN
store Sibling as a WeakInfluence

3. Add the influences in the highest-ranked category to the implication

Fig. 3. Algorithm for selecting influence nodes

connected to the consequent of these implications, e.g., TimeOfDeath11 is a sibling of
GreenInGardenAt11 in Figure 1. However, not every sibling is necessarily an influence,
and not all siblings that are influences should be included in an interpretation. For
instance, a sibling node that represents unobserved evidence is not an influence (the
evidence has not been gathered, hence the value of this node is unknown). In contrast,
an influencing node must either be an observed evidence node, or it must be influenced
by a neighbouring node that is an observed evidence node. Also, we aim to include in an
interpretation the minimum number of influences that explain the belief in a consequent.
Hence, weak influences will be omitted if stronger influences are present.

After a leap in belief has been identified in an implication, algorithm SelectInfluences
is activated in order to determine which influence nodes to present (Figure 3).3 To this
effect, our algorithm divides the influencing siblings of the implication’s antecedents
into three categories based on the strength of the belief in each sibling compared to the
strength of the belief in the consequent and the antecedents: large > standard > weak.
For example, a sibling with a large influence is one that has a more extreme belief than the
consequent. Such a sibling is estimated to have a strong “pull” in its own direction, and
hence provides a good explanation for the current (unintuitive) belief in the consequent.
Since our system tries to minimize the number of inclusions in an interpretation, it adds
to the implication only the nodes in the highest non-empty category.

3 For clarity of exposition, we show only the “positive” version of the SelectInfluences algorithm.
This version works for siblings that increase the belief in a consequent when they are true, and
decrease its belief when they are false. The “mirror image” of this version is applied when a
false sibling yields a true belief in the consequent, and a true sibling yields a false belief.
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Upon completion of this enhancement step, the nodes added to each implication are
incorporated in the presentation of the implication by means of appropriate connectives.
For instance, additive expressions, such as “together with”, are used when presenting
nodes that explain increases in certainty (provided the nodes are on the same side of
EvenChance as the antecedent), while adversative expressions, such as “however” and
“despite”, are used when presenting nodes that explain reductions in certainty or move-
ments across the EvenChance divide.

To illustrate the workings of algorithm SelectInfluences, let us consider the argu-
ment fragments in Table 2, which appeared in interpretations shown to our trial subjects
(the argument goal in these interpretations was either GreenMurderedBody or Green-
HasOpportunity). These fragments exhibit changes in certainty which our subjects found
confusing, and which were made more understandable by the addition of influence nodes.

The interpretation fragment in Table 2(a) goes from Mr Green very probably being
in the garden to Mr Green possibly not being in the garden at 11. This is a case of a de-
crease in belief (Step 2a) coupled with a large drop in certainty. Our algorithm examines
the siblings of GreenInGarden, which are NbourSawGreenInGardenAt11, WitnessSaw-
GreenAtFootballAt10:30 and NbourHeardGreenBodyArgueLastNight (Figure 2), in order
to find the strongest negative influences that explain this decrease in belief (even though
GreenInGardenAtTimeOfDeath is a sibling of the antecedent, it is not considered because
it is already part of the interpretation as the consequent of GreenInGardenAt11). First
our algorithm determines whether a sibling has a negative influence, and if it does, the
sibling is assigned an influence category. However, in this example the first two siblings
are unobserved evidence nodes, which do not contribute to the information content of
the interpretation. Hence, the only candidate for inclusion in the interpretation is Nbour-
HeardGreenBodyArgueLastNight. This node is assigned the large influence category, as

Table 2. Sample nodes added to our trial interpretations

(a) Large change in certainty, decrease in belief – addition of LargeInfluence
Mr Green was in the garden [VeryLikely]
BUT
[ADDED] The neighbour heard Mr Green arguing with Mr Body

last night [VeryUnlikely]
IMPLIES
Mr Green was in the garden at 11 [ALittleUnlikely]
(b) Large change in certainty, decrease in belief – addition of LargeInfluence
Mr Green had the means to murder Mr Body [Likely]
BUT
[ADDED] Mr Green had the opportunity to murder Mr Body [ALittleUnlikely]
IMPLIES
Mr Green murdered Mr Body [EvenChance]
(c) Increase in certainty, increase in belief – addition of StandardInfluence
Mr Green visited Mr Body last night [ALittleUnlikely]
BUT
[ADDED] Mr Green was in the garden at the time of death [VeryLikely]
IMPLIES
Mr Green had the opportunity to murder Mr Body [VeryLikely]



Improving the Presentation of Argument Interpretations Based on User Trials 595

its belief category is more extreme than that of the consequent, and it is then added to
the interpretation.

The interpretation fragment in Table 2(b) goes from Mr Green probably having the
means to murder Mr Body to him maybe murdering Mr Body. This is also a case of a de-
crease in belief (Step 2a), and decrease in certainty. Our algorithm examines the siblings
of GreenHasMeans, which are BodyWasMurdered, GreenHasMotive and GreenHasOp-
portunity (Figure 2), in order to find the strongest negative influences. Since BodyWas-
Murdered has a positive influence, it is dropped from consideration, but the other two sib-
lings have a negative influence: GreenHasOpportunity has a large influence, and Green-
HasMotive has a standard influence.As indicated above, if stronger influences are present,
weaker influences are not added to an interpretation, as we are trying to minimize the
number of inclusions in an interpretation. Hence, only GreenHasOpportunity is added.

Finally, the interpretation fragment in Table 2(c) goes from Mr Green possibly not
visiting Mr Body last night to Mr Green very probably having the opportunity to murder
Mr Body. This is a case of an increase in belief (Step 2b) and an increase in certainty. Our
algorithm considers the siblings of GreenVisitBodyLastNight, which are BodyKilledFro-
mOutsideWindow, GreenInGardenAtTimeOfDeath and GreenMurderedBody (Figure 2),
in order to find the strongest positive influences that explain this increase in belief.
GreenInGardenAtTimeOfDeath has the strongest influence (standard), so it is the only
node added to the interpretation.

4 Evaluation

Our evaluation of the content enhancer was conducted as follows. We constructed three
evaluation sets, each consisting of two presentations of an interpretation. One of the pre-
sentations was generated using our original approach, and the other by post-processing
this presentation with the content enhancer. Two of the evaluation sets were from the ini-
tial trial (Section 2) and one was new.4 This set was added in order to evaluate all aspects
of the content enhancer. For one of the evaluation sets, the content enhancer removed
nodes from the interpretation that it felt contained superfluous information (Section 3.1).
For the other two sets, the enhancer added influencing nodes to the interpretations (Sec-
tion 3.3). One of these interpretations included a large decrease in belief and the other
included a small increase in belief.

The three evaluation sets were shown to 20 subjects, including 6 of the subjects who
participated in the initial trial (the other subjects of this trial were unavailable). The
subjects came from several populations, which included staff and students in the School
of Computer Science and Software Engineering at Monash University, and friends of
the authors. The subjects belonged to several age groups and exhibited different levels of
computer literacy. In our experiment, we first gave our subjects a definition and example
of an interpretation, and told them that the aim of the experiment was to compare our
original method for the presentation of BIAS’ argument interpretations with our new
method. The subjects were then shown the three evaluation sets. However, they were

4 The interpretation for one of the original evaluation sets was not affected by the content enhancer.
Also, due to modifications performed to the interpretation system since the initial trial, the
interpretations generated for another evaluation set differed from the original ones.
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not told which presentation was generated by the original method and which by the
enhanced method, and had no knowledge of the BN used to derive the interpretations.
This yielded a total of 60 judgments, where 48.3% favoured the new output, 15% were
indifferent, and 36.7% favoured the old output.

For the evaluation set which had nodes removed from the presentation, the results
were widely spread, suggesting that people’s opinions regarding what is superfluous
differ substantially, and may depend on contextual information. 30% of the trial subjects
preferred the post-processed presentation, 35% were indifferent, and 35% preferred
the original interpretation. 40% of the subjects felt that the original interpretation was
verbose, but 25% of the subjects thought that the original interpretation was lacking in
information to fully explain its reasoning path and beliefs. Also, our subjects’ comments
indicated that the information they found lacking from the post-processed interpretation
was not necessarily related to the removed node. For the evaluation sets which had
nodes added to the interpretations, the results clearly favour the enhanced presentations.
57.5% of the trial subjects preferred the new interpretations, compared to 37.5% who
preferred the original ones, and 5% who were indifferent. 45% of the subjects felt that the
expanded presentations were too verbose regardless of whether they preferred them or
not, while 17.5% thought that the expanded presentations still lacked information. Only
7.5% thought that the original presentations were already too verbose. This indicates that
the subjects preferred to know more about the system’s reasoning, but still had problems
with its presentation. These problems may be partially attributed to the presentation of
the nodes as full canonical sentences, which makes the interpretations appear repetitive
in style, and hence may have an adverse influence on acceptance.

In general, our subjects’ comments point to the difficulty of conducting user trials in
a commonsense domain. Our BN contains only limited domain knowledge (included by
the authors), which may differ from the beliefs and expectations of our subjects. This
explains why our subjects may have considered the presented information insufficient to
account for the system’s inferences, irrespective of the modifications made by the content
enhancer. Some of the subjects also felt that for an interpretation to be acceptable, they
had to make assumptions about what other information the system was basing its beliefs
on, even though they had no knowledge of the structure of the BN. Future developments
in the system will work on establishing these assumptions and including them in the
presentations.

In addition, a limitation of our approach is that its similarity measure only approx-
imates the similarity between the content of propositions. As a result, our system may
omit propositions that appear similar to stated propositions according to our measure,
but are in fact dissimilar in content. In contrast, our system retains propositions that are
dissimilar in form to stated propositions, even if they convey a similar meaning. This
indicates that a more sophisticated measure of propositional similarity is required to
determine whether nodes may be omitted from a presentation.

5 Related Research

The mechanism presented in this paper enhances the content of discourse generated
from BNs.
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BNs have become pervasive in recent years. However, the explanation of Bayesian
reasoning has been considered only by a few researchers [4, 5, 6]. Druzdzel [4] and Mc-
Conachy et al. [5] studied different aspects of the presentation of BNs. Druzdzel focused
on the reduction of the number of variables being considered, verbal expressions of un-
certainty, and qualitative explanations, which were generated by tracing the influence
of the nodes in a BN. McConachy et al. applied attentional models to the construction
of probabilistic arguments, and studied probabilistic argumentation patterns and argu-
mentation strategies. Jitnah et al. [6] extended this work by considering strategies for
the presentation of rebuttals to users’ arguments. Our work follows the last two contri-
butions. However, it is worth noting that these systems generated arguments, while we
present interpretations of arguments. In addition, the presentations generated by these
systems hinged on discrepancies between the system’s world model and the user’s, while
our presentations rely on the features of an interpretation itself.

Several NLG systems consider the addition or removal of information to improve
planned discourse. The research reported in [7, 8, 9] considers the addition of informa-
tion to planned discourse to prevent or weaken a user’s erroneous inferences from this
discourse. In contrast, the mechanism presented in this paper adds information to ex-
plain reasoning steps that a user may find difficult to understand. The work described
in [5, 9, 10] considers the omission of information that may be inferred by a user from
planned discourse. Our omission mechanism is most similar to that described in [5].
However, they used spreading activation and partial Bayesian propagation to determine
whether a node may be omitted, while we use a simple word similarity measure and
belief comparison.

6 Conclusion

We have offered a mechanism developed on the basis of user trials, which enhances
the content of argument interpretations for presentation. This is done through the re-
moval of superfluous information and the inclusion of information that explains unin-
tuitive effects. Our mechanism was developed in the context of BNs. However, it is
also applicable to non-Bayesian systems (provided belief is represented). Further, al-
though our current results focus on interpretations, our procedures are also applicable to
arguments.

Our evaluation of the content-enhancer shows that the post-processed presentations
have a positive effect on users’acceptance of the system’s interpretations, in particular in
regard to the addition of information. In the near future, we propose to further refine the
node-removal component of our algorithm, and to improve the node-addition component
to include assumptions made by the system. We also intend to conduct additional user
trials with more complex arguments.

Acknowledgments

This research is supported in part by the ARC Centre for Perceptive and Intelligent
Machines in Complex Environments.



598 I. Zukerman, M. Niemann, and S. George

References

1. Pearl, J.: Probabilistic Reasoning in Intelligent Systems. Morgan Kaufmann Publishers, San
Mateo, California (1988)

2. Elsaesser, C.: Explanation of probabilistic inference for decision support systems. In: Proceed-
ings of the AAAI-87 Workshop on Uncertainty in Artificial Intelligence, Seattle, Washington
(1987) 394–403

3. Salton, G., McGill, M.: An Introduction to Modern Information Retrieval. McGraw Hill
(1983)

4. Druzdzel, M.: Qualitative verbal explanations in Bayesian Belief Networks. Artificial Intel-
ligence and Simulation of Behaviour Quarterly (1996) 43–54

5. McConachy, R., Korb, K.B., Zukerman, I.: Deciding what not to say: An attentional-
probabilistic approach to argument presentation. In: Proceedings of the Twentieth Annual
Conference of the Cognitive Science Society, Madison, Wisconsin (1998) 669–674

6. Jitnah, N., Zukerman, I., McConachy, R., George, S.: Towards the generation of rebuttals in a
Bayesian argumentation system. In: Proceedings of the First International Natural Language
Generation Conference, Mitzpe Ramon, Israel (2000) 39–46

7. Joshi, A., Webber, B.L., Weischedel, R.M.: Living up to expectations: Computing expert
responses. In: AAAI84 – Proceedings of the Fourth National Conference on Artificial Intel-
ligence, Austin, Texas (1984) 169–175

8. van Beek, P.: A model for generating better explanations. In: Proceedings of the Twenty-
Fifth Annual Meeting of the Association for Computational Linguistics, Stanford, California
(1987) 215–220

9. Zukerman, I., McConachy, R.: WISHFUL: A discourse planning system that considers a
user’s inferences. Computational Intelligence 17 (2001) 1–61

10. Horacek, H.: A model for adapting explanations to the user’s likely inferences. User Modeling
and User-Adapted Interaction 7 (1997) 1–55



 G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 599–609, 2004. 
© Springer-Verlag Berlin Heidelberg 2004 

Reliable Unseen Model Prediction for  
Vocabulary-Independent  

Speech Recognition 

Sungtak Kim and Hoirin Kim 

School of Engineering, 
Information & Communications University, 

119, Munjiro, Yuseong-gu, Daejeon, 305-714, Korea 
{stkim, hrkim}@icu.ac.kr 

Abstract. Speech recognition technique is expected to make a great impact on 
many user interface areas such as toys, mobile phones, PDAs, and home appli-
ances. Those applications basically require robust speech recognition immune 
to environment and channel noises, but the dialogue pattern used in the interac-
tion with the devices may be relatively simple, that is, an isolated-word type. 
The drawback of small-vocabulary isolated-word recognizer which is generally 
used in the applications is that, if target vocabulary needs to be changed, acous-
tic models should be re-trained for high performance. However, if a phone 
model-based speech recognition is used with reliable unseen model prediction, 
we do not need to re-train acoustic models in getting higher performance. In 
this paper, we propose a few reliable methods for unseen model prediction in 
flexible vocabulary speech recognition. The first method gives optimal thresh-
old values for stop criteria in decision tree growing, and the second uses an  
additional condition in the question selection in order to overcome the over-
balancing phenomenon in the conventional method. The last proposes two-
stage decision trees which in the first stage get more properly trained models 
and in the second stage build more reliable unseen models. Various vocabulary-
independent situations were examined in order to clearly show the effectiveness 
of the proposed methods. In the experiments, the average word error rates of 
the proposed methods were reduced by 32.8%, 41.4%, and 44.1% compared to 
the conventional method, respectively. From the results, we can conclude that 
the proposed methods are very effective in the unseen model prediction for vo-
cabulary-independent speech recognition. 

1   Introduction 

The potential application areas using voice interface are enormous. Voice control of 
consumer devices such as audio/video equipments in home has both commercial po-
tential and well defined functionality that could benefit in user interface. Automotive 
applications also form a very important area of interest, where the convenience and 
safety issues play an important role on the choice of the user interface. In addition, 
user interface using speech recognition is expected to make a great impact on toys, 
mobile phones, PDAs, and so on. Those applications basically require robust speech 



S. Kim and H. Kim 600 

recognition immune to environment and channel noises, but the dialogue pattern used 
in the interaction with the devices will be relatively simple, that is, an isolated-word 
type. The most straightforward way to implement small vocabulary isolated-word 
recognizers, which seem to be widely used in the practical applications, is to use 
speaker-dependent technology. However, training a specific user’s speech before the 
real use could be too inconvenient. Hence, speaker-independent technology is often 
used, especially when the vocabulary size increases. Even though we may use 
speaker-independent technology, we cannot avoid changing the target vocabulary oc-
casionally, for example, adding new words or replacing the recognition vocabulary. 
In this case, we usually have to re-train acoustic models in order to achieve high per-
formance. But, if a reliable unseen model prediction is possible, we do not need to re-
train acoustic models to get higher performance. 

In this paper, we propose a few reliable methods based on modified binary deci-
sion trees for unseen model prediction. Many recognition systems have used binary 
decision trees for state tying and unseen model prediction. Binary decision trees 
with splitting questions attached to each node provide an easy representation to in-
terpret and predict the structures of given data set[1]. For more accurate tree-based 
state tying and unseen model prediction, several factors such as stop criteria, ques-
tion sets, and question selection in each node should be considered. Of these fac-
tors, our approaches focus on stop criterion and question selection, and then we de-
vice a new hybrid construction scheme for decision tree combining two approaches. 
For the stop criterion, we tried to determine an optimal threshold value which al-
lows getting a proper tree size for state tying and unseen model prediction. For the 
question selection, we added a new condition that enables candidate question to use 
sufficient training data and to guarantee higher log-likelihood on YES nodes. By us-
ing two-stage scheme for decision trees, firstly we can get fairly trained models, 
and then make the models more effective in the aspects of state tying and more effi-
cient in the aspects of unseen model prediction. 

In Chapter II, we briefly review the state tying process based on decision tree. In 
Chapter III, we present the three proposed methods for accurate unseen model predic-
tion and state tying. Then, the baseline system, the experiments and results are given 
in Chapter IV and Chapter V. Finally, in Chapter VI, we summarize this work and 
present ideas for future work. 

2   Decision Tree-Based State Tying 

Although many other split criteria could be used in decision trees, most of decision 
tree-based state tying algorithms have used two fundamental criteria, which are like-
lihood and entropy criteria [2],[3],[4]. The similar probability distributions have to be 
shared or merged since the basic aim of tree-based state tying is to reduce the number 
of model parameters and to make the shared parameters more robust. Therefore, the 
triphone states, whose estimated probability distributions are close to each other in a 
viewpoint of a distance measure, are tied together. In this paper, we use a log-
likelihood gain as the distance measure. The log-likelihood gain is obtained by using 
the following equation [5]. 
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Here AB is the parent node of nodes A and B in the binary decision tree, therefore 
A and B are the child nodes of the parent node AB. Xn  is the number of training vec-
tors assigned to node X, and Xd ,σ  is the variance of component d of node X. 

The formula for the log-likelihood gain can be easily rewritten in a form which 
only contains sum and squared sum of the observation vector components together 
with the observation counts. Therefore the equations for computing means and vari-
ances of training vectors in each node can be expressed as 
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where s is a state index, Xd ,
~µ  is the mean of component d of node X, sd ,µ  is the mean 

of component d of state s, and sn  is the number of training vectors in the state s. 2
,

~
Xdσ  

and 2
,sdσ  are the variances of component d of the node X and the state s, respectively. 

By means of these equations, the re-training computation for each tree construction 
can be simplified. 

3   The Proposed Methods for Unseen Model Prediction 

3.1   Modified Stop Decision (MSD) for Optimal Tree Growing 

In tree-based unseen model prediction, the tree size becomes a very important factor 
deciding the accuracy of the predicted models. As the size of tree is larger, the tree 
has finer resolution due to many leaf nodes. And, if there are many unseen models to 
be predicted, it is desirable for the tree to get fine resolution. On the other hand, if 
there are many seen models in the state pool of root node, the probability of observ-
ing unseen models will be low. At that time, the size of trees may be reduced because 
decision trees do not need to get fine resolution. 

There is another stop criterion, using minimum number of training vectors of node 
[6]. In a viewpoint of unseen model prediction, the criterion is not proper because it 
does not consider whether the probability of observing unseen models is low or not. 
To overcome those defects, we propose a method that determines optimal threshold 
value for stop criteria. The method reflects the probability of observing unseen mod-
els on the threshold. Then, the threshold values will make trees to get optimal size for 
more accurate unseen model prediction. A new function for determining optimal 
threshold values in the state pool of each tree is defined as 
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where η  is a weighting factor to control the number of tied sates, seenN  is the number of 
seen models in the state pool, normLL  is the normalized log-likelihood of the training vec-
tors in the state pool, D is the dimension of feature vectors, and 2

dσ  is the variance of 
component d of feature vectors. In Eq. (5), seenN  controls the threshold value for reliable 
unseen model prediction. That is, as seenN  is larger, the threshold value becomes higher. 
This is motivated from the fact that, if there are many seen models in the state pool, the 
probability of observing unseen models to be predicted will be smaller and the tree does 
not need to get fine resolution for unseen model prediction. On the other hand, if seenN  
is small, the threshold value must be lower, since the probability of observing unseen 
models will be higher and the tree needs to get high resolution. On the other hand, 

normLL  is determined by the variance of feature vectors in the state pool, and it controls 
the threshold value in the aspect of state tying. That is, as the variance in the state pool 
becomes larger, the threshold value will be lower. If the state pool has a larger variance, 
the decision trees should have lots of tied states as possible. This is reasonable for robust 
state tying because, as the variance of state pool is larger, we need a larger tree and the 
threshold value must be lower. In conclusion, seenN  and normLL  mutually compensate 
for reliable unseen model prediction and state tying. 

3.2   Reliable Question Selection (RQS) Focused on the YES Node 

In the tree-based state tying with the likelihood-based framework, the common crite-
rion[5],[7],[8] of choosing a question is formulated as 

)),((maxarg* BAGQ
Q

=  (7) 

where G(A,B) is the log-likelihood gain in node AB. G(A,B) is expressed in Eq. (1). 
The drawback of using Eq. (7) is that this does not guarantee sufficient training vec-
tors nor higher log-likelihood in the YES node even though the chosen question has 
the maximum log-likelihood gain. In binary tree-based unseen model prediction, the 
YES node is more important than the No node because the YES node reflects the con-
text effect of the question itself better than that of the NO node. From the fact, it 
seems to be desirable that we choose the question providing sufficient training vectors 
to the YES node and having higher log-likelihood in the node for accurate unseen 
model prediction. 

Thus we propose a new criterion of choosing the question to provide sufficient 
training vectors and higher log likelihood to the YES node as follows. 

aveA
Q

nnifBAGQ >=       )),((maxarg*  (8) 
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where An  is the number of training vectors in the YES node, aven  is the average num-
ber of the training vectors for states in the state pool, and N is the total number of 
states in the state pool. In Eq. (9), aven  is the number of training vectors in states that 
are included in the confidence interval 95%. Here we assume that the number of the 
training vectors in states has a Gaussian distribution. So, we do not use too large or 
too small number of training vectors in states to get aven . 

By using this technique, decision trees can guarantee that YES nodes have a suffi-
cient number of training vectors and higher log-likelihood. In result, we can precisely 
predict unseen models by using the reliable question selection. 

3.3   Two-Stage Decision Tree (TSDT) Combining the RQS and MSD Algorithms 

When we use triphone models as acoustic models, it is very difficult to construct a 
training database so that all the possible triphone models have a similar number of 
training vectors in each model. If the numbers of training vectors in models are sig-
nificantly different from one another, the decision tree would not be constructed pre-
cisely because the likelihood of models may be very sensitive to how many models 
are trained as shown in Eq. (1) and Eq. (7). In other words, as models are better 
trained, the likelihood of models is higher. Thus the decision tree using the likelihood 
framework will be too much dependent on the given training database. In the result, 
the accuracy of the unseen model prediction for vocabulary-independent speech rec-
ognition will be degraded severely. 

To overcome this problem, we propose a method that the state of each model has 
the same number of training vectors as possible. We design a two-stage decision tree: 
at first we generate a tree from the RQS method with zero threshold value, and next 
we construct the final tree from the MDS method. In stage 1, we construct a decision 
tree with RQS method, and assign the probability distribution of shared state in each 
leaf node to the probability distribution of original states in the leaf node. So, the 
original models become evenly trained models. Finally at stage 2 we can construct the 
decision tree which is less dependent on the training database. The two-stage decision 
tree algorithm is summarized as follows (see also Figure 1). 

TSDT Algorithm 

•   Step 1: Cluster states of seen models by using the RQS method with the threshold   
zero. 

•   Step 2: Assign fairly trained states to original states in each leaf node. 
•   Step 3: Reconstruct thes decision trees by using the MSD method. 

Thus Step 1 and Step 2 construct evenly trained acoustic models. Step 3 makes re-
liable tied models for unseen model prediction by using models sufficiently trained 
from previous steps. 
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Original acoustic models

Evenly trained models

Reliable tied models

Decision tree by RQS method 

with threshold=0

Replace original states 

with the shared states

Decision tree by MDS method 

Stage 1

Stage 2

Step 1 :

Step 2 :

Step 3 :

Original acoustic models

Evenly trained models

Reliable tied models

Decision tree by RQS method 

with threshold=0

Replace original states 

with the shared states

Decision tree by MDS method 

Stage 1

Stage 2

Step 1 :

Step 2 :

Step 3 :

 

Fig. 1. The process of the TSDT method 

4   Baseline System 

At first, the input speech is pre-emphasized using the first order FIR filter with a coef-
ficient of 0.97. The samples are blocked into overlapping frames of 20ms and each 
frame is shifted at a rate of 10ms. Each frame is windowed with the Hamming win-
dow. Every frame is characterized by the total 39th order feature vectors. The feature 
vectors are composed of 13 mel frequency cepstral coefficients (MFCC), their first-
order temporal regression coefficients (∆MFCC), and their second-order temporal re-
gression coefficients (∆∆ MFCC). Hidden Markov model-based triphones are trained 
with 3 states left-to-right structure for acoustic modeling. 

One decision tree is constructed for every states of each center phone, and all 
triphone models with the same center phone are clustered into the corresponding root 
node according to the state position. To get tied states, a decision tree is built using a 
top-down procedure starting from the root node of the tree. Each node is split accord-
ing to the phonetic question that results in maximum increase in the likelihood on the 
train data from Eq. (1). Different phone questions have been investigated in [9],[10], 
but we have used only simple phone questions because the focus in this work is not 
on those variations. The likelihood gain due to a node split can be calculated effi-
ciently from pre-calculated statistics of the reconstructed states by using Eq. (2), 
Eq(3), and Eq (4). The process is repeated until the likelihood gain falls below a 
threshold. In baseline system, we used a same threshold for each decision tree. After 
this process is done, states reaching the same leaf node of each decision tree are re- 
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garded as similar and so tied. Fig. 2(a) shows this procedure. The resulting clusters 
 of tied states are then retrained and multiple-mixture Gaussian distribution HMMs 
are estimated. 

 

(a) The process of making decision tree 

 

(b) The process of predicting the unseen models 

Fig. 2. An example of decision tree structure in case of center states 

 
When unseen models are observed due to new words added to the vocabulary in-

recognition process, the unseen models are predicted by answering to the phonetic 
questions which already determined in training process and traversing the decision 
tree from the root node to a final leaf node as shown in Fig. 2(b). The most similar 
leaf node determined by the decision tree is used as the unseen models. 
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Abstract. In this paper, we propose a voice code verification method for an in-
telligent surveillance guard robot, wherein a robot prompts for a code (i.e. word 
or phrase) for verification. In the application scenario, the voice code can be 
changed every day for security reasoning and the targeting domain is unlimited. 
Thus, the voice code verification system not only requires the text-prompted 
and speaker independent verification, but also it should not require an extra 
trained model as an alternative hypothesis for log-likelihood ratio test because 
of memory limitation. To resolve these issues, we propose to exploit the sub-
word based anti-models for log-likelihood normalization through reusing an 
acoustic model and competing with voice code model. The anti-model is auto-
matically produced by using the statistical distance of phonemes against a voice 
code.  In addition, a harmonics-based spectral subtraction algorithm is applied 
for a noisy robust system on an outdoor environment.  The performance evalua-
tion is done by using a common Korean database, PBW452DB, which consists 
of 63,280 utterances of 452 isolated words recorded in silent environment. 

1   Introduction 

For surveillance task, a lot of manpower at the sentry is placed on duty to guard the 
premises against unauthorized personnel for 24 hours. To lessen the time and over-
load of human guards at post, an intelligent surveillance guard robot is desirable.  The 
surveillance guard robot takes the role of detecting and authorizing a person entering 
into the perimeter of the secured area as well as passing the status warning.  This 
system includes detection, recognition and tracking by using multiple sensors such as 
stereo cameras, IR cameras and array microphones. Under such an environment, a 
robot prompts for a code (i.e. word or phrase) for verification. In the application sce-
nario, the voice code can be changed every day for security reasoning and the target-
ing domain is unlimited.  Thus, the voice code verification system not only requires 
the text-prompted and speaker independent verification but also it should not require 
an extra trained model such as a filler or garbage model for an alternative hypothesis 
model in a log-likelihood ratio test (LRT).  This is due to the memory limitation on an 
embedded DSP (Digital Signal Processing) hardware system that we developed. 
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This paper is motivated by the task where the system does not need to know the 
speaker and has only to verify whether the uttered voice code is correct or not on a 
specific area. Mostly, confidence measure (CM) for this task is used to verify the 
uttered observation sequences after or during calculating the probability of a word W 
being recognized by an ASR system. Besides the utterance verification [1][2], a filler 
model or garbage model can be used for these purposes. However, most algorithms 
require the extra model trained for a garbage model or anti-model [3]. But a limited 
memory size of our proposed embedded system prevents the algorithm from using 
and storing the extra alternative hypothesis model. Thus, the method that does not 
require the extra trained model and the re-use of the acoustic model is investigated for 
the voice code utterance verification. Generally, a log-likelihood ratio test is applied 
to verify the utterance in this field of utterance verification where the verification step 
requires the alternative model for doing this task. To manage this problem, the anti-
models that are re-usable from an acoustic model and can compete with a voice code 
model should be considered. 

Our proposed system uses a two-pass strategy using a SCHMM (Semi-
Continuous Hidden Markov Model)-based recognition [4] and verification step as 
in Figure 1. In the first pass, recognition is performed via a conventional Viterbi 
beam search algorithm that segments the test utterance into the N-best strings of 
phoneme hypotheses. In the second pass, voice code verification is performed.  
It computes a confidence measure that determines whether or not to reject the rec-
ognized voice code [5]. This paper is organized as follows. In Section 2, we de-
scribe the voice code verification method using sub-word based anti-models. In 
Section 3, we conduct the representative experiments. Finally, the conclusive re-
marks are presented and we discuss the results on performance of the proposed  
methods. 

 

Fig. 1. The block-diagram of the voice code verification 
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2   Voice Code Verification 

2.1   Competing Models as Anti-models 

The a posteriori probability used for the likelihood normalization method in text-
prompted speaker verification is given by 
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where Si is a speaker and Sc is the claimed speaker.  Wi is a text and Wc is the 
prompted text.  p(Si,Wj) is the simultaneous probability for speaker i and text j.  
p(O/Sc,Wc) is the probability of the claimed speaker’s HMM corresponding to the 
prompted text.  In the voice code verification, Sc and Si can be ignored because this is 
a speaker independent verification.  Thus, the equation (1) can be simplified as 
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This is the same with the likelihood normalization method for utterance verifica-
tion in a conventional ASR algorithm.  In equation (2), Wc becomes the uttered word 
sequence, p(O/Wj) is approximated by the summation of the n highest likelihoods by 
using the parallel phoneme HMM networks for all registered words.  As a result, if 
the speaker information is ignored, the text-prompted verification technique is equal 
to the conventional ASR algorithms as a pattern classification problem using the 
maximum a posteriori (MAP) decision rule to find the most likely sequence of words 
as follows. 

( )j

j

k WOLW /maxarg=
 

    (3) 

where L(O/Wj) is the likelihood of an observation sequence O given word Wj. In a 
text-prompted verification, this is the time that the number of a given word, j is equal 
to one.  At this time, when someone speaks a false word for a text-prompted verifica-
tion, we cannot verify the uttered word because we have no normalized models to test 
a likelihood score. Thus, we need the models to increase the likelihood score more 
than the one of claimed voice code model when someone speaks the false voice code.  
But, we do not want the previously trained models (filler or garbage model) for like-
lihood normalization because the memory of our system is limited. To cope with 
these problems, we reuse the original acoustic model for the alternative hypothesis 
model. Alternative hypothesis models as anti-models can be made automatically 
through the analysis of phoneme information with respect to the prompted text word.  
In this paper, we propose the construction method of anti-models by using the statisti-
cal distance of phonemes against the voice code.  This reused anti-model can be used 
for competing with the prompted voice code as follows. 
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( )j

j

k WWWOLW ,...,,/ 10maxarg=
 

    (4) 

where W0 is a prompted voice code, W is a competing model to be used for likeli-
hood normalization, and the combination of anti-phonemes.  Wk is a concatenation of 
syllable units that can be written as 

k
N

kk
k SSSW ⋅⋅⋅= 21

     (5) 

where N is the number of a syllable.  In addition, a syllable unit is a concatenation of 
context independent phoneme units that can be written as 

k
M

kk
k PPPS ⋅⋅⋅= 21

     (6) 

where M is the number of the phoneme.  Finally, this context independent phoneme 
unit is changed into a context dependent phoneme unit after anti-phoneme units are 
constructed.  Then, the anti-phoneme units become the context dependent model. 
As you see in equation (4), in the first pass, Viterbi algorithm is employed to find the 
most likelihood word Wk.  In this step, prompted voice code is first verified as in 
given; 

=
=

else

0j 
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If the verification result, PVC is true, the second pass to test a likelihood score is 
followed.  In this sub-section, we describe the automatic construction method of anti-
models that opposes to the statistical distance according to the manner and place of 
articulation, and tongue advancement and aperture.  At first, the prompted voice text 
is automatically changed into a phoneme string, produced using a grapheme to pho-
neme (G2P) converter through the text analysis.  Then, the following rules for con-
struction of anti-models are applied.  The voice code can be composed of a concate-
nation of a syllable, S that is the set of phonemes.  A voice code, W0 is expressed by 

{ }NSSSW ,...,, 210 =      (8) 

where N is the total number of syllable of a given voice code.  At first, when a person 
says a similar word, this may result in a verification success.  This occurs when any 
person says the word as follows. 
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    (9) 

where N is the number of anti-syllable models for the first method and the variable, S  
is the anti-syllable.  This sometimes results in a verification success.  Thus, we can 
use the equation (9) as anti-models to prevent the false acceptance through competing 
with a voice code model when a person says a similar password.  The anti-syllable 
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model can be constructed using a concatenation of an anti-phoneme against each 
syllable unit as 

{ }MN PPPS ,...,, 21=    (10) 

The criterion to select the anti-phoneme is to use the method to classify pho-
nemes according to the manner and place of articulation, and tongue advancement 
and aperture as in Table 1, which is matched in order between phoneme and anti-
phoneme. Table 2 depicts the matched phoneme set between Korean and English 
for your understanding.  In this paper, we use the 44 phonemes set for Korean 
voice code verification.  The anti-phoneme is chosen the one to one matching be-
tween phoneme and anti-phoneme.  To make the anti-model of each syllable, the 
corresponding syllable in the prompted voice code is changed into an anti-syllable 
using the anti-phoneme according to the Table 1 after the text is changed into the 
phoneme list using a grapheme to phoneme converter, where it needs a parsing 
process to find the each syllable that is composed of consonant and vowel.  In the 
Korean language, a syllable can be composed of “C+V”, “C+V+C” and “V+C” 
where V is the vowel and C is the consonant.  A Korean syllable can be classified 
into 9 groups as in Table 3.  Using this rule, a given text is classified into the sylla-
ble lists [7][8]. 

Table 1. The anti-model production rules using statistical distance of phonemes 

 Phoneme to Anti-phoneme Standard 

Phoneme  Conso-

nant Anti-

phoneme 

 

Manner and 

place of 

articulation 

Phoneme  Vowel 

Anti-

phoneme 

 

Tongue 

advance-

ment and 

aperture 

Table 2. Matching table between Korean and English phoneme 

Consonent Vowel 
 g  kh  ch  a  yo  yv 

 n  th  j  v  yu  ya 

 d  ph  jj  o  yae  we 

 r  h  ng  u  ye  eui 

 m  gg  ss  eu  wa  Wv 

 b  dd    i  we  we 

 S  bb    e  wi  e 
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Table 3. Korean syllable production rules 

Sylla-
ble 

Word produc-
tion rules 

Group Group 
number 

Comments 

CV/CV 
CV/CVC 

CV/CV 
(PART1) 

1  

CV/VC 

CV 

CV/V 
CV/V 

(PART2) 
2  

CVC/CV 
CVC/CVC 

CVC/C 
(PART3) 

3  

CVC/VC 

CVC 

CVC/V 
CVC/V 

(PART4) 
1 It follows the rule part 1 accord-

ing to the Korean utterance rule. 

VC/CV 
VC/CVC 

VC/C 
(PART5) 

4  

VC/VC 

VC 

VC/V 
VC/V 

(PART6) 
5 It follows the rule part 7 accord-

ing to the Korean utterance rule. 

V/CV 
V/CVC 

V/CV 
(PART7) 

5  

V/VC 

V 

V/V 
V/V 

(PART8) 
6  

The second, when any person utters the similar word that includes all parts of a 
prompted voice code, it often results in a verification success.  It would be the time 
that any person utters a false text as follows 

{ }
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SSSSSSW

SSSSSW

SSSSW
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=

=

=

,...,,,,...,,

,...,,,,...,,

,,,...,,
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2

2121
2

2

121
2

1

 
  (11) 

where M is the number of anti-syllable models to compete with a given voice code 
model, and anti syllable, 

MNS +
 is matched to its syllable, 

NS .  To prevent this case, we 

use the equation (11) as anti-models.  The anti-syllable model also can be constructed 
using Table 1 or 2.   

The third, when any person says a similar word that is some part of the password 
text, this also often results in a verification success.  This happens when any person 
says a text as follows. 

{ }
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{ }121
3

1

21
3

2

1
3

1

,...,,

,...,,
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=

NN SSSW

SSW
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  (12) 

where N-1 is the number of anti-syllable models.  To prevent this case, we use the 
equation (12) as anti-models.  In addition, we can use anti-models contrary to the 
equation (12) as follows. 
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Finally, the following anti-model is applied. 

{ }NSSSW ,...,, 21
5

1 =    (14) 

After these anti-models are constructed through the analysis of a given voice code, 
all anti-models are used for competing with a voice code model.  These models would 
increase the likelihood score of anti-models while the likelihood score is reduced 
when someone speaks a false word or phrase. 

2.2   Voice Code Verification Using Sub-word Based Anti-models 

In the second pass, the voice code verification task is applied.  Generally, a sub-word 
based utterance verification or out- of-vocabulary rejection method is based on a 
likelihood ratio test.  The major difficulty with an LRT in utterance verification is 
how to model the alternative hypothesis, where the true distribution of the data is 
unknown and an alternative hypothesis usually represents a very complex and com-
posite event.  Given a decoded sub-word in an observed segment, we need a decision 
rule by which we assign the sub-word to either hypothesis H0 or H1.  For the binary 
testing problem, one of the most useful tests for decision is the Neyman-Pearson 
Lemma.  For a given number of observations, which minimizes the error for one class 
while maintaining the error for the other class constant, is a likelihood ratio test as 
follows. 
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where H0 means that the hypothesis is true and H1 means that the hypothesis is false, 
λ  is the sub-word model, λ  is the anti-subword model, and  X is the uttered input 
observation that the number of a sub-word is N as follows. 
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The sub-word alignment and log-likelihood value are obtained on a log domain 
through the Viterbi segmentation.  For the normalization of likelihood ratio, an aver-
age frame log-likelihood ratio (LLR), R(n) is defined as 

[ ])/log()/(log
1

nnnn
n

n OOP
l

R λλ −=    (17) 

The dynamic range of a sub-word based likelihood ratio is higher.  This can affect 
the overall performance.  One way to limit the dynamic range of the sub-word confi-
dence measure is to use a sigmoid function of the form.  
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In this equation (18), dynamic range of sub-word based log likelihood ratio is 
high.  This can affect to the overall performance.  One way to limit the dynamic range 
of the sub-word confidence measure is to use a sigmoid function of the following 
form. 
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where τ andα  are location and weighting parameters.  The log confidence score has 
a slope of α  when the log likelihood score is less than zero. 

2.3   Confidence Measure 

For an effective voice code verification, we need to define a function to combine the 
results of sub-word tests.  The confidence measure (CM) for an input utterance O can 
be represented as 

( )NCMCMCMfOCM ,...,,)( 21=    (20) 

where f() is the function to combine the verification scores.  This is defined as a func-
tion of their likelihood ratios.  It can be considered as a joint statistic for overall 
word-level verification.  The first confidence measure CM1 is based on a frame-
duration normalization, which is defined as follows: 
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where N is the total number of sub-words in the utterance, and L is the total number 
of utterance frames, 

=
= N

n nlL
1

.  The second one CM2 is based on a syllable segment-

based normalization. It is a simple average of a log likelihood of all the syllables. 
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where equation (22) and (23) are the arithmetic and geometric means of the un-
weighted sub-word level confidence scores, and equation (24) and (25) are the arith-
metic and geometric means of the sigmoid weighted sub-word score. 
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For every confidence measure, a specific threshold is set up.  If its value is below 
the threshold, the candidate is discarded from the verification task.  Thus, it results in 
a voice code verification failure. 

3   Evaluation of Proposed System 

3.1   Experimental Condition 

For speech input to verify the uttered voice code, the sampling rate is 11KHz 16bit, 
and speech signals are analyzed within 125ms frame with 10ms lapped into 26th 
order feature vector that has 13th order MFCCs including log energy and their 1st and 
2nd derivatives.  A training data set consists of about 120,000 utterances of 6,000 
isolated words set recorded in an office environment.  In addition, we used a different 
speech corpus for testing the data set, which is PBW452DB, Korean Common DB.  It 
consists of 63,280 utterances of 452 isolated words recorded in a silent environment. 

3.2   Experimental Results 

We applied an utterance verification technique using an N-best alternative hypothesis 
model for likelihood normalization in an LRT.  In our previous work [6] on utterance 
verification, several utterance verification methods are simulated.  Our method, the 
Bayesian fusion technique showed the performance higher than any other methods.  
However, we applied the 5-best technique that is easy to implement and has a low 
computing time on a DSP board. 

 

Fig. 2. Simulation results of the second approach using statistical distance of phonemes 
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For a voice code verification simulation, an anti-model making routine for like-
lihood normalization against a log-likelihood score of voice code is implemented 
as in Section 2.  The simulation is done using the total anti-models as in equations 
(9), (11), (12), (13) and (14).  At first, we evaluated by using four categories of the 
set.  Set I is the anti-model set using equation (14), set II is the anti-model set using 
equations (11) and (14), set III is the anti-model set using equations (11), (12) and 
(14) and set IV is the anti-model set using equations (9), (11), (12) and (14).  As 
shown in (a) of Figure 2, set I has a high FAR while FRR is low.  In set II, the EER 
is 0.09.  However, it cannot cope with various situations as described in Section II.  
Thus, we did extra simulations about set II.  The (b) of Figure 2 is the time that we 
use M=1 of equation (11).  When we use M=3 (method II), FRR and FAR are im-
proved as in Figure 3, (a). 

 

Fig. 3. Comparison results using anti-models set 

 

Fig. 4. Final result using all anti-models 
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Using the result of (a) in Figure 3, we combined the anti-models using equations 
(12) and (13). In (b) of Figure 3, Method I is the method using equations (11), (12) 
and (14). Method II is the method using equations (11), (13) and (14).  Method III is 
the method using equations (11), (12), (13) and (14). Method II and III showed the 
similar result.  However, method III is a bit improved and also can cope with the any 
utterance of people very well. Finally, to method III of set III, we combined anti-
models using equation (9) as in Figure 4. The curve shape and result of final method 
is similar with method III of Figure 3, (b). But the final result is a bit improved than 
method III of Figure 3, (b). In addition, the EER is 0.08.  This result is improved by 
16% than the one of utterance verification result in our previous work [6]. 

This system usually is utilized on an outdoor surveillance region.  Thus, this requires 
a noise robust voice code verification to cope with not only environmental noise, but 
also other white noises.  To resolve this problem, a harmonics-based spectral subtraction 
algorithm [9] is applied for preprocessing the noise.  First, experiment is conducted by 
the Aurora 2 evaluation procedure under a continuous digits recognition tasks.  Test sets 
are reproduced using TIDigits of which the entire speech data are down-sampled to 8 
Khz and various realistic noises are added artificially.  The feature vector order is 39 and 
is composed of 13 order static MFCC (c1-c12+log energy), its derivatives and accelera-
tions.  For comparison, a spectral subtraction algorithm and nonlinear algorithm are 
evaluated as in Table 4. As you can see in Table 4, the HSS showed that the proposed 
algorithm is more robust than other algorithms.  A notable advantage of the proposed 
scheme is that it does not require an exact SNR estimate in various noise conditions. 

Next, HSS is applied to the voice code verification experiment, which is also con-
ducted using PBW452DB.  The simulation result is shown in Table 5. In a babble 
noise environment, EER did not show the rapid decrease of EER.  However, in white 
noise, EER showed a rapid decrease of EER.  But, It brought about a 40% relative 
improvement than when there was no harmonics-based spectral subtraction algorithm. 

Table 4. Word accuracies on Aurora2 mis-matched training/testing condition(%) 

 Baseline SS NSS HSS 
Baseline 60.06 77.89 78.20 80.59 

CMN 71.16 78.56 78.73 82.00 

Table 5. EER of voice code verification under babble and white noise environments 

EER(Equal error Rate)  

Clean 5dB 10dB 15dB 
FRR 0.076738 - - - Clean DB 
FAR 0.109624 - - - 

FRR - 0.088653 0.088069 0.089238 Babble 
noise FAR - 0.096128 0.095923 0.095385 

FRR - 0.518268 0.376042 0.221871 White 
noise FAR - 0.362295 0.320828 0.218299 
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4   Discussions and Conclusions  

The key point is to use the competing models that are anti-models using a statistical 
distance of phonemes.  This idea is due to the fact that the alternative model always 
follows the same state as the target model.  Thus, if we can do the modeling of the 
alternative hypothesis very well, we thought that the voice code verification task 
could be solved by competing against each other without extra trained models such as 
filler or garbage models.  As you saw the simulation result, we know that the use of a 
lot of anti-models degraded the detection probability while the use of a few anti-
models degraded the false acceptance rate.  Thus, the proper number of anti-models 
that can compete with the voice code model should be used.  In addition, outdoor 
noise is an important issue that should be considered.  Under this condition, the 
speaker verification rate is very low and also the voice code verification rate is the 
same.  Even though we applied a harmonic-based spectral subtraction algorithm, 
some other algorithms should also be used for compensating the verification rate on 
an outdoor environment where wind or rain noise exists, and so on. 

As a result, our proposed method for a text-prompted and speaker independent 
verification provided a voice code verification function without an extra trained 
model such as filler or garbage models for likelihood normalization through the reuse 
of a general acoustic model.  In experiment, the performance evaluation is done by 
using a common Korean database, PBW452DB, which consists of 63,280 utterances 
of 452 isolated words recorded in a silent environment.  The result is improved by 
16% higher than the result of utterance verification result.  In addition, simulation 
result showed that the performance is higher under noisy environment than in any 
other algorithms when we applied the harmonics-based spectral subtraction algorithm 
compared to general spectral subtraction and nonlinear spectral subtraction. 
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A Logic Based Approach for Dynamic Access Control
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Abstract. The PolicyUpdater1system is a fully-implemented access control sys-
tem that provides policy evaluations as well as dynamic policy updates. These
functions are achieved by the use of a logic-based language L to represent the
underlying access control policies, constraints and update propositions. The sys-
tem performs authorisation query evaluations and conditional policy updates by
translating the language L to a normal logic program in a form suitable for eval-
uation using the Stable Model semantics.

1 Introduction

Recent advances in the information security field have produced a number of different
approaches to access control, some of which are logic-based, e.g. [5, 7]. Bertino, et.
al. [1] proposed an approach based on ordered logic with ordered domains. Jajodia, et.
al. [6] on the other hand, proposed a general access control framework that features
handling of multiple policies. However, these approaches lack the necessary details to
address the issues involved in implementing a system based on these approaches.

The Policy Description Language or PDL, developed by Lobo, et. al. [8], is designed
for representing event and action oriented generic policies. PDL was later extended by
Chomicki, et. al. [3] to include a constraint mechanism called policy monitors. Bertino,
et. al. [2], again took PDL a step further by extending policy monitors to support pre-
ferred constraints. While these languages possess enough expressive power to be used
for most access control applications, systems based on these languages will not have
the ability to perform dynamic policy updates.

To overcome these limitations, we propose the PolicyUpdater access control system.
This system, with its own access control language, L, allows policies to be represented
as logical facts and rules with variable resolution and default propositions, and provides
a mechanism to conditionally and dynamically perform a sequence of policy updates,
as well as query evaluation.

The rest of this paper is organised as follows. In Section 2, the paper introduces
language L with its formal syntax, semantics and some examples. Section 3 addresses
the issues associated with domain consistency and query evaluation. Finally, Section 4
ends the paper with some concluding remarks.
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2 Language L: Syntax and Semantics

Language L is a first-order logic language that is used to represent a policy base for an
authorisation system. Two key features of the language are: (1) providing a means to
conditionally and dynamically update the existing policy base and (2) having a mecha-
nism by which queries may be evaluated from the updated policy base.

2.1 Syntax

Logic programs of language L are composed of language statements, each terminated
by a semicolon ”;” character. Comments may appear anywhere in the logic program
and, like C, language L comments are delimited by the ”/*” and ”*/”

Components of Language L

Identifiers. The most basic unit of language L is the identifier . Identifiers are used
to represent different components of the language, and is defined as an upper or lower
case alphabet character, followed by 0 to 127 characters of alphabet, digit or underscore
characters. There are 3 types of , each defined by the following syntax:

[a-zA-Z]([a-zA-Z0-9 ]){0,127}

– Entity Identifiers represent constant entities that make up a logical atom. They are
divided further into 3 types, with each type again divided into the singular entity
and group entity categories: Subjects (e.g. alice, lecturers); Access Rights (e.g. read,
write, own); and Objects (e.g. file, database, directory). This type of must
start with a lowercase character.

– Policy Update Identifiers are used for the sole purpose of naming a policy update.
These names are then used as labels to refer to policy update definitions
and directives. As labels, of this class occupy a different namespace from
entity . For this reason, policy update share the same syntax
with entity .

– Variable Identifiers are used as entity place-holders. To distinguish them
from entity and policy update identifiers, variable are prefixed with an
upper-case character.

Atoms. An atom is composed of a relation with 2 to 3 entity or variable that
represent a logical relationship between the entities. There are 3 types of atoms:

– Holds. An atom of this type states that the subject sub holds the access
right acc for the object obj.

holds(<sub>, <acc>, <obj>)

– Membership. This type of atom states that the singular elt is a member or
element of the group identifier grp. It is important to note that elt and
grp must be of the same base type (e.g. subject and subject group).
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memb(<elt>, <grp>)

– Subset. The subset atom states that the group grp1 and grp2 are of the
same types and that group grp1 is a subset of the group grp2.

subst(<grp1>, <grp2>)

Facts. A fact makes a claim that the relationship represented by an atom or its negation
holds in the current context. Facts are negated by the use of the negation operator ”!”.
The following shows the formal syntax of a fact:

[!]<holds atom>|<memb atom>|<subst atom>

Expressions. An expression is either a fact, or a logical conjunction of facts, separated
by the double-ampersand characters ”&&”.

<fact1> [&& <fact2> [&& ...]]

Atoms that contain no variables, i.e. composed entirely of entity identifiers, are
called ground atoms. Similarly, facts and expressions composed of ground atoms are
called ground facts and ground expressions, respectively.

Statements

Entity Identifier Definition. All entity identifiers (subjects, access rights, objects and
groups) must first be declared before any other statements to define the entity domain
of the policy base. The following entity declaration syntax illustrates how to define one
or more entity identifiers of a particular type.

ident sub|acc|obj[-grp] <ent id>[, ...];

Initial Fact Definition. The initial facts of the policy base, those that hold before any
policy updates are performed, are defined by using the following definition syntax:

initially <ground exp>;

Constraint Constraints are logical rules that hold regardless of any changes
that may occur when the policy base is updated. The constraint rules are true in the
initial state and remain true even after a policy update is performed.

The constraint syntax below shows that for any state of the policy base, expression
ex1 holds if expression ex2 is true and there is no evidence that ex3 is true. The with
absence clause allows constraints to behave like default propositions, where the ab-
sence of proof that an expression holds satisfies the clause condition of the proposition.

It is important to note that the expressions ex1, ex2 and ex3 may be non-ground
expressions, which allows occurring in these expressions to be variables.

always <ex1> [implied by <ex2> [with absence <ex3>]];
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Policy Update Definition. Before a policy update can be applied, it must first be defined
by using the following syntax:

<up id>([<var id>[, ...]]) causes <ex1> if <ex2>;

up id is the policy update to be used in referencing this policy update. The
optional var id list are the variable occurring in the expressions ex1 and ex2
and will eventually be replaced by entity when the update is referenced. The
postcondition expression ex1 is an expression that will hold in the state after this update
is applied. The expression ex2 is a precondition expression that must hold in the current
state before this update is applied.

Note that a policy update definition will have no effect on the policy base until it is
applied by one of the directives described in the following section.

Directive Statements

Policy Update Directives. The policy update sequence list contains a list of references
to defined policy updates in the domain. The policy updates in the sequence list are
applied to the current state of the policy base one at a time to produce a policy base
state upon which queries can be evaluated. The following four directives are the policy
sequence manipulation features of language L.

Adding an Update into the Sequence. Defined policy updates are added into the se-
quence list through the use of the following directive:

seq add <up id>([<ent id>[, ...]]);

where up id is the of a defined policy update and the ent id list is a comma-
separated list of entity that will replace the variable that occur in
the definition of the policy update.

Listing the Updates in the Sequence. The following directive may be used to list the
current contents of the policy update sequence list.

seq list;

This directive is answered with an ordinal list of policy updates in the form:

<n> <up id>([<ent id>[, ...]])

where n is the ordinal index of the policy update within the sequence list starting at 0.
up id is the policy update and the ent id list is the list of entity
used to replace the variable place-holders.

Removing an Update from the Sequence. The syntax below shows the directive to
remove a policy update reference from the list. n is the ordinal index of the policy
update to be removed. Note that removing a policy update reference from the sequence
list may change the ordinal index of other update references.

seq del <n>;
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Computing an Update Sequence. The policy updates in the sequence list is not ap-
plied until the compute directive is issued. The directive causes the policy update refer-
ences in the sequence list to be applied one at a time in the same order that they appear in
the list. The directive also causes the system to generate the policy base models against
which query requests can be evaluated.

compute;

Query Directive. A ground query expression may be issued against the current state of
the policy base. This current state is derived after all the updates in the update sequence
have been applied, one at a time, upon the initial state. Query expressions are answered
with a true, false or an unknown, depending on whether the queried expression holds,
its negation holds, or neither, respectively. Syntax is as follows:

query <ground exp>;

Example 1 The following language L program code listing shows a simple rule-based
document access control system scenario.

In this example, the subject alice is initially a member of the subject group grp2,
which is a subset of group grp1. The group grp1 also initially holds a read access
right for the object file. The constraint states that if the group grp1 has read access
for file, and no other information is present to conclude that grp3 do not have write
access for file, then the group grp1 is granted write access for file. For simplicity,
we only consider one policy update delete read and a few queries that are evaluated
after the policy update is performed.

ident sub alice;
ident sub-grp grp1, grp2, grp3;
ident acc read, write;
ident obj file;

initially memb(alice, grp2) && subst(grp2, grp1);
initially holds(grp1, read, file);

always holds(grp1, write, file)
implied by holds(grp1, read, file)
with absence !holds(grp3, write, file);

delete read(SG0, OS0) causes !holds(SG0, read, OS0);

seq add delete read(grp1, file);

compute;

query holds(grp1, write, file);
query holds(alice, read, file);
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Domain Description of Language L
1 The domain description DL of language L is defined as a finite set of

ground initial state facts, constraint rules and policy update definitions.

In addition to the domain description DL, language L also includes an additional
set: the sequence list ψ. The sequence list ψ is an ordered set that contains a sequence
of references to policy update definitions. Each policy update reference consists of the
policy update and a series of zero or more entities to replace the
variable place-holders in the policy update definitions.

Language L∗ In language L, the policy base is subject to change, which is triggered
by the application of policy updates. Such changes bring forth the concept of policy
base states. Conceptually, a state may be thought of as a set of facts and constraints of
the policy base at a particular instant. The state transition notation PB −→u PB′ shows
that a new state PB′ is generated from the current state PB after the policy update u is
applied.

This concept of a state means that for every policy update applied to the policy base,
a new instance of the policy base or a new set of facts and constraints are generated. To
precisely define the underlying semantics of domain description DL in language L, we
introduce language L∗, which is an extended logic program representation of language
L, with state as an explicit sort.

Language L∗ contains only one special state constant S0 to represent the initial
state of a given domain description. All other states are represented as a resulting state
obtained by applying the Res function.

The Res(u,σ) function takes a policy update reference u, where u ∈ ψ, and the
current state σ as input arguments and returns the resulting state after update u has been
applied to state σ. Given an initial state S0 and a sequence list ψ, each state σi (0 ≤ i ≤
|ψ|) may be represented as σ0 = S0, σ1 = Res(u0, σ0), . . ., σ|ψ| = Res(u|ψ|−1, σ|ψ|−1).
Substituting each state with a recursive call to the Res function, the final state S|ψ| is
defined as S|ψ| = Res(u|ψ|−1, Res(. . ., Res(u0, S0))).

Entities. The entity set E is a union of six disjoint entity sets: single subject Ess, group
subject Esg , single access right Eas, group access right Eag, single object Eos and group
object Eog . We also define three additional entity sets: Es, Ea and Eo, which are unions of
their respective singular and group entity sets. Each entity in set E corresponds directly
to the entity identifier s of language L.

Atoms. The main difference between language L and language L∗ lies in the definition
of an atom. Atoms in language L∗ represent a logical relationship of 2 to 3 entities in
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2.2 Semantics

After giving a detailed syntactic definition of language L, we now define its formal
semantics.
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state in which they hold. In this paper, atoms of language L∗ are written with the hat
character ( ˆholds, ˆmemb and ˆsubst) to differentiate from the atoms of language L. The
atom set Aσ is the set of all atoms in state σ.

Facts. In language L∗, a fact states whether an atom or its negation holds in a particular
state. A fact f in state σ is formally defined as fσ = [¬]α, α ∈ Aσ .

Translating Language L to Language L∗ Given a domain description DL of lan-
guage L, we translate DL into an extended logic program of language L∗, as de-
noted by Trans(DL). The semantics of DL is provided by the answer sets of program
Trans(DL). Before we can fully define Trans(DL), we must first define the following
functions:

The CopyAtom() function takes two arguments: an atom of language L∗ at some
state and new state. The function returns an equivalent atom of the same type and with
the same entities, but in the new state specified.

Another function, TransAtom(), takes an atom α of language L and an arbitrary
state σ. It then returns a language L∗ atom of the same type in state σ, with the same
given entities. The other function, TransFact(), is similar to the TransAtom() func-
tion, but instead of translating an atom, it takes a fact from language L and a state then
returns the equivalent fact in language L∗.

Initial Fact Rules. Translating initial fact expressions of language L to language L∗

rules is a trivial procedure: translate each fact that make up the initial fact expression
of language L with its corresponding equivalent initial state atom of language L∗. For
example, the following code shows a language L initially statement:

initially holds(bob, read, file) && memb(alice, users);

in language L∗, the above statement is translated to:

ˆholds(bob, read, file, S0) ←
ˆmemb(alice, users, S0) ←

Constraint Rules. Each constraint rule in language L is expressed as a series of logical
rules in language L∗. Given that all variable occurrences have been grounded to entity
identifiers, a constraint in language L, with m, n, o ≥ 0 may be represented as:

always a0 && ... && am

implied by b0 && ... && bn
with absence c0 && ... && co;
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a particular state. That is, language L∗ atoms have an extra parameter to specify the



â0 ← b̂0, . . . , b̂n, not ĉ0, . . . , not ĉo
. . .
âm ← b̂0, . . . , b̂n, not ĉ0, . . . , not ĉo

For example, given a policy update reference in the sequence list ψ (i.e. |ψ| = 1)
and the following language L code fragment:

always holds(bob, read, f1) && holds(bob, write, f1)
implied by memb(bob, grp)
with absence !holds(bob, own, f1);

The following shows the language L∗ translation:

ˆholds(bob, read, f1, S0) ← ˆmemb(bob, grp, S0), not ¬ ˆholds(bob, own, f1, S0)
ˆholds(bob, write, f1, S0) ← ˆmemb(bob, grp, S0), not ¬ ˆholds(bob, own, f1, S0)
ˆholds(bob, read, f1, S1) ← ˆmemb(bob, grp, S1), not ¬ ˆholds(bob, own, f1, S1)
ˆholds(bob, write, f1, S1) ← ˆmemb(bob, grp, S1), not ¬ ˆholds(bob, own, f1, S1)

Policy Update Rules. With all occurrences of variable place-holders grounded to en-
tity identifiers, a language L policy update can then be translated to language L∗. In
language L∗, policy updates are represented as a set of implications, with each fact
in the postcondition expression as the consequent and precondition expression as the
premise. However, the translation process must also take into account that the premise
of the implication holds in the state before the policy update is applied and that the
consequent holds in the state after the application [10]. For example, given an update
sequence list ψ = {grant read, grant write} and the following language L policy
update definitions:

grant read()
causes holds(bob, read, file) if memb(bob, readers);

grant write()
causes holds(bob, write, file) if memb(bob, writers);

The following shows the language L∗ translation:

ˆholds(bob, read, file, S1) ← ˆmemb(bob, readers, S0)
ˆholds(bob, write, file, S2) ← ˆmemb(bob, writers, S1)
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Each fact in the always clause of a language L constraint corresponds to a new
rule, where it is the consequent. Each of these new rules will have expression b in the
implied by clause as the positive premise and the expression c in the with absence
clause as the negative premise.



the negation of that property. This conflict is resolved by giving negative facts higher
precedence over its positive counterpart: by allowing member or subset entities to in-
herit its parent group’s properties only if the entities do not already hold the negation of
those properties.

The following are the inheritance constraint rules to allow the properties held by a
subject group to propagate to all of its members that do not already hold the negation
of the properties. For all ss, sg , a, o, σ where ss ∈ Ess, sg ∈ Esg , a ∈ Ea, o ∈ Eo and S0
≤ σ ≤ S|ψ|:

ˆholds(ss, a, o, σ) ← ˆholds(sg , a, o, σ), ˆmemb(ss, sg , σ), not ¬ ˆholds(ss, a, o, σ)
¬ ˆholds(ss, a, o, σ) ←¬ ˆholds(sg , a, o, σ), ˆmemb(ss, sg , σ)

The rules below represent inheritance rules for subject groups to allow subsets to
inherit properties held by their supergroup. Note that there is also a set of corresponding
rules to represent membership and subset inheritance for access right and object groups.
For all sg1, sg2, a, o, σ where sg1, sg2 ∈ Esg , a ∈ Ea, o ∈ Eo and S0 ≤ σ ≤ S|ψ|:

ˆholds(sg1, a, o, σ) ←
ˆholds(sg2, a, o, σ), ˆsubst(sg1, sg2, σ), not ¬ ˆholds(sg1, a, o, σ)

¬ ˆholds(sg1, a, o, σ) ←¬ ˆholds(sg2, a, o, σ), ˆsubst(sg1, sg2, σ)

Transitivity Rules. Given three group entities G, G′ and G′′. If G is a subset of G′ and
G′ is a subset ofG′′, thenGmust also be a subset ofG′′. The following rules ensure that
the transitive property holds for subject groups. Note that similar rules exist to ensure
that the transitive property also holds for access right and object groups. For all sg1,
sg2, sg3, σ where sg1, sg2, sg3 ∈ Esg and S0 ≤ σ ≤ S|ψ|:

ˆsubst(sg1, sg3, σ) ← ˆsubst(sg1, sg2, σ), ˆsubst(sg2, sg3, σ)

Inertial Rules. Intuitively, all facts in the current state that are not affected by a policy
update should be carried over to the next state after the update. In language L∗, this
rule must be explicitly stated as a constraint. Formally, the inertial rules are expressed
as follows. For all α̂, u, there is an α̂′ where α̂ ∈ Aσ , u ∈ ψ and α̂′ = CopyAtom(α̂,
Res(u, σ)):

α̂′ ← α̂, not ¬ α̂′

¬ α̂′ ←¬ α̂, not α̂′
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Inheritance Rules. All properties held by a group are inherited by all the members and
subsets of that group. This rule is easy to apply for subject group entities. However,
careful attention must be given to access right and object groups. A subject holding an
access right for an object group implies that the subject also holds that access right for
all objects in the object group. Similarly, a subject holding an access right group for a
particular object implies that the subject holds all access rights contained in the access
right group for that object.

A conflict is encountered when a particular property is to be inherited by an entity
from a group of which it is a member or subset, and the contained entity already holds



Theorem 1 (Translation Size2) Given a domain description DL; the sets Si, Sc and
Su containing the initially, constraint and policy update statements inDL, respectively;
the set of all entities E in DL, including its subsets Es, Ea, Es, Ess, Eas, Eos, Esg , Eag,
Eog; the set A containing all the atoms in DL; the maximum number of facts Mi in any
statement in Si; the maximum number of factsMc in the always clause of any statement
in Sc; the maximum number of facts Mu in the postcondition of any statement in Su;
and finally the sequence list ψ.

|Trans(DL)| =
Mi |Si| + Mc |Sc| |ψ| + Mu |ψ| + |ψ| (|Esg|3 + |Eag|3 + |Eog|3) + 2 |A| |ψ| +
2|ψ| ( |Ess| |Esg| |Ea| |Eo| + |Es| |Eas| |Eag| |Eo| + |Es| |Ea| |Eos| |Eog| ) +
2|ψ| ( |Esg|2 |Ea| |Eo| + |Es| |Eag|2 |Eo| + |Es| |Ea| |Eog|2 )

3 Domain Consistency Checking and Evaluation

A domain description of language L must be consistent in order generate a consistent
answer set for the evaluation of queries. This section considers two issues: the problem
of identifying whether a given domain description is consistent, and how query evalu-
ation is performed given a consistent language domain description. Before these issues
can be considered, a few notational constructs must first be introduced. Given a domain
description DL composed of the following language L statements:

initially a0 && ... && am && !b0 && ... && !bn;
always c0 && ... && co && !d0 && ... && !dp

implied by e0 && ... && eq && !f0 && ... && !fr

with absence g0 && ... && gs && !h0 && ... && !ht;
update()
causes i0 && ... && iu && !j0 && ... && !jv
if k0 && ... && kw && !l0 && ... && !lx;

We define the 6 sets of ground facts:

F+
int = {az | 0 ≤ z ≤m}, F+

con = {cz | 0 ≤ z ≤ o}, F+
upd = {iz | 0 ≤ z ≤ u},

F−
int = {bz | 0 ≤ z ≤ n}, F−

con = {dz | 0 ≤ z ≤ p}, F−
upd = {jz | 0 ≤ z ≤ v}
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.

2 Given a domain description DL of language L, its language L∗ transla-
tion Trans(DL) is an extended logic program of language L consisting of: (1) initial
fact rules, (2) constraint rules, (3) policy update rules, (4) inheritance rules, (5) transi-
tivity rules, and (6) inertial rules, as described above.

By using the above definition, we can now state a theorem that defines the maximum
number of rules generated in a translation Trans(DL) given a domain description DL.
With this theorem, we show that the size of the translated domain |Trans(DL)| is only
polynomially larger than the size of the given domain |DL|.

.Definition
 



Pre(γ) =

⎧⎪⎨⎪⎩
∅, if γ is an initially statement

{e0, . . . , eq, ¬f0, . . . , ¬fr}, if γ is a constraint statement

{k0, . . . , kw, ¬l0, . . . , ¬lx}, if γ is a policy update statement

3 Given a domain description DL of language L, two ground facts ρ and ρ′

are mutually exclusive in DL if:

ρ ∈ {F+
int ∪ F−

int ∪ F+
con ∪ F−

con ∪ F+
upd ∪ F

−
upd} implies

ρ′ �∈ {F+
int ∪ F−

int ∪ F+
con ∪ F−

con ∪ F+
upd ∪ F

−
upd}

Simply stated, a pair of mutually exclusive facts cannot both be true in any given
state. The following two definitions refer to language L statements.

4 Given a domain description DL of language L, two statements γ and γ′

are complementary in DL if one of the following conditions holds:

1. γ and γ′ are both constraint statements and Eff(γ) = Eff(γ′).
2. γ is a constraint statement, γ′ is an update statement and Eff(γ) = Eff(γ′).

5 Given a domain description DL, DL is said tobe normal if it satisfies all
of the following conditions:

1. F+
int ∩ F−

int = ∅
2. For all constraint statements γ in DL, Eff(γ) ∩ Pre(γ) = ∅.
3. For any two constraint statements γ and γ′ in DL, Def(γ) ∩ Eff(γ′) = ∅.
4. For any two complementary statements γ and γ′ inDL, there exists a pair of ground

expression ε ∈ Pre(γ) and ε′ ∈ Pre(γ′) such that ε and ε′ are mutually exclusive.

With the above definitions, we can now provide a sufficient condition to ensure the
consistency of a domain description.

A Logic Based Approach for Dynamic Access Control 633

.

.

.

Additionally, we use the complementary set notation F to denote a set containing
the negation of facts in set F , i.e. F = {¬ρ | ρ ∈ F}. Furthermore, we define the
following functions. Let γ be an initial, constraint or policy update definition statement
of language L:

Eff(γ) =

⎧⎪⎨⎪⎩
{a0, . . . , am, ¬b0, . . . , ¬bn}, if γ is an initially statement

{c0, . . . , co, ¬d0, . . . , ¬dp}, if γ is a constraint statement

{i0, . . . , iu, ¬j0, . . . , ¬jv}, if γ is a policy update statement

Def(γ) =

⎧⎪⎨⎪⎩
∅, if γ is an initially statement

{g0, . . . , gs, ¬h0, . . . , ¬ht}, if γ is a constraint statement

∅, if γ is a policy update statement

Definition
 

Definition
 

Definition
 



Example 2 Given the language L program listing in Example 1 and the sequence list
ψ = {delete read(grp1, file)}. The following shows the results of each query φ:

φ0 = holds(grp1, write, file) : TRUE
φ1 = holds(alice, read, file) : FALSE

4 Conclusion

In this paper, we have presented the PolicyUpdater system, a logic-based authorisation
system that features query evaluation and dynamic policy updates. This is made pos-
sible by the use of a first-order logic language, L, for defining, updating and querying
of access control policies. As we have shown, language L is expressive enough to rep-
resent constraints and default rules. The full PolicyUpdater system implementation is
presented in [4].

One possible future extension to this work is to integrate temporal logic in language
L to allow temporal constraints to be expressed in access control policies. This ex-
tension will be useful in e-commerce applications where authorisations are granted or
denied based on time dependent policies.
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Theorem 2 (Domain Consistency2) A normal domain description of language L is
also consistent.
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Abstract. In this paper, we propose a new neighborhood structure
based on the improvement graph for solving the Robust Graph Coloring
Problem, an interesting extension of classical graph coloring. Different
from the traditional neighborhood where the color of only one vertex is
modified, the new neighborhood involves several vertices. In addition,
the questions of how to select the modified vertices and how to modify
them are modelled by an improvement graph and solved by a Dynamic
Programming method. The experimental results clearly show that our
new improvement graph based k-exchange cycle neighborhood improves
the accuracy significantly, especially for large scale heuristic search.

1 Introduction

The graph coloring problem is a well-known NP-hard problem, which has nu-
merous applications in the real engineering and business world [18]. The goal of
the graph coloring problem is to use the minimal number of colors to color the
vertices of a given graph, with the constraint that a pair of adjacent vertices
must receive different colors. Since it has been proved that the graph coloring
problem is an NP-hard problem [9], a lot of heuristic algorithms have been pro-
posed, such as the greedy coloring algorithm [15], successive augmentation [2],
tabu search based algorithm [6], simulated annealing based algorithm [11] [4]
and evolutionary based algorithm [5]. Furthermore, the well-known second DI-
MACS challenge benchmarks have also been set up to compare different problem
solving methods [12].

The Robust Graph Coloring Problem (RGCP), is a widely used extension in
uncertainty management from the classical graph coloring problem, which was
first introduced in [19]. RGCP focuses on building robust coloring for a given
graph by a fixed number of colors, taking into consideration the possibility of
penalizing those coloring where both vertices of an missing edge having the same
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color. The penalty function depends on the application domain. One case study
of RGCP application, namely “airline crew robust assignment” motivated from
an airline, is presented in [14].

We have presented a genetic algorithm to solve the RGCP [14]. In that paper,
the major contribution is the new effective partition based encoding method and
the genetic algorithm. Different with that paper, in this paper, we focus on cre-
ating effective neighborhood structures. A new improvement graph based neigh-
borhood structure is presented, comparing with the traditional operator where
we just modify the color of a single vertex every time. A local search algorithm is
then developed to compare the performances of such two neighborhoods. From
the experimental results for various sizes of graph, the new improved graph based
neighborhood obtains better accuracy.

This paper is organized as follows: in Section 2, the RGCP is stated formally.
In Section 3, the encoding method of search space is discussed. The two neigh-
borhood structures are then presented in Section 4. We develop a local search
algorithm in Section 5 and provide the experimental results in Section 6. Finally,
Section 8 presents the conclusions.

2 Problem Statement

The RGCP can be defined formally as follows: Given the graph G = (V,E) with
|V | = n, a positive integer c and a penalty set P = {pij , (i, j) ∈ E}, the objective
function of RGCP is to find

minR(G) ≡
∑

(i,j)∈E,C(i)=C(j)

pij (1)

where C is a coloring mapping, i.e., C : V → 1, 2, · · · , c satisfying C(i) �=
C(j),∀(i, j) ∈ E. Any RGCP instance is characterized by (G, c,P ). Depending
on various application domains, the penalty set may have different definitions.

Since the NP-hardness of RGCP has been proved in (Yanez 2003), the above
binary programming method can only solve very small instances optimally in
acceptable computing time.

3 Search Algorithm

3.1 Encoding

A partition approach is applied to the search space encoding, where a set of
vertices belonging to a class will be assigned the same color [14]. In other words,
a solution can be present as {V1,V2, · · · Vc}, where Vi = {j|C(j) = i, 1 ≤ j ≤
n}, 1 ≤ i ≤ c. It is definite that partition based encoding can represent any
coloring solutions, feasible or unfeasible.

3.2 Neighborhood 1: Single Vertex Coloring Modification

The first method for neighborhood construction is Single Vertex Color Modifica-
tion. The operator first randomly selects one vertex vi(1 ≤ i ≤ n) among all n
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vertices in the graph. Then, the new color of vi is assigned a fixed or random color,
e.g.Cnew(vi) = c′, c′ �= C(vi) where c′ is given by randomization or determination.

3.3 Neighborhood 2: Improvement Graph

We first define the improvement graph transformed from a given graph with a
fixed coloring mapping. For a given graph G = (V,E) and a coloring mapping
C,C : V → 1, 2, ..., c, we define the improvement graph G′ = (V ′,E′) as follows:
1. V ′ = V ;
2. (i, j) ∈ E′, iff C(i) �= C(j);
3. The weight of the directed edge (i, j), w(i, j), is defined as the reduction

(positive or negative) of R(G) when we empty the color of vertex i and
change the color of vertex j from C(j) to C(i).
Then, we define the “k-exchange cycle” in an improvement graph G′: a k-

exchange cycle is a simple cycle in G′, which consists of exact k successive
edges, e.g. {(si, ei)|(si, ei) ∈ E′,∀1 ≤ i ≤ k} satisfying that (1) (si, ei) �=
(sj , ej),∀1 ≤ i, j ≤ k, i �= j; and (2) s1 = ek, si = ei−1 ∀1 < i ≤ k. We call
the sum of the weights of all k edges along the cycle the weight of the k-cycle,
e.g.
∑

∀(si,ei)∈EC w(si, ei). By a k-exchange cycle in an improvement graph, we
have a new neighborhood operator for the coloring mapping of the corresponding
graph, where we C(ei) = C(si) for all i from 1 to k. In the mean while, the reduc-
tion of R(G) is equal to the weight of the exchange cycle. It is easy to know that
the advantage of this new neighborhood is that the color distribution K is kept
unchanged. On the other hand, compare with the previous “single vertex coloring
modification”, this new operator can affect more vertices in the same operation.

Since there are a lot of k-exchange cycles in an improvement graph, we need
to find the optimal one with the maximum reduction of R(G). A Dynamic Pro-
gramming (DP) method is developed to find the optimal k-exchange cycle.

A few denotations are first defined:
pk: a path, e.g. the consequence of k vertices vi1, vi2, ..., vik covers the edges

(vi1, vi2), (vi2, vi3) · · · and (vi(l−1), vik).
Length(pk): the length of the path pk, e.g. k
cycle(pk): the cycle corresponding to the path pk, e.g. the cycle along vi1,

vi2, ..., vik, vi1
w(cycle(pk)): the total reduction ofR(G) along the cycle pk. In other words, it

is the sum of the weights of all edges belonging to cycle(pk), e.g. w(cycle(pk)) =∑
(vi,vj)∈cycle(pk) w(vi, vj)
s(pk): the first vertex of the path pk, e.g. vi1
e(pk): the last vertex of the path pk, e.g. vik

pk+v: the new path with an added vertex v at the end of the original path pk.
Based on the definition of the k-exchange cycle, the following DP formula is

applied to obtain the best k-exchange cycle, where the pk represents the path of
the best k-exchange cycle, cycle(pk).

pk+1 = max−1
pk+v{w (cycle(pk + v)) |∀v ∈ Ω} for all pk, k ≥ 2 (2)

where Ω = {v|v ∈ V (G′) and (e(pk), v) ∈ E(G′) and C(vi) �= C(vj)∀vj ∈ pk}
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We illustrate the DP algorithm for seeking the best k∗-exchange cycle as
Algorithm 1. Here, k∗-exchange cycle is marked as the best cycle among all h-
exchange cycles where h is from 1 to k. The DP constructs the best exchange
cycle in the order of length k. First, all single edges with negative weight are
added into the search candidate list - List. They are considered as all possible
best paths with length k = 1. Then, the best paths with length from 2 to k are
obtained by iteration based on the DP equation(2). During the DP iteration, the
best path with the maximum reduction of R(G) is remarked. Finally, the best
k∗-exchange cycle is determined.

Since the “longest path problem” is NP-complete [9], the computational com-
plexity should be exponential if the above DP search covers the whole search
space. To balance the solution accuracy with the running time, we create a can-
didate list management scheme (Algorithm 2) similar to the Beam Search. We
set List to be a sorted doubly linked list where the elements represent the can-
didate paths in decreasing order of w. In each time a new candidate path is
found, it will be inserted into List by sort. There is an importation parameter
to control the maximum size of the List, MaxListLength. Once the length of
the List exceeds the fixed maximum length, the last element of the List will
be removed to keep the length. If the MaxListLength is big enough, the DP
can guarantee to produce the optimal solution for the k∗-exchange cycle. On the
other hand, a small MaxListLength may lose the optimal solution. However, it
can reduce the search space efficiently.

3.4 Local Search

We illustrate the local search algorithm for solving the RGCP in Algorithm 3.
The basic idea of the local search is that it starts from an initial solution and
repeatedly replaces it with a better solution in its neighborhood until a better
solution could not be found in the neighborhood structure.

Algorithm 3 Local search for solving RGCP

1: coloring ← Call Initial Solution Generation;
2: Improvement ← true; remarks if there is a new better solution found
3: repeat
4: construct the neighborhood structure N(coloring) of coloring;
5: if find any solution coloring′ from N(coloring) so that R′(coloring) <

R(coloring) then
6: coloring ← coloring′;
7: else
8: Improvement ← false;
9: end if

10: until Not Improvement
11: return coloring, R;
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Algorithm 1 DP Algorithm for find best k-exchange cycle

1: List ← φ;
2: wbest ← 0;
3: for all (vi, vj) such that (vi, vj) ∈ E(G′), w(vi, vj) > 0 do
4: Add(List, (vi, vj));
5: if w(cycle(vi, vj)) > wbest then
6: wbest = w(cycle(vi, vj))
7: end if
8: end for
9: for l = 1 to k − 1 do

10: p ← Pop(List);
11: for all v such that (e(p), v) ∈ E(G′) and w(p + v) > 0 and color[vj ] =

color[v] ∀vj ∈ p do
12: p′ ← p + v;
13: if (v, s(p)) ∈ E(G′) and w(cycle(p′)) > wbest then
14: wbest ← w(cycle(p′));
15: pbest ← p′;
16: end if
17: if Length(p) ≤ k − 1 then
18: Add(List, p′);
19: end if
20: end for
21: end for
22: return cycle(pbest), wbest;

Algorithm 2 Algorithm of candidate list management - Add(List, p)

1: Insert p into List in the decreasing order of w(cycle(p));
2: if Length(List) > MaxListLength then
3: delete List[Length];
4: end if

4 Experimental Results

4.1 Test Data And Experimental Environment

We have designed four sizes of test data to evaluate the performance of various
meta-heuristics in different sizes of graph: Small Size (n = 10, 15, 20), Middle
Size (n = 50, 100), Large Size (n = 250, 500) and Huge Size (n = 1000). There
are 15 test sets in total, 7 sets for Small Size, 3 sets for Middle Size, 4 sets
for Large Size and 1 set for Huge Size. For each test set, we have randomly
generated 50 instances where the missing edge penalties are generated with the
uniform distribution in the interval [0,1]. The graph density is fixed to be 0.5.
For our experiments, we use a Pentium 4 personal computer with a 1GHz CPU
and 256MB RAM.



A New Neighborhood Based on Improvement Graph for RGCP 641

4.2 Comparison of Neighborhood Structures

In Table 1, the performance comparison between single vertex color modification
and improvement graph based k-exchange cycle are provided for Small, Middle,
Large and Huge Size, in terms of accuracy (R(G)) and running time. These
computational results are obtained when we give enough time for running the
different methods, where the stopping criteria is that the search is finished when
there is no improvement on R(G) for five continual iterations.

Table 1. Comparison on neighborhood structure

single vertex color modification k-exchange cycle
n c R(G) Runing Time R(G) Running Time
10 4 3.67 0.00s 2.96 0.00s
10 5 2.36 0.00s 1.54 0.02s
15 5 7.63 0.01s 6.62 0.01s
15 6 5.68 0.01s 3.99 0.01s
20 5 15.92 0.00s 14.22 0.01s
20 8 7.15 0.02s 3.81 0.02s
20 10 3.86 0.01s 1.46 0.06s
50 18 18.62 0.02s 7.28 0.37s
100 35 32.79 0.14s 10.87 1.04s
100 50 8.40 3.00s 1.55 0.45s
250 70 93.98 5.23s 44.27 9.57s
250 90 51.18 6.58s 15.39 7.59s
500 150 113.50 68.02s 52.37 88.37s
500 250 23.67 69.65s 1.27 78.79s
1000 400 61.33 552.34s 18.40 687.19s

For the above results, it is clear that the new improvement graph based
neighborhood outperforms the single vertex color modification. Especially for
Large Size and Huge Size, the new neighborhood obtains much better accuracy.
For instance, for the case (n, c) = (1000, 400), the new neighborhood achieves
R(G) = 18.40, improving 70% relatively. In addition, the running time of such
two neighborhood are in the same level.

Configuration of k-Exchange Cycle. As presented in Section 4, a DP method
is applied to find the best k-exchange cycle under several configurations includ-
ing k setting and the management scheme of the candidate list. In Table 2,
the performance of the local search with k-exchange cycle are illustrated where
k is set from 3 to 7 with the sort candidate list management (the maximum
length is 10). The corresponding running time is shown in Table 3. The note
k − sort/unsort−MaxListLength remarks one configuration.

From the results of performance vs. k, running time increases with the in-
crease of k slowly. The performance in accuracy for different k is not diverse.
Hence, k = 4 with the shortest running time is the best choice.
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Table 2. Performance of k-exchange cycle with different k on R(G)

n c 3-sort-100 4-sort-100 5-sort-100 6-sort-100 7-sort-100
10 4 2.96 2.96 2.96 2.96 2.96
10 5 1.55 1.54 1.54 1.54 1.54
15 5 6.62 6.62 6.62 6.62 6.62
15 6 4.01 3.99 3.93 3.96 3.96
20 5 14.22 14.22 14.22 14.22 14.22
20 8 4.04 3.81 3.85 3.85 3.83
20 10 1.56 1.46 1.46 1.46 1.46
50 18 7.85 7.28 7.35 7.14 7.13

100 35 11.99 10.87 10.73 10.56 10.56
100 50 1.68 1.55 1.56 1.53 1.52
250 70 46.97 44.27 43.24 42.12 42.35
250 90 16.17 15.39 14.48 14.29 13.76
500 150 53.86 52.37 49.96 48.30 48.53
500 250 1.11 1.27 1.13 1.01 1.04

1000 400 16.16 18.40 17.44 16.53 15.89

Table 3. Average Running Time Per Instance of k-exchange Cycle with Different k’s
(in second)

n c 3-sort-100 4-sort-100 5-sort-100 6-sort-100 7-sort-100
10 4 0.00 0.00 0.00 0.00 0.01
10 5 0.02 0.02 0.02 0.02 0.01
15 5 0.01 0.00 0.00 0.00 0.02
15 6 0.02 0.00 0.00 0.02 0.00
20 5 0.00 0.00 0.00 0.00 0.00
20 8 0.04 0.02 0.02 0.02 0.02
20 10 0.02 0.06 0.05 0.06 0.06
50 18 0.50 0.37 0.53 0.34 0.41

100 35 0.76 1.04 0.90 0.70 1.06
100 50 0.76 0.45 0.51 0.84 0.90
250 70 9.48 9.57 8.07 7.81 7.33
250 90 11.45 7.59 8.47 8.27 7.58
500 150 114.18 88.37 96.11 94.04 78.17
500 250 134.62 78.79 77.01 71.77 61.58

1000 400 2261.62 687.19 725.49 738.55 733.65

To asses the efficiency of the management of candidate list to balance ac-
curacy and running time, in Table 4 and Table 5, accuracy and running time
comparison among three management schemes are presented for k = 4, includ-
ing unlimited candidate list (4-unsort), sort candidate list with maximum size of
100 (4-sort-100) and sort candidate list with maximum size of 200 (4-sort-200).



A New Neighborhood Based on Improvement Graph for RGCP 643

Table 4. Performance of different candidate list management on R(G)

n c 4-unsort 4-sort-100 4-sort-200
10 4 2.96 2.96 2.96
10 5 1.54 1.54 1.69
15 5 6.62 6.62 7.23
15 6 3.99 3.99 4.19
20 5 14.22 14.22 14.22
20 8 3.81 3.81 3.82
20 10 1.46 1.46 1.60
50 18 7.24 7.28 7.32

100 35 10.79 10.87 10.56
100 50 1.51 1.55 1.52
250 70 42.16 44.27 44.33
250 90 14.08 15.39 14.82
500 150 47.71 52.37 49.26
500 250 0.83 1.27 1.08

1000 400 13.44 18.40 15.58

Table 5. Average running time per instance of k-exchange cycle with different candi-
date list management (in second)

n c 4-unsort 4-sort-100 4-sort-200
10 4 0.00 0.00 0.03
10 5 0.01 0.02 0.00
15 5 0.00 0.00 0.00
15 6 0.02 0.00 0.02
20 5 0.00 0.00 0.00
20 8 0.02 0.02 0.06
20 10 0.05 0.06 0.26
50 18 0.65 0.37 0.62

100 35 1.36 1.04 1.80
100 50 1.32 0.45 0.33
250 70 13.01 9.57 9.00
250 90 12.51 7.59 11.48
500 150 159.68 88.37 108.61
500 250 148.38 78.79 111.80

1000 400 3010.93 687.19 1452.32

It is clear that the order of running time from the slowest to the fastest is
4-unsort, 4-sort-200 and 4-sort-100. However, the order of accuracy from the
best to the worst is also 4-unsort, 4-sort-200 and 4-sort-100. In other words, the
larger size of the candidate list (the more running time), the higher accuracy in
terms of management scheme of k-exchange cycle.
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5 Conclusions

In this paper, we have proposed a new neighborhood structure based on the im-
provement graph for solving the Robust Graph Coloring Problem, an interesting
extension of classical graph coloring. Different from the traditional neighborhood
where the color of only one vertex is modified, the new neighborhood involves
several vertices. In addition, the questions of how to select the modified vertices
and how to modify them are modelled by an improvement graph and solved by a
Dynamic Programming method. A local search algorithm has been developed to
provide the computational results of performance comparison on various sizes of
graph. The experimental results clearly show that our new improvement graph
based k-exchange cycle neighborhood obtains much better performance than the
traditional neighborhood, especially for large scale heuristic search.
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Abstract. Hex is a classic board game invented in the middle of the twentieth 
century by Piet Hein and rediscovered later by John Nash. The best Hex 
artificial players analyse the board positions by deducing complex virtual 
connections from elementary connections using the H-Search algorithm. In this 
paper, we extend the H-search with a new deduction rule. This new deduction 
rule is capable of discovering virtual connections that the H-search cannot 
prove. Thanks to this new deduction rule, the horizon of the artificial Hex 
players should move further away.  

1   Introduction 

The Danish engineer and poet Piet Hein invented the game of Hex and presented it at 
the Niels Bohr Institute of Theoretical Physics in 1942. The game of Hex is a strategic 
two-player game on a rhombic board (see Fig. 1) The aim of the game for the player 
Black is to connect the North and South sides of the board with an unbroken chain of 
black stones. Similarly, the aim of player White is to connect the East and West sides 
with an unbroken chain of white stones. The first player to make such a connection 
wins the game. Players can never tie in a game of Hex [1]. The standard size for a 
Hex board is 11x11 but some players prefer to play on larger boards (like 19x19). 

In 1948, John F. Nash rediscovered the game of Hex and presented it at Princeton 
University. Hex is solvable in polynomial space but is NP-hard [2]. On reason why 
creating an artificial player for Hex is difficult is that the branching factor of the game 
tree for Hex is large (much larger than Chess). In fact, it has the same branching 
factor as Go. In 1949, John Nash proved the existence of a winning strategy for the 
opening player. However, this proof does not provide a winning strategy.  

In 1953, Claude Shannon and E. F. Moore of the Bell Telephone Laboratories 
devised the first artificial Hex player. The Shannon and Moore’s Hex player considers 
a Hex board as an electric resistor network with a potential on the player’s sides. A 
move by the player makes short circuit connections in the network and a move by the 
opponent makes open circuits in the network. Shannon and Moore used the resistance 
of the network as an evaluation function to evaluate board positions [3]. In other 
words, the connecting player tries to minimise and the opponent tries to maximise the 
resistance of the network. 
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Fig. 1. A 9x9 board. The player Black tries to connect the North and South edges of the board.  
The player White tries to connect the East and West edges of the board 

A more recent evaluation functions for the game of Hex is the Queen-Bee 
distance [4, 5]. The Queen-Bee distance measures the degree of connection a cell 
has to an edge of the board by estimating how many moves the connecting player 
needs to secure the connection.  The Queen-Bee distance assumes that the opponent 
will try to prevent the connection by playing the best available cell for the 
connecting player. This assumption leads to a recursive definition of the Queen-Bee 
distance. In particular, if a cell x  is empty, the Queen-Bee distance of x  is equal 
to the 1+2nd best Queen-Bee distance among all the neighbours y  of x .  
Evaluating the degree of a connection between groups of stones is a key concept in 
Hex.  A virtual connection between two groups of stones is an unavoidable 
connection.  

The H-Search algorithm deduces complex virtual connections from elementary 
connections.  Vadim Anshelevich is the pioneer of this approach. His player, “Hexy”, 
uses the H-Search algorithm and was the winner of the 2000 Computer Olympiads for 
the game of Hex [6, 7]. The strength of “Hexy” is its ability to discover virtual 
connections. Another artificial player that makes use of the H-Search algorithm is “Six”. 
“Six” was the winner of the 2003 Computer Olympiads for the game of Hex [8]. 

In this paper, we extend the H-Search algorithm with a new deduction rule. This 
deduction rule can find virtual connections that the H-Search algorithm fails to find. 
Our deduction rule is a process that mimics the way humans play Hex.  Section 2 
describes the H-Search algorithm and its deduction rules. Section 3 presents our new 
deduction rule. Section 4 examines an edge connection template that our new 
deduction rule can solve, but that is beyond the deductive capability of the standard 
H-Search.  

2   The H-Search Algorithm 

The H-Search algorithm deduces virtual connections. However, there are trivial 
connections that do not require deduction. If two stones of the same colour sit on  
adjacent cells, then these stones are virtually connected. By definition, A group  is a 
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single empty cell or is a mono-coloured connected component (all the stones are of 
the same colour) [6, 7]. A group provides a waypoint for making connections. By 
convention, the four sides of the board constitute four distinct groups where the 
colour of the side is the colour of its group. A player wins when two side-groups 
become connected. 

The H-Search algorithm solves sub-games. A sub-game is the restriction of the 
game to a region of the board. In this region, one player, the connecting player, tries 
to connect two distinguished groups while the other player tries to prevent that 
connection. 

Formally, a sub-game  is a triple ),,( yCx  where x and y are disjoint groups and 
C is a set of cells such that Ø=∩=∩=∩ yxCyCx . If x or y are groups of 
stones then the stones have the connecting player’s colour. The groups x and y are 
called the targets and the set C is called the carrier . The H-Search algorithm 
involves two types of connections. A sub-game is a virtual connection or a strong 
sub-game if the connecting player can win the sub-game even when playing second. 
In addition, a sub-game  is a weak sub-game if the connecting player can win when 
playing first. The H-Search algorithm involves two deduction rules, the AND rule 
and the OR rule. 

Theorem 1: The AND Deduction Rule 

Let sub-games ),,( uAx  and ),,( yBu  be strong sub-games with a common target u 

and targets Ø=∩ yx . In addition assume Ø)(},,{ =∪∩ BAyux  and 

Ø=∩ BA . If u is a group of stones then the sub-game ),,( yBAx ∪  is a strong 

sub-game. If u is an empty cell then the sub-game ),,( yBuAx ∪∪  is a weak sub-

game. 

Theorem 2: The OR Deduction Rule  

Let ),,( yAx k  be of weak sub-games for mk ≤≤1  with common targets x and y. If 
m

k
kA

1

Ø
=

=  then the sub-game  ),,( yAx  where 
m

k
kAA

1=

=  is a strong sub-game. 

The H-Search algorithm derives complex connections from elementary 
connections. The H-Search algorithm applies the AND deduction rule first and 
applies it to pairs of strong sub-games. In Fig. 2, ‘A’ and ‘B’ denote strong sub-games. 
When the H-Search algorithm deduces a new strong sub-game, it appends it to the 
strong sub-game list and applies the AND deduction on another pair of strong sub-
games. When the H-Search algorithm deduces a weak sub-game, it appends it to the 
weak sub-game list and applies the OR deduction rule on the subset of weak sub-
games with the same targets. In Fig. 2, kkA }{ denotes that set. At the end of one OR  
deduction the H-Search performs AND deduction. The algorithm terminates when it 
exhausts the sub-game sets.  
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Fig. 2. The H-Search applies the AND rule first. Whenever, H-Search deduces a weak sub-
game, it immediately applies the OR deduction 

2.1.   Sub-game Decomposition 

The sub-game sets provide a connection database for the player. The player may 
use this database to enhance its evaluation function. A player can also use the 
hierarchical AND-OR decomposition of a connection into more elementary 
connections to select the sequence of right moves to secure a virtual connection.  
Sub-game decomposition provides a policy for making connections. A policy is a 
mapping from state (a board position) to action (a move) [9]. A tactic is a policy for 
securing a connection between two targets in a sub-game [10, 11]. For example, 
suppose that a strong sub-game was derived by applying the AND deduction rule on 

the strong sub-games ( )uAx ,,  and ( )yBu ,, .  If the opponent plays in the carrier 

A , then the connecting player will query the sub-game ( )uAx ,,  for a reply move 

that secures the sub-game ( )uAx ,, .  Similarly, suppose that a strong sub-game was 

derived by applying the OR deduction rule on the weak sub-games ),,( yAx k  for 

mk ≤≤1 .  If the opponent plays at 
m

k
kAz

1=

∈ , then the connecting player will find 

a sub-game with carrier iA , such that iAz ∉  and secure the weak sub-game 

),,( yAx i . That is the connecting player transforms ),,( yAx i  into a strong sub-

game after querying ),,( yAx i . 
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Fig. 3. The AND rule deduced the left sub-game and the OR rule deduces the right sub-game 

In Fig. 3, the AND rule is the deducing rule for the left strong sub-game and the 
OR rule is the deducing rule for the right sub-game. The tactic for the left sub-game is 
the aggregation of the tactic of strong connection ‘A’ and the tactic of strong 
connection ‘B’. The tactic for the right strong sub-game is the combination of the 
tactic of the weak connection ‘C’ and the tactic of the weak connection ‘D’. If the 
opponent moves on G3, the connecting player moves on H3 (and reciprocally). 

3   Extension of the OR Deduction Rule 

In Theorem 2, when the intersection of the weak sub-games is empty then the OR 
deduction rule deduces a strong sub-game. If the OR deduction rule fails, can some 
other deduction rules prove these failed OR connections? The new deduction rule that 
follows can prove some connections obtained from failed OR deductions. In Theorem 
2, if the intersection of weak sub-games is not empty then the OR deduction fails. 
Hayward refers to this non-empty intersection as the must-play (MP) region [12]. In 
Fig. 4, the cell “MP” is the must-play region. If the opponent moves outside of the must-
play region, then the connecting player will be able to transform the weak sub-game 
into a strong sub-game.  

 

Fig. 4. Two weak sub-games between T1 and T2.  The cell MP is the intersection of the carriers 
of the two weak connections and is the “must-play” region that prevents the connection 

 



An Extension of the H-Search Algorithm for Artificial Hex Players 651 

The new deduction rule that follows can deduce failed OR deductions. This 
deduction rule must generate the sub-game tactics explicitly as its search is more 
complex than the H-search. The new deduction rule deduces a sub-game and a tactic 
at the same time. Here, a tactic is a decision tree where the opponent’s moves are 
stored on the edges of the tree, and the connecting player’s reply-moves are stored at 
the vertices of the trees. We refer to this decision tree as a tactical decision tree.   

3.1   The Must-Play (MP) Deduction Rule 

The Must-Play (MP) deduction rule is a guided search of the game tree of a failed OR 
deduction sub-game. We can assume that the opponent picks his moves in the MP 
region to block the connecting player; otherwise, the connecting player would 
immediately secure the connection. The connecting player moves to extend on the 
targets’ groups. This deduction rule is a post H-Search rule as it relies on weak and 
strong connections to deduce new connections.  

In Fig. 5 left, T1 and T2 are the targets of a weak sub-game where the set A is the 
must-play region. The cell x is a cell in the must-play region where the opponent 
could move and the set ,..},,,{ dcba  are candidate moves for connecting player.  
These candidate moves strongly connect with target T1 and at worst weakly connect 
with target T2. A similar set of moves for the player lie near target T2. For the sake of 
simplicity, we only consider the set that lie near target T1. 

 

Fig. 5. The MP deduction rule is a guided search of the game tree where the opponent’s moves 
are in must play regions. The connecting player’s moves build a strongly connected component 
on the targets that at worst weakly connect to the other target 

If the player extends target T1 with a move on cell ‘a’ and this move strongly 
connects with target T2 then the MP deduction rule has found a winning sequence of 
moves. The rule inserts the sequence into the tactical decision tree. In Fig. 5 right, if 
the move on cell ‘a’ weakly connects with target T2, then there is a must-play region Y 
between extended target T1 and target T2. The MP deduction rule reiterates the 
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search for a move by the opponent in this new must-play region. If the MP deduction 
rule finds a solution for every possible move by the opponent in the must-play regions 
then there is a strong sub-game for targets T1 and T2. 

The pseudo code in Fig. 10 is a recursive search that captures the duality between 
the opponent’s moves in the must-play regions and the player’s reinforcing moves near 
the targets. The search depth sets the maximum number of null deductions (see 
pseudo code). Unlike traditional search techniques, the search depth does not 
necessarily give better results. Setting the search depth too deep adds redundancy to 
the final sub-game and tactic. The search depth is a parameter that has to be fine-
tuned for use in a competitive player. 

4   Results 

In this section, we show that our new deduction rule can deduce an edge template that 
the H-Search algorithm cannot deduce. The edge template of interest is the strong 
connection between a cell on the fifth row and a side (see Fig. 6). This edge template 
is one of the many template that can be found in the book “Hex Strategy: Making the 
Right Connections” by Cameron Browne [10].  

Theorem 3: The H-Search Algorithm cannot deduce the edge template of Fig. 6.   

Proof: Assume, on an empty board, the fifth row sub-game in Fig. 6 is H-Search 
deducible. Either the top rule is the AND rule or the top rule is the OR rule.  Assume 
first that the AND rule is the top deducing rule. From Theorem 1, the AND rule 
deduces a strong sub-game when the common cell is a stone group. However, this is 
impossible here as the board is empty. Therefore, the AND rule is not the deducing 
rule. 

The OR deduction rule must therefore be the deducing rule. From Theorem 2, the 
intersection of all weak sub-games with targets T1 and T2 must be empty.  However, 
we will exhibit a move for the opponent that prevents the connecting player from 
making any weak connection.  

The fatal opponent move is on the cell labelled ‘A’. By Theorem 2, the player must 
have a weak sub-game with targets T1 and T2. Since the AND rule is the only rule that 
can deduce a weak sub-game the player can move on a cell that strongly connects to T1 
and T2. Of all of the cells that strongly connect to T1, only those with the labels ‘a’, ‘b’, 
‘c’ and ‘d’ could also strongly connect with target T2. 

Assume one of these cells also strongly connects with T2. Let that cell be either 
‘a’ or ‘b’. By Theorem 2, the intersection of weak sub-games between either ‘a’ or ‘b’ 
and the target T2 is empty. If the opponent moves on the cell with the label ‘B’ then 
either ‘a’ or ‘b’ is weakly connected to T2. However, neither  ‘a’ or ‘b’ is weakly 
connected to T2 via the cells ‘a’, ‘1’, ‘2’ or the cells ‘b’, ‘c’, ‘y’. Therefore, the cells ‘a’ 
and ‘b’ must weakly connect to T2 via the cell ‘x’. However, the cells ‘B’ and ‘A’ 
have the opponent’s stones such that ‘x’ is weakly connected to T2. Therefore, ‘a’ and 
‘b’ neither weakly nor strongly connect with T2 via ‘x’, however, this contradicts the 
assumption that the player’s move on ‘a’ or ‘b’ strongly connects T1 and T2 because 
Theorem 2 only deals with weak sub-games and there are none. 
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Fig. 6. An edge template; a strong connection is between T1 and T2 (T2 is a side) 

Let the cell be either ‘c’ or ‘d’ that strongly connect with T2. By Theorem 2, the 
intersection of weak sub-games between either ‘c’ or ‘d’ and the target T2 is empty. If 
the opponent’s move on cell ‘C’ then either ‘c’ or ‘d’ weakly connects to T2. However, 
neither ‘c’ or ‘d’ weakly connects to T2 via the cells ‘d’, ‘3’, ‘4’ or the cells ‘c’, ‘b’, ‘x’. 
Therefore, the cells ‘c’ and ‘d’ must weakly connect to T2 via the cell ‘y’. However, the 
cells ‘A’ and ‘C’ have the opponent’s stones such that ‘y’ is weakly connected to T2. 
Therefore, ‘c’ and ‘d’ neither weakly nor strongly connect with T2 via ‘y’, however, 
this contradicts the assumption that the player’s move on ‘c’ or ‘d’ strongly connects T1 
and T2 because Theorem 2 only deal with weak sub-games and there are none.  

Since no move by the player on cells ‘a’, ‘b’, ‘c’ or ‘d’ strongly connects to T2 given 
the opponent’s first move was on the cell ‘A’ and these cells are the only possible 
candidates, the assumption that the OR deduction rule did deduce this fifth-row sub-
game is a contradiction. Therefore, the H-Search algorithm cannot deduce a fifth row 
sub-games on an empty board. 

Theorem 4: The MP deduction rule can deduce the edge template of Fig. 6. 

One way to prove this theorem would be to display the tactical tree returned by our 
program. However, a printout of such a tree would exceed the page limit for this 
paper (The full proof tree is available via e-mail request and an extract can be found 
in the appendix). Our proof is a computer program that demonstrates the deductive 
property of the MP deduction rule. This computer program is a test-bed for the MP 
deduction rule. It provides a view of the proof trees and a window where the user 
can make moves in a sub-game and the computer returns a response from the sub- 
 
game tactic. In Fig. 8, a screen shot of that computer program places emphasis on 
strong connections with the side of the board. In addition, we present an argument 
using the MP deduction rule that proves a key solution path for the sub-game in  
Fig. 6. 
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Proof: In Fig. 7, if the opponent makes move ‘1’ in the must-play region then the 
connecting player can make move ‘2’ and strongly extend target T1. The MP 
deduction rule continues a search path that has the opponent’s moves in must-play 
regions as ‘1’, ‘3’, ‘5’ and ‘7’ and the player’s moves as ‘2’, ‘4’, ‘6’ and ‘8’. The moves ‘2’, 
‘4’ and ‘6’ by the player strongly extend the target T1 and move eight strongly extends 
the target T2. In addition, the cells with the label ‘a’ form a weak carrier between the 
T1 and T2 extensions and the cell with the label ‘b’ forms a separate weak carrier 
between the T1 and T2 extensions. Since, these two carriers are disjoint, by Theorem 
1 T1 and T2 strongly connect.  

 

Fig. 7. A solution path discovered by the MP deduction rule 

 

Fig. 8. A test run of the MP deduction rule implementation gives the cells with label ‘S’ as 
strong connections with the side target T1. There are three fifth-row strong connections 

5   Conclusion 

Hex is the game that kick-started the connection game genre in the middle of the 
twentieth century. Despite its simple rules, Hex is a subtle strategic game that can 
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provide a test-bed for the development of general principles of combining tactics into 
strategies. In this paper, we describe an extension of the OR deduction rule that 
allows the automatic discovery of new connection.  The MP deduction rule is an 
efficient search of the game tree of a failed OR deductions.  Indeed, to prove that a 
sub-game is strong, this rule only considers the relevant candidate moves of the 
opponent. This rule dramatically prunes the game tree of the connection by exploiting 
the MP region.  For example, since the carrier of the edge-template of Fig. 6 has 35 
empty cells, its full game tree is of depth 35 with 35-factorial different possible 
games. The MP deduction rule in this case is equivalent to looking ahead 35 moves in 
advance.  The MP deduction rule is efficient because it also uses heuristics to generate 
a set of candidate moves for the connecting player. The MP deduction rule could be 
made complete by testing all possible reply-moves of the connecting player, but at a 
computational cost that would not be a good trade-off for an artificial player, as 
testing many failed OR-deductions is more worthwhile in competitive conditions.  
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Appendix 

 

Fig. 9. A screen shot of the part of the tree derived by the MP deduction rule for the edge 
template of Fig. 6.  The target T1 is at position I7 (see Fig. 8 for the coordinates).  The depth of 
the tree is 11 and the number of nodes of 1008.  The “Red’s adjacent stones” leaves correspond 
to adjacent cells (elementary strong connections) 
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Fig. 10. Pseudo code for the MP deduction rule 
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Abstract. Controlling an autonomous camera in three-dimensional vir-
tual environments is a difficult task which manifests itself in many inter-
active computer graphics applications, such as computer games. In this
paper, we represent this problem as a constraint satisfaction problem
which is often over-constrained. A range of complex requirements, such
as frame coherence, occlusion and camera holes can be elegantly rep-
resented as constraints. We then apply both complete and incomplete
search methods to find the optimal camera placement. An interactive
computer games application was developed to experimentally evaluate
these methods. Our experimental results and a discussion with related
studies conclude that our approach is sophisticated both in modelling
and solving the difficult task of 3D camera control.

1 Introduction

Controlling an autonomous camera in three-dimensional (3D) virtual environ-
ments is a difficult task which manifests itself in many interactive computer
graphics applications. Medical imaging [13, 17], computer games [12] and guided
exploration [6] are a few examples where autonomous cameras are required to
provide suitable views of the scene as the user interacts with the environment.
The automated camera system is expected to consistently provide a suitable
view of the target object(s) for the user. This includes maintaining visibility
of the target and occasionally allowing limited free-roaming before the camera
manipulates its view and/or position to maintain the visibility of the target.

Automatically controlling the camera in 3D environments is a non-trivial
task. A camera controlling algorithm must be able to calculate suitable position
and orientation properties of the camera for each frame of animation (usually at
60 frames-per-second or higher for real-time applications). Essentially it has to
deal with a range of complex requirements, such as:

– Frame coherence, which defines that camera positions across consecutive
frames must be related to each other to avoid jerky movements;

– Occlusion, where the line-of-sight between the camera and the target be-
comes blocked by scene geometry;

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 658–669, 2004.
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– Camera holes, where the camera becomes trapped in a position where suit-
able movements cannot be made;

– Camera cutting, where the camera makes large-scale movements with a dra-
matic change in orientation between consecutive frames; and

– Unnecessary movements, where the camera moves before it is necessary.

The camera control system often finds it difficult to satisfy all of these re-
quirements. There is a need to adequately represent these constraints such that
suitable solutions could be efficiently determined. Camera control problems are
potentially over-constrained, meaning perfect solutions may not be possible.
However, the best partial solutions have to be identified, such that the auto-
mated camera system can function in an acceptable manner.

A Constraint Satisfaction Problem (CSP) is a triple 〈V,D,R〉, with a set of
variables V , a domain D of values for each variable V , and a set of relations R [8].
A constraint is defined as a relation over a set of variables that restricts the valid
instantiations of the variables. The problem is to determine an assignment to the
variables such that all of the constraints are satisfied. If there is no consistent
assignment, then the problem is termed an over-constrained problem [10].

In this paper, we apply the constraint satisfaction paradigm to effectively rep-
resent the 3D camera control problem. We found that the complex requirements
could be easily represented as constraints and the whole problem of providing
suitable views of the target becomes a constraint satisfaction problem. However,
it is an over-constrained problem because there are often conflicting require-
ments involved in the problem domain. We evaluated both a branch and bound
approach as well as a greedy local search method to find the optimal solution to
the problem by relaxing some constraints. All constraints were assigned a cost
to ensure some constraints were more relaxed than others. To demonstrate the
elegance of the constraint satisfaction paradigm in representing the 3D camera
control problem, we developed an interactive computer game. The game was de-
signed to test the automated camera system with complex and dynamic virtual
environments. We demonstrate through experimentation within this application
that local search can be effectively applied to the camera control problem with
performance benefits over the commonly used complete methods.

The rest of the paper is organized as follows; Section 2 describes how the
3D camera control problem can be modelled as a CSP. Section 3 details our
experimental study that includes the design of the interactive computer game,
implementation of the standard branch and bound, and local search methods,
and analysis of the results. Section 4 compares our work with related research.
Finally we conclude the paper with a few remarks on future research.

2 3D Camera Control as a Constraint Satisfaction
Problem

3D camera control involves placing the camera in the best possible position to
provide an unobstructed view of the target in virtual environments. An auto-
mated camera control system is required in many domains which utilize inter-
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active computer graphics. Each of these domains demands efficient and robust
autonomous control of the virtual camera.

The camera control problem is often represented as an optimization prob-
lem where the goal is to find the solution with the minimal cost. There are a
number of features specific to automated camera control (directly captured as
constraints) which must be dealt with in real-time.

(a) Good Frame Coherence. (b) Poor Frame Coherence.

Fig. 1. Frame coherence

Frame coherence requires that camera positions across consecutive frames
must be related to each other to avoid jerky movements. Most solvers do not solve
the current frame in relation to previous frames, causing the violation of frame
coherence. Figure 1 illustrates frame coherence with each camera representing a
consecutive frame. Figure 1(a) shows a camera with good frame coherence, as a
smooth line can be drawn between the subsequent positions. Figure 1(b) shows
a camera with poor frame coherence, as a smooth line cannot be drawn between
the subsequent positions;

Occlusion is where the line-of-sight between the camera and the target be-
comes (or is in danger of becoming) blocked by scene geometry. In Figure 2(a),
if the camera moves to the left or right its view of the target will become blocked
by one of the occluders;

Camera holes are where the camera becomes trapped in a position where
suitable movements cannot be made. This often happens when the camera is
moved into a corner or backed against a wall (Figure 2(b)). The camera can-
not make movements in any direction, either because it will collide with scene
geometry, or because it will move too close to (or past) the target;

Camera cutting is where the camera makes dramatic (physically impossible)
movements in position or orientation between consecutive frames, and Unnec-
essary movements are where the camera moves before it is necessary. This is
directly related to frame coherence. The camera should remain at rest until it is
necessary for it to move.
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(a) Occlusion. (b) Camera holes.

Fig. 2. Camera positioning difficulties

2.1 Representing 3D Camera Control as a Constraint Satisfaction
Problem

It is natural to represent the camera position (X,Y,Z axes) as the problem vari-
ables (V in the formal definition). The domain for each variable consists of all
points in one dimension which the camera can occupy (D in the formal defini-
tion). The domain can be optimized by restricting the upper and lower bounds
to realistic values based on previous movement data (e.g. camera velocity).

The camera control problem in our representation is often over-constrained,
meaning we cannot always find a zero cost solution. The cost of a solution
is calculated by summing the cost of violating each of the constraints. Each
constraint is assigned a cost, and the more the constraint is violated, the more
impact it has on the overall cost of the solution.

Consider a simple trailing behaviour (where the camera follows the target
around the environment), which can be obtained by implementing two con-
straints: distance and height. The distance constraint is used to force the camera
to maintain a specified distance from the target, while the height constraint
forces the camera to maintain a specified height in relation to the target.

Frame coherence and unnecessary movements (which are implicitly related)
are addressed using a multiple constraint approach. We defined two frame co-
herence constraints: distance and rotation. Distance constrains the distance the
camera can move in a frame based on the distance the camera has moved in previ-
ous frames (with a preset level of variance to allow for acceleration/deceleration),
resulting in smooth movement between frames. Rotation operates similarly, en-
suring smooth rotation of the camera based on the angular displacement of the
camera from previous frames. Unnecessary movement is eliminated with the
frame coherence constraints, causing the camera to remain at rest until such
time that the cost of constraint violation increases sufficiently to force a camera
movement to reduce the cost of the solution.

Occlusion and camera holes are addressed with a visibility constraint. The
visibility constraint coarsely determines visible and non-visible areas in the do-
main, determined by rays intersecting geometry. Each potential solution is eval-
uated by calculating the risk of violating the visibility of the target. Non-visible
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areas behind occluders or close to objects influence the cost of the visibility
constraint, causing the camera to prefer lower cost solutions further away from
the non-visible areas.

Fig. 3. Cost hierarchy

The assignment of costs in our representation occurs in three layers, where
higher layers have bigger cost values (Figure 3). The first layer contains the
constraints that are most important, and therefore are assigned the highest cost
when violated. Frame coherence is considered to be the most important visual
property of our camera system (as failing to have smooth movement can cause
motion sickness), so is in the first layer. The second layer contains constraints
whose satisfaction is important, but not mandatory. The constraint defining vis-
ibility of our target is in this second layer, as smooth movement is presently
more important to us than visibility. The third layer contains constraints dictat-
ing the general behaviour of the camera, which can be violated more readily to
satisfy constraints in higher layers. This layer includes our distance and height
constraints.

2.2 Constraint Solving

While there are various complete search heuristics which provide benefits in some
problems [8], the nature of the camera control problem largely negates their use.
The search tree for camera control is very wide (large domains) and not very
deep (usually between 1 and 7 variables, depending on the representation and
implementation) as shown in Figure 4. As many of the heuristics in complete
search (such as backjumping and conflict-directed backjumping) work best when
pruning search trees of considerable depth, these heuristics provide little benefit
on our search tree.

Local search provides an efficient method of finding reasonable solutions to
large and difficult problems quickly [14]. However, the major drawback of using

Fig. 4. The search tree for the 3D camera control problem
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local search in the camera control problem is that we are attempting to find our
best solution (minimum cost), which cannot be guaranteed by local search.

The randomized nature of local search also tends to violate the frame co-
herence properties of the camera more readily than complete search. In order
to increase the likelihood of finding the best solution (or one close to it), we
must increase the maximum potential solutions that the algorithm can evaluate.
This has the obvious disadvantage of reducing performance, and so a trade-off
between speed and accuracy must be achieved.

2.3 Algorithms

Two algorithms are considered in this study: a branch and bound search and a
greedy local search.

The Branch and Bound algorithm is essentially a backtracking search that
provides a mechanism to search inconsistent portions of the search tree in over-
constrained situations [10]. A cost is associated with the violation of each con-
straint, and the solution with the best cost is the solution that has violated the
fewest constraints. The standard form of the algorithm typically sets the cost of
all constraint violations to 1, although different costs are assigned to each con-
straint in our implementation. The search continues into inconsistent portions
of the search tree providing that the cost of the partial solution is not higher
than the previously identified best cost, or a pre-defined maximum cost.

The Local Search algorithm used in our experiments initially instantiates each
variable to a random value from its domain. The cost of this initial solution is
then evaluated. If not all constraints are satisfied (solution has a non-zero cost),
a variable is selected at random and assigned a new value from its domain.
The new cost is then calculated iteratively until either a solution is found, or
the maximum number of attempts have been made. More effective heuristics
(such as Tabu lists [11]) can be used to extend the basic local search algorithm,
providing potentially better and quicker solutions.

3 Experimental Study

We now present an evaluation of our camera control system on an interactive
3D computer game. The computer games domain was chosen as it encapsulates
all of the requirements of 3D camera control. Other domains were not pursued
as they failed to encapsulate all of these requirements. Computer games also
provide an increasingly realistic environment for evaluating artificial intelligence
methodologies [15].

3.1 Interactive Computer Game

We have developed a 3D game engine in order to evaluate the real-time per-
formance of our constraint-based camera representation. A 3D game engine
was used because it provides stricter requirements than other domains (such
as guided exploration). The camera module of a 3D game engine must be able
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to deal with dynamic environments as well as an unpredictable, user-controlled
target. Computationally, the camera module for a 3D game engine must execute
quickly, as other processes (such as artificial intelligence and physics) must also
be executed per frame while maintaining an efficient and consistent framerate.

The core of our 3D game engine uses a hierarchy of bounding volumes
(axially-aligned bounding boxes) to represent the objects in the virtual environ-
ment [1]. This representation is used to optimize rendering, collision detection
and the evaluation of the visibility constraint (ray intersection). Ray intersec-
tions with bounding volumes are much more efficient than ray intersections with
the large number of polygons represented by the bounding volumes.

Our 3D game engine supports the generation and playback of animation
traces, allowing the animation of the target through the environment to be stored
and used for the evaluation of constraint solvers. The ability to play back an-
imation traces removes the necessity for our constraint solvers to be executed
visually within our system, and for the solvers to be run in batches with varying
parameters for constraint costs.

For the evaluation of the constraint solvers, an animation trace of a targets
path through a test virtual environment was generated. Each constraint solver
was then executed on the animation trace, generating the camera’s orientation
and position for each frame. The results were then viewed through the game
engine to evaluate the visual properties of the solution.

Fig. 5. Screenshots of the 3D game engine

The screenshots in Figure 5 show two non-consecutive frames for a test run.
As evidenced in the screenshots, the camera maintains the same distance and
height relations between itself and the target over time. The direction the camera
faces the target is loosely constrained, which is why we see both a back and front
facing view of our target.

3.2 Results

Both the branch and bound and local search algorithms were run on the same
animation trace with the same cost assignments for the constraints. The branch
and bound algorithm used a granularity (or resolution) of 0.01 while local search
used a granularity of 0.00001 (our target is approximately 30 units wide), giving
local search many more possible solutions to choose from. The reason for the
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difference is that branch and bound is too computationally expensive to run at
such high granularities with the current domain sizes.
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Fig. 6. Movement trace

Figure 6 shows a partial trace of the movement of the target and the camera
paths generated by the branch and bound and local search algorithms (using
constraint costs: Height = 1.0, Distance = 1.0, Frame Coherence Distance =
1.0, Frame Coherence Rotation = 5.0). As can be seen, local search exhibits
less consistent movement than branch and bound. This is in part due to the
random nature of the algorithm, and also in part due to the limited number of
evaluations made by the local search algorithm (50,000 per frame) in comparison
to the branch and bound algorithm (216,360,000 per frame). Allowing more
moves to be made by the local search algorithm produces smoother movement
while increasing computation time.

Branch and bound search solved the problem in an average of 120 sec-
onds/frame, while local search solved the problem in an average of 0.05 sec-
onds/frame. Both algorithms had small variations in solution time due to small
changes in the domain size caused by dynamic domain selection. Branch and
bound search does not provide anywhere near real-time performance, whereas
local search achieves close to real-time performance without any optimizations
or the use of heuristics.

3.3 Analysis

As we expected, local search generates solutions more quickly at higher granular-
ities than branch and bound, due to the limited number of evaluations. However,
local search must be run at higher granularities to obtain good visual results, as
at lower granularities it provides poor visual results regardless of the number of
evaluations allowed. Our tests show that local search is significantly faster than
branch and bound, while providing similar visual results. This indicates that
complete search strategies are unnecessary in this domain.

It is difficult to compare our results against existing work, due to differences
in the environment data, different constraint representations, different hardware
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and different constraint solving methods. As such, a simple and direct compari-
son between our approach and existing work could not be performed. Compar-
isons based solely on computational time indicate that our approach is more
efficient than existing approaches in [4, 2, 12].
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(a) Branch and Bound.
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(b) Local Search.

Fig. 7. Comparison of visual results

Figures 7(a) and 7(b) show the relative movements made by the camera gen-
erated by each respective algorithm. These graphs provide us with a method to
numerically evaluate the frame coherence generated by a given constraint solver.
Using regression analysis, a 6th order polynomial is fitted to the movement plots
of the camera. The correlation co-efficient (R2) value represents how close to a
smooth (and optimally frame coherent) movement the constraint solver gener-
ated (values closer to ±1 are good, values close to 0 are poor). Local search
generated a correlation co-efficient of 0.4948, in comparison to 0.5584 for branch
and bound on our test case. Branch and bound provides slightly smoother visual
results, as supported by our regression analysis results.

4 Related Work

Potential fields have been applied to the 3D camera control problem [6, 5]. They
work by defining repulsive forces around the virtual environment which inter-
act with the camera, moving it away from obstacles. The camera’s movement
follows the path of least resistance through the potential fields. This approach
satisfies the frame coherence requirements, but is also prone to getting stuck
in inter-frame local minima. Tweaking the potential fields is required to ob-
tain desirable results, and the pre-processing generation of the potential fields is
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time-consuming. In our approach, no pre-processing of the environment is neces-
sary, and the camera module is independent of all sub-systems and can be easily
placed in any 3D virtual environment without pre-processing the environment.

Constraint satisfaction algorithms have been applied to virtual camera
control in numerous publications [3, 4, 2, 7, 9, 12, 16]. Deficiencies in constraint
representation have restricted the applicability of various constraint solvers. The
use of complete search (often generate-and-test) is common. The evaluation of
visibility as a post-constraint step is a contributor to the difficulty in applying
arbitrary constraint solvers. A potential solution must be evaluated for visibil-
ity after the constraint solver has nominated the potential solution, often using
a costly visibility evaluation function (ray-casting is common). This does not
allow for the visibility information to influence the constraint search. In Bares
and Lester [3] visibility problems are addressed by separating multiple targets
into their own viewports. In our approach, we evaluate visibility as a constraint.
This allows visibility to influence and help direct the constraint search, and also
removes the necessity for post-constraint visibility evaluation.

Frame coherence was not explicitly addressed in any representation until
defined as a problem in 3D camera control by Halper et al. [12]. In Halper
et al.’s representation, prediction of target movement is used to find solutions
resulting in smooth camera movements. Frame coherence is not considered a
constraint, but is the result of predicting where the camera should be in future
frames and moving the camera towards that goal. This does not provide any
guarantee that frame coherence will be satisfied, as it is entirely dependent on
the algorithm used to predict the targets movements. In our approach, frame
coherence is represented as 2 constraints that must be satisfied to a certain
degree (by exploiting our cost structure), otherwise the solution is deemed as
invalid.

The representation by Christie et al. models camera movement as a
constrained combination of pre-defined motions [7]. Their approach provides for
some frame coherent results, and the camera’s motion can be reasonably accu-
rately represented as a few distinct motions. However, pre-defining the camera’s
motions disallows the dynamic property available with constraints, and does not
account well for unexpected movements required by the camera (in response to
the targets movements) that are not represented as an existing movement. In
our approach, the camera’s movements are entirely defined by the constraints
relating the camera’s position to the target.

More effective domain selection strategies have been attempted by Bares
et al. [2]. While restricting the domain size is critical to achieving real-time
performance, the approach by Bares et al. still provides a relatively coarse search
space. The search space also does not appear to scale effectively in correlation to
the movement of the camera (changes in velocity). Our approach uses dynamic
domain selection based on the camera’s movement from the previous frames.
This provides a fine resolution when the camera is moving slowly, and a coarse
resolution when moving quickly.
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5 Conclusion

We have provided an expressively rich representation of the 3D camera control
problem as a constraint satisfaction problem. This representation uses a form of
constraint hierarchies to derive preferred behaviour from the camera by specify-
ing some constraints as more important in the cost of the solution than others.
These hierarchies provided consistent and desirable behaviour from our camera
module with the use of a minimal number of constraints to address the issues as-
sociated with 3D camera control. Frame coherent results were achieved through
the use of specialized constraints.

Our representation method provided the ability to apply arbitrary constraint
satisfaction algorithms (including local search methods) to our test cases, rather
than the generate-and-test methods commonly used with existing representa-
tions. The comparison of complete and incomplete search methods on the sample
animation trace produced results indicating that local search algorithms can be
effectively and efficiently applied to 3D camera control. As a consequence, prob-
lems posed in our representation can be solved more quickly than in existing
approaches through the use of local search techniques.

We have applied and tested our representation on an interactive computer
game application. The nature of the 3D camera control problem was examined
after experimental trials were run with our test application. The 3D camera
control problem is often over-constrained due to limitations in the granularity
(or resolution) of our search space. The problem is not always over-constrained.

We have provided a method for numerically evaluating frame coherence.
Rather than using qualitative methods (such as “it looks smooth”), we used
regression analysis to provide a quantitative value measuring how closely the
camera’s actual movement corresponds to a preferred smooth movement.

5.1 Future Directions

Additional constraints to provide more controlled behaviour can be investigated.
Further investigation into heuristics appropriate for broad search trees is neces-
sary. A more complete investigation comparing the effectiveness and efficiency of
complete and local search algorithms on a variety of domains of the 3D camera
control problem will be interesting to investigate. The integration of the camera
module into an increasingly complex and dynamic virtual environment, along
with multiple targets, can be investigated.
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Abstract. We re-visit the problem of converting action specifications into system
constraints by re-examining it in the very simple setting of STRIPS. This has
the merit of making many thorny issues relatively transparent. The paper is in
the form of an extended summary of ongoing work and many of the results are
merely outlined. But sufficient details are included to indicate where we will
be taking things further, and to encourage others to pursue the same objectives.
These objectives are in some sense a kind of reverse-engineering, as the database
community is evidently familiar with the idea of starting with constraints and then
deriving action specifications from them. However in AI reactive systems, action
specifications are often the primary entity, so techniques to unearth the implicit
constraints can facilitate better designs.

1 Introduction

Despite (or perhaps because of) its simplicity, STRIPS [Fikes and Nilsson 71] is
possibly the most widely used method for specifying actions in dynamic domains.
It precedes much more sophisticated languages like the situation calculus
[Shanahan 97], but unlike them it needs only an intuitive grasp of logic to use.
Moreover it is easily and efficiently programmable in simple Prolog, or procedural
languages like Java. For a large number of applications in areas such as planning,
device specifications, and network protocols that do not require elaborate (as dis-
tinct from large) theories, the simplicity of STRIPS outweighs the known limita-
tions [Lifschitz 86] of its expressiveness that is rectified in, say, the situation cal-
culus. This feature is particularly attractive because it lends itself to rapid prototyp-
ing of action specifications for testing and revising. AI domains that are reactive
are particularly suited for STRIPS-like action specifications because they can be
described as domains in which the action plans are very shallow and action rami-
fications [Shanahan 97] are completely known. In such domains the typical action
can be paraphrased as “if the system is in a state in which condition A holds, do
action B so that it gets to a state in which C holds”. An popular example of a
highly reactive domain is the robot soccer competition.

In this paper, we focus on the kinds of simple domains that occur widely in
practice and re-visit a topic that we had treated in much greater generality in
the past [Foo, et.al. 97] [Zhang and Foo 96], and which has been addressed again
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very recently [Lin 04]. There are several over-lapping motives for this re-visit, but
all stemming from the simplicity attribute of STRIPS. First, its restricted expres-
siveness for simple domains eanbles us to highlight ontological issues without dis-
traction by technicalities. Ontology here is not about the usual taxonomies of ob-
jects, etc., but about choices in the modelling of “real” systems, and involve issues
such as the correctness of specifications relative to these choices, the adequacy of
the language chosen, and the extraction of implicit systems information from action
specifications. These are crucial questions in knowledge representation that are of-
ten avoided because they are either considered too hard or incapable of meaningful
formal inquiry. We make a small start here. Second, the concepts of system laws,
and the soundness and completeness of the specifications are easily grasped in this
framework. Finally, there is no need for the relatively heavy logical and model-
theoretic machinery that were used in [Zhang and Foo 96] and Lin [Lin 04] but
were necessary there because they allowed more expressive languages.

While the aim here is to extract logical theories from STRIPS specifications, we
attempt to keep the logical formalism to a minimum. To assist intuition, we use the
well-worn blocks world domain as a running example; other examples are adduced to
discuss ontology.

2 Review of STRIPS

This is a brief review of STRIPS to establish the vocabulary. It was invented to
specify actions, and intended to capture in a natural way the notion of discrete-
time state change. The states are represented as a (usually finite) set of logical
ground atoms, and an action has the effect of changing this set, by deleting some
and adding new ones. Thus the post-conditions of actions consists of specifying a
delete-list and an add-list — it is customary to drop the hyphens, so we will do
so below. Actions can be parametised by variables that are instantiated or bound
to particular constants for any one action instance. Moreover, before an action can
be executed, it has to satisfy a pre-condition which is often merely a test to see
if certain ground atoms are in the state. An elaboration that does not complicate
STRIPS semantics include pre-conditions that are clauses; one that does compli-
cate it enormously are post-conditions that are disjunctions of atoms, and hence
we eschew that here.

As an example, consider a blocks world where we adopt the convention that upper
case letters stand for variables and lower case for constants which name particular blocks.
The number of blocks is finite, and there is one non-block constant table, signifying the
surface of the table. The only predicates1 are on( , ) and clear( ), where, as usual,
on(b, c) means the b is on block c, table(b) means the block b is on the table, and
clear(b) means the block b has nothing on it.

A state of the world is given by a collection of such ground atoms. For instance, let
state S1 be:

on(b, c), on(c, e), table(e), clear(b), on(d, f), table(f), clear(d).

1 For simplicity we omit the in-hand( ) predicate.
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We use the standard notation that S |= α to signify that the logical formula α holds
(is true) in a state S; for the above, S1 |= on(b, c) and similarly for the other atoms in
S1. It is conventional to assume unique names (UNA), and also to invoke the closed
world assumption (CWA) which is the formal analog of Prolog negation-as-failure. The
UNA says that all constants are distinct, and the CWA (in this simple encoding of states)
says that the negation of a ground atom that holds in a state if that atom is missing from
it. For instance, from the UNA S1 |= b �= c, and from the CWA S1 |= ¬table(b) and
S1 |= ¬on(b, e). In the presence of the CWA, all states are effectively complete, i.e., for
each literal α, either S |= α or S �|= α.

Here are the more or less standard blocks world actions, to which we assign names
for ease of continuing reference.

unstack(X)
precondition : on(X, Y ), clear(X)
deletelist : on(X, Y )
addlist : table(X), clear(Y )

move(X, Z)
precondition : on(X, Y ), clear(X), clear(Z)
deletelist : on(X, Y ), clear(Z)
addlist : on(X, Z), clear(Y )

stack(X, Y )
precondition : table(X), clear(X), clear(Y )
deletelist : table(X), clear(Y )
addlist : on(X, Y )

In these specifications, multiple predicate occurences in the components signify
conjunctions, e.g., the precondition forunstack(X) is that both on(X, Y ) and clear(X)
must be present, and its addlist says that the atoms table(X) and clear(Y ) are to be
added as effects. Although the language of logic is used, an operational way to interpret
the actions is as follows: given a state S (of ground atoms), we can execute an action if
there is some unifier σ of its component atoms with S, in which case delete (respectively,
add) from S those (unified) atoms (respectively, to) S. This is equivalent to executing a
Prolog meta-rule of the form

assert(addlist) || retract(deletelist) ← precondition

after successful unification. The || signifies parallel execution.
For example, in the state S1 above, one unifier yields the action unstack(d) with

deletelist on(d, f), and addlist table(d), clear(f). The resulting state S2 is on(b, c),
on(c, e), table(e), clear(b), table(f), clear(d), table(d), clear(f).

All of these ideas are well-known and should be familiar to anyone who has examined
planning in a Prolog framework. The novelty begins in the next section where we will
explain that this view, combined with reasoning about consistency, reveals an intuitive
connection with logical constraints.
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3 Possible Constraints

A system constraint is a formula that all legal states of a system must satisfy. In the
blocks world domain one such constraint is ¬(on(A,B) ∧ on(A,C)) which says (with
the UNA on variable names) that blocks cannot be on top of two distinct blocks. System
constraints are sometimes called the laws of the system.

An action constraint is a formula that holds in all states that result from the action.
Thus any state that arises from the action will satisfy the action constraint. In sub-section
3.1 we will indicate how action constraints of the class of actions of a system are related
to system constraints. One way to think about action constraints is that they restrict the
kinds of states that can result from an action. Suppose β is a constraint of the action
φ. Then ¬β would describe the states that cannot be the result of action φ. It is at least
plausible that there is enough information in STRIPS specifications for such constraints
to be extracted, and sub-section 3.1 will explain how this can indeed be done.

An action invariant is a formula α such that if it satisfies the action precondition, and
the action is executed, then the formula also satisfies the resulting state; more formally
S |= α⇒ S′ |= α, where S and S′ are the states before and after the action respectively.
Therefore, an action invariant is of necessity also an action constraint since it satisfies the
resulting state of the action by definition. Section 3 exploits this relationship to suggest
candidates for invariants by producing a set of constraints for each action, using the
insight in the previous paragraph.

Our (informal) definition of an action invariant should strike a chord with readers
familiar with imperatvie program development or proving. Reasoning about segments of
programs (loops being the most common) often involve the discovery of invariants that
are the core of the operational meaning of the segments. Trivial invariants abound — any
tautology will do — so the interesting invariants are those that are “tight” or stringent,
and the latter are often arrived at by examining the pre-conditions and post-conditions of
the segment. So it is with actions in STRIPS where any tautology is a system constraint,
an action constraint and an action invariant.

The initial aim of our paper is to discover the tight constraints and invariants. The final
aim is to elevate some of these invariants to the level of system constraints. Although we
will discuss the latter in section 4, the idea can be summarized as follows. Suppose there
are a finite number of actions φ1, . . . , φk with respective action invariants λ1, . . . , λk.
Then any λi is also a system constraint if it is an action invariant for all φi for 1 ≤ i ≤ k.
Action constraints will be used as candidates for action invariants, so ultimately it is
action constraints that will be the candidates for system constraints.

Figure 1 summarizes the relationships among action constraints, action invariants
and system invariants.

The subsections below examine the components in STRIPS specifications and show
that they contain implicit information that can be used to extract action constraints
as candidates for action invariants, and also suggest ontological alternatives. In these
subsections, by constraint we will mean action constraint.

3.1 Reasoning About Addlists and Deletelists

The presumed intention of the addlist and the deletelist as effects of an action is for
correct state update.
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action constraints

action invariants

constrants
system

Fig. 1. Relationships between constraints and invariants

This can be seen in, e.g., the unstack(d) instantiated action on state S1 above.
Suppose, contrary to intention, we use the use its addlist components table(d), clear(f)
to add to S1 but neglect to remove its deletelist component on(d, f). The resulting “state”
S3 will have a subset of atoms table(d), clear(f), on(d, f). This is intuitively wrong
as now block d is both on the table and on block f ; moreover it says that block f is
clear, so adding to the confusion. A little reflection will show that for any action, adding
atoms of an addlist but not removing atoms of a deletelist is the same as permitting both
the atoms of the addlist and deletelist to co-exist in the resulting “state”, which is an
incorrect update. In fact, incorrect updates can also result from co-existence of parts of
an addlist and deletelist.

We may reason similarly with the other action specifications. This leads to a postulate
that captures these intuitions.

Addlist-Deletelist Consistency Postulate:
If state S is updated to state S′ via a STRIPS action with addlist atom set Add =
{a1, . . . , an} and deletelist atom set Del = {d1, . . . , dm} then ¬(a′

1 ∧ . . . ∧ a′
j ∧ d′

1 ∧
. . .∧d′

k), where {a′
1, . . . , a

′
j} ⊆ Add and {d′

1, . . . , d
′
k} ⊆ Del, are candidates for action

constraints.

We can generalize this by lifting the constants to variables in the obvious manner.
For brevity, call the generalized version the Add-Del postulate.

Besides this intention there is an implicit assumption that a specification is parsi-
monious — it does not try to delete an atom that is not in the state to be updated, nor
does it try to add an atom that is already present. This implies that if an action on state
S has atoms a1, . . . , an in its addlist and atoms d1, . . . , dm in its deletelist, then the
atoms d1, . . . , dm are all in S but none of a1, . . . , an are in it. Conversely, in the updated
state S′ all of the atoms a1, . . . , an are in it, but none of d1, . . . , dm. Logically, the
closed world assumption equates the absence of an atom to its negation. Hence any of
the possible constraints proposed by the Add-Del postulate is satisfied by both S and
S′. But the action is only possible if S also satisfies its precondition. Thus we have the
following:

Proposition 1. The possible constraints from the Add-Del postulate are action invari-
ants.



Constraints from STRIPS — Preliminary Report 675

In the examples below, distinct variables should (as is the convention with STRIPS
specifications) be interpreted as unifying with distinct constant names, denoting distinct
objects.

Applying the above to the unstack(X) action above yields the following formulas.

¬(on(X, Y ) ∧ table(X) ∧ clear(Y ))
¬(on(X, Y ) ∧ table(X))
¬(on(X, Y ) ∧ clear(Y ))

The first formula is implied by the other two. The interesting question ‘ suggested
by the example is this: which (subset) among the three formulas are the correct or truly
intended constraints? Of course in a simple and familiar setting such as the blocks world
we can quickly make a judgement — the second and third formulas suffice, and are the
essential correct ones. The first formula is therefore redundant.

The potential for combinatorial explosion is revealed by considering the what the
Add-Del postulate suggests for the move(X, Z) action. It gives the following possible
candidates for action constraints:

¬(on(X, Y ) ∧ on(X, Z))
¬(on(X, Y ) ∧ clear(Y ))
¬(clear(Z) ∧ on(X, Z))
¬(clear(Z) ∧ clear(Y ))
¬(on(X, Y ) ∧ clear(Z) ∧ on(X, Z))
¬(on(X, Y ) ∧ clear(Z) ∧ clear(Y ))
¬(on(X, Z) ∧ clear(Y ) ∧ on(X, Y ))
¬(on(X, Z) ∧ clear(Y ) ∧ clear(Z))
¬(on(X, Z) ∧ clear(Y ) ∧ clear(Z) ∧ on(X, Y ))

Which subset among these are the essential correct ones, and which are redundant?
One way to attempt an answer is to notice that the shorter ones (the first four) imply
the longer ones (the last five), so if any of the the shorter ones can be established to be
correct, some of the longer ones will be redundant. On the other hand, for any of the
longer ones to be essential, it must be the case that the shorter ones that imply it are
incorrect. Because of the familiarity of this domain, we can again easily judge which
ones are essential. The first formula ¬(on(X, Y ) ∧ on(X, Z)) is about the uniqueness
of block locations. The next two define the meaning of clear(X) as nothing is on block
X; given that these formulas are satisfied in a state S only when a suitable bindings
exist, they translate to the equivalent constraint clear(X) ↔ ¬∃Y on(Y, X). The fourth
formula does not convey any useful information, but (like the rest) is nevertheless an
action invariant since clear(Z) is true in S but false in S′, and clear(Y ) is false in S
but true in S′. Due to subsumption, we may ignore the remainder.

It is helpful to pause for a moment to compare this with a mainstream activity in
databases (see e.g., [Lawley, Topor and Wallace 93]) for which our approach may be
regarded as a converse. The formal rendition of that work in our vocabulary would be
this: Start with constraints; then given the add-list of actions, derive appropriate precon-
ditions and delete-lists. As is well-known from standard work in programming language
semantics, there is a trade-off among these entities but it is the weakest preconditions
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that are sought (presumably to make the scope of action application as wide as possible).
Our approach here is therefore a kind of reverse-engineering. It treats the action specifi-
cations as primary entities, hypothesizing that they express an intended, underlying and
implicit semantics that are action constraints, action invariants and system constraints.
A remark made by one reviewer is helpful: both action and system contraints can be
viewed as static, the former being local and the latter being global; on the other hand
action invariants are dynamic.

3.2 Ontology

In less familiar domains the kind of judgement that we exercised in the blocks world to
select the correct action constraints from the possible ones suggested by the Add-Del
postulate may not be so immediate. The next example illustrates this. Consider a domain
in which there are two switches and in an electric circuit in which there is also a light.
The STRIPS specification of this system uses three propositiions — sw1, sw2 for saying
that the respective switches are turned on, and lightoff for saying that the light is off.
Here is an attempted specification of an action for turning on the light.

TurnOn
precondition : lightoff
deletlist : lightoff
addlist : sw1, sw2

The Add-Del postulate suggests these as possible action constraints:

¬(sw1 ∧ lightoff)
¬(sw2 ∧ lightoff)
¬(sw1 ∧ sw2 ∧ lightoff)

lightoff

sw2sw1

Fig. 2. Switches in series

The first formula is incorrect if there is a state SS such that SS |= sw1∧ lightoff .
Hence we should look for a system in which this is so. A system in which there is such
a state is shown in figure 2. As this system can also invalidate the second formula, this
leaves only the longer third formula as the correct constraint. An alternative is a system
in which the first and second formulas are indeed constraints, and the third is therefore
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redundant. A system in which this is the case is shown in figure 3. This example shows
how questions about which among the possible formulas suggested by the Add-Del
postulate are actual action constraints can trigger off a search for alternative ontologies.
This search is extra-logical, for there is nothing in the implicit logic of STRIPS that can
inform the ultimate choice. However, it is interesting that it can nevertheless suggest
what to look for. For many domains the modelling enterprise is tentative and iterative,
for we may be guessing at the internal structure of a black box. The use of the preceding
method is to decide which experiments to run — or what questions to ask the persons
who wrote the action specifications — in a search for possible invalidation of (short)
possible constraints so that an ontological judgement can be made.

sw2

sw1

lightoff

Fig. 3. Switches in parallel

3.3 Reasoning About Preconditions

Analogous to our dissection of the intended meaning of addlists and deletelists, we
now examine the pre-condition component of an action specification. For an action
φ(X) consider why its (non-trivial) pre-condition π(X) might be written. The intention
appears to be that the action a state S satisfying π(c) the action φ(c) can be safely
executed by updating S with the addlist and deletelist accordingly. Importantly, if S
does not satisfy π(c), then φ(c) must not be executed. This suggests that whenever S
does not satisfy π(c) but (parts of) the addlist and deletelist are nevertheless used to
update S, the resulting state is incorrect. This looks rather formidable except that in
fact much of its apparent complexity is already accounted for by the Add-Del postulate.
Let the set of atoms in the pre-condition be Pre. Then the possible constraints can be
expressed as:

¬(¬(p1 ∧ . . . ∧ pk) ∧ C)

where {p1, . . . , pk} ⊆ Pre and C is one of the candidate action constraints from the
Add-Del postulate.

An example of this is the pre-condition for the stack(X, Y ) action. Assume that the
component clear(Y ) does not hold. By the constraint above this is equivalent to the
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existence of some Z (distinct from X) such that on(Z, Y ) holds. Then one possible
constraint is ¬(¬clear(Y ) ∧ on(X, Y )) where the on(X, Y ) is from the addlist, and
this formula is equivalent to ¬(on(Z, Y ) ∧ on(X, Y )), another familiar constraint.

Since an action invariant is of the form “if S |= C, then after action φ S′ |= C”,
the possible constraints that arise from considering preconditions are trivially action
invariants because the precondition C is false in each of them.

4 System Contraints

We now examine how action invariants can be elevated to system constraints. In prepara-
tion for this we need some concepts that are analogous to well-known ones in dynamical
sytems theory. By the notation SφS′ we mean that applying action φ to state S yields
the state S′. This notation extends naturally to a sequence of actions φ1, . . . , φn where
S0φ

1S1 . . .φ
nSn has the obvious meaning, and we say that Sn is reachable from S0 (via

that action sequence). The actions φi will be from a set Φ = {φ1, . . . , φm} of actions,
so to describe arbitrary sequences of actions on states using such actions we may say
that the previous sequence S0, S1, . . . , Sn is a Φ-trajectory. Thus S′ is reachable from
S if there is a Φ-trajectory that begins with S and ends with S′. Reach(S,Φ) is the set
of states reachable from S via the set Φ of actions; if Σ is a set of states, Reach(Σ,Φ)
is the set

⋃
S∈Σ Reach(S,Φ). Thus, Reach( ,Φ) may be viewed as a map from sets of

states to sets of states, i.e, if Γ is the set of all states, Reach( ,Φ) : Γ → Γ .
Given an action φ let Σ(φ) denotes the states that satisfy the action invariants of φ,

i.e. Σ(φ) = {S|S |= ψ and ψ is an invariant of φ}.

Proposition 2. Σ(φ) is a fixed point of Reach( , {φ}).

Proof: If S ∈ Σ(φ) then by definition of Σ(φ), if S′ is the result of action φ on S, S′ ∈
Σ(φ). Hence, by induction, Σ(φ) is closed under any number of applications of φ, and
therefore Σ(φ) ⊆ Reach(Σ(φ), {φ}). On the other hand, if S ∈ Reach(Σ(φ), {φ}),
there is a sequence S0, S1, . . . , Sn = S such that S0φS1, S1φS2, . . . , Sn−1φS and
S0 ∈ Σ(φ). By closure of Σ(φ) under repeated application of φ, S ∈ Σ(φ), so
Reach(Σ(φ), {φ}) ⊆ Σ(φ).

What is the largest collection of such fixed points across all actions? To answer
this question, let us consider two actions φ1 and φ2, and the sets Σ(φ1) and Σ(φ2).
Also, for brevity we write φ(S) to mean the state S′ that results after applying action
φ to state S. Recall that if the invariants of φ are also invariants for all other actions
then these invariants are system constraints. So if φ1 and φ2 were the only actions, a
guess at the generalization of proposition 2 might be the following: Σ(φ1)∩Σ(φ2) is a
fixed point of Reach( , {φ1, φ2}). There is a slight problem with this. While certainly
S ∈ Σ(φ1) ∩Σ(φ2) implies φ1(S) |= ψ1 and φ2(S) |= ψ2 for invariants ψ1 of φ1 and
ψ2 of φ2, it may not be the case that φ1(S) |= ψ2 or φ2(S) |= ψ1. If we want ψ1 and
ψ2 to be system invariants, what we really need is for each of them to be invariants also
for the other action. In effect we need to have ψ1 ∧ ψ2 be an action invariant for both
actions. This motivates the generalization below.



Constraints from STRIPS — Preliminary Report 679

Let Σ(Φ) denote the states that satisfy the action invariants of every φ in Φ, i.e.
Σ(Φ) = {S|S |= ψ, ψ is an invariant of φ, and φ ∈ Φ}. The following proposition
has a proof which is a generalization of that of proposition 2.

Proposition 3. Σ(Φ) is a fixed point of Reach( ,Φ).

As an example, the action constraints in the blocks world domain above are also
system constraints.

We conclude with some observations about anomalous components of states in the
blocks world that exemplify similar situations in other domains. A local anomaly is a
part of a state that violates system constraints. In the STRIPS convention of ground
atoms representing state, this is simply a collection of atoms (subset of the state) that
do not satisfy a system constraint. We can summarize the observations below by saying
that local anomalies can be quarantined.

Consider a state that has an atom on(b, b). Ontologically this is nonsense, but nothing
in the object-level STRIPS excludes it. It formally fails the pre-condition for all actions
(block b is never clear!) that either tries to delete or move it, or to stack on it. So, if we
begin with a state that has this we are stuck with it forever. But if we start with “normal”
states we can never reach one that has such a local anomaly. What some people may
find disturbing is this: unless we write a constraint that precludes such atoms, none
of the action (and therefore, systems) constraints can exclude states from containing
anomalous atoms. However, we may console ourselves with two facts. If we begin with
non-anomalous states, then all trajectories will remain non-anomalous. And, if we had
such anomalous atoms, in a sense they will be irrelevant as they can never participate in
any action.

Now consider another kind of local anomaly for which there is provably no first-order
constraint that excludes it. This example suffices to highlight the problem: let there be
a chain of atoms on(a1, a2), on(a2, a3), . . . , on(ak−1, ak). This is just an elaboration
of the pervious one, but to exclude it requires a formula for transitive closure — none
exists if the chain length is not known. But the same consoling remarks apply to such
chains.

5 Conclusion

We have re-visited an old problem in a new light using a very simple and familiar action
specification language. In doing so we are able to explain in highly intuitive terms some
results that are potentially useful in practical domains. In a somewhat more technical
section we made connections with standard dynamical systems theory and fixed points
to explain the connection between single actions and a family of actions.
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Abstract. Quantified Boolean formulas (QBFs) play an important role in arti-
ficial intelligence subjects, specially in planning, knowledge representation and
reasoning [20]. In this paper we present ZQSAT (sibling of our FZQSAT [15]),
which is an algorithm for evaluating quantified Boolean formulas. QBF is a lan-
guage that extends propositional logic in such a way that many advanced forms
of reasoning can be easily formulated and evaluated. ZQSAT is based on ZDD,
which is a variant of BDD, and an adopted version of the DPLL algorithm. The
program has been implemented in C using the CUDD package. The capability of
ZDDs in storing sets of subsets efficiently enabled us to store the clauses of a QBF
very compactly and led us to implement the search algorithm in such a way that
we could store and reuse the results of all previously solved subformulas with few
overheads. This idea along some other techniques, enabled ZQSAT to solve some
standard QBF benchmark problems faster than the best existing QSAT solvers.

Keywords: DPLL, Zero-Suppressed Binary Decision Diagram (ZDD), Quantified
Boolean Formula (QBF), Satisfiability, QSAT.

1 Introduction

Propositional satisfiability (SAT) is a central problem in computer science with numerous
applications. SAT is the first and prototypical problem for the class of NP-complete
problems. Many computational problems such as constraint satisfaction problems, many
problems in graph theory and forms of planning can be formulated easily as instances
of SAT.

Theoretical analysis has showed that some forms of reasoning such as: belief revision,
non monotonic reasoning, reasoning about knowledge and STRIPS-like planning have
computational complexity higher than the complexity of the SAT problem. These forms
can be formulated by quantified Boolean formulas and be solved as instances of the
QSAT problem . Quantified Boolean formula satisfiability (QSAT) is a generalization of
the SAT problem. QSAT is the prototypical problem for the class of PSPACE-complete
problems. With QBFs we can represent many classes of formulas more concisely than
conventional Boolean formulas.

ZDDs are variants of BDDs. While BDDs are better suited for representing Boolean
functions, ZDDs are better for representing sets of subsets. Considering all the variables
appearing in a QBF propositional part as a set, the propositional part of the formula
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can be viewed as a set of subsets, this is why using ZDDs for representing a formula
could potentially be beneficial. This idea is used in a number of related works [8, 10, 2]
where the SAT problem is considered. They use ZDDs to store the CNF formula and the
original DP algorithm to search its satisfiability. We also found ZDDs very suitable for
representing and solving QSAT problems.

We represent the clauses in the same way in a ZDD, but we employ an adopted version
of the DPLL [9] algorithm to search the solution. In fact, our adopted version simulates
the “Semantic tree method in evaluating QBFs”. It benefits from an adopted unit-mono-
resolution operation which is very fast thanks to the data structure holding the formula. In
addition, it stores all already solved subformulas along their solutions to avoid resolving
same subproblems. Sometimes the split operation generates two subproblems which are
equal. With ZDDs it is very easy to compare and discover their equality, therefore our
algorithm can easily prevent solving both cases when it is not necessary. There are some
benchmark problems which are known to be hard for DPLL (semantic tree) algorithms.
ZQSAT is also a DPLL based algorithm, but it manages to solve those instances very
fast. ZQSAT is still slow in some QBF instances, this is why we can not claim ZQSAT
is the best conceivable algorithm, but it is the first work that shows how ZDDs along
memoization can be used successfully in QBF evaluation.

2 Preliminaries

2.1 Quantified Boolean Formulas

Quantified Boolean formulas are extensions of propositional formulas (also known as
Boolean formula). A Boolean formula like (x ∨ (¬y → z)) is a formula built up from
Boolean variables and Boolean operators like conjunction, disjunction, and negation. In
quantified Boolean formulas, quantifiers may also occur in the formula, like in ∃x(x ∧
∀y(y ∨ ¬z)). The ∃ symbol is called existential quantifier and the ∀ symbol is called
universal quantifier. A number of normal forms are known for each of the above families.
Among them, in our research, the prenex normal formand conjunctive normal form
(CNF) are important. In many problems including SAT and QSAT, normal forms do not
affect the generality of the problem, instead they bring the problem in a form that can
be solved more easily.

Definition 1. A Boolean formula is in conjunctive normal form (CNF) if it is a con-
junction of disjunctions of literals, that is, φ = c1 ∧ c2 ∧ . . . ∧ cn, where ci =
(li1 ∨ . . . ∨ limi

) and lij is a negative or positive literal. The disjunctions are referred
as clauses.

Each Boolean formula can be transformed into a logically equivalent Boolean for-
mula which is in conjunctive normal form (CNF). Generally this transformation can not
be done efficiently.

Definition 2. A QBF Φ is in prenex normal form, if it is in the form:

Φ = Q1V1Q2V2 . . .QnVnφ,
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where Qi ∈ {∀,∃}, Vi (1 ≤ i ≤ n) are disjoint sets of propositional variables and φ is a
propositional formula over the variables x1, . . . , xn. The expressionQ1V1Q2V2 . . .QnVn

is called the prefix and φ the matrix of Φ.

2.2 The DPLL Algorithm for the SAT Problem

Most former and recent SAT solvers are in some way extensions of the DPLL [9] al-
gorithm. DPLL tries to find a satisfying assignment for a CNF formula by making an
exhaustive search. Each variable is assigned with a truth-value (true or false) which
leads to some simplifications of the function. Since the function is in CNF, the assignment
can be done efficiently. If an assignment forces the formula to be reduced to false then
a backtrack will take place to make another possible assignment. If none of the possible
assignments satisfy the function then the function is unsatisfiable. In order to prune the
search space we have to consider unit clauses. A unit clause is a clause with exactly one
literal. For example in f = (a ∨ ¬b ∨ ¬c) ∧ (a ∨ ¬c ∨ d) ∧ (b) ∧ (a ∨ b ∨ c),
the third clause is a unit clause. Unit resolution is the assignment of proper truth values
to the literals appearing in unit clauses and removing them from the formula. For in-
stance, in the above example, b receives the value true, which lets f be simplified to:
f1 = (a ∨ ¬c) ∧ (a ∨ ¬c ∨ d). If all literals in a clause simplify without satisfying
the clause then DPLL immediately returns "UNSATISFIABLE", but if all the clauses
satisfy and be removed then it returns "SATISFIABLE". When no more simplification
is possible, DPLL splits the simplified function over one of the remaining variables
(which can receive either the value true or false). This step removes one variable,
and consequently a number of clauses. Two smaller CNF formulas will be generated of
which at least one must be satisfiable to make the original formula satisfiable.

2.3 The Semantic Tree Approach for the QSAT Problem

This method is very similar to the DPLL algorithm. It iteratively splits the problem of
deciding a QBF of the form QxΦ into two subproblems Φ[x = 1] and Φ[x = 0] (the
unique assignment of each x respectively with true or false), and the following
rules:

– ∃xΦ is valid iff Φ[x = 1] or Φ[x = 0] is valid.
– ∀xΦ is valid iff Φ[x = 1] and Φ[x = 0] is valid.

Figure 1 displays the pseudocode of this algorithm, which we have called QDPLL.
The differences between QDPLL (for QBFs) and the DPLL algorithm (for Boolean

satisfiability) can be enumerated as follows:

1. In the Unit-Resolution step (line 1), if any universally quantified variable is found
to be a unit clause then the procedure can immediately conclude the UNSAT result
and terminate.

2. In the Mono-Reduction step (line 1), if any universally quantified variable is found to
be a mono-literal, then it can be removed from all the clauses where it occurs (rather
than removing the clauses, as it applies to existentially quantified mono literals).
We call a literal monotone if its complementary literal does not appear in the matrix
of the QBF. The Mono-Reduction step can result in new unit clauses. Therefore the
procedure must continue line 1 as long as new simplifications are possible.
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Boolean QDPLL( Prenex-CNF F )
{
1 F=Simplify F by repeated Unit-Resolution removal of subsumed

clauses and possible Mono-Reductions;

2 if (F is primitive ) return Solution;
// the same as in DPLL, if F include Empty-Clause return
// UNSAT, but if F is Empty return SATISFIABLE

3 F0,F1=choose x as the splitting variable; Split F;
// Very little freedom in choosing variables.

4 Solution=DPLL(F0);
5 if (Solution==TRUE and Existential_Literal(x) ) return TRUE;
6 if (Solution==FALSE and Univarsal_Literal(x) ) return FALSE;

// for the other two cases
7 return DPLL(F1);
}

Fig. 1. The semantic tree approach for QBFs

3. In the splitting step (line 3), there is a little freedom in choosing the splitting vari-
able. In fact, in a block of consecutive variables under the same kind of quantifier
we are allowed to consider any order, but before processing all the variables in
the leftmost block we are not allowed to assign values to any variable from other
blocks. In other words, Iterations of quantified blocks must be considered exactly
in the same order as they appear in the QBF prefix. As an example in the QBF
∀x1∀x2∀x3∃y1∃y2∃y3∀z1∀z2∀z3φ, all xi must be assigned before any assignment
for any yj take place, in the similar way, all yj must be assigned before any assign-
ment for any zk take place, but we are allowed to consider any order when we are
processing the variables of for example x block.

4. After solving one of the branches, even if the result is true (line 7), it could be
necessary to solve the other branch as well. Due to universal variables allowed to
appear in QBFs, the false result (line 6) for one of the branches can signify the
UNSAT result and terminate the procedure without checking the other branch.

From another point of view, this method searches the solution in a tree of variable
assignments. Figure 2 [13] displays the semantic tree for:

Φ = ∃y1∀x∃y2∃y3(C1 ∧ C2 ∧ C3 ∧ C4),
where:

C1 = (¬y1 ∨ x∨¬y2),C2 = (y2 ∨¬y3),C3 = (y2 ∨ y3), and C4 = (y1 ∨¬x∨¬y2).

We can follow the tree and realize that Φ is invalid. A very interesting point can be
easily seen in the tree. It is the duplication problem in semantic tree method, namely,
the same subproblem can appear two or more times during the search procedure. In a
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Fig. 2. A semantic tree proof Fig. 3. BDD versus ZDD

big QBF this situation can frequently happen in different levels. The superiority of our
algorithm which we will present later, is its possibility to detect and avoid to examine
such duplications repeatedly.

2.4 BDDs Versus ZDDs

Here we give a very short background for BDDs and ZDDs. Several years ago, Binary
Decision Diagrams (BDDs) [5, 6, 21, 3, 16] and their variants [4] entered the scene of
the computer science. Since that time, they have been used successfully in industrial
CAD tools. In many applications, specially in problems involving sparse sets of subsets,
the size of the BDD grows very fast and causes inefficient processing. This problem
can be solved by a variant of BDD, called ZDD (Zero suppressed Binary Decision
Diagrams) [17, 1]. These diagrams are similar to BDDs with one of the underlying
principles modified. While BDDs are better suited for the representation of functions,
ZDDs are better suited for the representation of covers (set of subsets). Considering all
the variables appearing in a QBF (propositional part) as a set, the propositional part of
the formula can be viewed as a set of subsets, this is why using ZDDs for representing a
formula could potentially be beneficial. As an example [18], in Figure 3, the left diagram
displays the ZDD representing S = {{a, b}, {a, c}, {c}}, and the right diagram displays
F = (a ∧ b ∧ ¬c) ∨ (a ∧ ¬b ∧ c) ∨ (¬a ∧ ¬b ∧ c), which is the characteristic function
of S. In a ZDD (or BDD) we represent an internal node by P (x,Γ0,Γ1) where x is the
label of the node, and Γ1, Γ0 are SubZDDs rooted in it ’Then-child’ and ’Else-child’
respectively. The size of a ZDD Γ , denoted by |Γ |, is the number of its internal nodes.

3 Our Algorithm

ZQSAT is the name we used for our QSAT solver. The major points which are specific
to our algorithm are:

1. Using ZDDs to represent the QBF matrix (the formula clauses). (We adopted this
idea from [8, 10, 2] then established the specific rules suitable for QBF evaluation).

2. Embedding memoization to overcome mentioned duplication problem (to avoid
solving the same subproblem repeatedly).

Figure 4 displays the pseudocode for MQDPLL, which stands for our ’DPLL with
memoization’ procedure. This procedure forms the search strategy used by ZQSAT.
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Boolean MQDPLL( Prenex-CNF F )
{
1 if ( F is Primitive or AlreadySolved ) return Solution;
2 S=Simplify F by repeated Unit-Resolution, removal of

subsumed clauses and possible MonoLiteral-Reductions;
3 if ( S is Primitive or AlreadySolved )

{Add F along with the Solution to SolvedTable;
return Solution; }

4 F0,F1=choose x as the splitting variable then Split S;
5 Solution=DPLL(F0); // Why this branch? Read in text !!
6 if (F0==F1) or

(Solution==TRUE and Existential-Literal(x) ) or
(Solution==FALSE and Univarsal-Literal(x) )
{Add F along with the Solution to SolvedTable;
return Solution; }

7 Solution=DPLL(F1);
8 Add F along with the Solution to SolvedTable;

return Solution;
}

Fig. 4. MQDPLL: Our ’DPLL with memoization’ procedure

MQDPLL is different from QDPLL in some aspects. Firstly, it benefits from a memo-
ization strategy (dynamic programming tabulation method) to store and reuse the results
of already solved subproblems (lines 1, 3, 6, 8 in the above pseudocode). Secondly,
the situation where the two subfunctions f0 and f1 are equal can be detected and the
subproblem would be solved only once (line 6).

In line 4, the algorithm needs to choose a variable for the splitting operation. At this
point we must respect the order of iterations of quantification blocks, but when we are
working with a quantification block we are allowed to choose any variable order. In our
implementation we used the order which appears in the initial QBF formula. In fact we
tried to investigate other possibilities, but since we obtained no benefits in our first effort
we did not continue to investigate the issue in detail. We believe in this regard we can
potentially find useful heuristics in our future research.

In line 5, the algorithm needs to choose the next branch (F0 or F1) to continue the
search process. There are a number of possibilities like: always F0 first, always F1 first,
random choice, according to the number of nodes in the ZDDs representing F0 and
F1, according to the indices appearing in the root nodes of the ZDDs representing F0
and F1, Considering the number of positive/negative appearance of the variables in F0
and F1 clauses and so on. We tried most of these possibilities and realized that in our
implementation they behave more or less the same, but we still believe that at this point
we can potentially improve the performance of our algorithm.

Storing all already solved subproblems and detecting the equality of two subproblems
(functions) is usually very expensive. We managed to overcome these difficulties thanks
to ZDDs. This data structure lets us to store the QBF matrix very efficiently and allowed
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us to store every subfunction created in the splitting step or obtained after the simplifi-
cation operations, with no or very little overheads (see Figure 5).

3.1 Using ZDDs to Represent a CNF Formula

A ZDD can be used to represent a set of subsets. We use this property to represent the
body of the QBF, which is supposed to be a propositional function in CNF. Since each
propositional CNF formula φ can be represented as a set of sets of literals [φ] we can
represent a CNF formula by means of a ZDD. In ZDDs, each path from the root to the
1-terminal corresponds to one clause of the set. In a path, if we pass through xi = 1
(toward its ’Then-child’), then xi exists in the clause, but if we pass through xi = 0
(toward its ’Else-child’) or we don’t pass through xi, then xi does not exist in the clause.

To represent the sets of clauses, i.e., a set of sets of literals, we assign two successive
ZDD indices to each variable, one index for positive and the next for its complemented
form [8]. Figure 5 shows how this idea works for a small CNF formula [10, 2]. In ZDDs
(like BDDs), the variable order can considerably affect the shape and size of the resulting
graph. As we pointed out earlier, in evaluating QBFs, the variable selection is strongly
restricted. In general the order of the prefix must be respected. In representing and
evaluating a QBF like Φ = ∃x1 . . .∀xnφ using ZDDs, we consider the extended literal
order x1 ≤ ¬x1 ≤ . . . ≤ xn ≤ ¬xn. The following theorem [8] gives a good estimate
for the size of the ZDD representing a CNF formula in the mentioned method.

Fig. 5. ZDD encoding of a CNF formula

Theorem 1. Let f be a formula in conjunctive normal form. The number of nodes of
the ZDD Γf encoding the set of clauses of f is always at most equal to the total number
of literals of f .

Due to the page limit we removed the proof (please contact the authors for the proof).
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3.2 Benefits of Using ZDDs Along Our MQDPLL-Algorithm

In Figure 5, we can also see another interesting characteristic of the ZDDs, that is,
their possibility of sharing nodes and subgraphs. In fact each node in a ZDD stands for a
unique function. In our search procedure, after the simplification operations and after the
splitting step, new functions arise. We noticed that many of these functions are the same,
therefore we let ZQSAT to retain all already produced functions along their solutions, to
prevent resolving the same functions (memoization). We mentioned earlier, this idea is
embedding dynamic programming/memoization to the DPLL Algorithm. In fact, after
inserting this possibility, ZQSAT managed to solve the instances known to be hard for
DPLL-based methods very fast (see Table 1).

Considering ZDDs as the data structure holding the formula affects the search algo-
rithm and its complexity considerably. Operations like detecting the unit clauses, detect-
ing mono variables, performing the unit/mono resolution and detecting the SAT/UNSAT
conditions depend strongly on the data structure holding the formula. Here we give some
rules concerning these operations. The rules can be derived from the basic properties
known for QBFs, some lemmas presented in [7] and the properties of representing CNF
clauses in a ZDD. Performing these operations with other data structures is often much
slower. Reminding that Minato [17] has presented efficient algorithms for set opera-
tions on ZDDs. His algorithms are mostly based on dynamic programming and efficient
caching techniques. We used them (through the CUDD package) in our research work.

In the following rules we suppose we have read the clauses and represented them in
a ZDD Γ . The rules are applicable when we are examining the satisfiability of Γ :

Rule 1 (Finding All Unit Clauses): A unit clause is a clause with exactly one literal.
If the literal is universally quantified, then the clause and subsequently the QBF is
unsatisfiable. If the literal is existentially quantified, then the truth value of the literal
can be determined uniquely. Let Γ = P (l1,Γ1,Γ2) be a ZDD where l1 is the topmost
literal in the variable order, then the literal l2 is a unit clause in Γ iff:

l2 = l1 and Γ1 contains the empty set. In other words, the literal appearing in the root
of the ZDD is a unit clause if moving to its Then-child followed by moving always
toward the Else-child leads us to the 1-terminal.

l2 ∈ var(Γ2) and l2 is a unit clause in Γ2. Note: if l2 ∈ var(Γ1) then it can not be a
unit clause.

Finding all unit clauses can be accomplished in at most (2 · n− 1)/2 steps, where n
is the number of variables in the set of clauses represented by Γ .

Rule 2 (Trivial UNSAT): If x is a unit-clause and it is universally quantified, then the
QBF formula is unsatisfiable. This operation needs only one comparison instruction and
can be done during the step of finding the unit clauses.

Rule 3 (Trivial UNSAT): If x is an existentially quantified unit-clause and its comple-
mentary literal is also a unit clause, then the QBF formula is unsatisfiable. This operation
can be performed during the identification of unit clauses.
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Rule 4 (Variable Assignment/Splitting Operation): Let Γ = (x,Γ1,Γ2) be our ZDD.
Considering x to be true, simplifies Γ to Union(Then(Γ2),Else(Γ2)). Similarly
considering x to be false, simplifies Γ to Union(Γ1,Else(Γ2)). This operation is
quadratic in the size of the ZDD.

Rule 5 (Propagation of a Unit Clause): If x is a unit clause and is located in the root
node then Γ can be simplified to Γ2. If Γ2 has complement of x in its root then the result
will be: Union(Then(Γ2),Else(Γ2)). On the other hand, if x is a unit clause but not
located in the root node then, first we must remove all the clauses including x as a literal
from Γ by Γ ′ = Subset0 (Γ, x). After this we must remove the complementary literal
of x, denoted by x from Γ ′ by Γ ′′ = Union(Subset1 (Γ ′, x),Subset0 (Γ ′, x)).

Rule 6 (Mono Variables): A literal l is monotone if its complementary literal does not
appear in the QBF. If l is existentially quantified we can replace it by true, which
simplifies Γ to Γ2, but if l is universally quantified we must replace it by false, which
simplifies Γ to Union(Γ1,Γ2).

Rule 7 (Detecting SAT/UNSAT): If the ZDD reduces to the 1-terminal then the QBF is
SAT. Similarly, if the ZDD reduces to 0-terminal then the QBF is UNSAT. This operation
needs only one comparison instruction.

These rules are the basic stones in implementing the operations needed in ZQSAT,
specially the unit resolution and mono literal reduction in MQDPLL procedure.

4 Experimental Results

We evaluated our algorithm by different known benchmarks presented in QBFLIB (QBF
satisfiability LIBrary) [19]. We run ZQSAT along the best existing QBF-Solvers such
as QuBE [12], Decide [20], Semprop [14] and QSolve [11]. The platform was a Linux
system on a 3000-Mhz, 2G-RAM desktop computer. We also considered 1G-RAM limit
which were never used totally by any of the above programs, and a 900 second timeout
which was enough for most solvers to solve many of benchmark problems.

The results we obtained show that ZQSAT is very efficient and in many cases better
than state-of-the-art QSAT solvers. It solves many instances which are known hard for
DPLL (semantic-tree) method, in a small fraction of a second (see Table 1 and Table 2).
Like almost all other QSAT solvers it is inefficient in solving random QBFs.According to
the well known counting theorem, the representation and evaluation of random instances
could not be done efficiently [16]. In the following we give more detailed information.

Structured Formulas: Most structured Formulas come form real word problems rep-
resented as a QBF. We used the benchmarks of Letz [19] and Rintanen [20]. The bench-
marks of Letz include instances known to be hard for DPLL (tree-based) QBF solvers.
ZQSAT is also a DPLL based algorithm, but it manages to solve those instances very
fast. In a real problem there are always some connections between its components, which
remain in some form in its corresponding QBF representation. This feature causes sim-
ilar subproblems to be generated during the search step, also assignment of values to
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Table 1. Comparison of the runtimes of different QBF solvers over a number of QBFs. The
instances are hard for tree-based QBF solvers (see Letz [19])

Problem QuBE Nr. Lookup No. Mem.
tree-exa- ZQSAT BJ Rel Decide Semprop QSolve Z Total Succ Rec.Calls

10-10 < .01 < .01 < .01 < .01 < .01 < .01 1 49 14 1277
10-15 < .01 < .01 < .01 0.06 0.01 < .01 1 79 24 40957
10-20 < .01 < .01 0.01 1.89 0.27 < .01 1 109 34 1310717
10-25 < .01 0.01 0.07 63.95 8.51 < .01 1 139 44 not solved
10-30 < .01 0.11 0.75 (?) 273.28 0.03 1 169 54 not solved
2-10 < .01 < .01 < .01 < .01 < .01 < .01 1 31 6 not solved
2-15 < .01 < .01 < .01 0.01 < .01 < .01 1 51 11 not solved
2-20 < .01 0.01 < .01 0.1 0.01 < .01 1 71 16 not solved
2-25 < .01 0.12 < .01 1.16 0.1 0.04 1 91 21 not solved
2-30 < .01 1.29 < .01 12.9 1.06 0.53 1 111 26 not solved
2-35 < .01 14.42 < .01 144.16 11.98 5.85 1 131 31 not solved
2-40 < .01 158.41 < .01 (?) 130.19 65.73 1 151 36 not solved
2-45 < .01 (?) < .01 (?) (?) 729.7 1 171 41 not solved
2-50 < .01 (?) < .01 (?) (?) (?) 1 191 46 not solved
(?): Not solved in 900 seconds

variables causes sharp simplification on generated subformulas. Therefore, our memo-
ization idea helps very much in these circumstances. Table 1 shows how ZQSAT is faster
than other recent QBF solvers in evaluating these benchmark problems.

The four rightmost columns in the table are provided to show the role and effect
of our memoization idea. The two columns which stand for the number of lookups
(total, successful) give us an estimate of the hit ratio, i.e. ’successful lookups’ versus ’all
lookups, which in our implementation is the same as the total recursive DPLL calls’.
We must be careful analyzing these numbers, because the number of total calls depends
strongly (sometimes exponentially) on the number of successful lookups. In order to
avoid such a misinterpretation we provided the rightmost column which displays the
number of DPLL recursive calls when no memoization is considered. In this condition
our implementation only managed to solve three smallest instances of Letz benchmarks
(in above mentioned platform and our 900 second time out). The column labeled with ’Z’
is in connection with construction of the initial ZDD for the formula. In fact we realized
that even in failing benchmarks, ZQSAT managed to make the initial ZDD soon.

Next, we considered the benchmarks of Rintanen, where some problems from AI
planning and other structured formulas are included. They include some instances form
blocks world problem, Towers of Hanoi, long chains of implications, as well as the
bw-large.a and bw-large.b blocks world problems. The experimental results for these
benchmarks are presented in Table 2. This table shows that ZQSAT works well on most
instances. We are comparable and in many cases better than other solvers. Let us mention
that ’Decide’ is specially designed to work efficiently for planning instances.

In Table 2 we see that our implementation could not solve any instance of blocks-
world. We observed that MQDPLL benefited very few times from the already solved
subformulas. In other words, our pruning method was not successful for this problem.
In fact this is a matter of pruning strategy, different pruning strategies behave differently
facing various sets of QBF benchmarks.
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Table 2. Comparison of different QBF solvers on a number of QBFs from the set of benchmarks
of Rintanen [20, 19]

Problem QuBE Nr. Lookup No. Mem.
tree-exa- ZQSAT BJ Rel Decide Semprop QSolve Z Total Succ Rec.Calls
B*3i.5.4 (?) (?) (?) 1.84 (?) (?) 1 (?) (?) not solved
B*3ii.4.3 (?) 0.81 0.01 0.01 2.25 (?) 1 (?) (?) not solved
B*3ii.5.2 (?) 23.25 0.41 0.02 65.76 (?) 1 (?) (?) not solved
B*3ii.5.3 (?) (?) 33.12 0.36 160.93 (?) 1 (?) (?) not solved
B*3iii.4 (?) 0.25 0.01 < .01 12 (?) 1 (?) (?) not solved
B*3iii.5 (?) (?) 0.48 0.1 0.53 (?) 1 (?) (?) not solved
B*4i.6.4 (?) (?) 264.76 1.28 (?) (?) 1 (?) (?) not solved
B*4ii.6.3 (?) (?) 27.64 1.1 (?) (?) 1 (?) (?) not solved
B*4ii.7.2 (?) (?) (?) 2.28 (?) (?) 1 (?) (?) not solved
B*4iii.6 (?) (?) 13.62 0.59 (?) (?) 1 (?) (?) not solved
B*4iii.7 (?) (?) (?) 67.28 (?) (?) 1 (?) (?) not solved
C*12v.13 2.66 0.12 1.41 0.19 0.06 1.96 1 72 11 12310
C*13v.14 3.76 0.26 3.44 0.38 0.13 6.52 1 78 12 24600
C*4v.15 5.27 0.55 9.17 0.77 0.27 21.98 1 84 13 49178
C*15v.16 7.08 1.22 24.21 1.62 0.54 62.53 1 90 14 98332
C*16v.17 9.43 3.09 60.68 3.31 1.14 205.72 1 96 15 196638
C*17v.18 12.49 5.86 148.58 6.9 2.43 633.44 1 102 16 393248
C*18v.19 16.2 12.87 352.21 14.4 5.12 (?) 1 108 17 786466
C*19v.20 21.01 31.93 840.26 30.29 10.59 (?) 1 114 18 1572900
C*20v.21 26.69 91.23 (?) 61.93 22.24 (?) 1 120 19 3145766
C*21v.22 33.17 195.12 (?) 129.24 46.61 (?) 1 126 20 not solved
C*22v.23 40.8 494.26 (?) 272.24 98.53 (?) 1 132 21 not solved
C*23v.24 50.24 (?) (?) 571.12 202.3 (?) 1 138 22 not solved
i*02 < .01 < .01 < .01 < .01 < .01 < .01 1 8 0 8
i*04 < .01 < .01 < .01 < .01 < .01 < .01 1 14 0 14
i*06 < .01 < .01 < .01 0.01 < .01 < .01 1 20 0 20
i*08 < .01 < .01 < .01 0.14 0.02 0.01 1 26 0 26
i*10 < .01 0.01 < .01 1.12 0.14 0.07 1 32 0 32
i*12 < .01 0.04 < .01 8.69 1.04 0.5 1 38 0 38
i*14 < .01 0.18 < .01 65.27 7.74 3.69 1 44 0 44
i*16 < .01 0.74 < .01 482.97 56.88 27.04 1 50 0 50
i*18 < .01 3.12 < .01 (?) 423.41 200.82 1 56 0 56
i*20 < .01 13.06 < .01 (?) (?) (?) 1 62 0 62
T*10.1.iv.20 2.65 (?) (?) 0.58 (?) (?) 1 43 0 43
T*16.1.iv.32 26.08 (?) (?) 7.38 (?) (?) 1 66 0 66
T*2.1.iv.3 < .01 < .01 < .01 < .01 < .01 < .01 1 10 0 10
T*2.1.iv.4 < .01 < .01 < .01 < .01 < .01 < .01 1 10 0 10
T*6.1.iv.11 (?) 2.1 205.75 4.78 2.25 3.66 1 (?) (?) not solved
T*6.1.iv.12 0.24 0.79 29.44 0.04 0.4 2.65 1 27 0 27
T*7.1.iv.13 (?) 37.45 (?) 63.87 39.7 134.02 1 (?) (?) not solved
T*7.1.iv.14 0.5 12.25 521.59 0.09 5.22 64.17 1 30 0 30
(?): Not solved in 900 seconds

Random Formulas: For random formulas we used the benchmarks of Massimo Nar-
izzano [19]. ZQSAT is inefficient in big unstructured instances. ZDDs are very good in
representing sets of subsets, but they are less useful, if the information is unstructured.
ZDDs explore and use the relation between the set of subsets. Therefore if there is no
relation between the subsets (clauses) then it could not play its role very well. Fortu-
nately, in real word problems there are always some connections between the problem
components. In our effort to investigate why ZQSAT is slow on the given instances, we
found that in these cases the already solved subformulas were never or too few times
used again, also the mono and unit resolution functions could not reduce the size of the
(sub)formula noticeably.
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5 Conclusion

In this paper we have presented ZQSAT, an algorithm to evaluate quantified Boolean
formulas. The experimental results show how it is comparable and in some cases faster
than the best existing QBF solvers. However, we still do not claim ZQSAT is the best con-
ceivable algorithm, but it shows how ZDDs along memoization can be used successfully
in QBF evaluation.
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Abstract. The paper proposes an approach for selecting partners in
multi-agent negotiation with the use of possibilistic case-based reasoning.
It predicts the possibility of successful negotiation with other agents
based on their past negotiation behaviour and the derived qualitative
expected utility for the current situation. The proposed approach allows
the agents to select their most prospective negotiation partners based
on a small sample of historical cases of previous negotiations even if
they are different from the current situation. Partner selection models
for both independent and correlated negotiation agents are detailed and
demonstrated with simple scenarios.

1 Introduction

Negotiation is a decentralised decision-making process of finding efficient agree-
ments between two or more partners in the presence of limited common knowl-
edge and conflicting preferences. It is a key mechanism for distributing tasks,
sharing resources, composing services and forming coalitions in multi-agent en-
vironments (e.g. [1], [2]). In relatively small environments a self-interested agent
can typically achieve its best results by negotiating with all agents that offer their
services (also resources, capabilities etc) and then choosing an agreement or de-
riving a compound agreement that best satisfies its negotiation objectives (e.g.
maximal payoff). However negotiation can be expensive in terms of the computa-
tional time and resources, and it can also be impractical to negotiate with a large
number of agents, especially in open dynamic environments. More importantly
it is always desirable to negotiate with the agents with whom there is a higher
chance of successful negotiation and reaching better agreements. Therefore se-
lection of most prospective partners for negotiation is of critical importance to
the practicality and efficiency of multi-agent negotiation.

The problem of partner selection is related to coalition formation that has
widely been studied in game theory and multi-agent interactions. However most
of the work in that area is concerned with decision mechanisms for forming
coalitions, and optimal coalition structures and their pay-off divisions (e.g. [3],
[4]), with little devotion to the negotiation partner selection context. A related
work by Banerjee and Sen [5] considers the problem of an agent deciding on
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which partnership of other agents to interact with given a number of the required
interactions and a model of the environment in the form of payoff structures of
each of these partnerships. The proposed probabilistic decision theory based
procedure for making the partner selection requires a considerable history of
repeated interactions for deriving probability distributions and makes a strong
assumption of the availability of the payoff structure for the partnership. The
selection problem of agents for negotiation has been addressed by Fatima et al in
[1] where the authors study the influence of the agents information states on the
negotiation equilibrium. The results obtained are useful for decision making in
situations where an agent has the option of choosing whom to negotiate with on
the basis of the amount of information that agents have about their opponents.

In this paper we propose an approach for selecting partners in multi-agent
negotiation with the use of possibilistic case-based reasoning. It employs the
principles of possibility based decision theory [6] for predicting the possibility
of successful negotiation with other agents based on their past negotiation be-
haviour and the derived qualitative expected utility for the main agent. This
method does not assume any specific payoff structure and allows the agent to
select its most prospective negotiation partners based on a small sample of his-
torical cases of previous negotiations even if they are different from the current
situation. The proposed approach resembles some principles of the possibilistic
case-based reasoning used to design bidding strategies in agent auctions pre-
sented in [7][8]. However our approach focuses on the partner selection problem
that can involve different combinations of agents rather then deciding on a value
of the single attribute bid. Moreover our approach considers situations of both
independent and correlated negotiation agents and proposes the corresponding
possibilistic case-based reasoning models using the discrete form of possibility
distribution.

The remainder of the paper is organized as follows. Section 2 briefly presents
some preliminaries including the problem outline and the principles of possibility-
based decision theory. The possibilistic case-based decision models of the inde-
pendent and correlated case-based reasoning for selecting negotiation partners
are detailed in Section 3. Illustrative examples of calculations for the proposed
models are presented in Section 4. Finally, Section 5 presents the generalization
of the models, and the conclusions and further work are presented in Section 6.

2 Preliminaries

2.1 Problem Definition

There are a number of agents offering services to the main agent that can use
them individually or aggregate in a compound service. The main agent needs
to select one or more agents as the most prospective negotiation partners with
whom the possibility of successful negotiation and reaching the best agreement is
the highest. The selection procedure needs to take into account potential depen-
dencies between the prospective partners. We apply possibility based decision
theory [6] to model the negotiation behaviour of the agents. Possibility theory is
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a complementary approach to probability theory. It provides the decision theo-
retical basis for prediction of the outcomes based on small historical data. If the
set of historical data is sufficiently large a statistical approach could be used for
calculating the probability of occurrence of particular outcome as an alternative.
However if there are very few cases of repeated situations the probability theory
can be less appropriate. We apply case-based reasoning assuming a principle
that: ”the more similar are the situations, the more possible that the outcomes
are similar”. This principle allows us to apply the information stored in the his-
tory of previous cases to the current problem even if a sample of the historical
data consists some inconsistencies such as two cases with the same situation but
different outcomes.

2.2 Possibility-Based Decision Theory

The main assumption of Possibility-based Decision Theory [6] is that every deci-
sion d induces a possibility distribution describing uncertainty about the actual
outcome. Let X = {x1, . . . , xp} denote a set of outcomes and d is a decision or
act. Then the possibility distribution πd is a function specifying which outcome
is more plausible after making a decision d: πd : X → V, where V is a linear
valuation scale with inf(V ) = 0 and sup(V ) = 1. The utility function u(x) as-
signs to each outcome a degree of preference in a set U: u : X → U. Similarly
inf(U) = 0 and sup(U) = 1. It is often assumed that U = V [6]. Choosing the
best decision means to choose possibility distribution by which the value of some
functional U is the highest [9]. If U(πd) ≤ U(πd′) then we prefer the decision d′

over d (d & d′). The functional U may be defined in the terms of pessimistic and
optimistic qualitative utilities:

QU−(π|u) = minx∈Xmax(1− π(x),u(x))

QU+(π|u) = maxx∈Xmin(π(x),u(x))

where QU−(π|u) and QU+(π|u) are neccesity and possibility measures respec-
tively or in other words, the Sugeno integrals of the utility function u with
respect to the necessity and possibility measures respectively [6].

3 Possibilistic Case-Based Decision Model

To find partners for negotiation we calculate the qualitative expected utility
based on the possibility of succesfull negotiation with other agents. To do this
we model negotiation behaviour of other agents and specify the utility of main
agent. The issues of negotiation are attributes corresponding to the agents pro-
viding services. This attributes may be availibilities (or other aggregated charac-
teristics) of services provided by agents which we are negotiating with. Without
losing the generality we initially consider the main agent negotiating with two
other agents. (the generalised case for multiple agents is presented later) Let
(at

1, a
t
2) denote the negotiation requirement of the main agent where at

i ∈ [0, 1].
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We assume that the agents will not offer more than the requirement. Therefore
our decion space is a cartesian product defined by a rectangle [0, at

1]× [0, at
2].

We store the historical data in a following way. Every situation i is described
by four parameters si = (ai

1, a
i
2, c

i
1, c

i
2) and every outcome is described by two

parameters oi = (∆ai
1,∆a

i
2) where

– ai
1 and ai

2 the initial requirements of main agent in the i-th negotiation with
the first and second agent

– ci0 and ci1 parameters specyfing main agent’s utility during the i-th negotia-
tion

– ∆ai
1 and ∆ai

2 values of the agreement after the i-th negotiation with the first
and second agent proportional to the requirement

We define utility function of the main agent as ν(x1, x2) = p(x1⊗x2) where:

p(x) =

⎧⎪⎨⎪⎩
1 if x > ct1
x−ct

0
ct
1−ct

0
if ct0 ≤ x ≤ ct1

0 if x < ct0

where x are all possible outcomes of negotiation with other agents obtained as
an aggregation: x = x1 ⊗ x2. ⊗ is a t-norm and we assure it as the product
operator x = x1 · x2 in our further calculations.

Assume that we have a history of t− 1 negotiations for other agents Ht−1:

Ht−1 = {ri = (si, oi); i ≤ t− 1}

An example of the history is presented in Table 1.

Table 1. Example of history with five cases and the current situation

i si oi

ai
1 ai

2 ci
0 ci

1 ∆ai
1 ∆ai

2

1 0.9 0.8 0.2 0.6 0.5 0.62
2 0.8 0.6 0.35 0.4 0.62 0.66
3 0.85 0.7 0.25 0.4 0.58 0.81
4 0.95 0.97 0.5 0.8 0.73 0.61
5 0.9 0.8 0.2 0.6 0.72 0.5
t 0.9 0.8 0.2 0.6

We model negotiation behaviour of potential partners in terms of possibility
theory by applying the principle ”the more similar are the situation desription
attributes, the more possible that the outcome attributes are similar”. Based on
the history we construct the fuction µt(y) as a prediction about possibility of
succesfull negotiation:

µt(y) = Max(si,oi)∈Ht−1S(si, st)⊗ P (oi, y) (1)
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where S and P are similarity relations [10] comparing situations and outcomes,
respectively. ⊗ is a t-norm which can be defined: a⊗ b = Min(a, b). We assume
the final function describing the possibility of succesful negotiation is decreasing
because if the agent agrees on some value with some degree of possibility p it
should also be able to agree on every lower value with at least such a degree p.
Therefore we need to modify the function obtained by formula (1). The modi-
fication will be described in the next section. Function before modification will
be called the density of possibility distribution and function after modification
will be called the possibility distribution.

3.1 Independent Case-Based Reasoning

We consider first the modelling of two agents separately. We calculate the pos-
sibility distribution encoding the possibility of the agent to agree on the value
of attribute (ag. availibility) during the negotiation. We apply the possibilistic
principle mentioned in previous section for the first agent to obtain its density
function:

µt
1(y1) = Max(si,oi)∈Ht−1S((ai

1, c
i
0, c

i
1), (a

t
1, c

t
0, c

t
1))⊗ P (∆ai

1, y1)

Similarly for the second agent:

µt
2(y2) = Max(si,oi)∈Ht−1S((ai

2, c
i
0, c

i
1), (a

t
2, c

t
0, c

t
1))⊗ P (∆ai

2, y2)

Now we give the full description of calculation for the one-dimensional pos-
sibility distributions. To obtain the density functions µt

1,µ
t
2 we divide the in-

terval [0, 1] corresponding to the first agent into m subintervals and consider
only the discrete points ηk ∈ {η1, η2, . . . , ηm} ⊂ [0, 1]. In a case of the second
agent we divide the interval [0, 1] into p intervals and obtain p discrete points
θl ∈ {θ1, θ2, . . . , θp} ⊂ [0, 1]. Of course the values of m and p may be equal.
Now we have to calculate a vector P i

1 = P1(∆ai
1) for the outcome ∆ai

1 of every
situation i in the history corresponding to the first agent.

P i
1 = P1(∆ai

1) = [P (∆ai
1, η1),P (∆ai

1, η2), . . . ,P (∆ai
1, ηm)]

This calculations can be done iteratively, i.e. every P i
1 can be calculated as a

auxiliary vector after negotiation number i. Analogically we calculate the vector
P i

2 = P2(∆ai
2) corresponding to the second agent:

P i
2 = P2(∆ai

2) = [P (∆ai
2, θ1),P (∆ai

2, θ2), . . . ,P (∆ai
2, θp)]

where P is the similarity relation. Having the sequences of auxiliary vectors:
{P i

1}i≤t−1 and {P i
2}i≤t−1 we calculate for our current situation si = (ai

1, a
i
2, c

i
0, c

i
1)

the sequences of comparisons with all situations in the history for the first agent:

{Si
1}i≤t−1 = {S((ai

1, c
i
0, c

i
1), (a

t
1, c

t
0, c

t
1))}i≤t−1

and for the second one:

{Si
2}i≤t−1 = {S((ai

2, c
i
0, c

i
1), (a

t
2, c

t
0, c

t
1))}i≤t−1.
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Having the sequence of vectors P i
1 and the sequence of values Si

1 we now
make an aggregation Si

1 ⊗ P i
1 for every i ≤ t− 1:

Si
1 ⊗ P i

1 = [Si
1 ⊗ P (∆ai

1, η1), Si
1 ⊗ P (∆ai

1, η2), . . . , Si
1 ⊗ P (∆ai

1, ηm)]

The same for the second agent:

Si
2 ⊗ P i

2 = [Si
2 ⊗ P (∆ai

2, θ1), Si
2 ⊗ P (∆ai

2, θ2), . . . , Si
2 ⊗ P (∆ai

2, θp)]

The vectors are calculated for every case i in the history Ht−1. Having all
the vectors we can finaly obtain the functions µt

1 and µt
2 by aggregating all the

vectors (for sake of notaion simplicity we state only i instead of (si, oi)):

µt
1 = [µt

1(η1),µt
1(η2), . . . ,µt

1(ηm)] =

[MaxiS
i
1 ⊗ P (∆ai

1, η1),MaxiS
i
1 ⊗ P (∆ai

1, η2), . . . ,MaxiS
i
1 ⊗ P (∆ai

1, ηm)]

Function µt
2 corresponding to the second agent:

µt
2 = [µt

2(θ1),µt
2(θ2), . . . ,µt

2(θp)] =

[MaxiS
i
2 ⊗ P (∆ai

2, θ1),MaxiS
i
2 ⊗ P (∆ai

2, θ2), . . . ,MaxiS
i
2 ⊗ P (∆ai

2, θp)]

The functions µt
1 and µt

2 are treated as densities of the possibility distribu-
tions. They specify how likely are the agents to agree on the values of attributes
∆at

1 and ∆at
2 during the negotiation. In terms of possibility measures it can be

defined as follows∏
({∆at

1}) = µt
1(∆a

t
1)

∏
({∆at

2}) = µt
2(∆a

t
2)

If it is possible that an agent can agree on the value of attribute ∆at
1 then it is

also possible that possibility of a lower value is at least the same. So we need to cal-
culate

∏
(ηk ≤ ∆at

1) =
∏

([∆at
1, 1]) (Figure 1). The final possibility distributions

are obtained from the possibilistic distribution densities in the following way:

πt
1(∆a

t
1) =

∏
([∆at

1, 1]) = sup{
∏

({ηk}) | ηk ≥ ∆at
1} = (2)

= sup{µt
1(ηk) | ηk ≥ ∆at

1}

πt
2(∆a

t
2) =

∏
([∆at

2, 1]) = sup{
∏

({θl}) | θl ≥ ∆at
2} = (3)

= sup{µt
2(θl) | θl ≥ ∆at

2}

The joined possibility distribution specyfing how likely are both agents to
agree on values (∆at

1,∆a
t
2) during the negotiation can be obtained in the fol-

lowing way:
πt(∆at

1,∆a
t
2) = πt

1(∆a
t
1)⊗ πt

2(∆a
t
2)

where ⊗ is a t-norm defined as before. To be able to select one or more agents for
negotiation we need to find a set of points maximizing the expected qualitative
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density

distribut

Fig. 1. Example of possibility distribution density and possibility distribution

utility in the decision space. By this points we mean the outcomes which are
optimaly good for the main agent and its partners. Such outcomes (or rather a
set of outcomes) - Pt can be obtained by aggregating the main agent’s utility
function and the qualitative utilities of other agents predicted by our model:

Pt = argMax(y1,y2)∈[0,1]2π
t(y1, y2)⊗ νt(y1, y2) (4)

Considering the point (bt1, b
t
2) ∈ Pt which is closest to the point (1, 1) we can

determine whom to negotiate with. We consider this point because it has the
highest utility in the set Pt. If the absolute difference of coordinates divided by
Max{bt1, bt2} exceeds some level ε ∈ [0, 1):

|bt1 − bt2|
Max{bt1, bt2}

≥ ε (5)

then we choose only one of agents for negotiation for whom the corresponding
coordinate is larger (for instance if bt1 ≥ bt2 then we choose A1). If the con-
dition (5) is not satisfied the the possibility of succesful negotiation with both
agents is sufficiently undiscriminated and we have to negotiate with both agents:
{A1,A2}.

3.2 Correlated Case-Based Reasoning

In some situations there may be some correlation between the two agents with
which we are negotiating, e.g. an attribute of one agent may depend on an at-
tribute of the second one. Therefore we consider the case in which the possibility
distribution is calculated in a twodimensional form from the beginning. We apply
the possibilistic principle in two dimensional cases as follows:

µt(y1, y2) = Max(si,oi)∈Ht−1S((ai
1, a

i
2, c

i
0, c

i
1), (a

t
1, a

t
2, c

t
0, c

t
1))

⊗ P ((∆ai
1,∆a

i
2), (y1, y2))

The outcomes of every historical case are rescaled in the same way as in the
previous section. The decision space which is defined by a square [0, 1]2 is divided
into m× p rectangles and we consider only discrete points (ηk, θl) ∈ [0, 1]2.
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For every case ri in the history we calculate an auxiliary matrix P i = P (oi)
depending on the outcome oi = (∆ai

1,∆a
i
2) as follows:

P i = P (oi) = P (∆ai
1,∆a

i
2) = [P (∆ai

1,∆a
i
2), (ηk, θl))]k≤m,l≤p

As in the previous sections this calculation can be done iteratively. Having
the sequence of matrices {P i}i≤t−1 we calculate a sequence of comparisons of
our current situation with all situations in the history Ht−1:

{Si}i≤t−1 = {S(si, st)}i≤t−1 = {S((ai
1, a

i
2, c0, c1), (a

t
1, a

t
2, c0, c1))}i≤t−1

Having the sequence of matrices P i and the sequence of values Si we can
make an aggregation Si ⊗ P i for every i ≤ t− 1:

Si ⊗ P i = [Si ⊗ P ((∆ai
1,∆a

i
2), (ηk, θl))]k≤m,l≤p

Having all the matrices we can finaly obtain the function µt by aggregating
the matrices (for sake of notation simplicity we state only i instead of (si, oi)):

µt = [MaxiS
i ⊗ P ((∆ai

1,∆a
i
2), (ηk, θl))]k≤m,l≤p

The function µt specifies how likely are the agents to agree on the values
of attributes (∆ai

1,∆a
i
2) during the negotiation and is treated as density of

possibility distribution. In terms of possibility measures it can be defined as
follows: ∏

({ot}) =
∏

({∆ai
1,∆a

i
2}) = µt(∆ai

1,∆a
i
2)

If it is possible for the agents to agree on the values of attributes ∆at
1 and

∆at
2 then it is also possible for them to agree on every smaller value on at least

the same level of possibility. So we can calculate
∏

([∆at
1, 1]× [∆at

2, 1]). The final
possibility distribution is obtained from the possibilistic distribution density in
following way:

πt(ot) =
∏

([∆at
1, 1]× [∆at

2, 1]) =

= sup{µt(ηk, θl) | ηk ≥ ∆at
1, θl ≥ ∆at

2} =
= sup{sup{µt(ηk, θl) ηk ≥ ∆at

1} θl ≥ ∆at
2}

The selection of agents for negotiation is done in the same way as in the
previous section.

4 Example of Calculations

4.1 Independent Reasoning Case

To demonstrate the proposed approach we make calculations based on the his-
torical data from Table 1 in Section 3: The results are shown in Figure 2. It
can be noted that in the case st=6 = (0.9, 0.2, 0.6) the density of possibility
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Fig. 2. Density of possibility distribution for the first agent - µt
1 = [0, 0, 0.2, 0.6, 1, 0.6, 1,

0.6, 0.2, 0] and its possibility distribution - πt
1 = [1, 1, 1, 1, 1, 1, 1, 0.6, 0.2, 0]

Fig. 3. Density of possibility distribution for the second agent - µt
2 =[0, 0, 0.2, 0.6, 1, 1,

0.6, 0.54, 0.54, 0.2] and its possibility distribution - πt
2 =[1,1,1,1,1,1, 0.6, 0.54, 0.54, 0.2]

distribution for the first agent has two equally important maxima. It means
that in the history we have two cases which have the same input values as our
current case (we observe full similarity between current situation and the situ-
ations s1 = (0.9, 0.2, 0.6) and s5 = (0.9, 0.2, 0.6)). The outputs of s1 and s5 are
∆a1

1 = 0.5,∆a5
1 = 0.72. Therefore the maxima are situated in points 0.5 and

0.72. The third case in the history s3 = (0.85, 0.7, 0.25) is the third most similar
situation to our current one and its outcome is ∆a3

1 = 0.58. The high value
(0.6) in this point corresponds to the similarity of s3 and st. The next step is
the calcultion of possbility distribution πt

1 (Figure 2). The calculations for the
second agent are analogous and the results are plotted in fugure (3). Having
the possbility distributions of two services πt

1 and πt
2 we aggregate them with

t-norm and obtain joint possibility distribution πt (Figure 4):

πt(y1, y2) = πt
1(y1)⊗ πt

2(y2)

We aggregate the possibility distribution πt with the utility function νt and
obtain the optimal decision set:

Pt = argMax(ηk,θl)∈[0,1]2π
t(ηk, θl)⊗ νt(ηk, θl)

From Figure 5 we see that the set of points with expected utility 0.54 is:
P6 = {(0.8, 0.8), (0.7, 0.9), (0.8, 0.9)}. From the set we choose the point (0.8, 0.9).
The values of coordinates are close: |0.9 − 0.8| = 0.1. Therefore criterion (5) is
not satisfied and we have to negotiate with both agents {A1,A2}.
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4.2 Correlated Reasoning Case

For the case st=6 = (0.9, 0.8, 0.2, 0.6) the distribution density has two strong
equally important maxima (Figure 6). As discussed in previous sections this
means that in the history we have two cases with input identical to our cur-
rent one. These are the cases s1 and s5. The values of outcomes of these sit-
uations are: (∆a1

1,∆a
1
2) = (0.5, 0.62) and (∆a5

1,∆a
5
2) = (0.72, 0.5). That is

why the maxima occur in these points. We observe another weaker maximum
(0.77) in point (0.58, 0.81). This point corresponds to third case in the history
s3 = (0.85, 0.7, 0.25, 0.4) with the outcome (∆a3

1,∆a
3
2) = (0.58, 0.81). The next

step is the calculation of two-dimensional possibility distribution (Figure 7). The
determination of optimal decision set and selection of agents for negotiation is
done in the same way as in previous section.

5 Multilateral Case

The selection of agents for negotiation can be generalized to the multiagent case.
In this situation we have to choose a subset of m agents {Aj1 ,Aj2 , . . . ,Ajm

} from
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Fig. 7. Two-dimensional possibility distribution - π6

a set of n candidates {A1,A2, . . . ,An} for negotiation. First of all we need utility
function of agent A0. Analogous as in Section 3 we define it as:

ν(y1, y2, . . . , yn) = p(y1 · y2 · . . . · yn)

We store the historical data as a sequence of pairs ri = (si, oi) where the
situation is described by n+2 numbers: si = (ai

1, a
i
2, . . . , a

i
n, ci0, c

i
1) and outcome

is described by n numbers oi = (∆ai
1,∆a

i
1, . . . ,∆a

i
n). Analogically as in Section

3.1 we model separately every agent Ai. Based on the possibilistic case-based
reasoning we obtain predictions of behaviour for every agent Ai in a form of
the possibility distribution πt

i . Then we calculate a joint possibility distribution
specyfing the prediction about all agents:

πt(y1, y2, . . . , yn) = πt
1(y1)⊗ πt

2(y2)⊗ . . .⊗ πt
n(yn)

where ⊗ is as usually a t-norm. Having the prediction about partners of agent
A0 and its utility function we can make an aggregation to obtain the optimal
decision set Pt:

Pt = argMax(y1,y2,...,yn)π
t(y1, y2, . . . , yn)⊗ νt(y1, y2, . . . , yn)

Next we choose from the set Pt the point (bt1, b
t
2, . . . , b

t
n) nearest to point

(1, 1, . . . , 1) because it is most beneficial for the main agent and order its coor-
dinates to obtain a sequence btj1 , b

t
j2

, . . . , btjn
(btj1 ≥ btj2 ≥ . . . ≥ btjn

). From this
ordering we derive the order of agents j1, j2, . . . , jn. The earlier the agent is in
the sequence the higher possibilistic expected utility meaning that it is more
beneficial to negotiate with the agent then with others later in the order. If we
want to choose a subset of agents for negotiation from the whole set of agents
we have to determine division of the ordering into two parts. The criterion may
have a following form: we choose agents Aj1 ,Aj2 , . . . ,Ajs

for negotiation if the
condition

| 1s
∑s

i=1 bji
− 1

n−s

∑n
i=s+1 bji

|
Max{ 1

s

∑s
i=1 bji

, 1
n−s

∑n
i=s+1 bji

}
≥ ε (6)

is satisfied, where ε is some treshold. Criterion (6) states that if the mean val-
ues of two clusters are distant enough we choose the first cluster of agents for
negotiation.
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6 Conclusions and Future Work

The paper proposed a possibilistic case-based reasoning for selecting negotiation
partners. We constructed the prediction about possibility of succesful negotia-
tion in the terms of possibility distribution. This information was applied for
calculation of the qualitative expected utility for the current situation. This ap-
proach allows the agent to select a subset of the best partners which are most
promising for negotiation based on their behaviour in previous negotiations. Two
models of selecting partners were considered for the independent and correlated
negotiation agents.

In our future work we will consider more parameters that could be taken
into acount in situation description and analyse which parameters influence the
outcome mostly. We will use the possbilistic case-based reasoning for the deci-
sion making during the whole negotiation process. We will also consider multi-
attribute partners selection and multi-stage negotiation extending the model
proposed in this paper.
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Abstract. Most propagation-based set constraint solvers approximate
the set of possible sets that a variable can take by upper and lower
bounds, and perform so-called set bounds propagation. However Lagoon
and Stuckey have shown that using reduced ordered binary decision dia-
grams (ROBDDs) one can create a practical set domain propagator that
keeps all information (possibly exponential in size) about the set of pos-
sible set values for a set variable. In this paper we first show that we can
use the same ROBDD approach to build an efficient bounds propaga-
tor. The main advantage of this approach to set bounds propagation is
that we need not laboriously determine set bounds propagations rules for
each new constraint, they can be computed automatically. In addition
we can eliminate intermediate variables, and build stronger set bounds
propagators than with the usual approach. We then show how we can
combine this with the set domain propagation approach of Lagoon and
Stuckey to create a more efficient set domain propagation solver.

1 Introduction

It is often convenient to model a constraint satisfaction problem (CSP) using
finite set variables and set relationships between them. A common approach to
solving finite domain CSPs is using a combination of a global backtracking search
and a local constraint propagation algorithm. The local propagation algorithm
attempts to enforce consistency on the values in the domains of the constraint
variables by removing values from the domains of variables that cannot form part
of a complete solution to the system of constraints. Various levels of consistency
can be defined, with varying complexities and levels of performance.

The obvious representation of the true domain of a set variable as a set of
sets is too unwieldy to solve many practical problems. For example, a set vari-
able which can take on the value of any subset of {1, . . . , N} has 2N elements in
its domain, which rapidly becomes unmanageable. Instead, most set constraint
solvers operate on an approximation to the true domain of a set variable in order
to avoid the combinatorial explosion associated with the set of sets representa-
tion. One such approximation [4, 7] is to represent the domain of a set variable
by upper and lower bounds under the subset partial ordering relation. A set
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bounds propagator attempts to enforce consistency on these upper and lower
bounds. Various refinements to the basic set bounds approximation have been
proposed, such as the addition of upper and lower bounds on the cardinality of
a set variable [1].

However, Lagoon and Stuckey [6] demonstrated that it is possible to use re-
duced ordered binary decision diagrams (ROBDDs) as a compact representation
of both set domains and of set constraints, thus permitting set domain propa-
gation. A domain propagator ensures that every value in the domain of a set
variable can be extended to a complete assignment of all of the variables in a
constraint. The use of the ROBDD representation comes with several additional
benefits. The ability to easily conjoin and existentially quantify ROBDDs allows
the removal of intermediate variables, thus strengthening propagation, and also
makes the construction of propagators for global constraints straightforward.

Given the natural way in which ROBDDs can be used to model set constraint
problems, it is therefore worthwhile utilising ROBDDs to construct other types
of set solver. In this paper we extend the work of Lagoon and Stuckey [6] by
using ROBDDs to build a set bounds solver. A major benefit of the ROBDD-
based approach is that it frees us from the need to laboriously construct set
bounds propagators for each new constraint by hand. The other advantages of
the ROBDD-based representation identified above still apply, and the result-
ing solver performs very favourably when compared with existing set bounds
solvers.

Another possibility that we have investigated is an improved set domain
propagator which splits up the domain representation into fixed parts (which
represent the bounds of the domain) and non-fixed parts. This helps to limit the
size of the ROBDDs involved in constraint propagation and leads to improved
performance in many cases.

The contributions of this paper are:
– We show how to represent the set bounds of (finite) set variables using

ROBDDs. We then show how to construct efficient set bounds propagators
using ROBDDs, which retain all of the modelling benefits of the ROBDD-
based set domain propagators.

– We present an improved approach for ROBDD-based set domain propagators
which splits the ROBDD representing a variable domain into fixed and non-
fixed parts, leading to a substantial performance improvement in many cases.

– We demonstrate experimentally that the new bounds and domain solvers
perform better in many cases than existing set solvers.

The remainder of this paper is structured as follows. In Section 2 we define
the concepts necessary when discussing propagation-based constraint solvers.
Section 3 reviews ROBDDs and their use in the domain propagation approach
of Lagoon and Stuckey [6]. Section 4 investigates several new varieties of prop-
agator, which are evaluated experimentally in Section 5. In Section 6 we
conclude.
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2 Propagation-Based Constraint Solving

In this section we define the concepts and notation necessary when discussing
propagation-based constraint solvers. Most of these definitions are identical to
those presented by Lagoon and Stuckey [6], although we repeat them here for
self-containedness.

Let L denote the powerset lattice 〈P(U),⊆〉, where the universe U is a finite
subset of Z. A subset K ⊆ L is said to be convex if and only if for any a, b ∈ K
and any c ∈ L the relation a ⊆ c ⊆ b implies c ∈ K. A collection of sets C ⊆ L is
said to be an interval if there are sets a, b ∈ L such that C = {x ∈ L | a ⊆ x ⊆ b}.
We then refer to C by the shorthand C = [a, b]. Clearly an interval is convex.

For any finite collection of sets x = {a1, a2, . . . , an}, we define the convex
closure operation conv : L → L by conv(x) = [∩a∈xa,∪a∈xa].

Let V denote the set of all set variables. Each set variable has an associated
finite collection of possible values from L (which are themselves sets).

A domain D is a complete mapping from the fixed finite set of variables V
to finite collections of finite sets of integers. We often refer to the domain of a
variable v, in which case we mean the value of D(v). A domain D1 is said to be
stronger than a domain D2, written D1 � D2, if D1(v) ⊆ D2(v) for all v ∈ V. A
domain D1 is equal to a domain D2, written D1 = D2, if D1(v) = D2(v) for all
variables v ∈ V. We extend the concept of convex closure to domains by defining
ran(D) to be the domain such that ran(D)(x) = conv(D(x)) for all x ∈ V.

A valuation θ is a set of mappings from the set of variables V to sets of
integer values, written {x1 �→ d1, . . . , xn �→ dn}. A valuation can be extended to
apply to constraints involving the variables in the obvious way. Let vars be the
function that returns the set of variables appearing in an expression, constraint
or valuation. In an abuse of notation, we say a valuation is an element of a
domain D, written θ ∈ D, if θ(vi) ∈ D(vi) for all vi ∈ vars(θ).

Constraints, Propagators and Propagation Solvers. A constraint is a restriction
placed on the allowable values for a set of variables. We define the following
primitive set constraints: (membership) k ∈ v, (non-membership) k /∈ v, (con-
stant) u = d, (equality) u = v, (subset) u ⊆ w, (union) u = v ∪w, (intersection)
u = v ∩ w, (difference) u = v \ w, (complement) u = v, (cardinality) |v| = k,
(lower cardinality bound) |v| ≥ k, (upper cardinality bound) |v| ≤ k, where
u, v,w are set variables, k is an integer, and d is a ground set value. We can
also construct more complicated constraints which are (possibly existentially
quantified) conjunctions of primitive set constraints.

We define the solutions of a constraint c to be the set of valuations θ that
make that constraint true, ie. solns(c) = {θ | (vars(θ) = vars(c)) ∧ (� θ(c))}.

We associate a propagator with every constraint. A propagator f is a mono-
tonically decreasing function from domains to domains, so D1 � D2 implies that
f(D1) � f(D2), and f(D) � D. A propagator f is correct for a constraint c if
and only if for all domains D:
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{θ | θ ∈ D} ∩ solns(c) = {θ | θ ∈ f(D)} ∩ solns(c)

This is a weak restriction since, for example, the identity propagator is correct
for any constraints.

A propagation solver solv(F,D) for a set of propagators F and a domain
D repeatedly applies the propagators in F starting from the domain D until a
fixpoint is reached. In general solv(F,D) is the weakest domain D′ � D which
is a fixpoint (ie. f(D′) = D′) for all f ∈ F .

Domain and Bounds Consistency. A domain D is domain consistent for a con-
straint c if D is the strongest domain containing all solutions θ ∈ D of c. In other
words D is domain consistent if there does not exist D′ � D such that θ ∈ D
and θ ∈ solns(c) implies θ ∈ D′.

A set of propagators F maintain domain consistency for a domain D if
solv(F,D) is domain consistent for all constraints c.

We define the domain propagator for a constraint c as

dom(c)(D)(v) =

{
{θ(v) | θ ∈ D ∧ θ ∈ solns(c)} if v ∈ vars(c)
D(v) otherwise

Since domain consistency is frequently difficult to achieve for set constraints,
instead the weaker notion of bounds consistency is often used. We say that a
domain D is bounds consistent for a constraint c if for every variable v ∈ vars(c)
the upper bound of D(v) is the union of the values of v in all solutions of c in D,
and the lower bound of D(v) is the intersection of the values of v in all solutions
of c in D.

A set of propagators F maintain set bounds consistency for a constraint c if
solv(F,D) is bounds consistent for all domains D.

We define the set bounds propagator for a constraint c as

sb(c)(D)(v) =

{
conv(dom(c)(ran(D))(v)) if v ∈ vars(c)
D(v) otherwise

3 ROBDDs and Set Domain Propagators

We make use of the following Boolean operations: ∧ (conjunction), ∨ (disjunc-
tion), ¬ (negation), → (implication), ↔ (bi-implication) and ∃ (existential quan-
tification). We denote by ∃V F the formula ∃x1 · · · ∃xnF where V = {x1, . . . , xn},
and by ∃̄V F we mean ∃V ′F where V ′ = vars(F ) \ V .

Binary Decision Trees (BDTs) are a well-known method of representing
Boolean functions on Boolean variables using complete binary trees. Every
internal node n(v, f, t) in a BDT r is labelled with a Boolean variable v, and has
two outgoing arcs — the ‘false’ arc (to BDT f) and the ‘true’ arc (to BDT t).
Leaf nodes are either 0 (false) or 1 (true). Each node represents a single test of
the labelled variable; when traversing the tree the appropriate arc is followed
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Fig. 1. ROBDDs for (a) LU = v3 ∧¬v4 ∧¬v5 ∧v6 ∧v7 (b) R = ¬(v1 ↔ v9)∧¬(v2 ↔ v8)
and (c) LU ∧R (omitting the node 0 and arcs to it). Solid arcs are “then” arcs, dashed
arcs are “else” arcs

depending on the value of the variable. Define the size |r| as the number of in-
ternal nodes in an ROBDD r, and VAR(r) as the set of variables v appearing
in some internal node in r. A Binary Decision Diagram (BDD) is a variant of a
Binary Decision Tree that relaxes the tree requirement, instead representing a
Boolean function as a directed acyclic graph with a single root node by allowing
nodes to have multiple parents. This permits a compact representation of many
(but not all) Boolean functions.

Two canonicity properties allow many operations on a BDD to be performed
very efficiently [3]. A BDD is said to be reduced if it contains no identical nodes
(that is, nodes with the same variable label and identical then and else arcs)
and has no redundant tests (no node has both then and else arcs leading to the
same node). A BDD is said to be ordered if there is a total ordering ≺ of the
variables, such that if there is an arc from a node labelled v1 to a node labelled
v2 then v1 ≺ v2. A reduced ordered BDD (ROBDD) has the nice property that
the function representation is canonical up to variable reordering. This permits
efficient implementations of many Boolean operations.

We shall be interested in a special form of ROBDDs. A stick ROBDD is
an ROBDD where for every internal node n(v, f, t) exactly one of f or t is the
constant 0 node.

Example 1. Figure 1(a) gives an example of a stick ROBDD representing the
formula v3∧¬v4∧¬v5∧v6∧v7. Figure 1(b) gives an example of a more complex
ROBDD representing the formula ¬(v1 ↔ v9) ∧ ¬(v2 ↔ v8). One can verify
that the valuation {v1 �→ 1, v2 �→ 0, v8 �→ 1, v9 �→ 0} makes the formula true by
following the path right, left, right, left from the root.

3.1 Modelling Set Domains Using ROBDDs

The key step in building set domain propagation using ROBDDs is to realise
that we can represent a finite set domain using an ROBDD.
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If x is a set variable and A ∈ D(x) is a subset of {1, . . . , N}, then we can
represent A as a valuation θ over the Boolean variables V (x) = {x1, . . . , xN},
where θA = {xi �→ 1 | i ∈ A} ∪ {xi �→ 0 | i �∈ A}. The domain of x can be
represented as a Boolean formula φ which has as solutions {θA | A ∈ D(x)}. We
will order the variables x1 ≺ x2 · · · ≺ xN .

An ROBDD allows us to represent (some) subsets of P({1, . . . , N}) effi-
ciently. For example the subset S = {{3, 6, 7, 8, 9}, {2, 3, 6, 7, 9}, {1, 3, 6, 7, 8},
{1, 2, 3, 6, 7}}, where N = 9, is represented by the ROBDD in Figure 1(c). In par-
ticular, an interval can be compactly represented as a stick ROBDD of a conjunc-
tion of positive and negative literals (corresponding to the lower bound and the
complement of the upper bound respectively). For example the subset conv(S) =
[{3, 6, 7}, {1, 2, 3, 6, 7, 8, 9}] is represented by the stick ROBDD in Figure 1(a).

3.2 Modelling Primitive Set Constraints Using ROBDDs

We will convert each primitive set constraint c to an ROBDD B(c) on the
Boolean variable representations V (x) of its set variables x. By ordering the
variables in each ROBDD carefully we can build small representations of the
formulae. The pointwise order of Boolean variables is defined as follows. Given
set variables u ≺ v ≺ w ranging over sets from {1, . . . , N} we order the Boolean
variables as u1 ≺ v1 ≺ w1 ≺ u2 ≺ v2 ≺ w2 ≺ · · ·un ≺ vn ≺ wn.

By ordering the Boolean variables pointwise we can guarantee linear sized
representations for B(c) for each primitive constraint c except those for cardi-
nality. The size of the representations of B(k ∈ v) and B(k �∈ v) are O(1), while
B(v = w), B(v = d), B(v ⊆ w), B(u = v ∪ w), B(u = v ∩ w), B(u = v \ w),
B(v = w̄) and B(v �= w) are all O(N), and B(|v| = k), B(|v| ≤ k) and B(|v| ≥ k)
are all O(k × (N − k)). For more details see [6].

3.3 ROBDD-Based Set Domain Propagation

Lagoon and Stuckey [6] demonstrated how to construct a set domain propagator
dom(c) for a constraint c using ROBDDs. If vars(c) = {v1, . . . , vn}, then we
have the following description of a domain propagator:

dom(c)(D)(vi) = ∃V (vi)(B(c) ∧
n∧

j=1

D(vj)) (1)

Since B(c) and D(vj) are ROBDDs, we can directly implement this formula
using ROBDD operations. In practice it is more efficient to perform the exis-
tential quantification as early as possible to limit the size of the intermediate
ROBDDs. Many ROBDD packages provide an efficient combined conjunction
and existential quantification operation, which we can utilise here. This leads to
the following implementation:

φ0
i = B(c)

φj
i =

{
∃V (vj)(D(vj) ∧ φj−1

i ) 1 ≤ i, j ≤ n, i �= j

φi−1
i i = j

dom(c)(D)(vi) = D(vi) ∧ φn
i

(2)
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The worst case complexity is still O(|B(c)|×Πn
j=1|D(vj)|). Note that some of

the computation can be shared between propagation of c for different variables
since φj

i = φj
i′ when j < i and j < i′.

4 Set Bounds and Split Domain Propagation

4.1 Set Bounds Propagation Using ROBDDs

ROBDDs are a very natural representation for sets and set constraints, so it
seems logical to try implementing a set bounds propagator using ROBDD tech-
niques. Since set bounds are an approximation to a set domain, we can con-
struct an ROBDD representing the bounds on a set variable by approximating
the ROBDD representing a domain. Only a trivial change is needed to the set
domain propagator to turn it into a set bounds propagator.

The bounds on a set domain can be easily identified from the corresponding
ROBDD representation of the domain. In an ROBDD-based domain propagator,
the bounds on each set variable correspond to the fixed variables of the ROBDDs
representing the set domains. A BDD variable v is said to be fixed if either for
every node n(v, t, e) t is the constant 0 node, or for every node n(v, t, e) e is the
constant 0 node. Such variables can be identified in a linear time scan over the
domain ROBDD. For convenience, if φ is an ROBDD, we write �φ� to denote
the ROBDD representing the conjunction of the fixed variables of φ. Note that
if φ represents a set of sets S, then �φ� represents conv(S). For example, if φ is
the ROBDD depicted in Figure 1(c), then �φ� is the ROBDD of Figure 1(a).

We can use this operation to convert our domain propagator into a bounds
propagator by discarding all of the non-fixed variables from the ROBDDs repre-
senting the variable domains after each propagation step. Assume that D(v) is
always a stick ROBDD, which will be the case if we have only been performing
set bounds propagation. If c is a constraint, and vars(c) = {v1, . . . , vn}, we can
construct a set bounds propagator sb(c) for c thus:

φ0 = B(c)
φj = ∃VAR(D(vj))(D(vj) ∧ φj−1)

sb(c)(D)(vi) = ∃V (vi)(D(vi) ∧ �φn�)

(3)

Despite the apparent complexity of this propagator, it is significantly faster
than a domain propagator for two reasons. Firstly, since the domains D(v)
are sticks, the resulting conjunctions φj are always decreasing (technically non-
increasing) in size, hence the corresponding propagation is much faster. Overall
the complexity can be made O(|B(c)|).

As an added bonus, we can use the updated set bounds to simplify the
ROBDD representing the propagator. Since fixed variables will never interact
further with propagation they can be projected out of B(c), so we can replace
B(c) by ∃VAR(�φn�)φn. In practice it turns out to be more efficient to replace
B(c) by φn since this has already been calculated.
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This set bounds solver retains many of the benefits of the ROBDD-based
approach, such as the ability to remove intermediate variables and the ease
of construction of global constraints, in some cases permitting a performance
improvement over more traditional set bounds solvers.

4.2 Split Domain Propagation

One of the unfortunate characteristics of ROBDDs is that the size of the BDD
representing a function can be very sensitive to the variable ordering that is
chosen. If the fixed variables of a set domain do not appear at the start of
the variable ordering, then the ROBDD for the domain in effect can contain
several copies of the stick representing those variables. For example, Figure 1(c)
effectively contains several copies of the stick in Figure 1(a). Since many of the
ROBDD operations we perform take quadratic time, this larger than necessary
representation costs us in performance.

In the context of groundness analysis of logic programs Bagnara [2] demon-
strated that better performance can be obtained from an ROBDD-based pro-
gram analyzer by splitting an ROBDD up into its fixed and non-fixed parts. We
can apply the same technique here.

We split the ROBDD representing a domain D(v) into a pair of ROBDDs
(LU ,R). LU is a stick ROBDD representing the Lower and Upper set bounds
on D(v), and R is a Remainder ROBDD representing the information on the
unfixed part of the domain. Logically D = LU ∧R. We will write LU(D(v)) and
R(D(v)) to denote the LU and R parts of D(v) respectively.

The following result provides an upper bound of the size of the split domain
representation (proof omitted for space reasons):

Proposition 1. Let D be an ROBDD, LU = �D�, and R = ∃VAR(LU)D. Then
D ↔ LU ∧R and |LU |+ |R| ≤ |D|. �

Note that |D| can be O(|LU | × |R|). For example, considering the ROBDDs
in Figure 1 where LU is shown in (a), R is in (b) and D = LU ∧ R in (c) we
have that |LU | = 5 and |R| = 9 but |D| = 9 + 4× 5 = 29.

We construct the split propagator as follows: First we eliminate any fixed
variables (as in bounds propagation) and then apply the domain propagation on
the “remainders” R. We return a pair (LU ,R) of the new fixed variables, and
new remainder.

φ0 = B(c)

φj = ∃VAR(LU(D(vj)))(LU(D(vj)) ∧ φj−1)

δi = ∃V (vi) (φn ∧
n∧

j=1

R(D(vj)))

βi = LU(D(vi)) ∧ �δi�

dom(c)(D)(vi) = (βi,∃VAR(βi)δi)

(4)

For efficiency each δi should be calculated in an analogous manner to φn
i of

Equation (2).
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There are several advantages to the split domain representation. Proposition 1
tells us that the split domain representation is effectively no larger the simple do-
main representation. In many cases, the split representation can be substantially
smaller, thus speeding up propagation. Secondly, we can use techniques from the
bounds solver implementation to simplify the ROBDDs representing the con-
straints as variables are fixed during propagation. Thirdly, it becomes possible
to mix the use of set bounds which operate only on the LU component of the
domain with set domain propagators that need complete domain information.

5 Experimental Results

We have extended the set domain solver of Lagoon and Stuckey [6] to incorporate
a set bounds solver and a split set domain solver. The implementation is written
in Mercury [9] interfaced with the C language ROBDD library CUDD [8].

A series of experiments were conducted to compare the performance of the
various solvers on a 933Mhz Pentium III with 1 Gb of RAM running Debian
GNU/Linux 3.0. For the purposes of comparison benchmarks were also imple-
mented using the ic sets library of ECLiPSe v5.6 [5]. Since our solvers do not
yet incorporate an integer constraint solver, we are limited to set benchmarks
that utilise only set variables.

5.1 Steiner Systems

A commonly used benchmark for set constraint solvers is the calculation of small
Steiner systems. A Steiner system S(t, k, N) is a set X of cardinality N and a
collection C of subsets of X of cardinality k (called ‘blocks’), such that any
t elements of X are in exactly one block. Steiner systems are an extensively
studied branch of combinatorial mathematics. If t = 2 and k = 3 we have the
so-called Steiner Triple Systems, which are often used as benchmarks [4, 6]. Any
Steiner system must have exactly m =

(
N
t

)
/
(
k
t

)
blocks (Theorem 19.2 of [10]).

We use the same modelling of the problem as Lagoon and Stuckey [6], ex-
tended for the case of more general Steiner Systems. We model each block as a
set variable s1, . . . , sm, with the constraints:

m∧
i=1

(|si| = k) (5)

∧
m−1∧
i=1

m∧
j=i+1

(∃uij .uij = si ∩ sj ∧ |uij | ≤ (t− 1)) ∧ (si < sj) (6)

A necessary condition for the existence of a Steiner system is that
(
N−i
t−i

)
/
(
k−i
t−i

)
is an integer for all i ∈ {0, 1, . . . , t − 1}; we say a set of parameters (t, k, N) is
admissible if it satisfies this condition [10]. In order to choose test cases, we ran
each solver on every admissible set of (t, k, N) values forN < 32. Results are given
for every test case that at least one solver was able to solve within a time limit of
10 minutes. The labelling method used in all cases was sequential ‘element-not-
in-set’ in order to enable accurate comparison of propagation performance.
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Table 1. Performance results on Steiner Systems. The time and number of fails needed
to find a solution or prove unsatisfiability are reported. × denotes abnormal termination
on a test-case, either due to global/trail stack overflow in the case of ECLiPSe, or due
to allocating too many BDD variables for the ROBDD solvers. ‘—’ denotes failure to
complete a testcase within 10 minutes. In all cases the domain solver and the split
solver have the same number of fails

Problem

Separate Constraints Merged Constraints

ECLiPSe Bounds Domain Split Bounds Domain Split
Time Fails Time Fails Time Fails Time Time Fails Time Fails Time

/s /s /s /s /s /s /s

S(2,3,7) 0.6 10 0.1 10 0.1 0 0.2 0.1 8 0.1 0 0.1
S(3,4,8) 1.0 21 0.2 21 0.9 0 0.9 0.1 18 0.2 0 0.2
S(2,3,9) 16.7 1,394 5.9 1,394 2.1 100 3.1 0.3 325 0.2 9 0.2
S(2,3,13) — — — — — — — — — 253.1 24,723 350.6
S(2,4,13) 4.0 313 1.9 313 3.6 32 3.1 0.2 157 0.3 0 0.3
S(2,3,15) 7.7 65 7.9 65 43.3 0 49.7 0.7 56 2.8 0 3.5
S(2,4,16) — — — — — — — — — 1.3 15 1.2
S(2,6,16) — — — — — — — — — 162.4 15,205 166.3
S(3,4,16) 162.0 289 × × × × × 24.5 274 — — —
S(2,5,21) 6.9 421 6.7 421 227.6 0 120.3 0.9 413 2.9 0 2.9
S(3,6,22) 115.4 1,619 × × × × × 19.5 1,608 — — —
S(2,3,31) × × × × × × × 62.1 280 — — —

To compare the raw performance of the bounds propagators we performed
experiments using a model of the problem with primitive constraints and inter-
mediate variables uij directly as shown in Equations 5 and 6. The same model
was used in both ECLiPSe and ROBDD-based solvers, permitting comparison
of propagation performance, irrespective of modelling advantages. The results
are shown in “Separate Constraints” section of Table 1. In all cases the ROBDD
bounds solver performs better than ECLiPSe, with the exception of two cases
which the ROBDD-based solvers cannot solve due to a need for an excessive
number of BDD variables to model the intermediate variables (no propagation
occurs in these cases).

Of course, the ROBDD representation permits us to merge primitive con-
straints and remove intermediate variables, allowing us to model the problem
as m unary constraints and

(
m
2

)
binary constraints (containing no intermedi-

ate variables uij) corresponding to Equations 5 and 6 respectively. Results for
this improved model are shown in the “Merged Constraints” section of Table 1.
Lagoon and Stuckey [6] demonstrated this leads to substantial performance im-
provements in the case of a domain solver; we find the same effect evident here
for all of the ROBDD-based solvers.

With the revised model of the problem the ROBDD bounds solver outstrips
the ECLiPSe solver by a significant margin for all test cases. Conversely the
split domain solver appears not to produce any appreciable reduction in the



716 P. Hawkins, V. Lagoon, and P.J. Stuckey

Table 2. First-solution performance results on the Social Golfers problem. Time and
number of failures are given for all solvers, and the ROBDD peak live node count
for ROBDD-based solvers. A first-fail “element-in-set” labelling strategy is used in all
cases. “—” denotes failure to complete a test case within 10 minutes. The cases 5-4-3,
6-4-3, and 7-5-5 have no solutions

Problem
ECLiPSe Bounds Domain Split

time fails time fails size time fails size time fails size
w-g-s /s /s ×103 /s ×103 /s ×103

2-5-4 16.2 10,468 0.2 30 41 0.2 0 44 0.2 0 43
2-6-4 107.6 64,308 1.5 2,036 117 0.4 0 129 0.3 0 124
2-7-4 210.8 114,818 5.1 4,447 212 1.0 0 346 0.9 0 325
2-8-5 — — — — — 5.3 0 1,367 4.4 0 1,342
3-5-4 30.8 14,092 0.3 44 82 0.8 0 199 0.6 0 189
3-6-4 200.0 83,815 5.5 2,357 212 3.4 0 952 2.9 0 919
3-7-4 404.8 146,419 16.7 5,140 366 5.5 0 1,504 4.8 0 1,419
4-5-4 39.5 14,369 0.6 47 137 2.0 0 487 1.6 0 461
4-6-5 — — 106.2 19,376 425 187.9 0 4,159 131.1 0 2,880
4-7-4 560.2 149,767 31.7 5,149 500 24.7 0 2,139 17.6 0 2,004
4-9-4 95.4 19,065 6.0 139 1,545 395.7 0 13,137 256.9 0 5,615
5-4-3 — — 454.8 103,972 137 52.9 3,812 543 63.1 3,812 613
5-5-4 — — 10.6 2,388 242 5.8 18 1,333 4.0 18 1,128
5-7-4 — — 54.8 5,494 616 67.5 0 3,054 48.2 0 2,476
5-8-3 12.0 2,229 2.1 19 761 10.3 0 2,046 10.9 0 2,192
6-4-3 — — 569.8 90,428 118 32.7 1,504 440 36.9 1,504 612
6-5-3 — — 3.9 495 159 2.7 34 441 2.1 34 414
6-6-3 8.0 1,462 — — — 3.6 7 699 2.9 7 709
7-5-3 — — — — — 37.8 528 1,058 31.2 528 1,082
7-5-5 — — — — — static fail

BDD sizes over the original domain solver, and so the extra calculation required
to maintain the split domain leads to poorer performance.

5.2 Social Golfers

Another common set benchmark is the “Social Golfers” problem, which consists
of arranging N = g × s golfers into g groups of s players for each of w weeks,
such that no two players play together more than once. Again, we use the same
model as Lagoon and Stuckey [6], using a w×g matrix of set variables vij where
1 ≤ i ≤ w and 1 ≤ j ≤ g. It makes use of a global partitioning constraint not
available in ECLiPSe but easy to build using ROBDDs.

Experimental results are shown in Table 2. These demonstrate the split do-
main solver is almost always faster than the standard domain solver, and requires
substantially less space. Note that the BDD size results are subject to the oper-
ation of a garbage collector and hence are only a crude estimate of the relative
sizes. This is particularly true in the presence of backtracking since Mercury has
a garbage collected trail stack.
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As we would expect, in most cases the bounds solver performs worse than
the domain solvers due to weaker propagation, but can perform substantially
better (for example 4-9-4 and 5-8-3) where because of the difference in search it
explores a more productive part of the search space first (first-fail labelling acts
differently for different propagators). Note the significant improvement of the
ROBDD bounds solver over the ECLiPSe solver because of stronger treatment
of the global constraint.

6 Conclusion

We have demonstrated two novel ROBDD-based set solvers, a set bounds solver
and an improved set domain solver based on split set domains. We have shown
experimentally that in many cases the bounds solver has better performance than
existing set bounds solvers, due to the removal of intermediate variables and the
straightforward construction of global constraints. We have also demonstrated
that the split domain solver can perform substantially better than the original
domain solver due to a reduction in the size of the ROBDDs.

Avenues for further investigation include investigating the performance of a
hybrid bounds/domain solver using the split domain representation, and inves-
tigating other domain approximations in between the bounds and full domain
approaches.

References

[1] F. Azevedo. Constraint Solving over Multi-valued Logics. PhD thesis, Faculdade
de Ciências e Tecnologia, Universidade Nova de Lisboa, 2002.

[2] R. Bagnara. A reactive implementation of Pos using ROBDDs. In Procs. of
PLILP, volume 1140 of LNCS, pages 107–121. Springer, 1996.

[3] R. E. Bryant. Symbolic Boolean manipulation with ordered binary-decision
diagrams. ACM Comput. Surv., 24(3):293–318, 1992. ISSN 0360-0300. doi:
http://doi.acm.org.mate.lib.unimelb.edu.au/10.1145/136035.136043.

[4] C. Gervet. Interval propagation to reason about sets: Definition and implementa-
tion of a practical language. Constraints, 1(3):191–246, 1997.

[5] IC-PARC. The ECLiPSe constraint logic programming system. [Online, accessed
31 May 2004], 2003. URL http://www.icparc.ic.ac.uk/eclipse/.

[6] V. Lagoon and P. Stuckey. Set domain propagation using ROB-
DDs. In M. Wallace, editor, Procs. of the 8th Int. Conf. on Con-
straint Programming, LNCS, page to appear. Springer-Verlag, 2004. Also at
http://www.cs.mu.oz.au/~pjs/papers/cp04-setdom.ps.

[7] J.-F. Puget. PECOS: a high level constraint programming language. In Proceed-
ings of SPICIS’92, Singapore, 1992.

[8] F. Somenzi. CUDD: Colorado University Decision Diagram package. [Online,
accessed 31 May 2004], Feb. 2004. http://vlsi.colorado.edu/∼fabio/CUDD/.

[9] Z. Somogyi, F. Henderson, and T. Conway. The execution algorithm of Mer-
cury, an efficient purely declarative logic programming language. Journal of Logic
Programming, 29(1–3):17–64, 1996.

[10] J. H. van Lint and R. M. Wilson. A Course in Combinatorics. Cambridge Uni-
versity Press, 2nd edition, 2001.



User Friendly Decision Support Techniques in a
Case-Based Reasoning System

Monica H. Ou1, Geoff A.W. West1, Mihai Lazarescu1, and Chris Clay2

1 Department of Computing,
Curtin University of Technology,

GPO Box U1987, Perth 6845, Western Australia, Australia
{ou, geoff, lazaresc}@cs.curtin.edu.au

2 Royal Perth Hospital,
Perth, Western Australia, Australia

claycd@iinet.net.au

Abstract. This paper describes methods to enable efficient use and ad-
ministration of a CBR system for teledermatology in which the users
are assumed to be non-computer literate. In particular, a user-friendly
interface to enable a general practitioner to decide a diagnosis with the
minimum number of questions asked is proposed. Specifically, we propose
a technique to improve the usefulness of a decision tree approach in terms
of general rather than specific questions. Additionally, we describe a new
technique to minimise the number of questions presented to the user in
the query process for training the CBR system. Importantly we apply
FCA technique to enable the consultant dermatologist to validate new
knowledge and supervised the incremental learning of the CBR system.

1 Introduction

Teledermatology is defined as the practice of dermatological services at a dis-
tance [1]. However, current systems lack decision support abilities and human
interaction [2]. Our aim is to develop a Web-based CBR (Case-Based Reason-
ing) system that can be used to provide decision support to general practitioners
(GPs) for diagnosing patients with dermatological problems. CBR has been suc-
cessfully applied to medical diagnosis, such as in PROTOS and CASEY [3].

There are many machine learning techniques that have been developed for
classification and learning. Most commercial CBR tools support case retrieval
using Nearest Neighbor or Inductive Decision Trees due to the simplicity of the
algorithms and good classification performance [3]. CBR is a popular approach
that has been applied to various domains, most of the research having been
focused on the classification aspect of the system. However, relatively little effort
has been put on the human computer interaction aspect of CBR. The users of the
system (i.e. the GPs and consultant) are mostly non-computer experts although
they are experts in the medical domain. The important aspects of this research
that need to be addressed are as follows:

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 718–729, 2004.
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1. How to enable non-computer experts to easily and efficiently interact with
the system during the diagnosis process.

2. How to improve the comprehensibility of the rules generated by machine
learning techniques such as decision trees.

3. Provide a simple but effective mechanism for validating and maintaining
the knowledge base. The CBR system needs maintenance on a regular basis
as new cases get added to the database. These tasks are to be done by a
consultant dermatologist who is a domain expert but may not be a computer
expert. The system needs to enable the non-computer expert to easily detect
and visualise the inconsistency between the previous and new input cases.

This paper proposes a general methodology to provide easy to use decision
support for the GPs, and describes a supervised incremental learning approach
via the consultant. The objectives required to be developed to assist the GPs are:
To reduce the number of questions presented to the user during the querying pro-
cess to minimise the consultation time, and to handle the attribute visualisation
problem caused by the output of the decision tree classification algorithm. The
decision tree partitions the attribute values into a binary format of “yes/no”,
which makes it hard for the non computer science literate user to understand.

Normally CBR systems are allowed to learn by themselves. The analogy here
is the GP would take the current case, compare with those in the CBR, and
once satisfied, add the case to the database. In our case, the valid cases are cho-
sen by another user (the consultant) after reviewing each case. The inconsistent
or ambiguous cases can then be visualised and handled by the consultant. The
FCA technique is used to enable learning of the CBR system by the consultant.
FCA is a mathematical theory which formulates the conceptual structure, and
displays relations between concepts in the form of concept lattices which com-
prise attributes and objects [4, 5]. A lattice is a directed acyclic graph in which
each node can have more than one parent, and the convention is that the su-
perconcept always appears above all of its subconcepts. FCA has been used as
a method for knowledge representation and retrieval [6, 7], conceptual clustering
[5], and as a support technique for CBR [8]. Overall, FCA is used to:
1. Help the consultant supervise the incremental learning of the CBR system.
2. Validate the consistency between current and previous knowledge.
3. Represent the differences between the current and previous cases with the

use of context tables and concept lattices. The lattice is recreated as the
table changes when each new case is added. Sudden changes in the rules
would necessitate new attributes to be added, old cases to be examined and
reviewed, or the new unclassified case stored in some repositories by the
consultant for later referral.

Initial discussion with various GPs reveals a significant issue with the de-
cision support system. Importantly there is opposition to various autonomous
techniques for decision making. The GPs need to supervise the diagnosis process.
In addition, the consultant needs to supervise the CBR system.

Overall, the objective is to provide tools to allow GPs and consultants (non-
experts in artificial intelligence and computer science) to use and train a CBR
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system in an efficient way. In addition, it is important to provide the GP user of
our system with a flexible and user-friendly GUI interface as well as minimising
the amount of time spent on each task. The expected outcome of using the system
is that it will be beneficial and effective to both the GPs and the consultants
and reduce the travelling costs for patients.

2 Overall System Architecture

The CBR system involves asking questions for appropriate symptoms, and re-
turning the most likely diagnosis for that particular complaint. We define proto-
cols, apply a decision tree classification technique, and define a general method-
ology for validating and maintaining the knowledge base by the consultant. In
developing the system, we require a convenient way of storing all the past cases
and allowing the new cases to be added easily to the case-base.

2.1 The Data

The data we use in our experiments consist of patient records for the diagnosis
of dermatological problems. The dataset is provided by Dr C. Clay. It contains
patient details, symptoms and importantly, the consultant’s diagnosis. Each pa-
tient is given an identification number, and episode numbers are used for multiple
consultations for the same patient. The data has 17 general attributes and con-
sists of cases describing 22 diagnoses [9]. Data collection is a continuous process
with new cases added to the case-base after consultant diagnosis.

2.2 Defined Protocols

Knowledge acquisition and validation continue to be problematic in knowledge-
based systems due to the modelling nature of these tasks. For these reasons
our focus is to design a CBR decision support system that disallows automatic
update. All new knowledge is to be validated by the consultant dermatologist.
The reason for this is that the CBR system requires human expert supervision
in order to ensure that the decision and learning are correct. This is particularly
important as some of the new cases might be inconsistent with the previous cases
in the knowledge base.

During knowledge elicitation with the consultant, we identified protocols
which reflect the way the GP should use the decision support system for di-
agnosing patients with skin problems. As shown in Figure 1, the GP performs
diagnosis if and only if confident. In other words, the GP may use the system to
assist them with the diagnoses process. Otherwise, the GP ultimately needs to
consult a consultant by emailing the patient’s case history for evaluation. The
consultant may need to go through different stages if unsure about the diagno-
sis. The stages include requiring the GP to perform trials of therapy (e.g. micro
biology, blood tests, imaging etc), use video conferencing with the GP and the
patient, face-to-face consultation, consult with peers in Perth, peers in Australia,
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GP meets patient

Use the system

Email consultant Consultant makes
decision

Confident

Not confident

Update
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Fig. 1. The process of using the system

and finally consult with peers around the world. However, if the consultant is
confident, then the new diagnosed case can get added to the database.

2.3 Classification

An important issue in CBR is generalisation across all the cases. The problem
with CBR is how to ask questions in the right format. For example, it is poor to
ask questions for which the answer is “yes”/“no”. It is much better and more
user-friendly for the system to ask a more general question such as “Where does
the lesion occur?”. Rather than a number of separate “yes”/“no” questions,
such as “Does the lesion occur on your leg?”. However, “yes”/“no” and related
type answers are what a decision tree asks. This is usually acceptable when the
computer is giving the answer, and not a human.

This research involves using J48 [10]. It is the Weka1 implementation of the
C4.5 decision tree algorithm [11] for inducing the rules. In Figure 2, the CBR
engine generates classification rules based on the data stored in the database.
Most importantly these rules are reformulated into simpler rules represented
by 17 general user-friendly questions that could be used to ask the GP. These
questions are typically used by GPs in the real world during the GP-Patient
diagnosis. The general questions are defined by the consultant dermatologist,
and cover the 17 topics concerned with diagnosis.

1 www.cs.waikato.ac.nz/ml/weka [Last accessed: March 2, 2004].
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There are two different approaches available to the GP. The GP may enter
some general information about the patient provided that there is some knowl-
edge about the possible diagnosis. Based on the given information, the system
chooses the next most appropriate question to ask. Alternatively, the GP may
provide no information by going straight to the first question that gets generated
by the system. For both options, the query process continues until the GP feels
confident about the diagnosis, or the system finds the matching symptom of the
current case with a past case. Then the system returns the most appropriate
diagnosis for the particular complaint. In addition, the system returns a list of
close matches that are ranked in terms of similarity between current and past
cases. Currently, the similarity measure is defined by the distance between two
vectors (i.e. the current case is compared with the past cases in the knowledge
base). The reason for calculating and displaying the close matches is to alert the
GP of other possible diagnoses that appear to have features which are similar
to those of the current case.

Database(Cases)

Classification Rules

Partial
  Information   

Specified

No
  Information   

Specified

Diagnosis

J48 Classifier

Simpler Rules

   General Question
Approach

  Specific Question
Approach

       User Query     

Rank
Matched
Cases

Add to Database
as "unchecked"

Diagnosis Rank
Matched
Cases

Add to Database
as "unchecked"

Similarity
Measure

Attribute Mapping

Fig. 2. The CBR classification sequence and GP interrogation process

2.4 Knowledge Validation and Maintenance

The case being diagnosed by the GP is stored in the database and marked as
‘unchecked’. This means the diagnosed case needs to be checked by an authorised
consultant before deciding whether or not to add it to the knowledge base. In
most cases, if the consultant disagrees with the conclusion they are required to
specify the correct conclusion and select some features in the case to justify the
new conclusion. The correctly classified new case is then stored in the database.

One of the difficult tasks in using expert systems is the requirement for up-
dating and maintaining of the knowledge base. It is important to make sure new
knowledge/cases are consistent with past knowledge. We apply FCA to visually
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check for consistency between new and past cases. If adding a new case will
dramatically change the lattice, then the consultant can easily see the changes
in the lattice and needs to determine if the new case added is valid. Figure 3
presents the process of knowledge validation and maintenance. J48 is used to au-
tomatically partition the continuous attribute values. The attribute-value pair of
the rules are automatically extracted and represented as a formal context which
show relations between the attributes and the diagnosis. The formal context gets
converted to a concept lattice for easy visualisation as a hierarchical structure of
the lattices. As each new case gets added, the formal context gets updated and a
new lattice is generated. The differences between the two lattices are highlighted
to reflect the changes and inconsistency as the result of adding each new case.
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New Knowledge Validation
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Concept Lattice Concept Lattice

Compare Lattices
(Highlight Differences)
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& Attribute Features

Checked,  
Leave the 
case in 
Database

Compare Previous
& Current Table

Add to Database

Fig. 3. Knowledge base validation and maintenance

It is important to emphasize that such a system has to be as accurate as
possible and certainly not contain rules or data that are contradictory. It is
vital that the expert (consultant) be confident the rules and data are valid. This
process cannot be done automatically as it requires a human expert to constantly
check for consistency in the current knowledge base and maintain the quality of
the data as new cases get added.

2.5 Attribute Visualisation and Minimising the Querying Process

Generally, the output (e.g. decision rules) generated by machine learning algo-
rithms are usually hard to understand and be interpreted by human users, espe-
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cially for non-computing experts. Therefore, our objective is to have a System-
GP query process not dissimilar to the GP-Patient query process. This means
it is better to ask a more general question rather than a number of separate
“yes”/“no” questions. The question is how do we derive these general questions
from the essentially “yes”/“no” questions a decision tree generates.

Flexibility is also the key issue to consider when designing a decision support
system. It is also recommended to allow the GP to give answers to general
questions before the query begins. Again, this gives the GPs the flexibility and
removes dependence on the order in which questions are generated by the tree
and allows many rules to be satisfied in advance leading to increased efficiency.

3 Decision Support for General Practitioners

3.1 A Technique for Minimising the Querying Process

This paper describes a new approach for minimising the querying process to
shorten the number of steps the user needs to perform. The technique is expected
to be particularly useful to GPs in terms of saving the amount of time spent for
identifying the possible diagnosis.

Based on decision rules generated from the C4.5 algorithm, the normal query-
ing process starts from the root of the decision tree. That means the root of the
tree forms the first question that gets presented to the GP. The root is usually
the best attribute for disambiguating the most classes/cases and may not be
obvious to the GP as a useful attribute. It is also not good to ask the same first
question for each new case as this would not be liked by the GP and would lead
to the system not being used. It is preferable to initially acquire partial informa-
tion from the GP and then present the subsequent questions related to the given
information. We provide the system with both the options and concentrate here
on the second approach.

Success of the second approach is highly dependent on the amount of infor-
mation provided by the GP. The more information the GP specifies, the fewer
questions there are left to be answered. The second option involves two main
stages in the querying process:

1. The system starts off by displaying the general questions directly to the GP.
(a) The GP chooses the general questions and the corresponding answers

based on the condition/symptoms of the patient.
(b) Submit the information to the CBR engine for back-end processing.
(c) The system eliminates all the rules that do not correspond to the selected

questions.
2. The system displays the first question that corresponds to the information

initially given by the GP.
(a) The system extracts the matched rules from the existing rule collection.
(b) Based on the pattern in the rules, it presents the first question by cal-

culating the common parent node of the entered attributes. This helps
determine which part of the tree the matching should focus on.
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(c) Then based on the retrieved answer, it gets the remaining matched rules.
(d) Process “c” repeats until there is only one rule existing in the collection.

Then the system displays the diagnosis to the GP.

We provide some explicit examples to illustrate the interaction between the
user and the CBR system. The results show that our technique requires fewer
steps to get to the solution compared to the standard decision tree. This is
because you get decisions based on the same attribute occurring at more than
one level in the tree, e.g. a rule concerning the time of onset of a rash. At one level
it may be ≤ 6 weeks, further down it is ≤ 3 weeks. A general question asking for
when the onset occurred would satisfy both decisions. The proposed technique
helps solve the problem of asking redundant questions. Note that the number of
questions X is usually less than n, as many nodes in a tree are concerned with
the same attribute. The worse case is for X = n, where n is the depth of the
tree.

The tree shown in Figure 4 is used to demonstrate the attribute matching
when the user provides partial information at the initial phase. The demonstra-
tion is based on a few scenarios.
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Fig. 4. A sample decision tree

– If the user enters E = Y es, D = Y es, then the next question the system
displays to the user would be B = Y es or No? The system asks for the
answer to B for confirmation. If B = No, then it returns solution number 5,
because E is the last node in the tree and no other pattern matches these two
entered attributes. Note, there is no need to ask C, due to the existence of
D. Compared with the standard decision tree query approach, ours involves
fewer questions.

– If the user enters only one attribute such as E = Y es, since E = Y es
belongs to different branches of the tree, the system asks B (because B is
the common node of the two patterns). If the answer is Y es, then C is the
next question to ask; else D is asked.

– If the user enters B = No and G = No. Then the next node to ask is A
which is the parent of the two entered attributes. If A = Y es, then ask D. If
D = No, then return solution number 7; else if D = Y es, ask E and return
solution 5 or 6 by answer to E. This can avoid asking the intermediate node.
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As can be seen from the example, the querying process is good for minimising
the number of questions presented to the GP.

3.2 Attribute Visualisation Technique

We transform the generated attribute-valued pair from the J48 classifier to a
more user friendly attribute grouping and naming. This is necessary because
it is hard for the users of our system (mainly the GPs and the consultant) to
understand the meaning of the attributes in these rules (see Figure 5). The
purpose of attribute grouping is to improve the comprehensibility of the query-
based information presented to the GP. A step-by-step procedure for performing
attribute mapping is as follows:

1. Identify related attributes that may belong to the same general question.
2. Group all the related attributes into a conceptual element.
3. Specify a higher level name (commonsense name) that best describes the

conceptual element.
4. Perform the attribute mapping, i.e. map the attributes that are in the deci-

sion rules to the specified commonsense names.

The attribute mapping technique also prevents the same type of attribute
being asked more than once (which occurs because an attribute may be used
on different levels of the tree for partitioning). We present a simple example to
illustrate the concept of attribute mapping. The classification rules generated by
J48 are in the format shown in Figure 5.

1.(treatments antifungalCream moderatResult) = Y =⇒
SeborrhoeicDermatitis
2.(treatments antifungalCream moderatResult = N) →
(sites onset upperArm = Y ) → (lesion status = 3) =⇒ KeratosisPilaris
3.(treatments antifungalCream moderatResult = N) →
(sites onset upperArm = Y ) → (lesion status = 4) =⇒ Urticaria
4.(treatments antifungalCream moderatResult = N) →
(sites onset upperArm = N) → (cur meds septrin = Y ) =⇒
ErythemaMultiforme

Fig. 5. Sample classification rules from J48

We perform attribute mapping to produce simpler rules, so that the attributes
will belong to different general groups with meaningful names. For example, rule
1 in Figure 5, rather than having to ask the GP “treatments antifungalCream-
moderateResults = Y”, it is better to ask “What treatments do you have?”,
then provide the GP with a list of answers to the question. The rule simply
means “If after application of the antifungal cream, the result is moderate, then
the diagnosis would be Seborrhoeic Dermatitis”. Currently these approaches are
being evaluated with the help of various GPs to determined how useful this is.
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4 Supervised Incremental Learning by Consultant

It is important to validate the rules extracted from the past cases to determine
if they are correct and consistence and reliable enough to accurately classify
new cases. This validation process is to prevent new cases that contradict the
existing cases from being added into the knowledge base. Note the consultant
is the person who, being the expert, adds new cases to the system and as a
consequence has to be able to check to see if new rules generated from the
modified case database are valid.

We combine FCA and CBR classification for validating new knowledge and
need to evaluate the usefulness of this approach. The incorporation of FCA into
CBR has enabled a concept lattice to be built automatically from a context table.
The table consists of attribute-value pairs that are generated by the decision
tree learning algorithm. The decision tree is used to partition the continuous
attribute values (e.g. duration of illness) into a binary format. The modelling of
the validation process will benefit the consultant in many ways:

1. Provide visual representation of the concept.
2. Graphically visualise the changes in the classification rules as new cases are

added to the knowledge base.
3. Detect any inconsistency between previous and the new case.

4.1 Formal Context

Of interest to the consultant is how each new case will affect the knowledge in
the case base. The context table is a useful tool for representing the conceptual
differences between the previous and current cases.

The formal context (C) is derived from the attribute-value pairs generated
by the decision tree. It is defined as follows.

Definition: A formal context C = (D,A, I), where D is a set of diagnoses, A
is a set of attributes, and I is a binary relation which indicates diagnosis d has
attribute a.

Table 1 shows a simple example of a formal context of our system using only a
subset of mixed types attribute for simplicity. The objects on each row represent
the diagnosis D, whereas the attributes on each column represent a set of related
symptoms A, and the relation I is marked by the “X” symbol. In this case each
X shows the important attributes for each of the diagnoses.

As the consultant enters each new case, the context table will be affected
which reflects the changes in attributes and diagnoses. The relationship between
the attribute and diagnosis (marked“X”) will also change accordingly. By com-
paring the relationships between certain attributes and diagnoses in the new
context table with the previous table we can determine if the existing concepts
have changed dramatically. The changes are measured by the degree of similar-
ity between the previous and current concepts. The measurement is based on the
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Table 1. Formal context using a subset of related attributes

progressive fluctuating static remitting intermittent age>20 age<=20

Atopic eczema X X X

Plaque psoriasis X X X

Pustular psoriasis X X

Guttate psoriasis X X X X

Allergic contact dermatitis X X X X

Irritant contact dermatitis X X X X

Pompholyx X X

Lichen planus X X

Discoid eczema X X X X X

Varicella (chicken pox) X X

Herpes simplex X

Molluscum contagiosum X X

Verruca vulgaris X X X

Pityriasis rosea X X X

Impetigo X X

Cellulitis X X

Folliculitis X X X

Furunculosis X

matching number of attributes and the relationships which correspond to the
diagnosis. A minor difference indicates a small degree of variation.

If the concept changes significantly, then the consultant needs to check to see
if the new case is in fact valid. If the case is invalid, the consultant is required to
change the conclusion or the attribute features to satisfy the new case or store
the case in a repository for later use (refer to Figure 3). With the help of the
consultant, the stored instances will be used to train the CBR system.

4.2 Concept Lattices

The formal context shown in Table 1 can be expressed in a form of a concept
lattice. Initially, a concept lattice is generated from the current specified formal
context table. However, as the consultant adds a new case, the system presents a
new lattice based on the new specified context. The previous lattice is stored and
compares with the new lattice. The nodes and links in the lattices are highlighted
in different colours to illustrate the differences. The two lattices are expected to
change very slightly. If however, there is dramatic changes in the new lattice,
then obviously there is a serious inconsistency between the current and previous
cases. Once again, the consultant is required to change the conclusion or the
attribute features to satisfy the new case (refer to Figure 3).

5 Conclusions

This paper presents a general methodology to extract and represent knowledge
from the CBR system and the consultant to produce easy to use decision support
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for GPs. We use a new approach to minimise the querying process of a decision
tree compared to the standard decision tree. In addition, we propose a technique
to improve the visualisation of the attributes. Of importance to the CBR system
is how to validate new knowledge and maintain consistency of the knowledge
base. We apply FCA to analyze the knowledge base and highlight the inconsis-
tency after each new case is added. The new methodology not only gives a new
way to handle the querying process with the minimum number of questions, but
also helps to provide a logical and user-friendly interface for the CBR system.
The proposed use of FCA for validating the new concept and supervise the in-
cremental learning of the CBR system have shown through interaction with a
consultant.
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Abstract. This paper presents a comparative study between a state-of-
the-art clause weighting local search method for satisfiability testing and
a variant modified to obtain longer-term memory from a global measure
of clause perturbation. We present empirical evidence indicating that
by learning which clauses are hardest to satisfy, the modified method
can offer significant performance improvements for a well-known range
of satisfiable problems. We conclude that our method’s ability to learn,
and consequently to offer performance improvement, can be attributed
to its ability to obtain information from a global measure of hardness,
rather than from the contextual perspective exploited in previous works.

1 Introduction

Local search methods have attracted substantial attention in the research com-
munity due to their ability to efficiently find solutions to satisfiability testing
(SAT) problems that are too large for complete search methods. SAT problems
are of significant practical and theoretical interest as many real-world applica-
tions like artificial intelligence reasoning, constraint satisfaction, and planning
can be formulated in this way. The problem consists of finding an assignment
for the Boolean variables in a propositional formula that makes the formula true
[2]. Local search methods for SAT work by iteratively modifying the value of
one variable in the problem from true to false or vice-versa. These variable flips
are typically performed so as to minimise an evaluation function that maps any
given variable assignment x to the number of unsatisfied clauses under x. The
methods follow this heuristic until a satisfying assignment is found (all clauses
are satisfied) or until either a maximum run-time or number of flips is reached.

Clause weighting local search methods (CWLS) modify a basic local search
by having individual weights assigned to all clauses in the SAT problem, thus
dynamically changing the evaluation function and the search landscape as the
search progresses. Since the introduction of weighted local search more than a
decade ago [4, 6], several improvements have been proposed, the most relevant
ones being the discrete Lagrangian method (DLM) [9], and SAPS [3], which at
the time of its publication achieved state-of-the-art performance on a range of

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 730–741, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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benchmark SAT problems. Recently, the pure additive weighting scheme (PAWS)
was introduced [7] and shown to give significant performance improvements over
SAPS on a range of challenging well-known SAT problems from the SATLIB1

and DIMACS2 libraries, as well as on a set of SAT-encoded random binary CSPs
from the phase transition region.

In this work, we hypothesise that the performance of clause weighting local
search methods such as PAWS can be significantly enhanced by learning which
clauses are globally hardest to satisfy, and by using this information to treat these
clauses differentially. Our work is principally motivated by (a) the fact that there
seems to be some speculation and little empirical results on this topic, and (b)
the belief that we can improve the performance of CWLS methods for SAT by
identifying and exploiting implicit longer-term clause dependencies.

2 Learning While Weighting

Several works have investigated whether clause weights in CWLS methods should
be seen as useful information, and therefore be interpreted as learning how to
better search SAT instances. These works propose that by dynamically modifying
their weight profile while searching a given instance, CWLS methods are in fact
rendering the underlying search space easier. This idea was used for many years
as an explanation for the efficiency of these methods in general. The work on
WGSAT [1] offered some better insights into this topic by concluding that clause
weights can only offer information that is limited and contextual (i.e. related to
the last few assignments), and should therefore be interpreted only as a source
of short-term memory. As the search moves away from a particular context, such
information is no longer relevant in the new context. This is a reason why all
successful CWLS methods need efficient ways to adjust clause weights as the
search progresses, as it is by doing so that they can maintain the weight profile
relevant to the context in which they are searching. To this end, most methods
can be divided into those that adjust their weight profiles multiplicatively, and
those that do it additively.

Multiplicative methods use floating point clause weights and increase/decrease
multipliers that combined give the weight profile a much finer granularity. Ad-
ditive methods, on the other hand, assign integer values to clause weights and
increase/decrease amounts, which results in a coarser clause weight distribution.
Given that CWLS methods rely on their weight profiles for search guidance,
and given the tightly coupled relationship between these weight profiles and the
selection of candidate variables to flip (which ultimately impinges on a method’s
runtime), we currently believe that the efficiency of additive methods like PAWS
can be partially explained by the fact that additive methods make less distinction
between candidate costs and thus consider a larger domain of candidate moves
[7]. One can see why it would be desirable to derive guidance from information

1 http://www.satlib.org
2 http://dimacs.rutgers.edu/Challenges/Seventh/PC
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that is of a long-term nature, rather than short-term, or contextual. Intuitively,
longer-term memory is desirable because it could lead to the development of
better flipping heuristics that would take into account global information such
as which clauses are hardest to satisfy or which clauses have been unsatisfied
the most during the search. To our knowledge, such information is currently not
explored by even the most efficient methods.

In an attempt to exploit longer-term memory for remembering and avoiding
local minima, DLM was extended [10] with a special increase sub-procedure that
picks a set C of clauses (the size of C is problem dependent and varies between
the number of all false clauses and the number of clauses in the problem) and
then computes the ratio between the maximum clause weight in C and the
mean weight of all clauses in C. If this ratio is larger than a problem dependent
threshold, then the weight of the clause with the maximum clause weight in C is
increased by 1. Note that the special increase sub-procedure is called at the end
of DLM’s clause re-weighting stage, so it can be seen as the adding of an extra
penalty to that single most heavily weighted clause. The use of special increases
was shown to have flattened the distribution of the number of times clauses
had to be re-weighted during the search, with the resulting algorithm showing
improved performance over the original DLM for a range of hard satisfiable
instances from the DIMACS library. The effect that the special increase has on
the weight profile is interesting as, given the resulting better performance, it
could point towards a correlation between a less rugged search space and the
method’s ability to find a solution more efficiently.

The usefulness of clause weights for learning how to better search SAT in-
stances has been brought back into the spotlight recently in [8]. In this work,
SAPS was run on a given problem until a solution was found, and the corre-
sponding clause weights at that point were recorded. These weights were then
used to generate the so-called weighted instances, i.e., instances where the weight
of each clause is initialised to the value the clause had at the end of the pre-
ceding successful run, rather than to one. The authors then propose that if a
method can find a solution to the weighted instance by performing less flips
than it would for the corresponding unweighted instance, then the weights car-
ried over from the previous run would be truly making a difference (i.e. making
the instance easier). Note that this is the same as restarting the method while
maintaining all clause weights unmodified. The authors then go on to say that
“if all clause weights represent knowledge that the algorithm has accumulated
about the search space, then the modified SAPS algorithm is starting with all
knowledge a priori”. Then, a set of relatively easy instances3 was used to test
this hypothesis, and the results demonstrated that there was no significant dif-
ference between the two methods, which led to the conclusion that there was
no evidence to support the claim that the creation of modified landscapes by

3 Unweighted SAPS was able to solve 9 out of 10 instances in less than 200,000 flips;
8 of which it was able to solve in less than 35,000 flips.
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CWLS methods render instances any easier, and so the belief that this can be
seen as a form of learning is incorrect and should be dismissed.

The main criticism we level at this approach is that it tries to harness knowl-
edge from clause weights in an innefective way. It uses the weight profile recorded
at the time when the method found a solution to initialise the weights of clauses
of a new instance where variables are randomly instantiated to values potentially
different from the ones assigned to them when the weight profile was recorded.
In our view, this type of weight usage is doomed to fail, as there is substantial
evidence (for instance [1]) to support the fact that clause weights used in this
way are context dependent, i.e., at any point in time during the search they will
provide a short-term memory that only goes back a few instantiations (more or
less, depending on the weight adjustment mechanism being used by the CWLS
method). Alternatively, the heuristic we introduce and explain throughout the
remainder of this paper is able to explore longer-term information derived from
a global, rather than contextual, measure of clause perturbation that is avail-
able as a by-product of the weight update mechanism that is common to CWLS
methods.

3 PAWS+US

PAWS is an additive CWLS method for SAT that achieves state-of-the-art per-
formance on a range of hard satisfiable SAT problems. Figure 1 shows the aug-
mented version of PAWS, modified to accommodate what we call the usual sus-
pects heuristic (US). The usual suspects are the clauses that emerge from a run
as the most heavily weighted, according to a cumulative list that logs the num-
ber of times each clause was weighted during the search. We call this modified
method PAWS+US to distinguish it from the standard PAWS. The methods
only differ in respect to the clause weight initialisation (lines 4-8) and weight
update (lines 19-26) procedures. In all other respects, PAWS+US is identical to
the standard PAWS presented in [7].

The method begins by randomly instantiating all variables in the problem.
PAWS initialises all clause weights to 1, whereas PAWS+US initialises the weight
of the US clauses to their special weight increment (inc), and the weight of other
clauses to one. After this initialisation stage, the search begins and while a solu-
tion is not found and the search is not terminated (either by reaching a maximum
predetermined time or number of flips) the method builds, at every iteration,
a list L of candidate flips, where an element of L is a variable that, if flipped,
would reduce the objective function the most (lines 10-16). Then, with probabil-
ity 1-Pf lat

4 it randomly selects and flips a variable from L, and with probability
Pf lat it takes a flat move, i.e., a variable flip that would leave the value of the

4 Pflat is one of two parameters of PAWS that determines the probability for a flat
move. We found that Pflat can be treated as a constant, and its value was set at
15% for all experiments reported here.
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objective function unchanged (lines 17-18). If no potential improvement is found
(i.e. any variable flip would result in an increased value for the objective function,
and hence the method has reached a local minimum), then a weight update is
performed. At this stage PAWS adds one to the weight of every unsatisfied
clause, whereas PAWS+US adds a special weight increment value (inc) to the
US clauses that are unsatisfied at this point and one to every other false clause
(lines 20-22). After the weight update stage is finished, if MaxInc5 consecutive
weight increases have taken place, then a weight decrease is performed whereby
every weighted clause (cj | wj > 1) has its weight subtracted by one.

1. procedure PAWS+US
2. begin
3. generate random starting point
4. for each clause ci do:
5. if PAWS then set clause weight wi ← 1
6. else if PAWS+US then set clause weight wi ← inci

7. end if
8. end for
9. while solution not found and not terminated do

10. best ← ∞
11. for each literal xij in each false clause fi do
12. ∆w ←change Σw in false clause caused by flipping xij

13. if ∆w < best then L ← xij and best← ∆w
14. else if ∆w = best then L = L ∪ xij

15. end if
16. end for
17. if best < 0 or (best = 0 and probability ≤ Pflat) then
18. randomly flip xij ∈ L
19. else
20. if PAWS then for each false clause fi do: wi ← wi + 1
21. else if PAWS+US then for each false clause fi do: wi ← wi + inci

22. end if
23. if # times clause weights increased % MaxInc = 0 then
24. for each clause cj | wj > 1 do: wj ← wj − 1
25. end if
26. end if
27. end while
28. end

Fig. 1. The PAWS method with the US extension

4 Empirical Study

The first part of our empirical study involved creating the lists of usual suspects
for each of the 25 problems in our test set. In order to determine the US list

5 MaxInc is another parameter of PAWS used to determine the point in the search
where a weight decrease will be performed.
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for a problem, we ran PAWS 100 times with optimal values for MaxInc6 while
keeping a counter of the number of times each clause was weighted during the
search (i.e. the clause was false at the time a weight increase was performed). We
then obtained the mean number of weight increases for every clause over the 100
runs, and ordered the resulting list in descending order of weight increases. This
resulting list is used to determine the US clauses for a run of PAWS+US. The
method requires two extra parameters in addition to MaxInc, namely the usual
suspects list length (LL) and the usual suspects weight increment (Inc). For this
study we considered list lengths between 1 and 10 and weight increments between
2 and 5. Initially, we also tried list lengths consisting of the top 5 and top 10%
most heavily weighted clauses but due to discouraging results we decided not to
consider these list lengths further. For each of the 40 possible (Inc, LL) pairs for
a problem, PAWS+US was run 100 times and the statistics for these runs were
collected. For example, if PAWS+US(Inc:2,LL:5) is used on a problem p, the top
5 clauses from p’s US list will have their weight incremented by 2 (instead of
the standard weight increment of 1) every time a weight increase is performed
and the clause is unsatisfied. Note here the important distinction between the
US heuristic and the heuristic discussed above used with SAPS to investigate
the usefulness of clause weights for learning how to better search SAT instances.
The US lists provide global information of a longer-term nature that is used to
treat the US clauses differentially throughout the search every time a weight
increase takes place whereas the approach previously discussed uses contextual
information obtained at the end of one search to instantiate the weights of clauses
in a subsequent search. There is no differential treatment of these clauses in any
way. Therefore, in comparison, we can say that our approach first learns which
clauses are typically hardest to satisfy and then uses this information to treat
these clauses differentially.

Our problem set originates from one of our previous studies [7] and is sig-
nificantly diverse as it draws problems from four different domains. SATLIB’s
-med and -hard instances correspond to the median and hardest instances as
found by a run of SAPS with optimal parameters on the respective original sets
flat100, flat200, uf100 and uf250. From DIMACS we use the two most difficult
graph colouring problems (g125.17 and g250.29) and the median and hardest
16-bit parity learning problems (par16-2-c and par16-3-c). For the random 3-
SAT problems, we first generated 3 sets of problems (400, 800 and 1600 variable
sets) from the 4.3 clause-to-variable ratio hard region. To these sets we added
the f400, f800, and f1600 problems from DIMACS and repeated the procedure
described above to determine the median and hardest instances, which resulted
in the 6 random 3-SAT problems (f400, f800 and f1600 -med and -hard). Finally,
a range of random binary CSPs (also from the accepted 4.3 ratio hard region)
were generated and transformed into SAT instances using the multi-valued en-
coding procedure described in [5]. These problems were divided into 3 sets of
5 problems each according to the number of variables (v), the domain size (d)

6 Optimal values for the MaxInc parameter were determined in [7].
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Table 1. Results for the SATLIB and DIMACS problems
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and the constraint density from the originating CSP (c), which resulted in the
30v10d40c, 30v10d80v and 50v15d80c problem sets from which the hardest of 5
problems was added to our problem set.

Local search run-times for the same problem can vary greatly due to different
starting points and subsequent randomised decisions. For this reason, empirical
studies have traditionally reported on statistics such as mean, median and stan-
dard deviation obtained from many runs on the same problem as a means to
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Table 2. Results for the random binary CSP and random 3-SAT problems
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ascertain one algorithm’s superiority over another. As the standard deviation is
only informative for normally distributed data, and local search run-time and
run-length distributions are usually not normally distributed, we recently pro-
posed that the nonparametric Wilcoxon rank-sum test be used to measure the
confidence level of these assertions [7]. The test requires that the number of flips
or run-times from two sets of observations A and B be sorted in ascending or-
der, and that observations be ranked from 1 to n. Then, the sum of the ranks
for distribution A is calculated and its value can be used to obtain, using the
normal approximation to the Wilcoxon distribution, the z value that will give
the probability P that the null hypothesis H0 : A ≥ B is true. The Wilcoxon
value in tables 1 and 2 give the probability P that the null hypothesis A ≥ B is
true, where A is the distribution of the number of flips (or run-times) that has
the smaller rank-sum value. We record the P value against distribution A, and
take P < 0.05 to indicate with an asterisk that A is significantly less than B.

For all experiments, we set the maximum flip count to 20 million flips and
the maximum time limit to infinity. All experiments were performed on a Sun
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supercomputer with 8 × Sun Fire V880 servers, each with 8 × UltraSPARC-III
900 MHz CPU and 8 GB memory per node. All statistics were derived from 100
runs of the algorithms.

We analyse our results from three different perspectives: the individual prob-
lem level, the problem domain level, and the overall level, where we consider a
method’s performance over the whole problem set. The results for PAWS were
obtained using the the best known setting for MaxInc, whereas for PAWS+US
we used the same MaxInc and picked the optimal of 40 possible (Inc, LL) com-
binations based on a criteria of greatest completion rate, followed by the smallest
mean number of flips. At the problem level, PAWS+US offers significantly better
performance both in terms of run-time and number of flips for nine problems
(uf100-hard time only, and uf250-med flips only). This means that for these nine
problems the use of at least one (the optimal), and sometimes more (Inc, LL)
pairs significantly improves PAWS’s performance. PAWS, on the other hand, is
significantly better for three of the problems.

When the analysis is taken to the problem domain level, PAWS+US is better
(but not significantly) than PAWS for the random 3-SAT and SATLIB problems,
whereas the reverse is true for the random binary CSPs, as demonstrated by the
run-time and run-length distributions in table 2. By inspecting the distributions
for the DIMACS problems in table 1, however, we can say with certainty that
neither method dominates. Overall, PAWS’s run-length distribution is slightly
better than PAWS+US’s, whereas it is not possible to determine either method’s
dominance in regards to the run-time distribution, as demonstrated in Figure 2.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0  10  20  30  40  50  60  70  80  90  100

%
 o

f i
ns

ta
nc

es
 s

ol
ve

d

Run time in seconds

RTD for all problems

PAWS+US
PAWS

 0

 2e+06

 4e+06

 6e+06

 8e+06

 1e+07

 1.2e+07

 1.4e+07

 1.6e+07

 1.8e+07

 2e+07

 0  10  20  30  40  50  60  70  80  90  100

R
un

 le
ng

th
 in

 fl
ip

s

% of instances solved

RLD for all problems

PAWS+US
PAWS

Fig. 2. The performance of PAWS and PAWS+US on the whole problem set, with
optimal parameter settings for both methods as shown in tables 1 and 2

For those problems where PAWS+US significantly outperformed PAWS, we
observed that the improvement was generally not limited to optimal (Inc, LL)
settings only, as was the case of problem bw large.c for example, as shown in
figure 3. This result, together with the others where PAWS+US gave signifi-
cant improvements, can be interpreted as evidence that the use of the global
knowledge afforded by the special treatment dispensed to the US clauses does
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indeed render the instance easier for the CWLS method, irrespective of the rate
of weight increase dictated by the setting of Inc.
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Fig. 3. RTD and RLD comparisons between PAWS(Max : 5) and PAWS+US(Inc :
{2, ..., 5}, LL : 1) for the bw large.c problem showing the method’s stability w.r.t. the
different settings of Inc

We also decided to investigate the existence of an inter-parametric depen-
dency between a (LL, Inc) pair and MaxInc. We re-ran our experiments, this
time using 4 additional settings for MaxInc (we used optimal MaxInc ±2),
which allowed us to investigate (4× 10× 5) Inc, LL and MaxInc combinations.
For all but three problems we observed that modifying the value of MaxInc gen-
erally resulted in performance degradation, which indicates that the US heuristic
generally works in combination with already optimally tuned values of MaxInc,
and that its introduction does not create the need for re-tuning the host method’s
parameter. Two problems for which improvements were observed were flat100-
med, and flat200-med, as for these we found at least one (Inc, LL,MaxInc)
triple that resulted in a reduction in the P value derived from using the Wilcoxon
rank-sum test to less than 0.05, indicating that should these settings be used,
the method would give a significant improvement over PAWS. However, we con-
cluded that this improvement does not justify the expensive search required to
find these triples. The third problem, f1600-hard, was the exception to the rule
as most triples with a MaxInc = 10 (instead of PAWS’s optimal setting of 11)
resulted in significant improvements over the already significantly better perfor-
mance obtained by PAWS+US(Inc : 2, LL : 10). Furthermore, we found that
the setting of MaxInc = 10 only works well in combination with the US and
not in isolation. Figure 4 is used to illustrate these findings.

As previously mentioned, and according to observations not reported here,
we found that generally PAWS+US gives the best performance when combined
with the best known setting for MaxInc, settings which were found in [7] by
testing 72 distinct values between 3 and 75. For this study, finding the optimal
(Inc, LL) pair for PAWS+US involved searching on a space of (4 × 10) pos-
sible combinations, and then using this optimal pair in combination with the
best setting for MaxInc. Therefore, in practice, the cost of tuning PAWS+US
is equivalent to searching on the space of the 40 possible combinations. This
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Fig. 4. RTD and RLD comparisons between PAWS(Max : {10, 11}) and
PAWS+US(Max : {10, 11}, Inc : 2, LL : 10) for the f1600-hard problem, where a
one step change in the weight decrease parameter resulted in yet another significant
performance increase by PAWS+US

compares positively against most multiplicative CWLS methods such as SAPS,
where the tuning of highly sensitive multipliers typically requires searching on a
larger space of possible combinations.7

5 Conclusion

Our results challenge the conclusions reached in previous works [8], which stated
that no meaningful information could be derived from clause weights in CWLS
methods. These works attempted to acquire meaningful information by exam-
ining clause weights at the end of a search, despite existing evidence [1] that
information acquired in this fashion is of limited applicability due to its con-
textual nature. Furthermore, these methods did not consider using the acquired
information to alter the way clauses are treated.

In contrast, we propose that our results support our hypothesis that CWLS
methods can learn from clause weights, and that the significant performance
improvement offered by PAWS+US can be attributed to (a)its ability to learn
which clauses are globally hardest to satisfy, and (b) its ability to use this infor-
mation to treat these clauses differentially.

As is the case with most empirical evaluations of local search methods,
we found that our heuristic can offer performance improvements at the prob-
lem level, but this advantage tends to disappear as we shift the perspective
to the overall level and consider all problems in combination. However, given
that PAWS+US offered significant improvements over the state-of-the-art per-
formance for approximately 40% of the problems in our test set, we believe that
these initial results represent a well-founded motivation for future work. One
interesting research path is the development of a better understanding of the

7 The search space of SAPS’s α, ρ and Psmooth parameters in our investigation of
additive vs. multiplicative methods [7] was approximately (20 × 20 × 5).
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factors underlying our method’s successes and failures. Another is on extending
the US heuristic to incorporate neighbourhood weighting.
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Abstract. The work described in this paper presents a goal oriented
navigation system in a behavior-based manner. The main contributions
are, in first place the in-depth study of local navigation strategies and,
on the other hand, the use of natural landmarks, namely corridors and
emergency exit panels. Eliminating the centralized control of modules
the system performs the task as a result of the combination of many
relatively simple and light weight behaviors that run concurrently.

1 Introduction

The ability to navigate is probably one of the main skills needed by a mobile
robot in order to function autonomously in its environment. Without such ability,
the robot would not be able to avoid dangerous obstacles, reach energy sources or
come back home after an exploration of its environment. Although many animals
have shown that they are very good at navigating, autonomous navigation in un-
known environments is a complicated task for engineered robots. This is not the
case with biological navigation systems, which navigate in robust ways exploiting
a collection of specialized behaviors and tricks (Webb, 1995; Collett et al., 2001).
Therefore, research efforts have been aimed at incorporating biologically inspired
strategies into robot navigation models (Trullier et al., 1997; Mallot and Franz,
2000). Behavior-based (Brooks, 1986; Matarić, 1997) (BB) navigation systems
are clearly influenced by biomimetic navigational mechanisms, in which naviga-
tion is the process of determining and maintaining a trajectory to a goal loca-
tion (Mallot and Franz, 2000). The main question is not the classic “Where am
I?” (Levitt and Lawton, 1990; Borenstein et al., 1996), but “How do I reach the
goal?”; a question that not always requires the knowledge of the starting posi-
tion. Thus, navigating can be accomplished by the abilities of wandering around
and recognizing the desired goal. Biological navigation strategies fall into two
groups: (1) Local navigation or local strategies that allow the robot to move
in its immediate environment, in which only the objects or places that are in
the perceptual range of the robot’s sensors are useful; (2) Way finding involves
moving in environments in which relevant cues may be outside the current range
of robot perception. These strategies rely on local navigation behaviors to move
from one place to another, allowing the robot to find places or goals that could
not be reached using local strategies only.

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 742–753, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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The main project that we are involved in, consists of creating a robust nav-
igational architecture for a mobile robot following an incremental BB design
methodology. For such a work, we make use of an holonomic B21 model from
RWI named Marisorgin. Despite the low computational power available (2 Pen-
tium running at 120 MHz), she has a wide range of sensing capabilities including
a CCD camera mounted on a pan tilt head, sonars, infrareds, bumpers and an
electronic compass. The environment the robot moves on is a typical office-like
semi-structured environment. The rooms are rectangular in shape and wide halls
are connected by narrow corridors. The navigational task is depicted in figure 1.
It consists of going from the laboratory to the library hall and coming back
again after visiting Otzeta’s office, placed in the corridor parallel to the labo-
ratory’s one (route-B). The complete path amounts up to 150m. Note that the

Otzeta’s office

Laboratory

Library Hall

route−A (solid)

route−B (dotted)

panels

Fig. 1. The robot’s niche and the routes A and B

whole navigational task can not be accomplished relying only on local naviga-
tional behaviors; it is not enough to give the robot a unique preferred compass
orientation to fullfill the task; the orientation to follow must be changed so that
different locations can be achieved. Therefore, landmark identification processes
act as perceptual triggers to extract natural features from the environment (cor-
ridors and emergency exit panels) and make the robot follow the drawn nominal
route. Since way finding strategies depend on local navigation routines, we find
it is crucial to solve those local navigation mechanisms adequately in order to
evolve the system to more complex way finding capabilities. Sections 2 and 3
are fully devoted to describe how those behaviors should be designed, combined
and evaluated. After the assessment of appropriate wandering control system,
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section 4 explains the landmark identification processes added that define the
global navigation strategy needed to fulfill the task. The paper ends describing
some experimental results and conclusions in section 5.

2 Methodological Issues

Two main questions arise when building behavior-based control architectures.
Basic behaviors must be defined and combined to get the overall effective be-
havior, but (1) what must those basic behaviors be? and (2) how must they be
combined in order to get a good performance? The global description of the be-
haviors must be accompanied by a formal definition of the inputs and outputs,
and the function performed by each one. Following (Arkin, 1998), each behavior
“i” can be expressed as a triplet (Si,Ri,βi) where Si is the domain of stimuli, Ri

is the range of possible responses and βi represents the mapping function from
stimuli to response. Each sensor stimuli belongs to a domain or class and has a
strength. Not every behavior produces a response at every time. Some behaviors
produce effective responses only when the input activation exceeds a threshold
level for activating its corresponding binary flag (fi).

Motor responses can be separated into two components: strength or magni-
tude of the response; and orientation or direction of action for the response.
For our needs, motor response can be expressed in terms of translational and
rotational velocities: ∀rj ∈ Ri rj = [wi

j , v
i
j ]. Not every behavior produces a

motor response: behaviors called Perceptual Triggers (PT) have the function of
activating/deactivating behaviors or identifying goals.

Once the basic set of behaviors is defined and formalized, still the hard ques-
tion about how the motor responses of the behavior collection must be con-
verted into motor commands remains. More formally, the coordination function
ρ = C(G ∗ B(S)) = C(G ∗ R) is the vector encoding the global motor re-
sponse where R = B(S) is the behavior response to input stimuli S, and G
is the behavior activation vector, i.e, the activation flag determined by each
behavior.

The taxonomy of action selection mechanisms is classified in two main
branches: competitives and cooperatives (Arkin, 1998; Pirjanian, 1999). In com-
petitive strategies, active behaviors compete to reach the actuators and only the
output of the winner has effect in the robot’s behavior. (Brooks, 1986), (Maes,
1989) and (Rosenblatt, 1995) are examples of competitive action selection mech-
anisms. The alternative are cooperative strategies, where the responses of the
different behaviors all contribute to the overall response generally by means
of a weighted vectorial sum (Arkin, 1989). The final output is not the output
of a single behavior but the combination of the outputs of the different active
ones.

Last, but not least, to implement a control architecture it is a good policy
to develop the tools needed to easily build and debug the different behaviors. The
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SORGIN software framework (Astigarraga et al., 2003) is a set of data structures
and the library of functions associated to those objects, specifically developed for
behavior-based control architecture engineering. From a generic point of view,
global behavior can be considered as a network of coupled concurrent active
entities -threads- interacting asynchronously among them in some way. SORGIN
identifies these active entities with software components and defines their inter-
action, creating thus a principled method of modularity and behavior libraries.
SORGIN has been developed using the “C” programming language and Posix
threads, both standard and portable elements.

3 Local Navigation

Nominal paths are those imposed by local navigation strategies but are also
dependent on the environment that enforces “comfortable” ways of traversing
the different segments or locations. Nominal paths are better suited for landmark
identification than just wandering behaviors (Nehmzow, 1995). Having that idea
on mind, a nominal path for the robot has been defined that is essentially a
subtask of the overall task, but available using only local strategies: go from
the lab to the library hall and come back again (see figure 1, route-A). This
task can be accomplished just wandering in a preferred compass orientation. We
identified four basic skills or behaviors. Every non PT behavior will output a
three-dimensional vector of the type (fi,wi, vi) and the PT behaviors will just
output the confidence level of the perceived landmark.

– The corridor-follower (corr) maintains the robot at a centered position with
respect to the left and right side obstacles or walls. It also must control the
obstacles in front of the robot and decide the translational velocity according
to the free space the robot has in its front: (fcorr,wcorr, vcorr).

– The obstacle-avoider (oa) behavior avoids any obvious obstacle detected by
the robot: (foa,woa, voa).

– The goal-follower (gf) behavior takes a goal orientation and attempts to
reach that goal based on the difference between the final desired orientation
and current orientation: (fgf ,wgf , vgf ).

– The stop (b) behavior stops the robot when it collides with an object:
(fb, 0, 0).

For the work described in this paper, two different coordination mechanisms
are tried: a completely competitive one, where the winner is selected according
to a preset fixed hierarchy:

ρ = {(vi,wi)/∀indexj < indexi fj = 0, j ∈ {b, oa, corr, oa}}

where the index function returns the priority of the behavior in the hierar-
chical organization. And a more cooperative one where the global response is a
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weighted sum of different motor responses. For the latter, the weights have been
experimentally selected and are fixed over time:

ρ =
∑

i∈{b,oa,corr,gf}

weighti ∗ (vi, wi); weights =

⎡⎢⎣ fb

(1 − fb)foa(1 − 0.1fcorr)
(1 − fb)fcorr(0.75 − 0.65foa)

(1 − fb)(1 − foa)(1 − 0.75fcorr)

⎤⎥⎦
3.1 Experimental Setup and Evaluation

Although all the modules developed were incrementally built and tested, and
both action selection mechanisms produce qualitatively the same behavior, are
they significatively different? which is better suited for navigation? When a sin-
gle behavior is to be evaluated, the most straightforward method is to run an
experiment several times and give the overall performance. On the other hand,
to measure the goodness of the more complex emergent behavior is much more
difficult. Robot behavior is encapsulated in its trajectory (Nehmzow and Walker,
2003) and some numerical values can be defined to measure the properties of that
trajectory (Pirjanian, 1998). This is precisely the approach adopted for measur-
ing the differences between both controllers. But, as far as we know, there is not
a standard quantitative way to measure the performance of the system by means
of behavior assessment. That is probably the main lack of the field of Intelligent
Robotics and Autonomous Systems.

The following attributes have been identified:

– The goal must be satisfied, i.e the robot must complete the journey. Distance
represents how straight ahead the robot has achieved the goal.

– Collisions must be avoided. So, bumpers should not activate and it is desir-
able that infrareds activate few times. The activation flags of the behaviors
can be used as a measure: foa and fb.

– The distance to obstacles must be equilibrated at left and right sides so that
she traverses the corridors smoothly. The sonar module groups some left
and right side sonar values and uses the difference between left and right to
center the robot in narrow corridors. That difference could give a hint about
this attribute: l − r.

– Also, the compass heading must be as close as possible to the desired value:
Θd −Θ. It must be pointed out that only two desired headings are given to
the robot, one for going to the library and one for returning back to the lab.

– Velocity changes should be smooth in face of abrupt changes but smooth-
ness might not affect reactivity. The averaged rotational and translational
velocities and their standard deviations should be a reflection of the path
smoothness: v ± σv, w ± σw.

It is important to note that, when working with mobile robots in real environ-
ments, it is almost impossible to replicate an experiment in identical conditions.
Although variations are unavoidable, the experiments must be done in such a
way that the effect of the variability is minimized, settling the same initial con-
ditions, position and heading for the different runs.
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Table 1. Results obtained during the experimentation

day t (s) v ± σv dist.(m) w ± σw l − r Θd − Θ fb fir

co 1003 0.13±0.047 132.40 0.15±8.259 -583.281 2.930±68 0 0.092±0.29
cm 881 0.14±0.043 126.52 -0.19±11.204 -628.122 8.259±64 0 0.034±0.18
co 1014 0.14±0.042 117.62 0.17±8.137 -600.122 2.695±67 0 0.074±0.26
cm 837 0.15±0.035 123.88 0.21±11.208 -641.901 9.679±65 0 0.020±0.14

co 989 0.13±0.042 130.55 0.18±8.342 -512.110 3.315±67 0 0.078±0.27
cm 1114 0.14±0.039 157.07 0.17±11.791 -595.180 28.495±72 0 0.021±0.14
co 873 0.14±0.036 122.22 -0.25±8.020 -505.090 7.127±64 0 0.043±0.20
cm 865 0.15±0.035 125.43 0.20±11.266 -529.245 11.186±64 0 0.014±0.12

co 858 0.14±0.036 121.84 -0.24±8.048 -328.323 8.992±64 0 0.040±0.20
cm 884 0.14±0.046 124.64 -0.23±11.190 -672.886 8.291±63 0 0.031±0.17
co 882 0.14±0.038 122.60 -0.23±8.077 -617.304 7.291±65 0 0.049±0.22
cm 1074 0.11±0.067 122.44 -0.16±10.929 -328.842 3.991±59 0 0.078±0.27

co 897 0.14±0.043 122.89 -0.23±7.340 -258.812 6.573±63 0 0.061±0.24
cm 904 0.14±0.044 125.66 -0.20±11.248 -473.025 8.302±64 0 0.025±0.16
co 964 0.13±0.053 123.39 -0.20±7.727 -405.432 5.851±62 0 0.098±0.30
cm 875 0.14±0.044 125.13 -0.21±11.159 -643.928 7.862±63 0 0.028±0.17

co 882 0.14±0.049 122.60 -0.23±7.906 -569.394 7.910±64 0 0.050±0.22
cm 2207 0.14±0.038 301.48 -0.12±12.483 -205.100 60.83±64 0 0.071±0.26
co 980 0.13±0.043 131.03 0.17±8.226 -497.606 4.198±68 0 0.009±0.01
cm 921 0.13±0.049 124.34 0.22±11.169 -427.896 10.42±62 0 0.031±0.17

Co 934.2 0.136 124.71 -0.072 -487.75 5.688 0 0.06
Cm 1056.2 0.138 145.66 -0.030 -514.61 15.731 0 0.04

Table 1 shows the results obtained. Last row shows the averaged values for
the whole set of runs. No collision occurs during the 20 runs and thus, the
overall behavior shows the safetiness property in both controllers. Concerning
the infrared sensors activations, the competitive coordination (cm) maintains
the robot further away from obstacles than the cooperative (co) one because the
sonar module acts also as an obstacle avoider.

Looking to path smoothness, the deviation of the rotational velocity is higher
in the competitive runs, reflecting a more oscillatory behavior. The translational
velocity is also a little bit higher in the competitive behavior. But this fact gets
blurred when the robot has difficulties in finding the corridor in her way back
to the lab. The cooperative schema helps the sonar module to find the corridor
because of the compass module contribution to the velocities (figure 2).

As expected, the variation of the difference between the left and right side
sonars is big, but the difference maintains the sign over all runs. The negative
sign is due to the wall-following behavior that emerges when traveling along wide
halls.

Figure 3 shows the ratios of the activation flags for the different behaviors.
For the competitive runs, these ratios shows the degree of competition among the

Fig. 2. Robot trajectories for competitive and cooperative runs
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Fig. 3. Ratio of flag activations during the 10 trials

behaviors. The same values are extracted for the cooperative runs, although it
must be remarked that for these cases the output of the system is a combination
of the different velocities. Taking all those facts into account, we conclude that
the overall behavior performance is better in the cooperative controller. More
experiments have been done with the environment full of students to see the
persistence for attaining the target and the robot is able to achieve the goal
even when the natural trajectory of the robot is intentionally perturbed.

4 Natural Landmarks for Perceptual Triggered Response

To perform the global task (figure 1, route-B) the robot needs more knowledge that
must be properly combined with the capability of wandering in a preferred com-
passorientation.Morespecifically, therobotneedstorecognize someenvironmental
properties, namely landmarks, that will change the orientation to follow according
to the situation and the task. Some authors define landmarks as potentially visible
realworldobjectsatknown locations (Greiner and Isukapalli, 1994);but landmarks
arenotnecessarily restricted to realworld objects and canbe consideredas such fea-
turesof the environmentdetectedbythe robot sensors (Nehmzow and Owen,2000),
either by visual sensors (Trahanias et al., 1999; Popescu, 2003; Franz et al., 1998;
Mata et al., 2002; Rizzi et al., 2001) or by proximity sensors and odometry (Thrun,
1998;Burgard et al.,1998), (Owen and Nehmzow, 1998; Bengtsson and Baerveldt,
2003).

The environment can be provided with specific landmarks so that the robot
can easily identify different locations. Instead, we chose to extract environmen-
tal characteristics that can be recognized by robot sensors. In the approach
presented in this paper we combine emergency exit panels and corridor identifi-
cation for navigation.

Emergency Exit Panel Recognition: Emergency exit panels are interna-
tional natural landmarks mandatory in every public building that must fol-
low some shape, color and location standards (European “Council Directive
92/58/EEC of 24 June 1992 on the minimum requirements for the provision
of safety and/or health signs at work”1). They must be put in every junction or

1 Official Journal L 245 , 26/08/1992 P. 0023 - 0042.
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intersection where the wrong way to the exit may be taken. This can be very
helpful for the robot to identify crossroads. An emergency exit panel must be
put from every evacuation origin to a location where the emergency exit or the
panel that indicates it is clearly visible. They must be clearly visible even when
the lighting is off.

To extract the panel from the background in the image, a simple thresholding
is enough to appropriately segment the green areas of the image (see figure 4).

Fig. 4. Original and segmented images

To classify an image as containing or not a panel, instead of using image
correlation functions we applied a Multi Layer Perceptron (MLP) neural network
trained using as input vector the quadratic weighted sums of 20×20 sized image
blocks, resulting 28 input neurons. The training image set contained the inputs
of 220 images, taken from the nominal trajectory and with constant pan and tilt
values. The neural net has a single hidden layer of 3 neurons and the output is a
binary vector that classifies the image as containing or not a panel. Applying a
leaving-one-out (LOO) validation technique, and after a training period of 1000
epochs for each set, we obtained a validated performance of 97.27%.

Corridor Identification: A posterior analysis of the data collected during the
previous phase showed that corridors presented very strong properties that make
them identifiable. We consider the same physical corridor as being different de-
pending on the way the robot is following it. Corridors can be followed in the
environment from North to South (NS) or from South to North (SN) and this
produces two different robot behaviors. The compass allows to disambiguate
those situations. Equation (1) shows the single rule applied for corridor identi-
fication. The i subindex stands for NS or SN direction and θ, for the current
compass reading.

corridor idi(t) =
{

1 if θ ∈ [θi
min, · · · , θi

max] and sonars < TH
0 else (1)

To make the corridor identification more robust, instead of trusting just on
a single sonar and compass reading, we maintain a belief value of being in each
corridor using the weighted sum of a fixed size FIFO buffer that contains the
results of the corridor identification behavior for the last BSIZE readings2.

2 For the experimental done BSIZE = 100.
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4.1 Integration of Landmark Identification Processes in the
Control Architecture

The top level task is constructed combining all the above explained behaviors
using a finite state automata (FSA) that acts as a sequencer. The landmark de-
tection subsystems continuously process their inputs looking for new landmarks.
If a landmark is detected, the robot executes actions that guide herself to the
direction of the goal and re-positions according to the location in order to iden-
tify a new exit panel. When the robot identifies a new exit panel, a new compass
heading is given that makes her go towards a new location. This schema of se-
quentially changing the compass target heading and the pan and tilt positions
after landmark detection encodes the information needed to do the task in a
simple and efficient way.

In order to ensure that transitions occur effectively, preserve the system from
noise and make it more robust, we applied the previously explained landmark
identificators in the following manner:
– exit panel id : The emergency exit panel recognition based on the MLP gives

as output the mean value of the last 10 images. This value gives a measure
of the confidence level (cl) of the recognition process. In spite of the defined
confidence level, the positive identification relies in a few snapshots. We
made the confidence level affect the global translational velocity of the robot
according to v′ = (1 − cl).v to slow down the robot when a panel is being
recognized so that he does not lose its sight.

– corridor id: The corridor identification processes also make use of a confi-
dence level, Beli (see equation (2)). But to act as perceptual triggers the
output is defined as:⎧⎨⎩1 if Beli > 0.6 in corridor

0 if Beli < 0.1 not in corridor
0.5 else uncertainty

(2)

Only when they send the value “1” as output the automata will consider
being in a corridor. There is an uncertainty range due to transitions and
disturbances and it is indicated by a 0.5 output. There is no change in the
global state while uncertainty remains.

5 Results, Conclusions and Further work

Figure 5 shows two typical plots of the outputs of the different landmark recog-
nition behaviors together with the changes in the state of the FSA during a
complete path. The stairs-like line displays changes in the state number (mul-
tiplied by 0.1 for scale purposes). These changes show that the complete state
sequence that corresponds to the defined full path, has been met. The robot is
capable of catching the visual landmarks needed to force the robot to go into the
corridor. Concerning the corridor identification behaviors, the uncertainty range
helps to have robust state transitions and the robot is capable of completing the
full path without getting lost in spite of corridor width irregularities.
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Fig. 5. Landmark identification state of a complete path

The results show that the landmark identification system can be used by the
robot to effectively fulfill the task. We think that the presented system could be
adapted to many environments and hence, it is not particular to our environment.
Of course, every module can be improved. A zoomed camera and adaptive pan
and tilt angle selection mechanism could help to adjust the image according
to the distance to the wall for actively searching the landmark (Aloimonos,
1993) when the robot traverses the panel area out of the nominal orientation
due for example to people playing with the robot. On the other hand, corridor
belief is always properly maintained due to the nature of the landmark, and
the performance is not affected by the presence of open doors or people walking
around.

Up to now, the robot only is able to follow a predefined route defined by
a sequence of landmarks. Information about the whole environment should be
distributed along the control architecture to somehow provide the system with
planning capabilities and route selection mechanisms.
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Abstract. This paper proposes a novel approach for modeling partially con-
nected feedforward neural networks (PCFNNs) by identifying input type which 
refers to whether an input is coupled or uncoupled with other inputs. The iden-
tification of input type is done by analyzing input sensitivity changes by vary-
ing the magnitude of input. In the PCFNNs, each input is linked to the neurons 
in the hidden layer in a different way according to its input type. Each uncou-
pled input does not share the neurons with other inputs in order to contribute to 
output in an independent manner. The simulation results show that PCFNNs 
outperform fully connected feedforward neural networks with simple network 
structure. 

1   Introduction 

Fully connected feedforward neural networks (FCFNNs) have been commonly used 
for input-output mapping (IOM) problems [1, 2] due to their generalization ability. 
However, the structure of FCFNNs is complex because each neuron in a lower layer is 
connected to every neuron in the next higher layer, which causes redundant 
connections to exist in them. By trimming these useless connections, the structure of 
the networks can become simpler without deteriorating their performance or some-
times even better [3]. According to [4], the trimmed networks can be called as par-
tially connected feedforward neural networks (PCFNNs). 

Various trimming techniques have been proposed, such as optimal brain damage 
(OBD) [5-7], optimal brain surgeon (OBS) [8], etc. OBD eliminates the weights with 
low saliency which is obtained by estimating the approximation of the second deriva-
tive of the network error with respective to each weight. The less salient, the less im-
portant the weight is. In order to improve the way to obtain the approximation, OBS is 
often used despite of its computational expense. In OBS, networks can be easily over-
fit because they need to be trained until the error reaches to the minimum, as ad-
dressed in [6]. Finnoff et al. [7] avoided this problem by introducing a pruning method 
called autoprune [9], however, a constant threshold (35% of all weights in the first 
pruning step and 10% in each following step) for classifying unnecessary connections 
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and necessary connections is not convincing for every case. This disadvantage makes 
their method less valuable. Prechelt modified the autoprune technique by adjusting the 
threshold during training in order to adapt the evolution of the weights. However, his 
technique is suitable for only small networks.  In most trimming techniques, it is diffi-
cult to provide the obvious threshold with which the connections are usually classified 
into the ‘important’ or ‘unimportant’ to outputs. This problem is caused by the black-
box learning style [10] of neural networks. In this paper, we obtain a priori informa-
tion of inputs, which helps the networks be amendable to understand their input-output 
relationship to some extent. Sometimes, the information can solve the dilemma for 
determining the threshold.  

In this paper, the information is defined as input type which refers to whether an 
input is coupled or uncoupled with other inputs in generating output. In other words, 
the coupled inputs multiplicatively contribute to output and the uncoupled inputs addi-
tively.  The definition of the input type is reflected on structuring a network, that is, 
the uncoupled inputs do not share neurons in the hidden layer with any other inputs, 
while the coupled inputs share those among them. If all inputs are coupled then an 
FCFNN is structured because all inputs share all neurons due to description above. If 
uncoupled inputs exist, a PCFNN can be structured. The main task of our work is to 
identify the input types. The identification is done by analyzing input sensitivity 
changes computed by varying the amplitude of inputs.  

The remainder of this paper is structured as follows: Section 2 presents the theo-
retical representation of the sensitivity change according to the input type; Section 3 
describes the way to structure PCFNNs from the identified input types; Section 4 
presents examples and shows that PCFNNs can replace with FCFNNs without deterio-
rating their performances; Section 5 summarizes conclusions and potential future 
direction. 

2   Theoretical Input Sensitivity Change 

For convenience, the input sensitivity analysis is done for the uncoupled input-output 
mapping (UIOM) and coupled input-output mapping (CIOM), separately. We refer 
the UIOM as the nonlinear generalization function whose inputs are all uncoupled, 
while those of the CIOM are all coupled. For instance, all inputs of the former con-
tribute to output with an additive fashion but the latter with a multiplicative fashion in 
this paper.  Also, only the multi input single output system is taken into consideration 
for deriving the theoretical equations because those of the multi input multi output 
system are straightforward. 

2.1   Uncoupled Input-Output Mapping 

Assume there are a generating function composed of input vector [ ]nxxxX ,,, 21=  

and target (or true output) y  and an FCFNN trained with the data as following: 

( ) ( )WXgyxfy i

n

i
i ,ˆ and  

1
==

=
                                      (1) 
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where ( )ii xf  is a function of input ix , ŷ and g  are the network1 output and the net 

function of the network, respectively. W  is a set of weights. The network output can 
be expressed in terms of the target and the network error, denoted as e . 

eyy +=ˆ                                  (2) 

The input sensitivity of the network output with respective to input jx  can be ob-

tained by  
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where jS  is the sensitivity of jx  and 0/ =∂∂ jxe  if it is assumed that e  is independ-

ent of the inputs. In order to analyze the sensitivity changes, input ix  is varied by an 

amount of ix∆ . The varied input, denoted as
ixx∆ , and the modified input vector, 

denoted as 
ixX ∆ , can be expressed as: 

iix xxx
i

∆+=∆  and { }nxx xxxxX
ii

,,,,, 21 ∆∆ =                         (4) 

At this time, let’s train the FCFNN with the original target y  and 
ixX ∆ instead 

of X . The additional FCFNN can also be expressed as:  

( )
iiii xxxx WXgy ∆∆∆∆ = ,ˆ                                  (5) 

where 
ixy∆ˆ  and 

ixg∆  are the additional network output and its net function, respec-

tively. 
ixW∆  is a set of weights in the retrained network. If ix∆  is relatively very small 

to ix  enough to apply Taylor Series Expansion (TSE) then ( )
iii xxx WXg ∆∆∆ ,  can be 

approximated as: 

( ) ( ) ( )
iiiiii xxixxxx WXgxWXgWXg ∆∆∆∆∆∆ ⋅∆+≈ ,,, '                   (6) 

where '
ixg∆  is the derivative of 

ixg∆  in terms of ix . In the TSE, only the first-order 

derivative is considered in order to have the simple closed forms of the sensitivity 
changes which will be shown later. Also, for classifying inputs into the uncoupled 
input and the coupled input, it is not an issue whether considering the second-order 
derivative or not. For further understanding, readers can refer to Appendix, which 
explains the higher order derivative does not impact on the classification. From Equa-
tion (6), if W  obtained in the first training can be used as the initial weights of the 
additional training and if it can also be assumed that the network is well trained 
enough that 

ixW∆  can be very close to W , then the ( )
ixWXg ∆,  can be approximated 

to ( )WXg , . Too small value of ix∆  is a necessary condition to satisfy the previous 

assumptions. Equation (6) can be modified as 

                                                           
1 Network is interchangeable with FCFNN or PCFNN in this paper. 
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( ) ( ) ( )WXgxWXgWXg ixxx iii
,,, '⋅∆+≈∆∆∆                        (7) 

Thus, 
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From the additional network, the closed form of the theoretical sensitivity of each 
input can be obtained by  
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where '  and ''  are the notations of the first derivative and the second derivative. 
Therefore, the sensitivity changes due to ix∆  are obtained by Equation (9) − Equation 

(3).  
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2.2   Coupled Input-Output Mapping  

In a manner similar to that in Section 2.1, the theoretical representation of the sensitiv-
ity changes for the coupled input-output mapping can be obtained by starting from 
Equation (8). Let’s have a generating function expressed as: 

( )= ∏
=

n

i
ii xfhy

1
                                                  (11) 

where h  is a nonlinear function. The retrained network output and the sensitivity 
equations are  
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where 
ixj ∆∆ ,δ  is the rest terms of jx xy

i
∂∂ /ˆ∆ . 
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From Equations (10) and (13), we can be inferred that the sensitivity changes of 
the uncoupled inputs are not correlated with a variation on any other input, while those 
of the coupled inputs are correlated among them.  

2.3   Algorithm of the Identification of Input Type 

Based on the above theoretical inference, the derived equations can be applied to only 
the ideal situation in which there is no corruption in data. In real situation, it is highly 
possible that data is corrupted, so networks cannot be well trained, which makes us 
hesitate to directly apply the derived equations to the identification. Nevertheless, our 
method can be still applicable with the relative comparison of the sensitivity changes. 
For instance, if the sensitivity change of an input is relatively very small, compared to 
those of the other inputs, it may not matter that the input is considered as an uncoupled 
input.  

Step 1: Train an FCFNN with [ ]nxxxX ,,, 21=  and y   

Step 2: Calculate 0MSE  (mean square error) from the network 

Step 3 : Estimate jS , j∀   

Step 4 : 
For 1=i  To ni =  
     For ∈ σ  a set of predetermined values 

          ii xx ⋅=∆ σ   

           Train the additional network with
ixX ∆ and y until 

0MSE iMSE≈  //mean square error from the 

additional networks 
Estimate 

ixjS ∆, , calculate 
ixj ∆∆ ,δ for j∀  and save them 

    End 
End 

Step 5 : Calculate the mean (denoted as 
ixj ∆∆ ,δ )of the saved 

ixj ∆∆ ,δ   

Step 6 : Make a decision of the type of each input by relative  

comparison of 
ixj ∆∆ ,δ , j∀  

Fig. 1. The algorithm of identifying the type of each input 

As demonstrated in the previous section, the accuracy of the sensitivity analysis 
depends on the training performance of the additional network. Thus, a way to vary an 
input can be critical of whether the additional network can be well trained or not. We 
choose a fraction of inputs as an input variation express as 

ii xx ⋅=∆ σ                                                   (14) 
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where σ  is a fraction value of inputs. As shown in (10) and (13), the value of σ  is 
one of essential factors of deciding the value of 

ixj ∆∆ ,δ . Too small value of σ  pro-

duces a slight fluctuation in the sensitivity changes between the uncoupled inputs and 
the coupled inputs so it is sometimes vague to classify them into coupled or uncou-
pled. To avoid the problem, an appropriate value needs to be chosen to produce a 
salient difference between them to some extent, without seriously deteriorating the 
training performance. Also, the conditions for training the additional networks, such 
as the initial values, the training method, etc., should be same as those of the original 
networks, in order to facilitate the analysis. Also, the additional networks should be 
trained until their performances are very close to that of the original network. Usually, 
the mean square error (MSE) is commonly used as the measurement of the perform-
ance. For a reliable decision, the process of the estimation of input sensitivity changes 
is repeated as increasing the value of σ  and the mean of the sensitivity changes is 

analyzed as in Figure 1, where 
ixj ∆∆ ,δ  is the mean sensitivity change of input. 

3   Modeling Partially Connected Three-Layered Feedforward 
Neural Networks  

From the identified input types, a PCFNN can be modeled if there is at least one
uncoupled input. In the PCFNN, each input is linked to the neurons in the hidden layer 
in the different way according to its input type. The uncoupled inputs do not share the  
 

1x

2x

ix

1+ix

nx

Output

Input
layer 

Hidden
layer 

Output
layer 

: Neuron

 

Fig. 2. An example of PCFNNs 
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neurons with other inputs in order to contribute to output in an uncoupled manner. On 
the other hand, the coupled inputs share the neurons with one another. For instance, in 
Figure 2, inputs 1x , 2x , and nx  are uncoupled but ix  and 1+ix  are coupled each 

other. However, the hidden layer should be fully connected to the output layer in order 
all inputs to contribute to output. Otherwise, the uncoupled inputs linked to the neu-
rons, which  are  insulated  to  the output layer, do not contribute to output at all. 
Thus, our method is suitable for modeling three-layered PCFNNs in which only one 
hidden layer exists and the activation function in the output layer is the linear. How-
ever, the three-layered networks resolve many practical mapping problems. Each input 
is linked to a group of neurons as depicted in rectangular box as shown in Figure 2. 
Each group can have different number of neurons for optimizing the network perform-
ance. The number of combinational trial of the neurons in the groups will be required 
for obtaining the optimal performance. The exhaustive searching for the optimal num-
ber of the neurons is very expensive so equivalent number is usually assigned, as done 
in the next section. 

4   Experiment 

This section presents and interprets the experimental results of the identification of 
the input types in accordance with the algorithm. The experiments were done using 
three simple generated mapping examples as following: 

 Case 1: ( ) 3
7

2
2
1 5)1/(1exp xxxy ⋅+−+−=  

 Case 2: ( ) 3
7

2
2
1 5)1/(1exp xxxy ⋅⋅−⋅−=  

 Case 3: ( ) 3
7

2
2
1 5)1/(1exp xxxy ⋅+−⋅−=  

where the inputs are uniformly distributed with a range of [ ]1 ,0  and 1,000 patterns 
for each training and test data. The additional networks are trained until satisfying the  
 

Table 1. Mean sensitivity changes for no corruption in data 

Case Varied input ix∆∆ ,1δ  
ix∆∆ ,2δ  

ix∆∆ ,3δ  

1x  0.72 0.00 0.00 

2x  0.00 0.32 0.00 
1 

 
3x  0.00 0.00 0.57 

1x  0.36 0.42 0.25 

2x  0.45 0.64 0.58 
2 

 
3x  0.56 0.67 0.54 

1x  0.44 0.54 0.00 

2x  0.35 0.65 0.00 3 
 

3x  0.00 0.00 0.44 
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condition αα +≤≤− 00 MSEMSEMSE i , where 610−=α  obtained from an empiri-

cal experience. When estimating the input sensitivities from the trained networks, the 

normally distributed random noise with zero mean and 410−  variance is added to the 
inputs. The predetermined fraction values are  ,05.0=σ  0.1, 0,15, and 0.2. Through-
out all of the following experiments, the results are written to the nearest one hun-
dredth for the values of input sensitivities. 

4.1   For no Corruption in Data 

For Case 1, the mean sensitivity changes (MSC) of each input is not affected by vary-
ing other inputs so all input are considered as uncoupled. For instance, 

ix∆∆ ,2δ and
ix∆∆ ,3δ  of inputs 2x  and 3x  are zeroes when 1x  is varied. It has the same 

mechanism in MSC of the inputs when 2x  and 3x are varied, respectively. For Case 2, 

those of all inputs are affected by varying any one of them so all inputs are considered 
as coupled as presented in Table 1. Similarly, 1x  and 2x  are considered as coupled 

and 3x  is uncoupled for Case 3. 

 

Table 2. Mean sensitivity changes for corruption in data  

Case 
γ

 

Varied 

input ix∆∆ ,1δ  
ix∆∆ ,2δ  

ix∆∆ ,3δ  

1x  0.56 0.01 0.02 

2x       0.04 0.36 0.05 0.1 

3x  0.01 0.03 0.44 

1x  1.15 2.11 1.23 

2x  0.99 2.36 1.56 

1 

 

0.3 

3x  2.17 2.22 3.21 

1x  0.78 0.88 0.65 

2x  0.62 0.72 0.89 0.1 

3x  0.31 0.44 0.98 

1x  1.54 0.78 2.01 

2x  1.96 1.86 1.12 

2 

 

0.3 

3x  0.76 1.12 1.56 

1x  0.34 0.27 0.03 

2x  0.37 0.51 0.02 0.1 

3x  0.01 0.02 0.56 

1x  1.33 1.14 0.43 

2x  1.15 1.42 0.89 

3 

 

0.3 

3x  0.67 0.44 0.76 
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4.2   For Corruption in Target 

Corrupted target, denoted as  y~ , can be obtained by adding random noise to y . The 

random noise was generated with zero mean and 2γ  variance, where γ  is a fraction 

of the mean of the generated target values. For 1.0=γ  and 3.0 , the same process as 

Section 4.1 was done, however the relative comparison of MSC is performed. 

For ,1.0=γ  of Case 1, 
1,1 x∆∆δ  = 0.56, 01.0

1,2 =∆ ∆xδ , and 
1,3 x∆∆δ = 02.0 when 

1x  is varied, as shown in Table 2. Where, 0.01 and 0.02 are too small in comparison 

with 0.56 so it may not be a matter that input 1x  is considered as uncoupled with 2x  

and 3x . Similarly, 2x  and 3x  can also be considered as uncoupled. However, 

for 3.0=γ , the mean sensitivities of all inputs are affected from varying any one of 

them so they all are considered as coupled. For example, 

15.1
1,1 =∆ ∆xδ , 11.2

1,2 =∆ ∆xδ , and 23.1
1,3 =∆ ∆xδ  when 1x  is varied. The MSCs of 

2x  and 3x  are so big compared to that of 1x . For Case 2, all inputs are identified as 

coupled for all the values of γ . For Case 3, the type of each input can be correctly 

identified when  1.0=γ . However, all inputs are identified as coupled when 3.0=γ . 

4.3   Comparison of the Performances of FCFNNs and PCFNNs 

In this section, the performances of FCFNNs and PCFNNs are compared for Cases 1 
and 3 in order to show that the PCFNNs modeled from the identified input types are  
 

�

1x �

2x �

3x �

ŷ

1x

2x

3x

ŷ�

��Group of the neurons�

 
          (a) Case 1                                 (b) Case 3  

Fig. 3. PCFNNs for Case 1 and Case 3 
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simpler than FCFNNs without deteriorating their generalization abilities which is the 
performances for the test data (people are usually not interested in the performance of 
the training data). The root mean square error (RMSE) was used as the measurement 
of their performances. For the fair comparison of FCFNNs and PCFNNs, the same 
number of neurons is assigned to each network. To avoid the exhaustive search of the 
optimal number of neurons in each group, the equivalent number of neurons is as-
signed for the convenience. The number of the training epoch is 500 for each  net-
work. For Case 1, each input does not share the groups of neurons as viewed in Figure 
3 (a). For Case 3, inputs 1x  and 2x  share the groups of neurons but input 3x  does not 

as in Figure 3 (b). For Case 1, there exist 27 and 45 connections for modeling 
FCFNNs when the total number of neurons in the hidden layer is assigned to 9 and 15. 
By modeling PCFNNs, 18 and 30 connections (67% of the total number of neurons) 
are saved without deteriorating the network performance or even slightly better as 
shown in Table 3. Also, the 12 and 20 connections (44%) are saved for Case 3. 

Table 3. Results of the performances of PCFNNs and FCFNNs 

RMSE of the test 
data Case γ  

The number 
of neurons in 
the hidden 
layer 

PCFNNs FCFNNs 

The number of 
connections by 
PCFNNs 

  9 0.03 0.04 18(67%) 
0 

15 0.04 0.06 30(67%) 
  9 0.07    0.07 18(67%) 

1 
0.1 

15 0.06 0.07 30(67%) 
9 0.006 0.006 12(44%) 

0 
15 0.004 0.006 20(44%) 
  9 0.01 0.02 12(44%) 

3 
0.1 

15 0.01 0.03 20(44%) 

5   Conclusion 

In this paper a new method for structuring PCFNNs from identified input types was 
proposed. The identification of the input type was done by the analysis of the input 
sensitivity changes by varying the magnitude of each input. As shown in the experi-
mental results, our method can work even when the target is corrupted with tolerance. 
From our empirical experience, when the sensitivity change of an input is less than 
10% of that of a varied input, the input can be considered as the uncoupled input. It is 
also shown that the modeled PCFNNs are simpler than FCFNNs without deteriorating 
the generalization ability.  
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On the negative side, it is difficult to verify the method of identifying input type in 
practical situations because the true physical input types are not usually known. Only 
the performance comparison of PCFNNs and FCFNNs can give a cue whether the 
types of inputs are well identified or not. If PCFNNs can replace with FCFNNs, we 
can conclude the inputs are well identified. 
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Appendix 

Let’s see what the impact of the sensitivity changes if we consider the second deriva-

tive part of the Taylor series expansion in (6).  
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As shown in (A.2), the varied input has a sensitivity change as the same as when 
only the first derivative part was considered. With the same way, for the coupled in-
put-output mapping, we can verify that the second derivative term does not give an 
impact on the classification of input types.  
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Abstract. In this paper, we consider an anisotropic swarm model with
an attraction/repulsion function and study its aggregation properties. It
is shown that the swarm members will aggregate and eventually form a
cohesive cluster of finite size around the swarm center. We also study
the swarm cohesiveness when the motion of each agent is a combination
of the inter-individual interactions and the interaction of the agent with
external environment. Moreover, we extend our results to more general
attraction/repulsion functions. The model in this paper is more general
than isotropic swarms and our results provide further insight into the
effect of the interaction pattern on individual motion in a swarm system.

1 Introduction

In nature swarming can be found in many organisms ranging from simple bac-
teria to more advanced mammals. Examples of swarms include flocks of birds,
schools of fish, herds of animals, and colonies of bacteria. Such collective behav-
ior has certain advantages such as avoiding predators and increasing the chance
of finding food. Recently, there has been a growing interest in biomimicry of
forging and swarming for using in engineering applications such as optimization,
robotics, military applications and autonomous air vehicle [1]–[10]. Modeling
and exploring the collective dynamics has become an important issue and many
investigations have been carried out [11]–[16]. However, most available results
in the literature are on the isotropic swarms, sound results on the anisotropic
swarms are relatively few. The study of anisotropic swarms is very difficult
though anisotropic swarming is a ubiquitous phenomenon, including natural
phenomena and social phenomena [17]–[22].

Gazi and Passino [2] proposed an isotropic swarm model and studied its
aggregation, cohesion and stability properties. Subsequently, Chu, Wang and
Chen [4] generalized their model, considering an anisotropic swarm model, and

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 766–777, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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obtained the properties of aggregation, cohesion and completely stability. The
concept of coupling matrix in the swarm model reflects the interaction strength
between different individuals. The coupling matrix considered in [4] is symmet-
ric, that is, the interaction between two individuals is reciprocal. In this paper,
due to the asymmetry of social, economic and psychological phenomena, we will
study the behavior of anisotropic swarms when the coupling matrix is completely
asymmetric. The results given in this paper extend the corresponding results on
isotropic swarms [2, 7] and anisotropic swarms [4, 5, 6] to more general cases
and further illustrate the effect of the interaction pattern on individual motion
in swarm systems. Moreover, we also study the aggregation properties of the
anisotropic swarm under an attractant/repellent profile. Our results have poten-
tial applications in coordination and formation control of multiple autonomous
mobile robots, and in collective evolution of robot society.

In the next section we specify an individual-based continuous-time anisotropic
swarm model in Euclidean space which includes the isotropic model of [2] as a
special case, and we also study the agent motion when the external attrac-
tant/repellent profile is considered. In Section 3, under some assumption on the
coupling matrix, we show that the swarm exhibits aggregation. In Section 4, we
extend the results in Section 3 by considering a more general attraction/repulsion
function. We summarize our results in Section 5.

2 Anisotropic Swarms

We consider a swarm of N individuals (members) in an n-dimensional Euclidean
space. We model the individuals as points and ignore their dimensions. The
equation of motion of individual i is given by

ẋi =
N∑

j=1

wijf(xi − xj), i = 1, · · · , N, (1)

where xi ∈ Rn represents the position of individual i; W = [wij ] ∈ RN×N

with wij ≥ 0 for all i, j = 1, · · · , N is the coupling matrix; f(·) represents the
function of attraction and repulsion between the members. In other words, the
direction and magnitude of motion of each member is determined as a weighted
sum of the attraction and repulsion of all the other members on this member.
The attraction/repulsion function that we consider is [2]

f(y) = −y

(
a− b exp

(
− ‖y‖2

c

))
, (2)

where a, b, and c are positive constants such that b > a and ‖y‖ is the Euclidean
norm given by ‖y‖ =

√
yT y.

In the discussion to follow, we always assume wii = 0, i = 1, · · · , N in model
(1). Moreover, we assume that there are no isolated clusters in the swarm, that
is, W +WT is irreducible.
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Note that the function f(·) constitutes the social potential function that gov-
erns the interindividual interactions and is attractive for large distances and re-
pulsive for small distances. By equating f(y) = 0, one can find that f(·) switches
sign at the set of points defined as Y =

{
y = 0 or ‖y‖ = δ =

√
c ln (b/a)

}
. The

distance δ is the distance at which the attraction and repulsion balance. Such a
distance in biological swarms exists indeed [3]. Note that it is natural as well as
reasonable to require that any two different swarm members could not occupy
the same position at the same time.

Remark 1: The anisotropic swarm model given here includes the isotropic model
of [2] as a special case. Obviously, the present model (1) can better reflect the
asymmetry of social, economic and psychological phenomena [17]–[22].

In the above model, the agent motion was driven solely by the interaction
pattern between the swarm members, i.e., we didn’t consider the external envi-
ronment’s effect on agent motion. In what follows, we will consider the external
attractant/repellent profile and propose a new model.

Following [14], we consider the attractant/repellent profile σ : Rn → R,
which can be a profile of nutrients or some attractant/repellent substances (e.g.
nutrients or toxic chemicals). We also assume that the areas that are minimum
points are “favorable” to the individuals in the swarm. For example, we can
assume that σ(y) > 0 represents a noxious environment, σ(y) = 0 represents a
neutral, and σ(y) < 0 represents attractant or nutrient rich environment at y.
(Note that σ(·) can be a combination of several attractant/repellent profiles).

In the new model, the equation of motion for individual i is given by

ẋi = −hi∇xiσ(xi) +
N∑

j=1

wijf(xi − xj), i = 1, · · · , N, (3)

where the attraction/repulsion function f(·) is same as given in (2), hi ∈
R+ = (0,∞), and wij is defined as before. −hi∇xiσ(xi) represents the motion
of the individuals toward regions with higher nutrient concentration and away
from regions with high concentration of toxic substances. We assume that the
individuals know the gradient of the profile at their positions.

In the discussion to follow, we will need the concept of weight balance con-
dition defined below:

Weight Balance Condition: Consider the coupling matrix W = [wij ] ∈
RN×N , for all i = 1, · · · , N , we assume that

∑N
j=1 wij =

∑N
j=1 wji.

The weight balance condition has a graphical interpretation: consider the
directed graph associated with the coupling matrix, weight balance means that,
for any node in this graph, the weight sum of all incoming edges equals the weight
sum of all outgoing edges [8]. The weight balance condition can find physical
interpretations in engineering systems such as water flow, electrical current, and
traffic systems.



Aggregation of Foraging Swarms 769

3 Swarm Aggregation

In this section, theoretic results concerning aggregation and cohesiveness of the
swarms (1) and (3) will be presented. First, it is of interest to investigate collec-
tive behavior of the entire system rather than to ascertain detailed behavior of
each individual. Second, due to complex interactions among the multi-agents, it
is usually very difficult or even impossible to study the specific behavior of each
agent.

Define the center of the swarm members as x = 1
N

∑N
i=1 xi, and denote

βij = exp
(
− ‖xi−xj‖2

c

)
. We first consider the swarm in (1), then the equation

of motion of the center is

ẋ = − a

N

[ N∑
i=1

N∑
j=1

wij(xi − xj)
]

+
b

N

N∑
i=1

[ N∑
j=1

wijβij(xi − xj)
]

= − a

N

N∑
i=1

( N∑
j=1

wij −
N∑

j=1

wji

)
xi +

b

N

N∑
i=1

[ N∑
j=1

wijβij(xi − xj)
]
.

If the coupling matrix W is symmetric, by the symmetry of f(·) with respect
to the origin, the center x will be stationary for all t, and the swarm described
by Eqs. (1) and (2) will not be drifting on average [4]. Note, however, that the
swarm members may still have relative motions with respect to the center while
the center itself stays stationary. On the other hand, if the coupling matrix W is
asymmetric, the center x may not be stationary. An interesting issue is whether
the members will form a cohesive cluster and which point they will move around.
We will deal with this issue in the following theorem.

Theorem 1: Consider the swarm in (1) with an attraction/replusion function
f(·) in (2). Under the weight balance condition, all agents will eventually enter
into and remain in the bounded region

Ω =
{

x :
N∑

i=1

‖xi − x‖2 ≤ ρ2
}

,

where

ρ =
2bM

√
2c exp(− 1

2 )
aλ2

;

and M =
N∑

i,j=1
wij ; λ2 denotes the second smallest real eigenvalue of the matrix

L + LT ; L = [lij ] with

lij =
{−wij ,∑N

k=1,k �=i wik,
i �= j,
i = j; (4)

Ω provides a bound on the maximum ultimate swarm size.



770 L. Wang et al.

Proof. Let ei = xi − x. By the definition of the center x of the swarm and the
weight balance condition, we have

ẋ =
b

N

N∑
i=1

[ N∑
j=1

wijβij(xi − xj)
]
.

Then, we have

ėi = −a
N∑

j=1

wij(xi − xj) + b

N∑
j=1

wijβij(xi − xj)− b

N

N∑
i=1

[ N∑
j=1

wijβij(xi − xj)
]
.

To estimate ei, let V =
∑N

i=1 Vi be the Lyapunov function for the swarm,
where Vi = 1

2e
iT ei. Evaluating its time derivative along the solution of system

(1), we have

V̇ = −a
N∑

i=1

N∑
j=1

wije
iT (ei − ej) + b

N∑
i=1

eiT

{ N∑
j=1

wijβij(xi − xj)

− 1
N

N∑
k=1

[ N∑
j=1

wkjβkj(xk − xj)
]}

≤ −aeT (L⊗ I)e+ b

N∑
i=1

N∑
j=1

wijβij‖xi − xj‖‖ei‖

+
b

N

N∑
i=1

[ N∑
k=1

N∑
j=1

wkjβkj‖xk − xj‖
]
‖ei‖,

where e = (e1T , · · · , eNT )T , L ⊗ I is the Kronecker product of L and I with L
as defined in Eq. (4) and I the identity matrix of order n.

Note that each of the functions exp
(
− ‖xi−xj‖2

c

)
‖xi − xj‖ is a bounded

function whose maximum is achieved at ‖xi − xj‖ =
√
c/2 and is given by√

c/2 exp(−(1/2)). Substituting this into the above inequality and using the
fact that ‖ei‖ ≤

√
2V , we obtain

V̇ ≤ −aeT (L⊗ I)e+ 2bM
√
c exp

(
− 1

2
)
V

1
2 . (5)

To get further estimate of V̇ , we only need to estimate the term eT (L⊗ I)e.
Since

eT (L⊗ I)e =
1
2
eT
(
(L + LT )⊗ I

)
e,

we need to analyze eT ((L + LT ) ⊗ I)e. First, consider the matrix L + LT with
L defined in Eq. (4), we have L + LT = [l̃ij ], where

l̃ij =
{−wij − wji,

2
∑N

k=1,k �=i wik,
i �= j,
i = j.

(6)
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Under the weight balance condition, we can easily see that λ = 0 is an
eigenvalue of L+LT and u = (l, · · · , l)T with l �= 0 is the associated eigenvector.
Moreover, since L+LT is symmetric and W +WT (hence, L+LT ) is irreducible,
it follows from matrix theory [8] that λ = 0 is a simple eigenvalue and all the
rest eigenvalues of L + LT are real and positive. Therefore, we can order the
eigenvalues of L + LT as 0 = λ1 < λ2 ≤ λ3 ≤ · · · ≤ λn. Moreover, it is known
that the identity matrix I has an eigenvalue µ = 1 of n multiplicity and n linearly
independent eigenvectors

u1 =

⎡⎢⎢⎢⎣
1
0
...
0

⎤⎥⎥⎥⎦ , u2 =

⎡⎢⎢⎢⎣
0
1
...
0

⎤⎥⎥⎥⎦ , · · · , un =

⎡⎢⎢⎢⎣
0
0
...
1

⎤⎥⎥⎥⎦ .
By matrix theory [8], the eigenvalues of (L + LT ) ⊗ I are λiµ = λi (of n

multiplicity for each i). Next, we consider the matrix (L + LT )⊗ I. λ = 0 is an
eigenvalue of n multiplicity and the associated eigenvectors are

v1 = [u1T , · · · ,u1T ]T , · · · , vn = [unT , · · · ,unT ]T .

Therefore , eT
(
(L + LT )⊗ I

)
e = 0 implies that e must lie in the eigenspace

of (L + LT ) ⊗ I spanned by eigenvectors v1, · · · , vn corresponding to the zero
eigenvalue, that is, e1 = e2 = · · · = eN . This occurs only when e1 = e2 =
· · · = eN = 0. However, this is impossible to happen for the swarm system
under consideration, because it implies that the N individuals occupy the same
position at the same time. Hence, for any solution x of system (1), e must be
in the subspace spanned by eigenvectors of (L + LT ) ⊗ I corresponding to the
nonzero eigenvalues. Hence, eT

(
(L + LT )⊗ I

)
e ≥ λ2‖e‖2 = 2λ2V . From (5), we

have
V̇ ≤ −aλ2V + 2bM

√
c exp(− 1

2 )V
1
2

= −
[
aλ2V

1/2 − 2bM
√
c exp(− 1

2 )
]
V

1
2

< 0

whenever

V >

(
2bM

√
c exp(−1/2)
aλ2

)2

.

Therefore, any solution of system (1) will eventually enter into and remain
in Ω.

Remark 2: The discussions above explicitly show the effect of the coupling
matrix W on aggregation and cohesion of the swarm.

Remark 3: The weight balance condition is more general than the case when
the coupling matrix W is a symmetric matrix [2, 4, 5, 6, 7].

Remark 4: From Theorem 1, we see that, under the weight balance condition,
the motion of the swarm center only depends on the repulsion between the swarm
members.



772 L. Wang et al.

Remark 5: Theorem 1 shows that the swarm members will aggregate and form
a bounded cluster around the swarm center.

From the above discussions, we know that if we ignore the influence on agent
motion from external environment, under the weight balance condition, the mo-
tion of the swarm center only depends on the repulsion between the swarm
members, and all agents will eventually enter into and remain in a bounded re-
gion around the swarm center. In what follows, we will study the aggregation
properties of the swarm system when the attractant/repellent profile is taken
into account.

The equation of the motion of the swarm center now becomes

ẋ = − 1
N

N∑
i=1

hi∇xiσ(xi)− a

N

N∑
i=1

( N∑
j=1

wij −
N∑

j=1

wji

)
xi

+
b

N

N∑
i=1

[ N∑
j=1

wijβij(xi − xj)
]
.

Before we discuss cohesiveness of the swarm, we first make an assumption.

Assumption 1: There exists a constant σ > 0 such that

‖∇yσ(y)‖ ≤ σ, for all y.

Assumption 1 implies that the gradient of the profile is bounded. This as-
sumption is reasonable since almost all profiles we encounter such as plane and
Gaussian profiles are with bounded gradient.

The following theorem shows that the swarm system still exhibits aggrega-
tion behavior when the external profile is taken into account.

Theorem 2: Consider the swarm in (3) with an attraction/replusion function
f(·) in (2). Under the weight balance condition and Assumption 1, all agents
will eventually enter into and remain in the bounded region

Ω =
{

x :
N∑

i=1

‖xi − x‖2 ≤ ρ2
}

,

where

ρ =
2bM

√
2c exp(− 1

2 ) + 4σ(N−1)
N (

∑N
i=1 hi)

aλ2
;

and M and λ2 are defined as in Theorem 1. Ω provides a bound on the maximum
ultimate swarm size.

Proof. Let ei = xi − x. By the definition of the center x of the swarm and the
weight balance condition, we have

ẋ = − 1
N

N∑
i=1

hi∇xiσ(xi) +
b

N

N∑
i=1

[ N∑
j=1

wijβij(xi − xj)
]
.
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Define the Lyapunov function as V =
∑N

i=1 Vi, where Vi = 1
2e

iT ei. Evaluating
its time derivative along the solution of system (3), we have

V̇ =−a
N∑

i=1

N∑
j=1

wije
iT (ei − ej) + b

N∑
i=1

N∑
j=1

wijβije
iT (xi − xj)

− b
N

N∑
i=1

[ N∑
k=1

N∑
j=1

wkjβkje
iT (xk − xj)

]
−

N∑
i=1

eiT

[
hi∇xiσ(xi)− 1

N

N∑
k=1

hk∇xkσ(xk)
]
.

(7)

Furthermore, by assumption, we have

V̇ ≤ −a
N∑

i=1

N∑
j=1

wije
iT (ei − ej) + b

N∑
i=1

N∑
j=1

wijβij‖xi − xj‖‖ei‖

+
b

N

N∑
i=1

[ N∑
k=1

N∑
j=1

wkjβkj‖xk − xj‖
]
‖ei‖

+
N∑

i=1

‖hi∇xiσ(xi)− 1
N

N∑
k=1

hk∇xkσ(xk)‖‖ei‖

≤ −a
N∑

i=1

N∑
j=1

wije
iT (ei − ej)

+ 2bM
√
c exp(− 1

2 )V 1/2 + 2
√

2σ(N−1)
N (

N∑
i=1

hi)V 1/2.

By analogous discussions as in the proof of Theorem 1, we have

V̇ ≤ −aλ2V + 2bM
√
c exp(− 1

2 )V 1/2 + 2
√

2σ(N−1)
N

( N∑
i=1

hi

)
V 1/2

= −
[
aλ2V

1/2 − 2bM
√
c exp(− 1

2 )− 2
√

2σ(N−1)
N

( N∑
i=1

hi

)]
V 1/2

< 0

whenever

V >

(2bM
√
c exp(−1/2) + 2

√
2σ(N−1)

N

( N∑
i=1

hi

)
aλ2

)2

.

Therefore, any solution of system (3) will eventually enter into and remain
in Ω.

Remark 6: Theorem 2 shows that, with bounded attractant/repellent profile,
the swarm members will aggregate and form a bounded cluster around the swarm
center. The motion of the swarm center depends on the repulsion between the
swarm members and the weighted average of the gradient of the profile evaluated
at the current positions of the individuals.
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Of course, not all profiles are bounded. In the case of unbounded profile, in or-
der to ensure the swarm to be ultimately bounded, the gradient of the profile at xi

should have a “sufficiently large” component along ei so that the influence of the
profile does not affect swarm cohesion. The following theorem addresses this issue.

Theorem 3: Consider the swarm in (3) with an attraction/replusion function
f(·) in (2). Assume that there exist constants Ai

σ, i = 1, · · · , N , with Aσ =
min

i
Ai

σ > −aλ2
2 such that

eiT

[
hi∇xiσ(xi)− 1

N

N∑
k=1

hk∇xkσ(xk)
]
≥ Ai

σ‖ei‖2

for all xi and xk. Then, under the weight balance condition, all agents will
eventually enter into and remain in the bounded region

Ω =
{

x :
N∑

i=1

‖xi − x‖2 ≤ ρ2
}

,

where

ρ =
2bM

√
2c exp(− 1

2 )
aλ2 + 2Aσ

;

and M and λ2 are defined as in Theorem 1. Ω provides a bound on the maximum
ultimate swarm size.

Proof. Following the proof of Theorem 2, from (7), we have

V̇ ≤ −a
N∑

i=1

N∑
j=1

wije
iT (ei − ej) + b

N∑
i=1

N∑
j=1

wijβij‖xi − xj‖‖ei‖

+
b

N

N∑
i=1

[ N∑
k=1

N∑
j=1

wkjβkj‖xk − xj‖
]
‖ei‖ −Aσ‖e‖2

≤ −a
N∑

i=1

N∑
j=1

wije
iT (ei − ej)

+ 2bM
√
c exp(− 1

2 )V 1/2 − 2AσV.

By analogous discussions as in the proof of Theorem 1, we have

V̇ ≤ −(aλ2 + 2Aσ)V + 2bM
√
c exp(− 1

2 )V 1/2

= −
[
(aλ2 + 2Aσ)V 1/2 − 2bM

√
c exp(− 1

2 )
]
V 1/2

< 0
whenever

V >

(
2bM

√
c exp(−1/2)

aλ2 + 2Aσ

)2

.

Therefore, any solution of system (3) will eventually enter into and remain
in Ω.
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4 Further Extensions

In Sections 2 and 3 we considered a specific attraction/repulsion function f(y) as
defined in (2). In this section, we will consider a more general attraction/repulsion
function f(y). Here f(y) constitutes the social potential function that governs
the interindividual interactions and is assumed to have a long range attrac-
tion and short range repulsion nature. Following [13], we make the following
assumptions:

Assumption 2: The attraction/repulsion function f(·) is of the form

f(y) = −y[fa(‖y‖)− fr(‖y‖)], y ∈ Rn, (8)

where fa : R+ → R+ represents (the magnitude of) attraction term and has a
long range, whereas fr : R+ → R+ represents (the magnitude of) repulsion term
and has a short range, and R+ stands for the set of nonnegative real numbers,
‖y‖ =

√
yT y is the Euclidean norm.

Assumption 3: There are positive constants a, b such that for any y ∈ Rn,

fa(‖y‖) = a, fr(‖y‖) ≤
b

‖y‖ . (9)

That is, we assume a fixed linear attraction function and a bounded repulsion
function.

Analogous to Theorems 1–3, in this case, we can also obtain the following
three theorems.

Theorem 4: Consider the swarm in (1) with an attraction/replusion function
f(·) in (8) and (9). Under the weight balance condition, all agents will eventually
enter into and remain in the bounded region

Ω∗ =
{

x :
N∑

i=1

‖xi − x‖2 ≤ ρ2
}

,

where ρ = 4bM
aλ2

; and λ2 and M are defined as in Theorem 1; Ω∗ provides a bound
on the maximum ultimate swarm size.

Theorem 5: Consider the swarm in (3) with an attraction/replusion function
f(·) in (8) and (9). Under the weight balance condition and Assumption 1, all
agents will eventually enter into and remain in the bounded region

Ω
∗

=
{

x :
N∑

i=1

‖xi − x‖2 ≤ ρ2
}

,
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where

ρ =
4bM + 4σ(N−1)

N (
∑N

i=1 hi)
aλ2

;

and M and λ2 are defined as in Theorem 1. Ω
∗

provides a bound on the maxi-
mum ultimate swarm size.

Theorem 6: Consider the swarm in (3) with an attraction/replusion function
f(·) in (8) and (9). Assume that there exist constants Ai

σ, i = 1, · · · , N , with
Aσ = min

i
Ai

σ > −aλ2
2 such that

eiT

[
hi∇xiσ(xi)− 1

N

N∑
k=1

hk∇xkσ(xk)
]
≥ Ai

σ‖ei‖2

for all xi and xk. Then, under the weight balance condition, all agents will
eventually enter into and remain in the bounded region

Ω
∗

=
{

x :
N∑

i=1

‖xi − x‖2 ≤ ρ2
}

,

where

ρ =
4bM

aλ2 + 2Aσ
;

andM and λ2 are defined as in Theorem 1.Ω
∗

provides a bound on the maximum
ultimate swarm size.

Following the proof of Theorems 1–3, we can prove Theorems 4–6 analogously.

5 Conclusions

In this paper, we have considered an anisotropic swarm model and analyzed its
aggregation. Under the weight balance condition, we show that the swarm mem-
bers will aggregate and eventually form a cohesive cluster of finite size around
the swarm center. The model given here is a generalization of the models in
[2, 4, 5, 6, 14], and can better reflect the asymmetry of social, economic and psy-
chological phenomena [17]–[22]. The results obtained in this paper have potential
applications in coordination and formation control of multiple autonomous mo-
bile robots, and in collective evolution of robot society.
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Abstract. We describe an Ant Colony Optimization (ACO) algorithm,
ANT-MPE, for the most probable explanation problem in Bayesian
network inference. After tuning its parameters settings, we compare
ANT-MPE with four other sampling and local search-based approximate
algorithms: Gibbs Sampling, Forward Sampling, Multistart Hillclimbing,
and Tabu Search. Experimental results on both artificial and real net-
works show that in general ANT-MPE outperforms all other algorithms,
but on networks with unskewed distributions local search algorithms are
slightly better. The result reveals the nature of ACO as a combination
of both sampling and local search. It helps us to understand ACO bet-
ter, and, more important, it also suggests a possible way to improve
ACO.

1 Introduction

Bayesian networks (BNs) (Pearl 1988) are the currently dominant method for
uncertain reasoning in AI. They encode the joint probability distribution in
a compact manner by exploiting conditional independencies. One of the main
purposes of building a BN is to conduct probabilistic inference - i.e. to com-
pute answers to users’ queries, given exact values of some observed evidence
variables. This paper is concerned with a specific type of Bayesian network
inference: finding the Most Probable Explanation (MPE). MPE is the prob-
lem of computing the instantiation of a Bayesian network that has the highest
probability given the observed evidence. It is useful in many applications includ-
ing diagnosis, prediction, and explanation. However, MPE is NP-hard (Littman
1999).

Ant Colony Optimization (ACO) is a recently developed approach that takes
inspiration from the behavior of real ant colonies to solve NP-hard optimization
problems. The ACO meta-heuristic was first introduced by Dorigo(1992), and
was recently defined by Dorigo, Di Caro and Gambardella(1999). It has been
successfully applied to various hard combinatorial optimization problems.

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 778–790, 2004.
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Fig. 1. The Sprinkler Network

In this paper we present the first application of ACO to the MPE problem.
In section 2 we briefly introduce MPE and the related work. Then we describe
our ANT-MPE algorithm in section 3. In section 4 we present the experimental
results, including tuning ANT-MPE’s parameters and comparing it with four
other sampling and local search-based approximate MPE algorithms. Finally we
summarize our findings and conclude with some discussions.

2 The MPE Problem

2.1 Bayesian Networks and The MPE Problem

A Bayesian network (Fig.1) is a Directed Acyclic Graph (DAG) where nodes
represent random variables and edges represent conditional dependencies be-
tween random variables. Attached to each node is a Conditional Probability
Table (CPT) that describes the conditional probability distribution of that node
given its parents’ states. Distributions in a BN can be discrete or continuous. In
this paper we only consider discrete ones. BNs represent joint probability distri-
butions in a compact manner. Let {X1, . . . , Xn} be the random variables in a
network. Every entry in the joint distribution P (X1, . . . , Xn) can be calculated
using the following chain rule:

P (X1, . . . , Xn) =
n∏

i=1

P (Xi|π(Xi)), (1)
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where π(Xi) denotes the parent nodes of Xi. Figure 1 shows a simple BN with
4 nodes, the Sprinkler network (Russell and Norvig 2003).

Let (G,P ) be a Bayesian network where G is a DAG and P is a set of
CPTs, one for each node in G. An evidence E is a set of instantiated nodes. An
explanation is a complete assignment of all node values consistent with E. Each
explanation’s probability can be computed in linear time using (1). For example,
in the Sprinkler network (Fig. 1), suppose we have observed that the grass is
wet, i.e. the E = {W = T}. One possible explanation of this is: { C = T, R =
T, S = F, W = T}. Its probability is:

P (C = T,R = T, S = F,W = T)
= P (C = T)P (R = T|C = T)P (S = F|C = T)P (W = T|S = F,R = T)
= 0.5× 0.8× 0.9× 0.9 = 0.324.

MPE is an explanation with the highest probability. It provides the most
likely state of the world given the observed evidence. MPE has a number of ap-
plications in diagnosis, abduction and explanation. Both exact and approximate
MPE are NP-hard (Littman 1999, Abdelbar and Hedetniemi 1998). Therefore
approximate and heuristic algorithms are necessary for large and dense networks.

2.2 Related Work

Clique-tree propagation is the most popular exact inference algorithm(Lauritzen
and Spiegelhalter 1988). It is efficient for sparse networks but can be very slow
and often runs out-of-memory for dense and complex ones. The same is true for
other exact algorithms such as variable elimination and cutset conditioning. In
fact, all exact inference algorithms share a worst-case complexity exponential
in the induced treewidth (same as the largest clique size) of the underlying
undirected graph,

Approximate MPE algorithms trade accuracy for efficiency so that they can
at least find a near-optimal explanation in a reasonable amount of time on some
large instances where exact algorithms fail. There are two basic categories of
approximate algorithms: stochastic sampling and search-based algorithms. Their
main advantage is that the running time is fairly independent of the topology of
the network and linear in the number of samples or search points.

Stochastic sampling algorithms can be divided into importance sampling al-
gorithms (Fung and Chang 1989) and Markov Chain Monte Carlo (MCMC)
methods (Pearl 1988). They differ from each other in whether samples are inde-
pendent or not. Both can be applied to a large range of network sizes. But with
a large network and unlikely evidence, the most probable explanation can also
be very unlikely. Thus the probability of it being hit by any sampling schemes
will be rather low. This is the main weakness of sampling algorithms.

Search algorithms have been studied extensively in combinatorial optimiza-
tion. Researchers have applied various search strategies to solve MPE, for ex-
ample, the best first search (Shimony and Charniack 1999), linear programming
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(Santos 1991), stochastic local search (Kask and Dechter 1999), genetic algo-
rithms (Mengshoel 1999), etc. More recently, Park (2002) tried to convert MPE
to MAX-SAT, and then use a MAX-SAT solver to solve it indirectly. Other local
search algorithms often use some heuristics to guide the search in order to avoid
getting stuck into local optimal. The most popular heuristics include Stochas-
tic Hillclimbing, Simulated Annealing (Kirkpatrick et al. 1983), Tabu Search
(Glover et al. 1997), etc.

3 Ant Algorithms to Solve MPE

Ant algorithms were inspired by the foraging behavior of real ant colonies, in
particular, by how ants can find the shortest paths between food sources and
nest. Ants deposit on the ground a chemical substance called pheromone while
walking from nest to food sources and vice versa. This forms pheromone trails
through which ants can find the way to the food and back to home. Pheromone
provides indirect communications among ants so that they can make use of
each other’s experience. It has been shown experimentally (Dorigo, Di Caro and
Gambardella 1999) that this foraging behavior can give rise to the emergence of
shortest paths when employed by a colony of ants.

Based on this ant colony foraging behavior, researchers have developed ACO
algorithms using artificial ant systems to solve hard discrete optimization prob-
lems. In an ant system, artificial ants are created to explore the search space
simulating real ants searching their environment. The objective values to be op-
timized usually correspond to the quality of the food and the length of the path
to the food. An adaptive memory corresponds to the pheromone trails. Also,
the artificial ants can make use of some local heuristic functions to help make
choose among a set of feasible solutions. In addition, a pheromone evaporation
mechanism is usually included to allow the ant colony to slowly forget its past
history. By doing so it can direct the search towards new directions that have
not been explored in the past.

ACO was first used on the Travelling Salesman Problem (Dorigo and Gam-
bardella 1997). From then on it has been applied to the Job-Shop Scheduling
Problem (Colorni et al. 1994), to the Graph Coloring Problem (Costa and Hertz
1997), to the Quadratic Assignment Problem (Gambardella et al. 1999), to the
Vehicle Routing Problem (Bullnheimer 1999), etc.

In the following of this section we describe how to apply ACO to solve the
MPE problem.

3.1 An Ant System for MPE

The Ants. In an MPE ant system, artificial ants build MPE solutions (expla-
nations) by moving on the Bayesian network from one node to another. Ants
must visit all nodes in the topological order defined by the network, i.e. before
a node Xi is visited all its parents, π(Xi), must be visited. When an ant visit Xi,
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it must take a conditional branch which is a number in the CPT. For evi-
dence nodes E, ants are only allowed to take the branches that agree with E.
The memory of each ant contains the nodes it has visited and the branches
selected.

The Pheromone Tables, the Heuristic Function Tables, and the Ant
Decision Tables. Each node has 3 tables: the Pheromone Table (PT), the
Heuristic Function Table (HFT), and the Ant Decision Table (ADT). All three
tables have the same structure as the CPTs. The PTs store pheromone values
accumulated on each conditional branch. HFTs represent heuristics used by ants.
They are exactly the same as CPTs and are kept unchanged. ADTs are used by
ants to make the final decision of choosing which branch to take.

How to Update These Tables and Build the Tour. The ADT, Ai = [aijk],
of node Xi is obtained by the composition of the local pheromone trail values
τijk with the local heuristic values ηijk as follows:

aijk =
[τijk]α[ηijk]β∑
j [τijk]α[ηijk]β

(2)

where j is the jth row and k the kth column of the corresponding ADT at the ith
node. α and β are two parameters that control the relative weight of pheromone
trails and heuristic values.

The probability with which an ant chooses to take a certain conditional
branch while building its tour is:

pij =
aijπi∑
j aijπi

(3)

where πi is the column index of the ADT and its value is conditioned on the
values of parent nodes of ith node. This is equivalent to randomly simulate the
ADT.

After ants have built their tour (an explanation), each ant deposits pheromone
∆τijk on the corresponding pheromone trails (the conditioned branches of each
node on the tour). The pheromone value being dropped represents solution qual-
ity. Since we want to find the most probable explanation, we use the probability
of the selected tour as the pheromone value. Suppose the generated tour is
{x1, . . . , xn}, the pheromone value is as follows:

∆τijk =
{

P (x1, . . . , xn) if j = xi, k = π(xi)
0 otherwise (4)

where the P (x1, . . . , xn) is computed by the chain rule in (1).
Updating the PTs is done by adding a pheromone value to the correspond-

ing cells of the old PTs. Each ant drops pheromone to one cell of each PT at each
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Algorithm 1 ANT-MPE

1: Input — an MPE instance (G, P, E);
2: Output — an explanation u = (u1, . . . , un);
3: Begin ANT-MPE(G, P, E)
4: Initialization: initialize α, β, ρ, n iterations, n ants, best trail, PTs, HFTs,

ADTs;
5: while n iterations > 0 do
6: updating ADTs using PTs and HFTs;{Equation 2}
7: generating n ants ant trails by random sampling from ADTs according to the

topological order;{Equation 3}
8: computing each trail’s probability and updating best trail;{Equation1}
9: updating PTs by dropping pheromone, pheromone evaporation;{Equation 4 &

5}
10: n iterations − −;
11: end while
12: Return best trail;
13: End ANT-MPE.

node, i.e., the jth row, kth column of the PT at ith node. After dropping the
pheromone, an ant dies. The pheromone evaporation procedure happens right
after the ants finish depositing pheromone. The main role of pheromone evap-
oration is to avoid stagnation when all ants end up selecting the same tour. In
summary, PTs are updated by the combination of pheromone accumulation and
pheromone evaporation as follows:

τijk = (1− ρ)τijk + ∆τijk (5)

where τijk =
∑m

l=1 ∆τijk, m is the number of ants used at each iteration, and
ρ ∈ (0, 1] is the pheromone trail decay coefficient.

3.2 The ANT-MPE Algorithm

Given the above ant system, we design an ACO algorithm, ANT-MPE, for MPE.
It is listed in Algorithm 1. In the initialization step, we set pheromone values
to a small positive constant on all pheromone tables, set ADTs to 0, and set
HFTs to the same as CPTs. After initialization, we generate a batch of ants
for several iterations. At each iteration, we first update the ant decision tables
from the current pheromone tables and the heuristic function tables. Then ants
use the ant decision tables to build tours, evaluate them by CPTs, and save the
best trail. Then pheromone is dropped and the pheromone tables are updated.
The pheromone evaporation is triggered right after. This procedure stops when
the number of iterations runs out. The best solution so far is returned as the
approximate MPE.



784 H. Guo, P.R. Boddhireddy, and W.H. Hsu

4 Results

4.1 Test Datasets

The CPT skewness of a network is computed as follows (Jitnah and Nichol-
son 1998): for a vector (a column of the CPT table), v = (v1, v2, . . . , vm), of
conditional probabilities,

skew(v) =
∑m

i=1 | 1
m − vi|

1− 1
m +

∑m
i=2

1
m

. (6)

where the denominator scales the skewness from 0 to 1. The skewness for one
CPT is the average of the skewness of all columns, whereas the skewness of the
network is the average of the skewness of all CPTs.

We used both real world and randomly generated networks to test ANT-
MPE. CPT skewness was used as the main control parameter when generating
random networks because we knew from domain knowledge that it would affect
the instance hardness for sampling and local search algorithms. We had collected
11 real world networks. The size and skewness of these real world networks are
listed in Table 6. We can see that on average most real world networks are
skewed. In fact only one network’s skewness(cpcs54) is less than 0.5 and the
average skewness is about 0.7. In our experiment, we considered three different
levels of skewness: {skewed(0.9), medium(0.5), unskewed(0.1)}.

The number of nodes we used for random network generation were 100 and
200. All networks were too dense to be solved exactly. All nodes were binary
variables. Another factor was the evidence. In all experiments, 10% nodes were
randomly selected as the evidence nodes and their values were also randomly
selected. The default number of ants for each experiment was set to 3,000.

4.2 Experiment 1: Tuning α, β, and ρ in ANT-MPE

In experiment 1 we used 100 randomly generated multiply connected networks
to tune the parameter values in ANT-MPE. These networks were divided into
5 groups by their skewness and number of nodes: {skewed100, medium100,
unskewed100, medium200, unskewed200}. Each group contained 20
networks.

The weight of pheromone trails, α, and the weight of local heuristic function,
β, are two most important parameters for ant algorithms. We first ran ANT-
MPE on all 100 networks with 5 different combinations of (α, β) values: {(0,
5), (1, 0), (1, 5), (3, 5), (5, 1)}. The pheromone evaporation rate ρ was set
to 0.01 for all runs. We gave each parameter setting 3,000 ants and compared
the approximate MPE values returned. When a parameter setting returned the
highest value, we counted one “win” for it. When it returned the lowest value,
we counted one “loss” for it. Note that they could tie with each other.

The result is listed in Table 1. We can see that: (1) When β = 0, the lo-
cal heuristic function was not being used, it never won and lost 97 out of 100
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Table 1. Different (α, β) values on skewed, medium, unskewed networks with 100
and 200 nodes

skewed100medium100unskewed100medium 200unskewed 200 total
(α, β)win loss win loss win loss win loss win loss win loss
(0, 5) 17 0 16 0 6 0 14 0 6 0 59 0
(1, 0) 0 20 0 20 0 18 0 20 0 19 0 97
(1, 5) 17 0 15 0 8 0 15 0 10 0 65 0
(3, 5) 17 0 15 0 6 0 16 0 4 0 58 0
(5, 1) 16 0 0 0 0 2 0 0 0 1 16 3

times. When β = 5, it never lost and the number of wins increased to around
60. This indicates the importance of local heuristic function, i.e. the conditional
probability tables. (2) When we set β to its best value 5 and let α be 0, 1 and 3,
number of wins peaked at α = 1 as 65. This can be explained as follows: when
α = 0, the communications between ants are not exploited so the search per-
formance will be correspondingly affected; when α = 3, the communications are
overemphasized and the search can be trapped into local optima too early. (3)
Different parameter settings tied with each other more frequently on skewed net-
works than on unskewed networks. This was because skewed networks’ solution
spaces were also skewed thus making them easier for ant algorithms comparing
to those unskewed ones. Basically most parameter settings were able to find the
same best MPE. Also note that on these more difficult unskewed networks, (1, 5)
always got the best performance.

So we took (1, 5) as the best (α,β) values. This result also agreed with
Dorigo’s finding (1997) on the TSP problem. We used it as our default (α,β)
values in all other experiments. We also tuned ρ in the same way using 5 different
values: {0, 0.001, 0.01, 0.05, 0.5}. But the results did not show the dominance
of any ρ value over others excepted that 0.1 was slightly better than others. So
we just used ρ = 0.1 in all other experiments. Because of the lack of space, we
do not list the detail results here.

4.3 Experiment 2: Algorithm Comparison on Randomly Generated
Networks

In experiment 2, we compared ANT-MPE with four other sampling and lo-
cal search-based approximate MPE algorithms: Forward Sampling, Gibbs Sam-
pling, Multi-Start Hillclimbing, and Tabu Search on two randomly generated
test datasets. Again, all networks were exactly intractable. On the first test
dataset, we ran all algorithms and counted the number of times each algorithm
“won” the competition. So far, the most effective way to fairly compare different
heuristic algorithms is to allow all algorithms to consume the same amount of
computation resources, with distinctions being based on the quality of solutions
obtained (Rardin 2001). In our experiments, we gave each algorithm a given
number of samples(or equivalently, ants and search-points) and then compared
the quality of solutions returned. The algorithm returned the highest MPE was
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Table 2. Experiment 2.1: number of times of each algorithm being the best

Best Algorithm
Gibbs SamplingForward SamplingMulti-start HCTabu SearchANT-MPE

counts 0 366 697 139 1,390
percentage 0% 14.12% 26.89% 5.36% 53.63%

Table 3. Experiment 2.1: grouped by #samples

#samples Number of Times of Being the Best Algorithm
Gibbs SamplingForward SamplingMulti-start HCTabu SearchANT-MPE

300 0 106 283 0 475
1,000 0 124 262 3 475
3,000 0 136 152 136 440

Table 4. Experiment 2.1: grouped by skewness

skewness Number of Times of Being the Best Algorithm
Gibbs SamplingForward SamplingMulti-start HCTabu SearchANT-MPE

0.1 0 0 694 135 35
0.5 0 0 1 1 862
0.9 0 366 2 3 493

labelled as “winner”. We also record when the highest MPE was found by each
algorithm. If two algorithms returned the same value, the one that used less
resources was labelled as “winner”. On the second test dataset, we compared
the total approximate MPE values returned by each algorithm.

Experiment 2.1: Algorithm Comparison by Number of WINs. The test
dataset here contained 2,592 randomly generated MPE instances. Number of
nodes was set to 100. The skewness had three levels: skewed(0.9), medium(0.5),
or unskewed(0.1). Each level contained 864 instances. Number of samples had
three values as well: 300, 1,000, or 3,000. Each group also contained 864 instances.
The results are summarized in Table 2, Table 3 and Table 4.

Table 2 basically shows that in general ANT-MPE outperforms all other al-
gorithms. Table 3 shows that number of samples does not significantly affect
ANT-MPE. It only slightly influences two search algorithms’ relative perfor-
mance. Table 4 gives the most interesting result. We can see that (1) on skewed
networks ANT-MPE generally outperforms all other algorithms, while Forward
Sampling still can compete; (2) on medium networks, ANT-MPE dominates; (3)
on unskewed networks, search algorithms outperforms ANT-MPE. Fortunately,
most real world networks are not unskewed. This is because skewness in fact
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Table 5. Experiment 2.2: Total MPE Probabilities Returned by Each Algorithm

skewness Total MPE Probabilities Returned by Each Algorithm
Gibbs SamplingForward SamplingMulti-start HCTabu Search ANT-MPE

0.1 4.7 × 10−29 1.0 × 10−27 2.2 × 10−26 7.9 × 10−27 1.1 × 10−26

0.5 1.4 × 10−14 2.8 × 10−8 6.2 × 10−9 1.6 × 10−7 6.0 × 10−6

0.9 1.9 × 10−46 0.14 1.4 × 10−10 2.5 × 10−14 0.16

indicates the structure of the probabilistic domain and real world distributions
are all structured to some degree. Therefore we can expect that ANT-MPE
would work well on most real world networks.

Experiment 2.2: Algorithm Comparison by the Returned MPE Prob-
abilities. In this experiment we ran all algorithms on 162 randomly gener-
ated networks. They were divided into three groups: 27 unskewed networks, 54
medium networks, and 81 skewed networks. For each group, we collected the
total approximate MPE probabilities returned by each algorithm. The result
is shown in Table 5. It shows that in terms of the returned MPE probabili-
ties, ANT-MPE outperforms all other algorithms on both skewed and medium
networks. On unskewed networks, Multi-start Hillclimbing(2.2 × 10−26) is only
slightly better than ANT-MPE(1.1 × 10−26). ANT-MPE is the second best
and it is still at the same order of magnitude as Multi-start Hillclimbing. So
we can draw the conclusion that in general ANT-MPE outperforms all other
algorithms.

4.4 Experiment 3: Algorithm Comparison on Real Networks

In experiment 3 we ran on all algorithms on 11 real world networks. Each run
was given 3,000 samples. We compared the exact MPE probability, the MPE
probability returned by the best approximate algorithm, and the MPE proba-
bility returned by ANT-MPE. We used Hugin to compute the exact MPE. The
result is listed in Table 6.

ANT-MPE was the best for 7 of 10 networks where the results were available.
Forward Sampling were the best for alarm and insurance because they returned
the MPE earlier. But ANT-MPE was able to find the same MPE later on. Multi-
start Hillclimbing outperformed ANT-MPE on cpcs54, whose skewness was only
0.25. But ANT-MPE was the second best on cpcs54 and Multi-start Hillclimbing
was only slightly better. We can say that in general ANT-MPE outperformed
all other algorithms on the real world test dataset.

5 Concluding Remarks

We have described an ant algorithm, the ANT-MPE, for the MPE problem. To
our knowledge, this is the first application of ACO to MPE. The empirical re-
sults show that in general ANT-MPE outperforms other sampling and search
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Table 6. Test Results on 11 Real World Bayesian Networks

Network#NodesSkew- Exact Best Appro. Returned byReturnedby
ness MPE Algorithm Best Algo. ANT-MPE

alarm 37 .84 0.04565 Forward Sampling 0.04565 0.04565
barley 413 .87 3.67 × 10−37 N/A N/A N/A

cpcs179 179 .76 0.0069 ANT-MPE 0.0069 0.0069
cpcs54 54 .25 1.87 × 10−11 Multi-start HC 1.28 × 10−11 5.78 × 10−12

hailfinder 56 .50 1.44 × 10−12 ANT-MPE 2.11 × 10−13 2.11 × 10−13

insurance 27 .70 0.002185 Forward Sampling 0.002185 0.002185
pigs 441 .55 5.03 × 10−88 ANT-MPE 1.31 × 10−141 1.31 × 10−141

water 32 .75 3.08 × 10−4 ANT-MPE 3.08 × 10−4 3.08 × 10−4

munin2 1003 .89 8.74 × 10−37 ANT-MPE 1.23 × 10−37 1.23 × 10−37

munin3 1041 .55 2.49 × 10−37 ANT-MPE 7.07 × 10−40 7.07 × 10−40

munin1 189 .88 N/A ANT-MPE 5.93 × 10−8 5.93 × 10−8

algorithms on both artificial and real networks. More specifically, on skewed
networks ANT-MPE generally outperforms other algorithms, but Forward Sam-
pling are competent; on medium networks ANT-MPE basically dominates; on
unskewed networks, local search algorithms outperform ANT-MPE, but they are
only slightly better and ANT-MPE is the second best.

This result is interesting because it reveals ant algorithms’ nature as a combi-
nation of sampling and local search. The sampling part comes from the fact that
each individual ant can use CPTs as heuristic functions to explore new trails. The
search part is that a colony of ants can exchange information through pheromone
trails so as to cooperatively “learn” how to find the best solution. Basically, if
we set α to 0, then ACO becomes Forward Sampling, because it only uses CPTs
as the heuristic functions when generating ant trails(samples). With the use
of pheromone trails(α �= 0), ANT-MPE manages to outperform Forward Sam-
pling on both unskewed and medium networks while performing equally well on
skewed networks. As the skewness decreases, the solution space becomes more
“flat” and the number of local optima increases. It is well-known that as the
number of local optima increases, most likely the search space becomes harder
to explore. This makes it more difficult for sampling algorithms, while simple
search heuristic like random restart will have more chances to explore new areas
in the solution space. That is why search algorithms outperform ANT-MPE on
unskewed networks. This result implies that as a combination of sampling and
local search, ACO’s search aspect is weaker than its sampling aspect. This can be
verified by the importance of β values as shown in experiment 1. It also suggests
a possible way to improve ACO. If we can detect that the solution space is flat,
then we can change ants’ strategy to favor exploration more than exploitation
so as to gain a better overall performance.

Possible future work include conducting similar algorithm comparison exper-
iments on other NP-hard problems to see if the same conclusion regarding to
instance hardness and algorithm performance can be drawn there.
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Abstract. Traditional approaches to evolvable hardware (EHW), us-
ing a direct encoding, have not scaled well with increases in problem
complexity. To overcome this there have been moves towards encoding a
growth process, which however have not shown a great deal of success to
date. In this paper we present the design of a morphogenetic EHW model
that has taken the salient features of biological processes and structures
to produce an evolutionary and growth model that consistently outper-
forms a traditional EHW approach using a direct encoding, and scales
well to larger, more complex, problems.

1 Introduction

Evolvable hardware (EHW) uses simulated evolution to evolve circuits which are
then evaluated for their fitness in producing the desired behaviour as required for
solving a particular problem. EHW is generally implemented on reconfigurable
hardware, such as field programmable gate arrays (FPGAs), which consist of a
lattice of configurable logic blocks (CLBs), typically consisting of some arrange-
ment of basic logic gates, multiplexors, and flip-flops, that can be configured
to perform various digital logic functions. The functionality of the CLBs and
the connections between CLBs can be configured by downloading a bitstream
to the device to produce the desired circuit. FPGAs allow evolving solutions to
be tested in situ, which is well suited to embedded applications such as robot
controllers and image processing.

While evolvable hardware has proven to be successful in the evolution of
small novel circuits, it has been limited in its applicability to complex designs,
largely due the use of direct encodings in which the chromosome directly rep-
resents the device’s configuration. A practical approach to solving this problem
for specific application domains has been function-level evolution, involving the
use of higher-level primitives such as addition, subtraction, sine, etc. (see [1–3]
as examples). Although this scales the ability of EHW to solve more complex
problems, it comes at the price of higher gate counts, designer bias and loss of
potential novelty in solutions, thus countering some of the original motivations
for EHW.
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A separation between genotype (the chromosome) and phenotype (the gen-
erated circuit), and a way of generating the phenotype from the genotype (a
growth process), is the approach taken by nature to evolve complex organisms,
and has increasingly been seen as a means of scaling EHW to more complex prob-
lems without losing its ability to generate novelty. By encoding a growth process,
known as morphogenesis, rather than an explicit configuration, the complexity is
moved from the genotype to the genotype-phenotype mapping. Although there
have been some successes with using morphogenetic approaches in generating
neural networks [4–6] and tessallating patterns [7], there has been little success
in EHW, and furthermore, existing approaches have not shown that morphogen-
esis does aid in scaling evolution to more complex problems.

We have undertaken an in-depth examination of biological development and
by extracting the features from this that we judged to be useful and applicable
to development within the constraints of EHW, we were able to come up with
a complete bio-inspired morphogenetic EHW system for the Xilinx Virtex se-
ries of FPGAs, that includes biologically inspired genetic operators, chromosome
structure and genetic code, along with cellular processes driven by gene expres-
sion and simple inter-cell signalling. Details of the design and design decisions
are given in section two. Section three presents the results of using our morpho-
genetic system and compares this with a traditional direct encoding scheme, and
in section four we conclude.

2 Design of a Cell-Based Morphogenetic EHW System

There are several issues that need to be resolved in the design of a developmental
system for EHW. What abstractions can be usefully adapted from biology to
EHW; what processes and structures should be emulated in a simulated cell;
how to map from a cellular model to the FPGA hardware and at what level of
abstraction should the hardware be manipulated; and, what genetic model and
encoding should be used. These issues are dealt with in the following sections.

2.1 Mapping to FPGA

The level of abstraction for evolution and development to manipulate the FPGA
resources can range from directly manipulating the bitstream, or the individual
configurable components, to manipulating higher level constructs, as in func-
tional EHW or with a hardware description language such as VHDL. We chose
to manipulate the FPGA at the logic-gate level, using the Java JBits API pro-
vided by Xilinx for the Virtex [8], so as to avoid too much designer bias and to
allow evolution freedom to explore novelty.

There is a spectrum of approaches as to how to map from a cellular model
to the underlying hardware of the FPGA. On one extreme it may be a totally
simulated cellular model, with no correspondance between the components and
processes of development and the underlying hardware, with only the result of
development being implemented on the FPGA. To the other extreme where all
aspects of development, such as proteins, signal pathways, etc, correspond to
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actual physical resources on the FPGA. After an in-depth look at both the Vir-
tex architecture (see [9] for details) and biological developmental processes we
decided on a model in which the developmental process is closely tied to the
FPGA structure. Rather than trying to evolve or design simulated developmen-
tal mechanisms and structures, we directly use the underlying FPGA structure
for implementing much of the developmental process. For example, rather than
designing special signaling proteins and signal receptors, we let the FPGA rout-
ing resources act as signals to the connecting CLBs (see [10] for more details).
This approach counters some of the difficulties involved in having simulated de-
velopmental processes distinct from the underlying medium. Problems such as
the computational expense and arbitrariness of various aspects of development,
such as rates of diffusion of signal proteins, determining which proteins are sig-
nals, what the extent of signal spread is, and matching them to receptors, which
themselves need to be designed somewhat arbitrarily or evolved.

Cells too are mapped directly to the underlying FPGA architecture, so that
each cell may correspond to either a CLB slice or logic element, according to
the user’s specification. The decision to map to slice or logic element, rather
than CLBs, was made due to the functional independence of these elements in
the Virtex: logic elements are functionally independent for most functions, while
slices may either utilise two independent 4-input function generators or combine
these into a single 5-input function generator.

2.2 Biological Developmental Processes

Biologically speaking, development is the process by which a multicellular or-
ganism is formed from an initial single cell. Starting from a single cell, a simple
embryo is formed comprised of a few cell types organised in a crude pattern,
which is gradually refined to generate a complex organism comprised of many
cell types organised in a detailed manner. This model of the development pro-
cess is known as epigenesis, and is comprised of five major overlapping processes:
growth, cell division, differentiation, pattern formation and morphogenesis [11].
Growth brings an increase in the size of the organism through changes in cell size,
or cell division, or depositing of materials (such as bone) into the extracellular
matrix; cell division increases the number of cells, and may occur in conjuction
with, or independently from the growth phase; differentiation is responsible for
producing the cells with specialised structures and functionality through changes
to cells’ patterns of gene expression; pattern formation organises and positions
cells to generate an initially rough body plan which is then further refined by
morphogenesis, which is responsible for coordinating the dynamic behaviours
of cells in the developing embryo to collectively generate tissues and organs of
differing shapes and structures.

Although growth and cell division are essential in biological organisms, their
applicability to our EHW model is limited by the fixed mapping from cells to
hardware that we have chosen. The underlying FPGA hardware has a fixed
structure, with FPGA logic cells (CLBs) being fixed in both shape and in their
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physical relationship to each other (having a regular matrix pattern), with only
their connectivity and function being variable. Although pattern formation is
not directly applicable for the same reasons, there are some abstractions from
pattern formation that are still relevant, such as axis specification and polar-
isation. In the biological process of pattern formation, one of the first tasks
undertaken in the embryo is to determine the principal body axis, and polarisa-
tion. This may be determined by the asymmetric distribution of maternal gene
products in the egg, or require a physical cue from the environment. For per-
forming morphogenesis in EHW, axis specification and polarisation may also be
inportant, and in our case is provided by axis specific simulated cytoplasmic de-
terminant molecules preplaced at run-time. Morphogens are chemical gradients
that produce graded responses from cells according to concentration. These are
the primary biological mechanism for determining location along an embryonic
axis. In our EHW system, simulated morphogens are also used for this purpose,
to give information as to a cell’s position relative to the input and output cells
on the CLB matrix.

The processes which are most useful to our model are differentiation and
morphogenesis, through which cells coordinate their behaviour. These two pro-
cesses are closely entwined, and both have gene expression central to their
functioning.

Gene Expression. The whole developmental process is largely driven and con-
trolled by the mechanics of gene expression. This is the process by which proteins
signal cellular state to activate genes, which in turn are able to effect changes in
cell state by the production of further proteins which may be used as signals or
cellular building blocks. This provides a view of the cell as a set of parallel pro-
cessing elements (genes) controlled by the interactions between their programs
encoded in the chromosome and their environment as represented by proteins
detectable by the cell.

There are two particular types of protein that have important roles in de-
velopment, these being transcription factors (TFs) and components of signaling
pathways. Transcription factors control gene expression by binding at sites on
the regulatory regions of a gene, hence playing a major role in the coordination
of developmental processes; whereas signaling pathways are necessary for cells
to be able to perceive external signals [11]. The mechanics of signaling pathways
are quite complex, and not necessary for EHW. What is necessary is that signals
from other cells can be detected and effect the expression of genes within the re-
ceiving cell. In our model all proteins are treated as transcription factors, so that
choosing which effect gene expression can be decided by evolution (via elements
that can bind at binding sites) rather than arbitrarily by the designer, how-
ever simulated TF molecules that are only used for controlling gene expression
are also provided and correspond to non-coding messenger RNA in higher-level
organisms, which are able to encode higher-level architectural plans [12].

Control of gene expression can take place at any of the intermediate stages
of transcription, RNA processing, mRNA transport, mRNA degradation, and
protein activity. Transcription of DNA, whereby the coding region of a gene
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is transcribed to an RNA molecule prior to translation into a protein, is the
first level of regulation of gene expression and hence the developmental process,
and is generally the most important level of control in gene expression [13, 11].
As gene regulation at the transcription level appears to be the most important
level of gene regulation, and for reasons of simplicity and limiting computational
expense, we chose to regulate gene expression solely at this level in our system.
Furthermore, the results achieved by Reil [14] who used a gene expression model
with transcriptional regulation, demonstrated that gene regulation using a simple
model is able to produce many of the properties exhibited in nature.

Cell Differentiation. Generally speaking, cells all contain the same genetic in-
formation, however, their specialised structures and functionality differ according
to the proteins present within the cell, and this is determined by which genes are
expressed. Differentiation is the process by which different patterns of gene ex-
pression are activated and maintained to generate cells of different types. Which
genes, and hence proteins, are expressed differs between cells according to what
cytoplasmic determinants are inherited at cell division, and what extracellular
signals are received. Cytoplasmic determinants are molecules, such as transcrip-
tion factors, that bind to the regulatory regions of genes and help to determine
a cell’s developmental fate (i.e. pattern of gene expression that causes the cell
to differentiate in a particular manner). Although cell division is not applicable
to our developmental model, the use of pre-placed cytoplasmic determinants to
differentiate cells, at specially designated IO cells for example, may be useful.

Induction, whereby a signal received from another cell is able to affect the
receiving cell’s developmental fate, is used to control differentiation and pattern
formation in development. An inductive signal may be used to instruct a cell
to choose one fate over others, or be required to allow a cell already commit-
ted to a particular developmental pathway to continue towards differentiation.
Inductive signals may occur over various ranges and may produce a single stan-
dard response in the responding cell, or a graded response dependent on signal
concentration, in which case it is called a morphogen [11]. Induction and other
forms of signaling (both from within and without the cell) can be readily applied
to EHW with fixed cell structures, and along with gene expression, are probably
the most important mechanisms of developmental biology in their applicability
to EHW.

Morphogenesis. Morphogenesis is the process by which complex structures,
such as tissues and organs, are generated through the utilisation of cell be-
haviours. Cells are able to produce many individual and collective behaviours,
such as changes of shape and size, cell fusion and cell death, adherence and dis-
persion, movements relative to each other, differential rates of cell proliferation,
and cell-extracellular matrix interactions [11].

Obviously many of these behaviours are not directly applicable to develop-
mental processes in EHW where there is a fixed mapping between cells and the
underlying hardware structure. Cell behaviours here are limited to changes in
connectivity (routing) and function. Of the biological behaviours listed above,
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only cell-cell and cell-extracellular matrix interactions are applicable to our EHW
system. Cell death, was not used in our system, but would be simple to imple-
ment, by disabling connections to and from the dead cell, and could be used
to isolate faulty regions of the underlying hardware. The notion of an extra-
cellular matrix, a network of macromolecules secreted by cells into their local
environment, also has some relevance to our system, for interactions between
cells and the matrix inducing differentiation. The extracellular matrix could be
used to correspond to the inter-CLB cell routing resources, specifically the pro-
grammable interconnection points (PIPs) used to connect lines from other CLBs
to lines that can connect to the local CLB’s inputs or outputs. Cell-cell inter-
actions, in contrast, deal only with directly connectable lines between CLBs. In
the current version of our EHW system, only directly connectable single-length
lines (between neighbouring CLBs) are used, providing cell-cell interactions, but
ruling out cell-extracellular matrix interactions.

2.3 Cell Model

Biological cells contain structures such as a cell wall to stop swelling or shrinking
and a cell membrane that allows the passing of small molecules, and are filled
with a substance known as the cytoplasm. These and other cell structures do
not need to be explicitly represented in simulated cells with a fixed size and
mapping to the underlying FPGA hardware. This also applies to the metabolic
processes required for cell maintenance in biological systems. We have chosen a
simple cell model loosely based on prokaryote (bacterial) cells, containing a sin-
gle chromosome, proteins and a number of RNA polymerase enzymes (currently
based on the number of genes in the chromosome). Ribosome, which is required
to translate messenger RNA to proteins, does not need explicit representation,
as the transcription-level gene regulation model we use only requires the simu-
lation of the RNA polymerase enzyme responsible for transcription. Translation
is treated as an indivisible part of the transcription process, which, although not
biologically correct, meets the functional requirements of our model.

There are three kinds of proteins detectable within the cell, two of which are
present in the cell, these being the simulated transcription factors and the non-
simulated FPGA gate-level logic settings, and the other is the receiving end of
a signaling pathway that corresponds to a shared FPGA routing resource. All
proteins that correspond to underlying FPGA gate-level settings, have one pro-
tein per logic resource present in the cell (signaling pathways are present in the
originating cell), and these are present for the entire duration of the cell’s life.
Simulated transcription factors, however, don’t need to be unique within the cell,
nor does every possible TF need to be present in the cell, and TFs have a
lifespan.

2.4 Genetic Model

Chromosome Model. In the design of the encoding of the chromosome and
genes, one of the first considerations was allowing a variable number of genes
and preconditions for their expression. Requiring a preset number of genes would
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introduce unnecessary designer bias and constrain evolution’s ability to find
optimal solutions.

Another important factor that was taken into consideration is the importance
of neutral mutations and junk DNA. When a mutation to the genotype makes
no change to the resulting phenotype, this is known as a neutral, or silent,
mutation. This occurs frequently in nature due to the redundancy of the genetic
code (the mapping from the triplet sequences of bases of RNA, known as codons,
to amino acids), where a mutation (or “wobble”) at the third position in a
codon often codes for the same amino acid [15]. Neutral mutations are important
as they allow movements in genotype space with no changes in fitness, which
gives the population the ability to take mutations that are not immediately
beneficial. Thus the population is able to drift along neutral ridges [16], rather
than sacrificing its current fitness, which may significantly aid the evolutionary
search. Instead of becoming trapped in sub-optimal regions of the landscape a
population is able to continue moving through genotype space in search of areas
that allow further increases in fitness. Neutral mutations have been shown to
significantly aid evolutionary search for evolving telecommunications networks
[17] and evolvable hardware [16, 18].

Junk DNA is used to denote sections of the chromosome that have no func-
tion, and so can collect mutations, but may later be activated. This may happen,
for example, through gene duplication where a mutation on a gene’s promoter
site deactivates that gene (acting as a gene switch), allowing neutral mutations
to take place on the duplicate, which may later be reactivated [19]. See also the
work of Burke et al. [20] on the exploitation of variable length genomes for utilis-
ing junk DNA, and Harvey and Thompson’s work which utilised ‘junk’ sections
of the genome in EHW [16].

To exploit these factors we decided on a variable length chromosome and
a base-4 encoding along with a codon-based genetic code. A variable length
chromosome allows evolution to decide how many genes are required for the
problem at hand, while also providing space for junk DNA. A base-4 chromosome
was chosen as it allows us to constrain the mutation operators and gives more
redundancy for neutral mutations. A codon-based genetic code was decided on to
facilitate neutral mutations on genes’ coding region: most single base mutations
will result in either no change or a change to a related gene product, especially
for mutations in the third base of a codon.

Gene Model. Genes are bounded by initiation and terminator sites. The initi-
ation sites contain zero or more regulator regions and a promoter region. RNA
polymerase recognises promoter regions as starting points for gene transcription,
which continues until the terminator site is reached. Regulatory elements control
where and when the gene is transcribed, and the rate of transcription. With this
in mind a gene structure loosely based on that of prokaryotes (in particular the
operon model) was decided on, giving a gene structure as shown in Figure 1.

Enhancers and repressors are determined by their location on the gene rela-
tive to the promoter. Enhancers are located upstream of promoter, where they
act to attract the polymerase enzyme for gene transcription, while repressors
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Fig. 1. Gene Structure

are located between the promoter and gene coding region, thus blocking poly-
merase from transcription. Transcription factors (either simulated or proteins
that correspond to the underlying FPGA hardware resources) bind to repressors
and enhancers to effect the activation of the associated gene. Within regulatory
regions (enhancers and repressors), there are bind sites to which these can bind.
These are identified by special signature sequences, allowing a variable number
of bind sites per regulator. FPGA resources are able to be bound to several bind
sites concurrently, but TFs are only able to bind to a single bind site, and remain
attached for their remaining lifespan.

The gene coding region encodes for FPGA gate-level logic and simulated
molecules, and allows multiple of these to be encoded per gene. There are, how-
ever, no introns and exons, only a sequence of codons which encode gene prod-
ucts. A start codon, analogous to the AUG start codon in nature, is used to
indicate where to start transcription, and a stop codon (eg UGA, UAA, UAG)
is used to indicate where transcription terminates. Gene products are decoded to
an intermediate format (analogous to a chain of amino acids) by mapping each
resource type (such as ’LUT’) and attribute (eg LUT ’F’), to a specific codon,
as given in the genetic code, and then by further decoding that resource’s set-
tings (eg a 16 bit LUT configuration) from the following codons according to
the resource’s own code. This format is then further decoded to produce JBits
class constants and settings values for manipulating the FPGA configuration
bitstream. Our genetic code was specifically designed for use with EHW systems
where the number of resources to be set per CLB is not predetermined, such as
when encoding a growth process.

Binding of FPGA resources to bind sites on genes’ regulatory regions is done
using a related coding scheme, with the only difference being in the first codon of
the code, which differs slightly to allow the differentiation between local-to-cell
FPGA resources, and connecting resources which may have the originating cell’s
state queried, as required for implementing signalling pathways.

Genetic Operators. Evolution cannot occur without genetic operators to search
the genotype space. The most commonly used operators in evolutionary computa-
tion are crossover and mutation. Although these were inspired by biological coun-
terparts, biological crossover in particular has little resemblance to its simulated
operator. In nature crossover requires two DNA molecules with a large region of
homology (nearly identical sequence), usually hundreds of base pairs long, so that
the exchange between two chromosomes is usually conservative [21]. Taking inspi-
ration from this, we have implemented a homologous crossover operator that uses
a variant of the longest common substring, implemented using Ukkonen’s algo-
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rithm for constructing suffix trees in linear time [22], but with a random common
substring being chosen and biased towards longer matches. 1-point crossover is
then performed at the boundary of the randomly chosen subsequence.

Mutation in our system is also biologically inspired. Mutations of a single
base may involve a mutation of an existing base to another character in the DNA
alphabet, and may be of two kinds: transversions (A-T or G-C) and transitions
(A-G or T-C). Many of these mutations will have no effect on the encoded protein
due to the redundancy of the genetic code, and thus aid in evolutionary search.
Other mutations may involve the insertion or deletion of bases in a sequence,
which may cause a frame shift in the codons downstream, and will have a serious
effect on the encoded protein which is generally deleterious [21]. Another type
of mutation involves the reversal of a section of the chromosome and is known
as inversion. We have provided analogs of each of these kinds of mutation.

3 Experiments

This set of experiments is aimed at testing whether our morphogenetic system
can successfully generate complex circuit structures and to compare its perfor-
mance and scalability against a direct encoding. We ran two sets of experiments,
the first involved routing on a 5x5 CLB matrix (containing 100 cells) from an
input in the center of the west edge of the matrix to an output at the center of
the east edge of the matrix. Evolution must also connect the input and output
cells to dedicated routing CLBs on the outside (of the evolvable region) neigh-
bour. For the second set of experiments we increased the size of the CLB matrix
to 8x8 (containing 256 cells), and the number of inputs and outputs to 4 each.
Inputs are placed in the center of the West edge of the CLB matrix, 2 input
locations per CLB, while outputs are spread evenly across the East edge of the
CLB matrix, requiring evolution to learn not just how to connect horizontally
across the matrix, but also how to spread vertically from the middle outwards.

To route from inputs to outputs would generally be trivial, and so we have
severely constrained the routing lines available. Each cell is mapped to a logic
element, giving 4 cells to a single CLB. Each cell is then limited to a slimmed
down subset of resources, with only one input used per LUT, giving 4 possible
LUT functions (output 0 or 1, pass or invert signal). Each cell is able to drive
the input of a LUT in 3 or 4 of the neighbouring CLBs. The set of lines available
to each cell were chosen such that it is not possible to directly route horizontally
from the West to East edges of a CLB matrix, and it is also necessary for lines
to be routed through each of the 4 distinct cell (logic element) types. Fitness,
in both experiments, was based on how much progress was made in routing a
signal, possibly inverted, from the inputs to the outputs, noting that we don’t
care what the relationship between the different inputs and outputs are, only
that all inputs are connected and one or more of these drives the outputs. See
[10] for more details on the FPGA resources allocated to each cell type and the
algorithm used for calculating fitness.
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For each set of experiments twenty evolutionary runs were done with a pop-
ulation size of 100 and using a steady state genetic algorithm with tournament
selection without replacement. The crossover rate was set at 80%, mutation at
2%, inversion at 5%, and for the variable length chromosomes used with the
morphogenetic approach, a base insert/delete rate of 0.1% was used with 50-
50 chance of insertion or deletion. Each evolutionary run was continued until
a solution with 100% fitness was found or until a sufficient number of genera-
tions had passed without an improvement in the maximum fitness attained (1000
generations for the first set of experiments, and 1500 with a minimum of 5000
generations for the second). For the morphogenesis approach, growth is done for
a minimum of 30 steps, with fitness evaluated at each step, and growth contin-
ued if the maximum phenotype fitness for this genotype increased in the last
15 (minimum growth steps/2) growth steps, or if phenotype fitness is increas-
ing. The genotype’s fitness is given by the maximum phenotype fitness achieved
during growth. Note that TFs and morphogens were not used in these
experiments.

Fig. 2. Mean maximum fitness for routing IO across CLB matrix

In the first set of experiments the direct encoding approach was able to find
a 100% solution in 13 out of the 20 runs, with the average number of generations
required for successful runs being 531.0769 with a standard deviation (SD) of
340.5768. The morphogenetic approach was able to find a 100% solution every
time, and took an average of 458.5 generations (SD=283.9556), 36.95 growth
steps, and had on average 9.9 genes and a chromosome length of 5690.35 bases.
In the second set of experiments the morphogenetic approach was again able
to find a 100% solution on each run, taking an average of 1001.7 generations



Designing a Morphogenetic System for Evolvable Hardware 801

(SD=510.5647), 49.95 growth steps, and had 5.65 genes and chromosome length
of 3461.4 bases. The direct encoding approach, however, was unable to find
any 100% solution, with maximum fitness values reaching a mean of 86.6406%
(SD=3.0930%), and taking on average 4647.1 generations (SD=1756.9). The
highest fitness achieved by the direct encoding approach was 93.75% which oc-
curred at generation 9954. This run was continued up to 35,000 generations and
reached a maximum of 96.875% at generation 16,302. Figure 2 show the mean
maximum fitness over all runs for both approaches on the two experiments (up
to generation 5000).

From Figure 2 it is evident that the morphogenetic approach (denoted by
MG) not only outperforms the direct encoding approach (denoted by GA), but
also scales very well, with the more complex problem (MG8x8) keeping pace
with the simpler problem (MG5x5) up until the last few fitness percentage points
where there is a lag of around 800 generations until it catches up. This is in com-
plete contrast to the direct encoding approach, where it took 5000 generations
to reach the same point that took 500 generations on the simpler problem.

4 Conclusion

In this paper, we have introduced our morphogenetic system for evolvable hard-
ware and shown how we chose its key characteristics based on an in-depth inves-
tigation of biological developmental and genetic processes. By closely coupling
the gate-level state of the underlying hardware with a simple, yet flexible, gene
expression model to drive development we have avoided introducing too many
assumptions and overheads, while allowing a great deal of redundancy for neu-
tral pathways through evolutionary space, and have come up with a system that
not only outperforms a standard direct encoding approach to EHW, but scales
well to increases in problem complexity.

References

1. Higuchi, T., Murakawa, M., Iwata, M., Kajitani, I., Liu, W., Salami, M.: Evolvable
hardware at function level. In: IEEE International Conference on Evolutionary
Computation. (1997) 187–192

2. Clark, G.R.: A novel function-level EHW architecture within modern FPGAs. In:
Proceedings of the 1999 Congress on Evolutionary Computation (CEC99). Vol-
ume 2. (1999) 830–833

3. Kalganova, T.: An extrinsic function-level evolvable hardware approach. In:
Proceedings of the Third European Conference on Genetic Programming (EU-
ROGP2000), Lecture Notes in Computer Science. Volume 1802., Edinburg, UK,
Springer-Verlag (2000) 60–75

4. Jakobi, N.: Harnessing morphogenesis. Technical Report CSRP 423, School of
Cognitive and Computer Science, University of Sussex, Sussex (1995)

5. Eggenberger, P.: Cell interactions as a control tool of developmental processes for
evolutionary robotics. In: Proceedings of SAB ’96. (1996) 440–448



802 J. Lee and J. Sitte

6. Roggen, D., Floreano, D., Mattiussi, C.: A morphogenetic evolutionary system:
Phylogenesis of the poetic circuit. In Tyrrell, A.M., Haddow, P.C., Torresen, J.,
eds.: Proceedings of the 5th International Conference on Evolvable Systems: From
Biology to Hardware ICES 2003. Volume 2606 of Lecture Notes in Computer Sci-
ence., Trondheim, Norway, Springer (2003) 153–164

7. Bentley, P., Kumar, S.: Three ways to grow designs: A comparison of evolved em-
bryogenies for a design problem. In: Proceedings of the Genetic and Evolutionary
Conference (GECCO ’99). (1999) 35–43

8. Guccione, S., Levi, D., Sundararajan, P.: Jbits: Java based interface for reconfig-
urable computing. In: Second Annual Military and Aerospace Applications of Pro-
grammable Devices and Technologies Conference (MAPLD), Laurel, MD (1999)

9. Xilinx Inc.: Virtex 2.5 V Field Programmable Gate Arrays: Product Specification,
DS003 (V2.5). http://direct.xilinx.com/bvdocs/publications/ds003.pdf (2001)

10. Lee, J., Sitte, J.: A gate-level model for morphogenetic evolvable hardware. In:
Proceedings of the 2004 IEEE International Conference on Field-Programmable
Technology (FPT’04), Brisbane, Australia (2004)

11. Twyman, R.: Instant Notes in Developmental Biology. BIOS Scientific Publishers
limited, Oxford (2001)

12. Mattick, J.S.: Non-coding RNAs: the architects of eukaryotic complexity. EMBO
reports 2 (2001) 986–991

13. Reil, T.: Models of gene regulation - a review. In Maley, C., Boudreau, E., eds.:
Artificial Life 7 Workshop Proceedings, MIT Press (2000) 107–113

14. Reil, T.: Dynamics of gene expression in an artificail genome - implications for
biological and artificial ontogeny. In Floreano, D., Mondada, F., Nicoud, J., eds.:
Proceedings of the 5th European Conference on Artificial Life, Springer Verlag
(1999) 457–466

15. Crick, F.: Codon-anticodon pairing; the wobble hypothesis. Journal of Molecular
Biology 19 (1966) 548–555

16. Harvey, I., Thompson, A.: Through the labyrinth evolution finds a way: A silicon
ridge. In Higuchi, T., ed.: Proceedings of the First International Conference on
Evolvable Systems: From Biology to Hardware, Springer-Verlag (1996) 406–422

17. Shipman, R., Shakleton, M., Harvey, I.: The use of neutral genotype-phenotype
mappings for improved evolutionary search. BT Technology Journal 18 (2000)
103–111

18. Thompson, A.: Notes on design through artificial evolution. In Parmee, I.C.,
ed.: Adaptive Computing in Design and Manufacture V, London, Springer-Verlag
(2002) 17–26

19. Ohno, S.: Evolution by Gene Duplication. Springer Verlag, Berlin (1970)
20. Burke, D.S., Jong, D., A., K., Grefenstette, J.J., Ramsey, C.L., Wu, A.S.: Putting

more genetics into genetic algorithms. Evolutionary Computation 6 (1998) 387–410
21. Winter, P., Hickey, G., Fletcher, H.: Instant Notes in Genetics. 2nd edn. BIOS

Scientific Publishers limited, Oxford (2002)
22. Ukkonen, E.: On-line construction of suffix trees. Algorithmica 14 (1995) 249–260



 

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 803–815, 2004. 
© Springer-Verlag Berlin Heidelberg 2004 

Evaluation of Evolutionary Algorithms for  
Multi-objective Train Schedule Optimization 

C.S. Chang and Chung Min Kwan 

National University of Singapore Department of Electrical and Computer Engineering, 
10 Kent Ridge Road, Singapore 119260 
{eleccs, g0301034}@nus.edu.sg 

http://www.nus.edu.sg 

Abstract. Evolutionary computation techniques have been used widely to solve 
various optimization and learning problems.  This paper describes the applica-
tion of evolutionary computation techniques to a real world complex train 
schedule multiobjective problem.  Three established algorithms (Genetic Algo-
rithm GA, Particle Swarm Optimization PSO, and Differential Evolution DE) 
were proposed to solve the scheduling problem. Comparative studies were done 
on various performance indices.  Simulation results are presented which dem-
onstrates that DE is the best approach for this scheduling problem. 

1   Introduction 

The problem of minimizing operating costs and maximizing passenger comfort of a 
medium sized mass rapid transit (MRT) system is multiobjective and conflicting.  It is 
affected by factors such as the dispatch frequency of trains; dwell time at passenger 
stations, waiting time for passengers as well as how smooth a train travels.  Recently, 
evolutionary algorithms were found to be useful for solving multiobjective problems 
(Zitzler and Thiele 1999) as it has some advantages over traditional Operational Re-
search (OR) techniques.  For example, considerations for convexity, concavity, 
and/or continuity of functions are not necessary in evolutionary computation, 
whereas, they form a real concern in traditional OR techniques.  In multiobjective 
optimization problems, there is no single optimal solution, but rather a set of alterna-
tive solutions.  These solutions are optimal in the wider sense that no other solutions 
in the search space are superior to (dominate) them when all objectives are simulta-
neously considered.  They are known as pareto-optimal solutions.  Pareto-optimality 
is expected to provide flexibility for the human decision maker. 

In this paper, three pareto-based approaches for solving the multiobjective train 
scheduling problem were investigated.  The paper is organized as follows: The for-
mulation of the problem is detailed in section 2 followed by the proposed algorithms 
in section 3.  Experiments are then presented in section 4 and conclusions are drawn 
in section 5. 
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2   Formulation of Problem 

2.1   Motivation 

Modern MRT systems are concerned with providing a good quality of service to 
commuters without compromising safety.  An important assessment on the quality of 
service is the comfort level of the passengers.  Besides the quality of service, decision 
makers of MRT system are also concerned with minimizing the operating costs of 
running the system.  However, under normal conditions operating costs could be 
minimized only with passenger comfort level compromised.  There is hence a need to 
find the optimal set of solutions for these conflicting objectives. 

In our work a spreadsheet database was created for the study of various train pa-
rameters and their effect on operating costs.  The database enables key parameters to 
be adjusted, and supports a framework for generating a predetermined train schedule.  
The set of train schedules can subsequently be fed into an algorithm known as Auto-
mated Train Regulator (ATR) [1] for dynamic simulation of the schedule, fine tuning, 
and the study of possible conflicts encountered during implementation.  The piece of 
work seeks to automate the process of optimizing the predetermined timetable by 
employing evolutionary algorithms; where the schedule is previously tuned manually. 
The process is extended to incorporate a simple passenger discomfort function to 
demonstrate the feasibility of the algorithms in the multiobjective case.  The whole 
task is simplified by making some assumptions. a.) Only key variables affecting the 
operating costs and passenger comfort level are considered. b.) Certain fixed costs 
like the salary of the train drivers, transport allowances, the number of working hours 
per day etc are fixed in advance. c.) Passenger flows during different periods of a 
working or festive day are also known in advance. 

 

Fig. 1.  Spreadsheet and Scheduler Relationship 

2.2   Key Variables and Constraints 

The following equations define the basic relationship of the variables affecting the 
multi-objective optimization problem.  Essentially the operating cost increases with 
the increase of the number of trains T in the system.    

No. of trains T = Cycle Time / Headway  . (1) 

Cycle Time = Run Time + Layover Time + Dwell Time  . (2) 

Spreadsheet Database Automated Train Scheduler 
and Compiler 

Initial train schedules  
optimized. 
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The passenger comfort level is defined to be affected by the headway in a simple 
model: 

Passenger Comfort Level = α (headway)2. (3) 

Where the headway, run time, layover time and dwell time in the above equations 
are identified as key variables to be optimized.  An explanation for the key variables 
is provided below. 

Headway.  This is defined as the distance (time gap) between two successive trains 
traveling in the same direction on the same track.   

Dwell Time. This is part of the cycle time taken by a train to stop at a particular sta-
tion.  This key variable is affected by passenger flow and the times taken by passen-
gers to board/ alight each train. 

Run Time and Coast Level. The run time of a train is defined as the time taken for 
its journey to travel between stations.  Coast level describes the train movement pro-
file and the amount of energy usage.  As illustrated in a train velocity-time profile 
between adjacent stations (Fig. 2), the train is accelerated after departure from the first 
station.  When it reaches its desired velocity, the train can either (a) remain powering 
(Coast Level 0) to cover a given distance within the shortest time but requiring the 
highest energy consumption; (b) turn the motive power on and off at certain desired 
velocities (Coast Level 1), or (c) turn off the motive power completely (Coast Level 2) 
for the longest run time but consuming the lowest energy. 

                    

Fig. 2. Train Profile and Coast Level 

Layover Time.  This is the time taken for a train to reverse its direction at a terminal 
station, which includes the time taken for changing the train driver and completing 
other procedures required at the terminal station.  
 

Coast Level 0 

Coast Level 1

Simplified Train Profile between Adjacent Stations 

Coast Level 2 

Time/second

Speed/ m per seconds 
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Hard Constraints (Safety).  These are associated with the safe running of trains, 
passenger safety and proper train functioning. (Cannot be violated) 

• Minimum headway – this must be observed at all times to ensure a safe distance 
between a train from the train immediately ahead/behind 

• Minimum routine inspection time at terminal stations – minimum time involved at 
terminal stations for routine inspections of trains to ensure a safe journey 

• Minimum dwell time – ensures that trains stay long enough at each station. 
• Speed limits – limits the train speed at track locations of high curvature or entry/ 

exit points of underground/ over-ground sections 
• Maximum allowable passenger loading –limits the maximum number of passengers 

allowed in a train 

Soft Constraints (Quality of Service).  These are associated with the quality of ser-
vice and passenger comfort, which include: 

• Policy Headway – This is the maximum allowable headway set at peak hours to 
ensure that passengers would be able to receive a minimum quality of service. 

2.3   Objective Function 

The objective function of our train scheduling problem is to minimize the operation 
cost and passenger discomfort level, subjected to the various constraints in section 
2.2.  The problem statement is stated as follows: 

Minimize f(x) = f1(x), f2(x) where f1(x) = Operating costs, f2(x) = Passenger 
Discomfort level (Subjected to Safety and Quality of service constraints). 

(4) 

where the passenger discomfort level is the inverse of passenger comfort level 
as defined in equation (3), and both objectives are conflicting. 

 

3   Optimization Methods 

The multi-objective train scheduling problem as defined in previous section is a com-
plex problem which could not be solved by conventional OR techniques.  The use of 
the spreadsheet database allows evolutionary algorithms to be employed elegantly; 
avoiding the complexities of the mathematical equations governing the objective 
functions as these are handled by the spreadsheet itself.  Three techniques are adopted 
to solve the multi-objective train scheduling problem, GA, PSO and DE.  PSO strictly 
belongs to a special class known as swarm optimization that is inspired by the chore-
ography of a bird flock; it is included in our analysis to provide interesting alternative 
for comparison with the conventional evolutionary algorithms.  

Pareto-based approach (Goldberg) [2] is preferred and adopted in this work be-
cause it is able to provide a whole range of non-dominated solutions, providing flexi-
bility for the decision maker to select and adopt the best solution as he/she deemed fit.  
Non-pareto methods like the weighted sum (Horn 1997) [3] is difficult to implement 
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in this work because there is no common metric between the different criteria, leading 
to difficulties in setting a suitable weight. 

3.1   Multi-objective Evolutionary Computation Algorithm 

Many well known pareto-based algorithms are available to be adopted in solving the 
train-scheduling problem.  [4,11,13].  For comparison purposes, care must be taken to 
ensure that the algorithms are as generic as possible and could be used for all three 
algorithms without providing unfair advantage.  The generic multiobjective algorithm 
adopted in our work is listed as follows (modified from SPEA, [4]) 

1. Generate an initial population P and create the 
empty external nondominated set P/(Pareto front set). 

2. Copy the nondominated members of P into P/. 

3. Remove solutions within P/ which are covered by any 
other member of P/. 

4. If the number of externally stored nondominated so-
lutions exceeds a given maximum N/, prune P/ by means of 
clustering. (N’ = Pruned Pareto front set) 

5. Calculate the fitness of each individual in P as 
well as in P/. (Fitness evaluation) 

6. Apply (GA, PSO or DE) to the problem.  

7. If the maximum number is reached, then stop, else go 
to step 2. 

3.2   Methodology and Design of Proposed Solutions  

In the comparative study between the three algorithms proposed, the main challenge 
is to ensure that algorithms could be compared in a meaningful and fair way.  Two 
design steps were adopted to achieve it.  The first step involves studying the three 
algorithms and identifying the parameters to be kept constant to ensure a fair com-
parison.  Subsequently, the second stage involves preliminary studies to tune the set 
of control parameters for each proposed algorithm.  

3.2.1   Techniques and Identification of Control Parameters 
Most common evolutionary computation techniques follow roughly the same process 
[5]: 1.)Encoding of solutions to the problem as a chromosome; 2.) A function to 
evaluate the fitness, or survival strength of individuals; 3.) Initialization of the initial 
population; selection operators; and reproduction operators.  For the three algorithms 
proposed, the components are listed as follows: 
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Table 1. Main components for the various algorithms 

 GA PSO DE 
Encoding Real Real Real 
Selection Roulette Wheel 

Reproduction 
Mutation, 

Crossover [6,7] 

See equation 5 
and 6 [8,9] 

See equa-
tion 7 and 8 

[10,11] 
Population size 30 30 30 

The various equations as listed in the tables are as follows: 

vi =w* vi+ c1 * rand1* (pbesti – presenti) + c2 * rand2 * (gbest – presenti). (5) 

presenti = presenti + λ* vi . (6) 

Equations (5) and (6) are modifying equations for the PSO algorithm.  The ad-
justments of the individual candidate solutions are analogous to the use of a crossover 
operator in conventional evolutionary computation method.  vi represents the velocity 
vector of the ith particular candidate solution of the population; pbesti is the ith candi-
date solution’s best experience attained thus far; presenti is the current position along 
the search space of the ith candidate; rand1 and rand2 are random terms in the range 
from 0 to 1; gbest represents the best candidate solution in the particular generation 
and c1, c2, w and  are weight are weight terms.  The detailed workings could be found in [8,9].  

i i,G best,G r1,G r2,G r3,Gv = x + .(x - x ) + F.(x - x )  . (7) 

j j D, D, D

j j

n n+1 n+L-1u = v for j=

u = x otherwise

......
 

(8) 

In the DE process, equations (7) and (8) detail the population modification proc-
ess.  Equation (7) is analogous to the mutation process while equation (8) is analo-
gous to the crossover process in conventional evolutionary algorithms.  The term vi in 
equation (7) represents the ith trial vector; xi,G is the ith candidate solution of the cur-
rent generation G; xbest.G is the best candidate solution of the current generation; xr2,G 

and xr3,G are randomly selected candidate solutions within the population size; λ and F 
are weight terms and finally the term uj represents the jth element that has gone 
through the process of crossover based on a crossover probability of CR.  The detailed 
workings could be found in [10,11].   

In our comparative studies, it is considered a common practice that they must 
have the same representation, operators, and parameters to ensure a fair comparison. 
In this part of work the population size (30), coding type (Real) and the method of 
initializing the population size (random) are identified as components to be kept con-
stant.  The other control parameters relating to the three algorithms (Mutation, Cross-
over for GA; C1, C2, w, λ for PSO; λ, F, crossover for DE) are allowed to be tuned.  
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The next part presents the preliminary studies done to tune the various control pa-
rameters.   

3.2.2   Tuning and Customization of Algorithms 
The control parameters for each algorithm were determined through extensive 
experimentation.  The tuned control parameters are summarized as follows:   

Table 2. Tuned Control Parameters for GA, PSO, DE 

Parameter 
for EA 

GA PSO DE 

Population 
size 

30 30 30 

Coding Type Real number Real number 
Real  

number 

0.8 (One-point  
crossover) 

2 (C1 & C2) 
0.5 to 0 

(linear  
decrease,λ) 

Roulette Wheel  
(Selection) 

4.0 to 2.0 
(linear de-
crease, w) 

4.0 to 0 
(linear  

decrease, F)   

Selection 
and  

Reproduction 
mechanisms 

Mutation rate  
Decreases linearly (starts 
with 0.02, decreases to 0) 

0.8 (λ) 
0.3  

(crossover) 

Many available techniques for controlling and selecting the parameters for a gen-
eral multi-objective evolutionary algorithm are discussed [5].  In our work however, 
simple forms of dynamic tuning were used in all three algorithms and it is deemed 
sufficient for our application based on the satisfactory results obtained for the single 
unconstrained optimization case.  The rationale of incorporating such a variation was 
due to its simplicity and fast implementation.  It allows for a large exploration of the 
search space at the initial stage (global exploration) and a faster convergence after 
sufficient iterations (local fine tuning).  Simplicity in implementation will facilitate 
customization of the algorithms in future for formulating a more comprehensive way 
to control the parameters, which will lead to generalizability and customization.  
Further work may lead to adaptive control and other forms of more complex control 
for parameter tuning. 

4   Simulation Results and Analysis 

The East-West line of a typical medium sized MRT system was used for testing the 
feasibility of the developed algorithms.  The test system consists of 26 passenger 
stations studied at morning peak.  All simulations were carried out on the same  
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Pentium 4 PC (2.4 GHz).  30 independent runs were performed per algorithm to re-
strict the influence of random effects.  Initial population was the same for each run 
for the different algorithm.  The termination condition for each simulation is 500 
iterations. Analysis is performed in two stages—the first stage consists of testing the 
three algorithms on the single objective of operating costs aimed at verifying the 
feasibility of the algorithms.  Subsequently the second stage solves the complete 
multi-objective train scheduling problem.  The computer program for the optimiza-
tion process is written in Microsoft Visual C#, under the .NET framework. 

4.1   Stage 1—Operating Cost as SINGLE Objective 

To gain insight and confidence in the three proposed algorithms, simulations were 
performed for operating costs as a single objective (Passenger comfort level omitted) 
with the optimal known in advance as the optimization processes were run under no 
constraints.  This stage is necessary to ensure the workability of the proposed algo-
rithms before embarking on the full multiobjective optimization.  The range of vari-
ables and their expected optimized values are listed as follows: 

Table 3. Variables for optimization (UP and DOWN directions) 

Variables Allowable Range Expected Optimal 

Headway  60s to 180s 180s 

Total Dwell time   540s to 1080s 540s 

Layover time 120s to 240s 120s 

Coast level 0 to 2 2 

The results for each algorithm converged to their expected optimized values as 
shown in Table 6 and Fig. 3.  Referring to the results, it was noted clearly that GA 
falls behind PSO and DE in performance. In terms of the amount of time taken to run 
the optimization process GA clocked a time of 14 minutes, which is about 16% 
slower than PSO and 27% slower than DE.  Moreover, GA was not able to produce as 
good a result as either PSO or DE.  It is concluded at this stage that GA is inferior to 
both PSO and DE. 

There is a close contention between PSO and DE.  While DE takes a faster time 
(11minutes) to complete the simulation, with PSO (12 minutes) lagging by 9%, PSO 
converges at a faster rate compared to DE (shown in Fig. 7.)  At this stage therefore, 
it is not clear which is the best algorithm for our application.  However, the feasibility 
of all the algorithms have been demonstrated through this stage; as all are shown to 
be capable for the single objective train operation costs optimization.   

 



Evaluation of Evolutionary Algorithms  811 

 

Fig. 3.  Results for Unconstrained Optimization (Averaged over 30 runs) 

Table 4. Results and Comparison (Average Values over 30 runs) 
 

4.2   Stage 2 – Multi-objective Optimization 

Having gained the initial confidence on the feasibility of the algorithms, the challenge 
in this stage is to determine the optimal set of solutions for the multiobjective  
problem defined in equation (4).  Based on the passenger comfort level defined in 
equation (3), the parameter α is set to be 0.01.  The termination condition for the 
multiobjective case has been set to 800 iterations to avoid premature termination.  
Population size (N) and the maximum number of externally stored nondominated 

Type of comparison GA PSO DE 
Average Time taken 14mins 12mins 11mins 

Convergence 
>500 itera-

tions 
About 280 

iterations 
About 320 

iterations 
Final Headway West 

Bound 
179 179 179 

Final Headway East 
Bound 

179 179 179 

Final Dwell time West 
Bound 

540 540 540 

Final Dwell time East 
Bound 

542 540 540 

Final Layover time West 
Bound 

120 120 120 

Final Layover time East 
Bound 

122 120 120 

Final Coast level 2 2 2 
Lowest Cost Achieved 

(Testing Values) 
374040350 374035708 374035708 
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solutions (N/) was set to 30. Control parameters of the three algorithms were kept as 
determined earlier. 

A random search algorithm (Rand) was added to serve as an additional point of 
reference [4, 12].  This probabilistic algorithm was performed with the GA algorithm 
without any selection, mutation and crossover.  

3.75 3.8 3.85 3.9 3.95 4 4.05 4.1

x 10
8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Cost

D
 i 
s 
c 
o
 m

 f
 o
 r
 t

Pareto Frontier Generated

Feasible Region 

Infeasible Region 

DE
PSO
GA
Rand

  

Fig. 4. Best Pareto-Front Generated for the Multi-Objective problem (30 runs,N and N/ are 
both set to 30) 

 

 

Fig. 5. 10 Independent runs for PSO and DE (GA and Rand omitted as they are shown to be 
inferior to PSO and DE) 

To provide a fair comparison in the multiobjective scenario, certain concepts in 
the MOPSO method [13] was adopted and the global best term in the PSO update 
equations (the term gbest) was replaced by a repository storage used to store the  

3.75 3.8 3.85 3.9 3.95 4 4.05 4.1 
x 10 8 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 

Cost

10 Runs for Multi-Objective DE
Run1 
Run2 
Run3 
Run4 
Run5 
Run6 
Run7 
Run8 
Run9 
Run10 

Infeasible Region

D
iscom

fort

Feasible Region

3.75 3.8 3.85 3.9 3.95 4 4.05 4.1 
x 10 8 

0

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

Cost

10 runs for Multi-Objective PSO 

Run1 
Run2 
Run3 
Run4 
Run5 
Run6 
Run7 
Run8 
Run9 
Run10 

D
iscom

fort
Feasible Region

Infeasible Region



Evaluation of Evolutionary Algorithms  813 

positions of the particles that represent nondominated vectors.  In terms of DE,  
an alternative form of equation (7) was used (Storn and Price, Scheme DE 1) which 
does not take into account xbest,G.  xi,G has also been replaced by the term xr1,G, a ran-
domly selected candidate within the population size.   The results for the simulations 
are as follows:  

The results were obtained by running 30 independent runs and plotting the best 
non-dominated front extracted for each algorithm over the 30 runs.  In an additional 
plot (Fig. 5) the figures showing 10 independent runs for two algorithms provide an 
additional insight into the problem.  It was noted that the multi-objective DE and 
multi-objective PSO were able to maintain consistent results showing minimal devia-
tion (Except one for PSO).  

Table 5. Results of Multiobjective Optimization Based on number of points (A) is dominated 
by (B) (30 runs, best results taken) 

(A) No. of solution points dominated by (B) 
 Rand GA PSO DE Mean 

Rand -- 11 27 28 22 
GA 3 -- 20 20 14.3 
PSO 0 0 -- 0 0 

DE 0 0 0 -- 0 

A useful quantitative measure adopted from [4, 12 coverage] was used to aid in 
the evaluation process.  It displays the number of solution points generated by an 
algorithm (A) that is dominated by another algorithm (B). (See Table 5) The higher 
the mean demonstrates that the more that particular type of algorithm is dominated by 
others.  From the results it is seen that Rand is most dominated by other algorithms 
(as expected) while GA is the second worse.  DE and PSO are not dominated by each 
other (with a mean of 0) However, it was noted that DE was able to provide a better 
spread of solutions compared to PSO.  Based on the qualitative process of spread as 
well as the consistency of results demonstrated in Fig. 5, DE was shown to perform 
better in this piece of work. 

5   Discussion 

From the results presented certain points are drawn.  Firstly, evolutionary algorithms 
are shown to work well with the single objective of operation costs in section 4.1, 
where the three algorithms presented were able to effectively reach the unconstrained 
optimized values.  The successful results demonstrated in section 4.1 allowed section 
4.2 to be carried out meaningfully (else there would be no basis of multiobjective 
optimization if the single case failed).  While not clearly observable in the single 
objective case, DE has been shown superior based on the two performance criteria 
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presented in section 4.2.  We would therefore draw the conclusion that DE overall 
outperforms the other two algorithms.  While experimentally this is shown, the au-
thors have not been able to define mathematically why DE is superior to others in this 
type of problems.  Future work seeks to expand the complexity of the problem (by 
bringing in more objectives, dropping certain assumptions) as well as bring in other 
forms of evolutionary algorithms for more extensive testing.   

6   Conclusion 

This study compared three evolutionary algorithms on a multiobjective train schedul-
ing problem.  By breaking up the analysis into two stages, we seek to first verify the 
feasibility of the algorithms in the single objective of operating costs and subse-
quently extending the work to the multiobjective case of operating costs and passen-
ger comfort.  The capabilities of all the three algorithms have been demonstrated in 
both the stages, with DE showing remarkable performance.  Future work would seek 
to include the use of evolutionary algorithms in more complex mass rapid transit 
planning operations.  
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Abstract. In fuzzy model, the consequent of fuzzy rule is often determined with
degrees of belief or credibility because of vague information originating from
evidence not strong enough and “lack of specificity”. In this paper, we present a
fuzzy model incorporated with fuzzy Dempster-Shafer Theory. The consequent
of fuzzy rule is not fuzzy propositions, but fuzzy Dempster-Shafer granules. The
salient aspect of the work is that a very simplified analytic output of fuzzy model
which is a special case of Sugeno-type fuzzy model is achieved when all fuzzy
sets in fuzzy partition of the output space have the same power (the area under
the membership function), and the determination of basic probability assignments
associated with fuzzy Dempster-Shafer belief structure using fuzzy Naive Bayes.
The construction method of fuzzy Naive Bayes and an learning strategy generating
fuzzy rules from training data are proposed in this paper. A well-known example
about time series prediction is tested, the prediction results show that our fuzzy
modeling is very efficient and has strong expressive power to represent the complex
system with uncertain situation.

1 Introduction

Fuzzy system modeling has been proven an important and efficient technique to model
the complex nonlinear relationship. Fuzzy rules are the key of the fuzzy system model-
ing. Each fuzzy rule is an if-then rule, “if” part is the antecedent of the rule and “then”
part is the consequent of the rule. Both antecedent and consequent can considered as
fuzzy propositions representing fuzzy sets of the input space and output space. A cer-
tainty factor is often associated with each fuzzy rule, which represents how certain the
antecedent implies the consequent.

Yager and Filev [1] discussed the methodology of including the probabilistic in-
formation in the output of the fuzzy system based on fuzzy Dempster-shafer theory,
and investigated two kinds of uncertainty. In their discussions, for the certainty degree
of each rule, the consequent was formed as a Dempster-Shafer belief structure which
just has two focal elements; for the additive noise to systems output, the consequent
was formed as a Dempster-Shafer belief structure in which each focal element has the
same membership function. In the same frame, Binaghi and Madella [2] discussed fuzzy
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Dempster-Shafer reasoning for rule-base classifiers, where the consequent of the fuzzy
rule is represented as a Dempster-Shafer belief structure in which each focal element
is a crisp set representing the class label. Tang and Sun [9] presented a fuzzy classifier
where each fuzzy rule represented a probability distribution of class labels, which is a
special belief structure.

In this work, we extend aforementioned works for fuzzy system modeling based on
fuzzy Dempster-Shafer theory. The consequent of fuzzy rule is also a fuzzy Dempster-
Shafer belief structure in which focal elements set includes all fuzzy sets in fuzzy partition
of the output space. The salient aspects of this work are that a simplified analytic fuzzy
model is achieved and the determination of basic probability assignments associated with
focal elements is complemented by fuzzy Naive Bayes. The basic probability number of
focal element is explained as the conditional probability of this focal element given the
antecedent of the fuzzy rule, and is determined by fuzzy Naive Bayes method. A learning
strategy of generating fuzzy rules from training data is proposed, and the construction
method of fuzzy Naive Bayes from training data is also presented.

In what follows, we review some basic ideas of Dempster-Shafer theory which are
required for our procedure. We next discuss the fundamentals of fuzzy system mod-
eling based on Mamdani reasoning paradigm. Then fuzzy Naive Bayes is introduced
for computing the basic probabilities of the focal elements in fuzzy Dempster-Shafer
belief structure. The fuzzy system modeling incorporated with fuzzy Dempster-Shafer
theory is presented in fourth part. In fifth part, a simplified analytic expression output
structure is achieved when all fuzzy sets in fuzzy partition of output space have the same
power(the area under the membership function). The learning strategy of generating
fuzzy rules from training data and basic probabilities assignments using fuzzy Naive
Bayes are discussed in sixth part. the seven part shows the experimental results when
this simplified fuzzy system modeling is applied to a well known time series prediction
problem. The final part is our conclusions.

2 Dempster-Shafer Theory of Evidence

We introduce some basic concepts and mechanisms of the Dempster-Shafer theory of
evidence [3] [4] [5] [8] which required for our procedure. The Dempster-Shafer theory is
a formal framework for plausible reasoning providing methods to represent and combine
weights of evidence. Let Θ be a finite set of mutually exclusive and exhaustive events
or hypotheses about problem domain, called the frame of discernment.

A Dempster-Shafer belief structure, information granule m, is a collection of non-
null subsets ofΘ,Ai, i = 1, . . . ,n, called focal elements, and a set of associated weights
m(Ai), called basic probability assignment (PBA). This PBA must be such that:

m(Ai) ∈ [0, 1], m(Ai) �= 0,
∑

i m(Ai) = 1 (1)

When our knowledge is of the form of a Dempster-Shafer theory belief, because
of the imprecision in the information, when attempting to try to find the probabilities
associated with arbitrary subsets of Θ we can’t find exact probabilities but lower and
upper probabilities.
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Firstly one measure, Bel, is introduced to capture the relevant information. Let B be
a subset of Θ, we define

Bel(B) =
∑

Ai⊆B

m(Ai), (2)

Then we define Pl
Pl(B) = 1− Bel(B). (3)

One advantage of Dempster-Shafer theory is its capability to express degrees of
ignorance, that is the belief in an event and the belief in its opposite do not necessarily
add up to one like in probability theory. A situation of total ignorance is characterized
by m(Θ) = 1.

Assume that m1 and m2 are two independent belief structures on a frame of dis-
cernment Θ, with focal elements Ai, i = 1, . . . ,n1, and Bj , j = 1, . . . ,n2. Then the
conjunction of m1 and m2 is another belief structure m = m1 ⊕ m2 whose focal
elements are all the subsets Fk of Θ, where Fk = Ai ∩Bj and Fk �= Ø.

The basic probability numbers associated with each Fk are defined as

m(Fk) =
1

1− T
(m1(Ai) ∗m2(Bj)) (4)

where
T =

∑
i,j

Ai∩Bj=Ø

m1(Ai) ∗m2(Bj).

Now the concept of the fuzzy Dempster-Shafer belief structure can be introduced.
A fuzzy Dempster-Shafer belief structure is a Dempster-Shafer belief structure with
fuzzy sets as focal elements [6]. When we combine two fuzzy Dempster-Shafer belief
structures using a set operation ∇, we simply uses its fuzzy version.

3 Fuzzy System Modeling

There are two types fuzzy models or fuzzy inference systems: Mamdani-type and
Sugeno-type[10][11]. These two types of fuzzy models vary somewhat in the way out-
puts are determined. In this investigation we use Mamdani-type fuzzy model.

Assume we have a complex, nonlinear multiple input single output relationship. The
technique of Mamdani-type fuzzy model allows us to represent the model of this system
by partitioning the input space and output space. Thus if X1, X2, . . . , Xn are the input
variables and Y is the output variable we can represent the non-linear function by a
collection M “rules” of the form

R(r) : If (X1 is A1
r) and (X2 is A2

r) and . . . (Xn is An
r ) then Y is Br

with certainty factor αr; (5)

Where ifUi is the universe of discourse of Xi thenAi
j is a fuzzy subset ofUi and with

V the universe of discourse of Y then Bi is a fuzzy subset of V . And r = 1, 2, . . . ,M ,
M is the total number of rules, αr (0 < αr ≤ 1) is the importance factor or certainty
factor of the rth rule.
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Assume the input to the Mamdani-type fuzzy inference system consists of the value
Xi = xi for i = 1, 2, . . . ,n. The procedure for reasoning consists of the following steps
[1]:

1. Calculate the firing level of each rule τr

τr =
∧
i

[
Ai

r (xi)
]

or
∏

i

[
Ai

r (xi)
]

(6)

2. Associate the importance or certainty factor αr with τr

πr = τr × αr (7)

3. Calculate the output of each rule as a fuzzy subset Fr of Y where

Fr (y) =
∧

[πr,Br (y)] (8)

4. Aggregate the individual rule outputs to get a fuzzy subset F of Y where

F (y) =
∨
r

[Fr (y)] (9)

5. Defuzzify the aggregate output fuzzy subset

y =
∑

i yiF (yi)∑
i F (yi)

(10)

The learning process of fuzzy system often proceed to adjust the fuzzy sets in the
rule base firstly, then go ahead tuning the importance factors or certainty factors, or learn
all parameters simultaneously [12][13][14][15][16].

4 Fuzzy Naive Bayes

4.1 Naive Bayes

The simplest Bayesian Belief Network is so-called Naive Bayes. It just has two levels
nodes and it has the simple structure (V,A,P ) proposed in Fig. 1. The Naive Bayes
has been successfully used to the classification problem and achieved the remarkable
effect. This Naive Bayes learns from observed data the conditional probability of each
variable Xi given the value of the variable Y . Then the computation of the probability
P (Y |X1, . . . , Xn) can be done by applying Bayes rule. This computation is feasible by
making the strong assumption that the variables Xi are conditionally independent given
the value of the variable Y .

P (Y |X1, . . . , Xn) =
P (X1, . . . , Xn|Y )P (Y )

P (X1, . . . , Xn)
=
∏

i P (Xi|Y )P (Y )
P (X1, . . . , Xn)

. (11)
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Fig. 1. Naive Bayes

4.2 Fuzzy Naive Bayes

The fuzzy Naive Bayes is a simple and direct generalization of the Naive Bayes [7].
Both have the same graphical structure (see Fig. 1), the only difference between them
is that the variables in the fuzzy Naive Bayes are linguistic variables which can take the
fuzzy subsets as their values.

In the fuzzy Naive Bayes, each variable takes the linguistic values in which each
linguistic value associates with a membership function. Let {Ai

j : j = 1, 2, . . . , ki} is
the fuzzy partition of the domain of the variable Xi, and {Bi : i = 1, 2, . . . , p} is the
fuzzy partition of the domain of the variable Y . Assume the elements in the observed
data set D have the form X = [X; y], and X is a n dimensional vector [x1, x2, · · · , xn].
So one way to compute the prior probabilities assigned to the node Y is proposed as
follows:

P (Y = Bk) =
∑

X∈D Bk(y)∑p
k=1
∑

X∈D Bk(y)
. (12)

And the conditional probabilities of other nodes can be estimated from the observed
data as follows:

P (Xi = Ai
j |Y = Bk) =

∑
X∈D Ai

j(xi)Bk(y)∑ki

j=1
∑

X∈D Ai
j(xi)Bk(y)

. (13)

Where xi is the i-th component of the vector X ∈ D.

5 Fuzzy System Modeling with Dempster-Shafer Belief Structure

In Mamdani-type model described in section 3, the consequent of each rule consists of
a fuzzy subsets Br and a certainty factor αr (see formula (5)). The use of fuzzy subset
implies a kind of uncertainty associated with the output of a rule. This kind of uncertainty
is called possibilistic uncertainty and is the reflection of a lack of precision in describing
the output. The certainty factor of each rule represents how certain the relationship
between the antecedent and the consequent of this rule is, and it reflects another kind of
uncertainty related to the lack of specificity in the rules. Uncertain evidence can induce
only a belief that is more or less strong, thus admitting degrees of belief. Proceeding in
this way, a natural extension of the fuzzy systems model is to consider the consequent
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to be the fuzzy Dempster-Shafer belief structure. Thus we shall now consider the output
of each rule to be of the form

Y ismr (14)

where mr is a belief structure with focal elements Br,j , where Br,j ∈ {B1, . . . ,Bp}
(j = 1, . . . , p), {B1, . . . ,Bp} is a fuzzy partition of the output space V and mr(Br,j)
is basic probability number of focal element Br,j . Thus, the fuzzy rule of fuzzy model
in section 3 has the following form

R(r) : If (X1 is A1
r) and (X2 is A2

r) and . . . (Xn is An
r ) then Y is mr (15)

The valuemr(Br,j) represents the degree of credibility or probability that the output
of the rth rule lies in the set Br,j . So rather than being certain as to what is the output
set of a rule we have some randomness in the rule. According to this new form of the
fuzzy rule, the fuzzy reasoning involves the integration of the propagation of evidence
within the fuzzy rules.

Assume the input to this fuzzy inference system consists of the value Xi = xi for
i = 1, 2, . . . ,n. The new procedure for reasoning in fuzzy model with belief structure
consists of the following steps

1. Calculate the firing level of each rule τr

τr =
∧
i

[
Ai

r (xi)
]

or
∏

i

[
Ai

r (xi)
]

(16)

2. Determine the outputs of individual rules from their firing levels and consequent

m̂r = ϕ(τr,mr) (17)

where ϕ is the implication operator and m̂r is a fuzzy belief structure on V . The
focal elements of m̂r are Fr,j , fuzzy subsets of V , defined as

µFr,j
(y) = τr ∧ µBr,j

(y) orµFr,j
(y) = τr ∗ µBr,j

(y) (18)

whereBr,j is a focal element of the fuzzy belief structuremr. The basic probability
number associated with Fr,j are given by

m̂r(Fr,j) = mr(Br,j) (19)

3. Aggregate rule outputs, applying the non-null producing operation ), to combine
fuzzy belief structures

m =
M⊕

r=1

m̂r (20)

for each collection Fk = {F1,jk
1
,F2,jk

2
, . . . ,FM,jk

M
} where Fr,jk

r
is a focal element

of m̂r, we have a focal element Ek of m

Ek = )M
r=1Fr,jk

r
(21)
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when the operation ) is average operation, the focal element Ek is defined as

µEk
(y) =

1
M

M∑
r=1

µF
r,jk

r
(y) (22)

and its basic probability number is

m(Ek) =
M∏

r=1

m̂r(Fr,jk
r
) (23)

Hence, the output of the fuzzy model is a fuzzy Dempster-Shafer belief structure m
with focal elements Ek, k = 1, . . . , pM .

4. Defuzzify the fuzzy belief structure m to obtain the singleton output

y =
pM∑
k=1

ykm(Ek) (24)

where yk is the defuzzified value of the focal element Ek

yk =
∑

yµEk
(y)∑

µEk
(y)

(25)

Thus y is essentially the expected defuzzified value of the focal elements of m.

6 A Simplified Analytic Fuzzy Model

We have noticed that the number (pM ) of focal elements of fuzzy belief structure m
discussed in last section exponentially increases as the number of fuzzy rules increases.
This deficiency may make the fuzzy model presented be useless. But by introducing
some constraints on the model we can obtain an analytic and tractable representation of
the reasoning process. The constrains focus on three aspects: the production operation
is taken as the implication operation, the average operation is taken as the aggregation
operation, and the power of each fuzzy subsets in fuzzy partition of the output space are
the same.

We still consider the fuzzy model involving M fuzzy rules of the following form

R(r) : Antecedentr Then Y ismr (26)

where mr is a fuzzy belief structure with focal elements Br,j(j = 1, . . . , p) having
associated basic probability numbers mr(Br,j) = αr,j ,

∑p
j=1 αr,j = 1. Here Br,j ∈

{B1,B2, . . . ,Bp} and {B1,B2, . . . ,Bp} is fuzzy partition of the output space.
Under these constrains, we may rewrite the reasoning process of the fuzzy model as

the following steps:
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1. Calculate the firing level of the rules τ1, τ2, . . . , τM .
2. Calculate the output of the rules m̂1, m̂2, . . . , m̂M where each m̂r has focal elements

defined as follows:

µFr,j (y) = τrµBr,j (y), j = 1, . . . , p; m̂r(Fr,j) = αr,j . (27)

3. Determine the output of the system, which is a fuzzy belief structure m with focal
elements Ek(k = 1, . . . , pM ) and basic probability numbers m(Ek) defined using
formulas (22) and (23).

4. Calculate the defuzzified values yk of the focal elements Ek by applying Eq. (25)

yk =
∑

y yµEk
(y)

∑
y µEk

(y) =

∑
y y
∑M

r=1 µF
r,jk

r
(y)∑

y

∑M
r=1 µF

r,jk
r
(y)

=
∑

y y
∑M

r=1 τrµB
r,jk

r
(y)

∑
y

∑M
r=1 τrµB

r,jk
r

(y)
=

∑M
r=1 τr

∑
y yµB

r,jk
r
(y)∑M

r=1 τr
∑

y µB
r,jk

r
(y)

(28)

we have the constraint that the power of each fuzzy subsets Bj in fuzzy partition
{B1,B2, . . . ,Bp} are equal. The power of fuzzy subset Bj is defined as Sj =∑

y µBj (y). Hence we assume Sj be S for j = 1, . . . , p. It follows that

yk =

∑M
r=1 τryjk

r∑M
r=1 τr

(29)

where yjk
r

is the defuzzified value of fuzzy subset Br,jk
r

which belongs to fuzzy
partition {B1,B2, . . . ,Bp}.

5. Defuzzify fuzzy belief structure m to obtain the singleton output of the system

y =
pM∑
k=1

ykm(Ek) =

pM∑
k=1

M∑
r=1

τryjk
r

M∏
t=1

αt,jk
t

M∑
r=1

τr

=

M∑
r=1

τr
pM∑
k=1

yjk
r

M∏
t=1

αt,jk
t

M∑
r=1

τr

(30)

Reorganizing the terms in formula (30) and Considering that
∑p

j=1 αr,j = 1 we
obtain

y =

M∑
r=1

τr
p∑

j=1
yjαr,j

M∑
r=1

τr

=

M∑
r=1

τrγr

M∑
r=1

τr

(31)

where yj is the defuzzified value of the fuzzy subset Bj . We observe that the quantity
γr =

∑p
j=1 yjαr,j is independent of the current input value to the fuzzy model: it

depends only on the rth rule. So it is possible to calculate the γr before reasoning
process. We can rewrite the rules in the simplified following form of

R(r) : Antecedentr Then Y isHr (32)
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whereHr = {1/γr} is a singleton fuzzy set defined by the value γr. And the defuzzified
output of the simplified fuzzy model will be

y =

M∑
r=1

τrγr

M∑
r=1

τr

(33)

7 A Learning Strategy of Fuzzy Belief Structures

We firstly discuss the antecedent construction steps. Each example, from the training data
set, is translated into the antecedent of one rule in which each input variable is represented
by means of one fuzzy proposition. For example, assume [xr

1, x
r
2, . . . , x

r
n, yr] be an input

vector, then the antecedent candidate will be

Antecedentr = If X1 isAi
r(1) and . . . , and if Xn isAn

r(n) (34)

where µAi
r(i)

(xr
i ) = max1≤j≤kiµAi

j
(xr

i ), ki is the number of fuzzy regions in the uni-

verse of discourse of variable Xi.
Then only one of those initial antecedent candidates being the same is kept, and

others are removed. Hence the antecedent construction is completed, suppose there are
M antecedents which will be used to generate the rules.

For each antecedentAntecedentr just constructed, one rule may be generated as the
form of

R(r) : Antecedentr then Y ismr (35)

where the focal elements of mr are Bi, i = 1, . . . , p, and basic probability numbers are
αr,i, i = 1, . . . , p. The determination of basic probability number αr,i is resolved by
interpreting αr,i as the conditional probability of fuzzy proposition “Y is Bi” given the
antecedent Antecedentr. It means

αr,i = P (Bi|Antecedentr) = P (Bi|A1
r(1), . . . ,A

n
r(n)) (36)

The formula (36) can be computed out from a fuzzy Naive Bayes constructed from the
same training data. In the third section, the details of constructing a fuzzy Naive Bayes
from a training data set is investigated. This fuzzy Naive Bayes has two levels nodes,
see Fig. 1. The only one node in the first level represents the output variable Y , and the
nodes in the second level represent the input variables Xi, i = 1, . . . ,n. The conditional
probabilities associated with each node is estimated by formulas (12) and (13) from
training data. So the formula (36) is computed out using Bayes rule by formula (11).

8 Experiment

We test the fuzzy model based on fuzzy belief structure by predicting a time series that
is generated by the following Mackey-Glass (MG) time-delay differential equation.
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ẋ(t) =
0.2x(t− τ)

1 + x10(t− τ)
− 0.1x(t) (37)

This time series is chaotic, and so there is no clearly defined period. The series will
not converge or diverge, and the trajectory is highly sensitive to initial conditions. This is
a benchmark problem in the neural network and fuzzy modeling research communities
[7] [15].

To obtain the time series value at integer points, we applied the fourth-order Runge-
Kutta method to find the numerical solution to the above MG equation. Here we assume
x(0) = 1.2,τ = 17, and x(t) = 0 for t < 0. For each t, the input training data for
the fuzzy model is a four dimensional vector of the form, X(t) = [x(t − 18), x(t −
12), x(t − 6), x(t)]. The output training data corresponds to the trajectory prediction,
y(t) = x(t + 6). For each t, ranging in values from 118 to 1117, there will be 1000
input/output data values. We use the first 500 data values for the fuzzy model training
(these become the training data set), while the others are used as checking data for testing
the identified fuzzy model.

In our experiment, we use the gaussian-type membership function which has the
form of

exp
(x− c)2

−2σ2 (38)

Let each universe of discourse of variables be a closed interval [l,u], in our exper-
iment, l,u be the minimal value and maximal value of each dimension of all train-
ing data respectively. And if the universe [l,u] is partitioned into N fuzzy regions
Ai(i = 1, . . . , N) which have the gaussian-type membership function defined in formula
(38), then in our experiment, Ai is defined as

µAi(x) = exp
(x− ci)2

−2σ2
i

,∀x ∈ [l,u]. (39)

Where ci = l + (i− 1)(u− l)
N − 1 , σi = u− l

2(N − 1)
√

ln 4
, such that µAi(ci) = 1 and

µAi
( ci+ci+1

2 ) = µAi+1(
ci+ci+1

2 ) = 0.5.
We have done a series of tests, when the number of fuzzy subregions of each universe

of discourse of variables varies from 3 to 18, Fig. 2 illustrates the mean square errors
(MSE) for training data and test data respectively. The test results show that the perfor-
mance increases as the number of fuzzy subregions partitioning each universe increase.
When the number of fuzzy subregions of each universe of discourse of variables is 16,
Fig. 3 and Fig. 4 illustrate the prediction results of the fuzzy model based on fuzzy belief
structure. Their MSE are 0.8279 and 0.7985 respectively.

9 Conclusions

In this work we present a fuzzy model which has more knowledge representing power.
This fuzzy model is an extension of Mamdani-type fuzzy model, and can includes the
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Fig. 2. (1) the mean square errors for training data; (2) the mean square errors for test data
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Fig. 3. The thin line is the expected output of the training data; the thick line is the prediction
output of the fuzzy model
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Fig. 4. The thin line is the expected output of the test data; the thick line is the prediction output
of the fuzzy model

randomness in the model. In this fuzzy model, the consequent of each rule is a fuzzy
Dempster-Shafer belief structure which takes the fuzzy partition of the output space as
the collection of focal elements.

The salient aspect of this work is that we achieve a simplified and analytic fuzzy
model when each focal element, fuzzy subset in fuzzy partition of the output space, has
the same power. In this simplified analytic fuzzy model, the computation complexity
has decreased, and the fuzzy model is reduced to Sugeno-type fuzzy model. The basic
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probability number of each focal element is interpreted as the conditional probability
of focal element given the antecedent of the rule, so we use the fuzzy Naive Bayes to
compute these conditional probabilities.
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Abstract. The K-means Fast Learning Artificial Neural Network (KFLANN) is 
a small neural network bearing two types of parameters, the tolerance,  and the 
vigilance, µ. In previous papers, it was shown that the KFLANN was capable of 
fast and accurate assimilation of data [12]. However, it was still an unsolved 
issue to determine the suitable values for  and µ in [12]. This paper continues 
to follows-up by introducing Genetic Algorithms as a possible solution for 
searching through the parameter space to effectively and efficiently extract 
suitable values to  and µ. It is also able to determine significant factors that 
help achieve accurate clustering. Experimental results are presented to illustrate 
the hybrid GA-KFLANN ability using available test data.  

1   Introduction 

K-Means Fast Learning Artificial Neural Network (KFLANN) has the ability to 
cluster effectively, with consistent centroids, regardless of variations in the data 
presentation sequence [6], [7], [12]. However, its search time on parameters  and µ 
for clustering increases exponentially compared to the linear increase in the input 
dimension. A Genetic Algorithm (GA) was used to efficiently orchestrate the search 
for suitable  and µ values, thus removing the need for guesswork. The hybrid model, 
GA-KFLANN, shows that the technique indeed has merit in fast completion as well 
as accurate clustering. Although the  and µ values obtained provided sub-optimal 
clustering results, these results were still within acceptable clustering tolerance. This 
paper also provides an introduction to the K-means Fast Learning Artificial Neural 
Network (KFLANN) and a description of how the Genetic Algorithm was weaved 
into the algorithm to support the effective search for the required parameters. 

1.1   The KFLANN Algorithm 

The basic architecture of the KFLANN is shown in Fig. 1 [3], [4], [5]. It has 2 layers, 
the input and output layer, and a set of weight vectors connecting the 2 layers. The 
KFLANN is a fully connected network. 

The number of output nodes can increase according to the classification 
requirements, determined indirectly by the  and µ parameters. As each new cluster is 
formed, a new output node is created and the weight vectors of the new output node 
are assimilated with the exemplar values. The algorithm of the KFLANN follows. 
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Fig. 1. The Architecture of KFLANN 

1.1.1   Algorithm of KFLANN 
Notation µ: vigilance value 

δi:  tolerance value of the ith attribute 
n:  the number of input attributes 

iI : the ith input node 

jiW : weight connecting the ith input node and the jth output neuron 

D[a] = 1 if a > 0. Otherwise D[a] = 0. 
 

1.  Initialize network with µ between 0 and 1. Determine and set δi for i = 1, 2, 3, …, 
n. The values of µ and  affect the behaviors of the classification and learning 
process. 

2. Present the next pattern to the input nodes. If there are no output clusters present, 
GOTO 6. 

3. Determine the set of clusters that are possible matches using equation (1). If there 
are no output clusters GOTO 6. 

[ ]
µ

δ
≥

−−
=

n

IWD
n

i
ijii

1

22 )(

                                                                                                    

(1) 

4. Using criteria in equation (2) determine the winning cluster from the match set 

from Step 3. Normalize jiW  and iI . The following distance is calculated between 

the normalized versions. 

−=
=

2

0

)(minarg i

n

i
ji

j
IWwinner

    

                                               (2) 

5. When the Winner is found. Add vector to the winning cluster. If there are no more 
patterns, GOTO 7. Else GOTO 2. 

6. No match found. Create a new output cluster and perform direct mapping from 
input vector into weight vector of new output cluster. If there are no more patterns, 
GOTO 7. Else GOTO 2.  

7.  Re-compute cluster center using K-means algorithm. Find the nearest vector to the 
cluster center in each cluster using equation (2). Place the nearest vector in each 
cluster to the top of the training data and GOTO 2. 



X. Yin and L.P. Tay 

 

830

After each cycle of clustering with all exemplars, the cluster centers are updated 
using K-means algorithm. This is Step 7 of the KFLANN algorithm. A comparison 
between each cluster center and patterns in respective cluster is then conducted to 
determine the nearest point to each cluster center. The algorithm then assigns this 
point as the new centroid.   

1.1.2   Parameter Search for δ and µ 
The KFLANN algorithm is able to cluster effectively only if the correct  and µ 
values are used [7]. As illustrated in Fig. 2, the  values indirectly determine the 
clustering behaviour of the algorithm. A larger  provides lesser clusters (a), while a 
smaller  provides more clusters (b). Since the characteristic spread of data is 
sometimes unknown, the  values are still very much a guessing game. The results of 
a brute-force combinatorial exhaustive search [12] are used to compare with the 
results obtained from the GA search presented in this paper. This original brute-force 
algorithm tries all possible combinations of tolerance and vigilance values. For 
example, if there are n attributes in an exemplar and each tolerance has m steps on its 
value range, mn modifications have to be made on tolerance values totally. The high 
price of the exhaustive search provides the motivation for better alternatives. 

 

Fig. 2. Different clusters are formed for the same data set when  is varied 

1.2   The Genetic Algorithm 

Genetic Algorithms are guided, yet random search algorithms for complex 
optimization problems and are based on principles from natural evolutionary theory. 
GAs are computationally simple yet powerful and do not require the search space to 
be continuous, differentiable, unimodal or of a functional form. 

The GA process is illustrated in Fig. 3. To obtain solutions, the problem space is 
initially encoded into a relevant format, suitable for evolutionary computation. The 
parameters of the search space are encoded in the form known as chromosomes and 
each indivisible parameter in a chromosome is called a gene. A collection of such 
strings is called a population. Initially, a random population is created, which 
represents different points in the search space. An objective and fitness function is 
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associated with each string that represents the degree of goodness of the chromosome. 
Based on the principle of survival of the fittest, a few of the strings are reproduced 
and each is assigned a number of copies that go into the mating pool. Biologically 
inspired operators like crossover and mutation are applied on these strings to yield a 
new generation of chromosomes. The process of reproduction, crossover and 
mutation continues for a fixed number of generations or till a termination condition is 
satisfied. [10] 

Chromosome
Encoding

Initialization

Fitness
Evaluation

Reproduction

Crossover

Mutation

Fitness
Evaluation

No Yes StopTermination
 

Fig. 3. The GA process 

GA is useful when a sub-optimal solution is sufficient. The self-evolving nature 
and likeliness to reach a near-optimal condition regardless of dimensionality, is the 
strong motivation for introducing GA into KFLANN. 

1.2.1   Chromosome Encoding 
The chromosomal encoding for the GA-KFLANN consists of two parts: the control 
genes (ConG) and the coefficient genes (CoeG). The ConG are a string of binary 
numbers, which are used to turn on or off the corresponding features to achieve the 
goal of feature selection. Whereas, the CoeG are a sequence of real numbers 
representing tolerance and vigilance values to control the behaviour of KFLANN. The 
ConG may not be used when all features are fully utilized in a clustering problem. For 
the purpose of discussion, the Iris flower dataset is now used as an example to 
illustrate the encoding required for GA computations. The  and µ are first converted 
into chromosomal equivalents as shown in Fig. 4. CoeG shown in shaded pattern 
represent those turned off by their corresponding ConG. 

1.2.2   Population Initialization 
In the 1st generation of the GA, ConG (if used) are randomly assigned to the value ‘1’ 
or ‘0’, while CoeG are randomly initialized to values between the upper bound and 
the lower bound of tolerance or vigilance of features from the input data. Since 
tolerance  value  ( )  is  the  maximum distance of how far a pattern in a cluster can be 
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Fig. 4. Sample Chromosome Encoding for the Iris Dataset 

from the cluster center in each attribute [12] as shown in Fig. 2, the upper bound of 
tolerance for each attribute can be set to half of the maximum distance among data 
points in that attribute, while the lower bound can be assigned to the minimum 
distance. For example, assume there are 5 data points: (0, 0), (1, 1), (3, 4), (5, 0),  
and (2, 6). The upper bound for the 1st dimension is (5-0)/2 = 2.5, while the lower 
bound is 1, which is the minimum distance among data points. Therefore, tolerance 1 
shall be initialized in the range [1, 2.5]. Similarly tolerance 2 can be found in the 
range [1, 3]. 

1.2.3   Fitness Evaluation 
Fitness evaluation of the clustering results is the key issue for GA. A good fitness 
evaluation can make GA produce proper tolerance and vigilance values and lead 
KFLANN to the optimal clustering, while a poor one can cause GA to converge 
towards a wrong direction and lead to inaccurate clustering. 

Within-group variance 2
iWσ  for each cluster i and between-group variance 2

Bσ  can 

be easily computed from the output of KFLANN for each clustering result. And the 
two types of variance satisfy the following equation: 

=
=+=

k

i
WWBWT i

1

22222 σσσσσ  (3) 

where 2
Tσ  is the total variance. Since 2

Tσ  is fixed for a data set, a natural criterion for 

grouping is to minimize 2
Wσ , or, equivalently, maximize 2

Bσ  [1]. Moreover, the 

clustering with the maximum between-group variance and minimum within-group 
variance means highly dense clusters and good data compression. Thus, a possible 
evaluation criterion can be formed as maximizing the term: 22 / WB σσ . 

It works reasonably well for data sets without overlapping patterns, but not so well 
as expected with overlapping clusters. An additional term used in fitness evaluation is 
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a Boolean variable, convergence, representing whether a clustering converges. The 
whole term is expressed as follows: 

22 /)1( WBeconvergencfitness σσ×+=  (4) 

This is to ensure that converged clustering has much higher fitness value and force 
the GA to produce tolerance and vigilance that can make KFLANN converge and 
form consistent centroids. 

1.2.4   Reproduction 
Solution strings from the current generation are copied into a mating pool according 
to the corresponding fitness values. Strings with higher fitness values will likely be 
represented in higher numbers in the mating pool, which means  and µ generating 
higher clustering accuracy will more likely survive and pass their values to the next 
generation. This is because that there is a higher chance for  and µ with higher 
clustering accuracy to hit the respective correct settings. Stochastic Universal 
Sampling (SUS) is the most popular reproduction strategy and utilized in this  
paper. 

1.2.5   Crossover 
Crossover is a probabilistic process that exchanges information between two parent 
chromosomes in the mating pool for generating two child chromosomes, so that 
proper settings of parameters can be grouped together into a single child chromosome. 
For example, one parent has the best setting of sepal length, while another has proper 
petal width value. A better clustering result will be achieved if the 2 good settings can 
be grouped together into just one offspring. 

Two types of crossover operators are implemented in this paper since the ConG 
and CoeG make use of different encoding schemes. Uniform crossover is applied to 
the ConG while convex crossover is applied to the CoeG. In uniform crossover a 
template of the same length as ConG is randomly generated to decide which parent to 
contribute for each bit position. For example, 2 parents are shown in Table 1, one is 
underlined and the other is italic. Bits from parent 1 are passed to offspring 1 if the 
corresponding bits in the template are of value ‘1’; otherwise those bits are passed to 
offspring 2. This rule works in reverse way for parent 2. Therefore, the 1st four and 
last two bits of parent 1 are passed to offspring 1, while the rest goes to offspring 2. 
Similarly, parent 2 contributes different parts to offspring 1 and 2 respectively 
according to the template. 

Table 1. An Example of Uniform Crossover 

 Parent Template Offspring 
1 1001011 1001101 
2 0101101 

1111001 
0101011 
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If x and y are the CoeG of two parents, then convex crossover is of the following 
form: 

yxx )1(' λλ −+=  (5) 

yxy λλ +−= )1('  (6) 

where x’ and y’ are the corresponding CoeG of two children.  is set to 0.7 in this 
paper. 

1.2.6   Mutation 
Mutation operation randomly picks up a gene in the generated offspring strings and 
changes its value properly in order to allow the GA to escape from a local optimal to 
search for a global optimal. Two types of mutation operators are used in this paper 
like the described crossover above. Normal mutation is applied to the ConG while 
dynamic mutation is applied to the CoeG. 

For a given string, if the gene x is selected for mutation, then the offspring 
x’ = 1 – x if x is a control gene. If x is a coefficient gene, then x’ is selected with 
equal probability from the two choices: 

b

T

t
xurxx )1)((' −−+=

  

b

T

t
lxrxx )1)((' −−−=

 
(7) 

],[ ulx ∈  

r: a random number chosen uniformly from [0, 1] 
t: current generation number 
T: the maximum number of generations 
b: degree of nonuniformity. 

1.2.7   Population Replacement 
It is possible that offsprings become weaker than the parents as some good genes in 
the parents may be lost. Therefore, elitism strategy is used by copying the best or best 
few parents into the next generation to replace the worst children. 

1.3   Hybrid Model of GA-KFLANN 

The architecture of the GA-KFLANN is illustrated in Fig. 5. The original KFLANN 
takes tolerance and vigilance values produced by the GA to cluster the input data set 
with selected features by GA. After the KFLANN converges or a predefined number 
of cycles have been reached, the fitness values of the clustering results are evaluated 
and fed back to GA to generate the next population of better parameters. This process 
continues until a preset number of generations of GA have been reached or no much 
improvement on the fitness value can be observed. 
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2   Experiments and Results 

2.1   Iris Data Set 

Fisher's paper [8] is a classic in the field and is referenced frequently to this day. The 
data set contains 150 random samples of flowers from the Iris species: Setosa, 
Versicolor, and Virginica. From each species there are 50 observations with 4 
attributes each in centimeters. 

GA

K-FLANN

Data

Cluster 1 Cluster 2 Cluster 3
Fitness

Control Genes

Coefficient Genes
Tolerance

Vigilance

Feature
Selection

 

Fig. 5. The Architecture of GA-KFLANN 

2.1.1   Results Without Control Genes (ConG) 
Test results of data mining are exercised without ConG on the Iris data, which means 
that feature selection is turned off, and the best 4 outcomes of a run are shown in 
Table 2. 

Table 2. The Best 4 Results of a Run of Iris Data Clustering without ConG 

# Of Clusters Fitness Accuracy 
4 3.95417 85.3% 
3 3.85691 88.0% 
3 3.52583 86.7% 
2 3.32374 66.7% 

There is a nonlinear relation between fitness and accuracy because Versicolor and 
Virginica are not linearly separable from each other. This makes the fitness evaluation 
as mentioned previously function poorly since maximizing the between group 
variance B does not work properly. Therefore, clustering with higher fitness may not 
have higher accuracy. Row No. 2 has the clustering with the highest accuracy and 
desired number of clusters. 

Table 3 shows the comparison between the GA-KFLANN and the exhaustive 
search on Iris data set. The highest accuracy considered here includes not only 
accuracy itself in Table 2 but also the number of clusters. 
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The exhaustive search yielded better accuracy but required more processing time 
on Iris clustering. Another consideration is that the exhaustive search actually did 
feature selection as well but the GA-KFLANN did not. Therefore, the exhaustive 
search is expected to have higher accuracy but the GA-KFLANN has greater potential 
in both completion time and accuracy. 

Table 3. Comparison between GA-KFLANN and Exhaustive Search on Iris Data Clustering 

 Accuracy Completion Time 
GA-KFLANN 88.0% < 1 minute 
Exhaustive Search 96% 5 minutes 

2.1.2   Results With Control Genes (ConG) 
Table 4 shows the best 4 results in a run of Iris data clustering with ConG and the 
table is sorted according to the fitness of clustering. The attributes with a tick “ ” 
indicate the presence of the attribute to achieve the accuracy. The number of clusters 
is recorded in the first column. 

Table 4. The Best 4 Results of a Run of Iris Data Clustering with ConG 

# Of 
Clusters 

Fitness Accuracy Sepal 
Length 

Sepal 
Width 

Petal 
Length 

Petal 
Width 

6 20.7 72.7%     
4 13.5 86.7%     
3 12.5 89.3%     
3 10. 8 96%     

It is clear that the last two rows have higher accuracy and the desired number of 
cluster. Petal width provides most information in clustering comparing to other 
features of Iris. Therefore, petal width is a main factor in determination of the Iris 
classification and the GA-KFLANN was able to perform well in both feature 
selection and clustering on the Iris data. 

Table 5 shows the comparison among the GA-KFLANN, the exhaustive search 
and K-Nearest Neighbour (K-NN) on Iris data set. All 3 methods achieved high 
accuracy, but the GA-KFLANN showed superior potential on effective and efficient 
search because it took much less time for completion. 

Table 5. Comparison of Different Clustering Algorithms on Iris Data 

 Accuracy Completion Time Reference 
GA-KFLANN 96% < 1 minute  
Exhaustive Search 96% 5 minutes [12] 
K-NN 95.1%  [9] 
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2.2   Wine Data 

This data was obtained from a chemical analysis of wines grown within the region of 
Italy, but were derived from three different cultivators. The analysis determined the 
quantities of 13 constituents found in each of the three types of wines. There were 178 
instances of wine samples in the data set. 

2.2.1   Results Without Control Genes (ConG) 
The results in Table 6, of wine clustering without using ConG took only 2 minutes to 
generate. The highest accuracy with the correct number of clusters was however only 
70.2%. In comparison, the exhaustive search on wine data set achieved 95.51% [12]. 
The exhaustive search however yielded this high accuracy at the expense of speed, 
which took 2 weeks to solve 5 attributes. 

Table 6. The Best 5 Results of a Run of Wine Data Clustering without ConG 

# Of Clusters Fitness Accuracy 
3 6.21352 64.6% 
3 5.86033 70.2% 
3 4.42048 65.2% 
4 3.54305 66.9% 
3 2.34613 68.0% 

2.2.2   Results with Control Genes (ConG) 
Table 7 shows the results of wine clustering with ConG enabled to select features. 

Table 7. The Best 4 Results of a Run of Wine Data Clustering with ConG 

Attributes Fitness Accuracy 

1 2 3 4 5 6 7 8 9 10 11 12 13     

                    1.21 60.11% 

                   0.765 58.42% 

                   0.716 39.89% 

                    0.669 90.44% 
Alcohol (Item 1), Alcalinity of ash (Item 4), Flavanoids (Item 7), Colour intensity (Item 10), 
Hue (Item 11) 

The highest accuracy achieved currently was 90.44% and this was achieved in 2 
minutes. In comparison, the highest accuracy achieved in the exhaustive search was 
95.51% in 2 weeks. Results of a K-NN in [9] achieved 96.7% accuracy. The features 
discovered to be significant using exhaustive search were Flavanoids (Item 7), Colour 
intensity (Item 10) and Proline (Item 13). 
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It is clear that the exhaustive search can achieve higher accuracy in clustering and 
locate the most significant factors, while the GA-KFLANN has relatively lower 
accuracy and more factors selected due to its random evolutionary nature. However, 
the exhaustive search also takes unacceptable long time to complete. Therefore, the 
GA-KFLANN shows greater potential in clustering as well as feature selection. 

2.3   Wisconsin Breast Cancer Data 

This breast cancer databases was obtained from the University of Wisconsin 
Hospitals, Madison from Dr. William H. Wolberg [11]. There were 699 patterns from 
2 classes and 9 attributes. Table 8 shows the results of breast cancer clustering sorted 
according to fitness value. 

Four results out of five have higher than 90% accuracy and the highest one 
achieved is 95.6%. The last row of Table shows the number of appearance for each 
attributes and it is clear that attribute 3, 4, 5 and 9 appear more frequently than others. 

Table 8. The Best 5 Results of a Run of Wisconsin Breast Cancer Data Clustering 

Attributes Fitness Accuracy 
1 2 3 4 5 6 7 8 9     
             20.3 90.7% 

               16.8 89.4% 
            7.34 91.5% 
         7.34 91.5% 
             2.81 95.6% 
1 3 4 4 4 2 2 2 4   

Therefore, some evidence from the clustering results supports that the 4 attributes 
likely to be the significant in representing the dataset were, Uniformity of Cell Shape 
(Item 3), Marginal Adhesion (Item 4), Single Epithelial Cell Size (Item 5), Mitoses 
(Item 9). 

The GA-KFLANN seemed to perform well in this data set. As there were too 
many attributes, it was not viable to conduct an exhaustive search. However, a 
comparison was made with K-NN, which achieved 96.6% accuracy on this data set 
[2]. Both performed pretty good clustering. 

3   Conclusions 

Although the data used were from well-known sources which have been investigated 
by many, the emphasis of the experiments was on the technique which was used to 
boost searching, extract the features from the data and get accurate clustering. From 
the 3 data sets, the analysis resulted in the determination of significant factors. This 
information was extracted without the need to have an understanding of the data. 
Further investigations are underway to determine if there is a proper fitness evaluation 
method to guide the search of GA for optimal clustering parameters. 
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Abstract. Based on the Antibody Clonal Selection Theory of immunology, the 
general steps of ICSA (Immune Clonal Selection Algorithm) are presented in 
this paper. The network framework of ICSA is put forward, and the dynamic 
characters of ICSA are analyzed based on the Lyapunov theory. Then, this pa-
per gives a novel Artificial Immune System Algorithm, Pseudo- Grads Hybrid 
Immune Clonal Selection Network (GHICSN). The simulation results of some 
functions optimization indicate that GHICSN improves the performance of 
ICSA to some extent. 

1   Introduction 

Artificial Immune System (AIS) algorithms are inspired by the information processing 
model of the vertebrate’s immune system[1]. Clonal selection theory is very important 
for the immunology, and attracts much attention from the artificial intelligence re-
searchers, who had explored successively a few clonal algorithms based on imitating 
clonal mechanism from various viewpoint[2], [3]. However, applications of the anti-
body clonal mechanisms in AIS are still rare. 

Some discussion about the similarities and differences between Artificial Neural 
Networks (ANN) and Artificial Immune Systems can be found in reference [4], and 
the relations between EAs and ANN are explored in reference [5].  As we know, ANN 
is one of the full-blown artificial intelligence technology correspondingly, and has 
self-contained research system and theory framework. In this paper, we mainly ana-
lyze the network framework of immune clonal selection algorithm and discuss its 
convergence based on the Lyapunov theory, which implicates not only a new way to 
study immune clonal selection algorithm but also a novel reference for analyzing other 
artificial immune system algorithms. We proceed as follows: Section 2 provides a 
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description of the ICSA. Section 3 introduces the network framework of ICSA. 
Pseudo- Grads Hybrid Immune Clonal Selection Network (GHICSN) is described in 
Sections 4. Finally, Section 5 states some conclusions. 

2   Immune Clonal Selection Algorithm 

There are mainly two kinds of theories  about the mechanism of biology generating 
special antibody that aims at such kind of antigen, one is the model theory based on 
the adaptability, and the other is clonal selection theory based on selection. The high-
light of the argument is whether the ability of antibody proliferation is determined by 
evolution or gained by antigen stimulation [6]. In fact, antibody proliferation can be 
divided into two stages. Before antigen stimulation, all of the cells generated by vari-
ety antibody of the organism can be considered as a junior repertoire, and its informa-
tion is determined by billions of years’ evolution and heredity. After stimulation, the 
cells with relevant antibody (receptors) will be selected and cause clonal proliferation. 
After stimulated by antigens again and again, hypermutation takes place in the V-area. 
The cells with high affinity antibody proliferate selectively, and cause antibody style 
transformation until the antibody is mature. During this process of clonal selection, 
some biologic characters such as learning, memory and antibody diversity can be used 
by artificial immune system. 

Some researchers such as De Castro have stimulated the clonal selection mecha-
nism in different ways, then proposed different Clonal Selection Algorithms one after 
another[4], [5]. Just like evolutionary algorithms, the artificial immune system algo-
rithms work on an encoding of the parameter set rather than the parameter set itself. 

Without loss of generality, we consider the following global optimization problem P: 

( ) uxdx ≤≤tosubjectmaximize f  (1) 

where, { } m
mxxx ℜ∈= ,,, 21x is a variable vector , { }mddd ,,, 21=d  and 

{ }muuu ,,, 21=u define the feasible solution space, namely, 

miudx iii ,,2,1],[ =∈ , f (x) is the objective function. In AIS, it can be de-

scribed as ( )( ){ }a1max −f , Where { }laaa ,,, 21=a  is the antibody coding of the 

variable x, described by )(xa = , and x is called the decoding of antibody a, de-

scribed as )(1 ax −= . The set I is called the antibody space, f is the positive real 

function in the set I, and f is called the antibody-antigen affinity function. According 
to biological terms, in the antibody a, ai is considered as the evolutionary gene called 
allele, whose probable values are correlated with the coding method. Let  be the 
number of the possible values of ai. For binary coding and decimal coding, there are 

2= and 10= accordingly. Generally, antibody bit string is divided into m parts, 

and the length of each part is il , where 
=

=
m

i
ill

1
, and each part is denoted as 

miudx iii ,,2,1],[ =∈ . Especially, for binary coding, we use the decoding 

method as follow: 
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and the antibody space is: 

{ }nkkn
n ≤≤∈== 1,),,(: 21 IaaaaAAI  (3) 

where the positive integer n is the size of antibody population. The antibody popula-
tion },{ 21 naaaA = , which is an n-dimension group of antibody a, is a point in the 

antibody group space nI . 
Clearly, the definition given above doesn’t follow the definition of biology strictly 

since it doesn’t distinguish antibody from B cell. For convenience, the immune clonal 
selection algorithms (ICSA), discussed in this paper, has its antibody population 
evolved as following: 

)1()(
~

)()()(
C

s
C

g
C

c

+→→→ kkkkk
TTT

AAZYA  
(4) 

For { }nxxxX ,,, 21=  and { }nyyyY ,,, 21= , 
~

 operation is defined as follow: 

{ }n

i
ii

1

~

=
≡ yxYX  (5) 

Inspired by the Antibody Clonal Selection Theory of Immunology, the major ele-
ments of Clonal Operator are described as follows, and the antibody population at 
time k is represented by the time-dependent variable A(k). 

Clonal Operating C
cT : Define the following: 

TC
c2

C
c1

C
c

C
c ]))((,)),(()),(([))(()( kTkTkTkTk naaaAY ==  (6) 

Where nikkTk iiii 2,1)())(()( C
c =×== aIay , Ii is qi-dimension row vector 

with all its elements being 1. ))(( kT i
C

c a  is called qi clone of antibody ai 

))),((,()( iici kfngkq Θ= a  (7) 

iΘ  indicates the affinity of antibody i and other antibodies, and the paper simply 

defines it as follow: 

{ } ( ){ } njijiD jiiji ,,2,1,;expminmin =≠−==Θ aa  (8) 

•  is an arbitrary norm, for binary coding, we use Hamming distance, but for 

decimal coding we generally use Euclidean distance. iΘ is generally normalized, 

namely 10 ≤•≤ , clearly, the bigger the antibody affinity is, namely the more the 

similarities, the stronger the antibody-antibody restraint is, and the smaller iΘ  is. 
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Especially when antibody affinity is 0, iΘ  is 1. Furthermore, 

( ) njid
nnij ,,2,1, ==

×
D  is an antibody-antibody affinity matrix. D is a symmet-

ric matrix, which denotes the diversity of population. 
Generally, qi is estimated as follow: 

ni
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a
 

(9) 

Where nc>n is a given value related to the clone scale, Int(•) is supremum function, 
Int(x) rounds the elements of x to the least integer bigger than x. So, for the single 
antibody, the clone scale is adjusted self-adaptively by the antibody-antigen affinity 
and antibody-antibody affinity. Moreover, when it is constrained less by antibody, and 
stimulated more by antigen, the clone scale is also bigger, or else, it becomes smaller. 

Immune Genic Operating C
gT : Crossing and Mutation are the main operators in 

Immune Genic Operating.   According to the information exchanging characters of the 
Monoclonal and the Polyclonal in biology, Monoclonal Operator is defined as only 
adopting the mutation in the step of immune genic operating, but the Polyclonal Op-
erator adopting both Crossing and Mutation. It need to be pointed out here that clonal 
selection operator in this paper is just used for reference of the mechanism of the im-
munology, rather than for following the concepts of the immunology completely. Even 
for the Monoclonal Selection Operator, it doesn’t mean a singular antibody but just 
reserves more information from parent compared to the Polyclonal Selection Opera-
tor. According to immunology, affinity maturation and antibody diversity depend on 
hypermutation of antibody, but not crossover and recombination that the affinity is 
mature and the generating of antibody diversity. Thus, it is different from genetic 
algorithms where Crossover is main operator but Mutation is background operator, 
that in clonal selection algorithms, Mutation is emphasized. In this paper, without 
special explanation, the immune genic operating only involves mutation operator, and 
Monoclonal Selection Algorithms is called ICSA. 

According to the mutation probability i
mp , the cloned antibody populations are mu-

tated, ))(()( kTk C
g YZ = . 

Clonal Selection Operating C
sT : ni ,2,1=∀ , zi(k) can be given as: 

{ } { }iijijii qjfkkk ,2,1)(max|)()(max)( === zzzz  (10) 

then,  for ( ))1()()( +→∪ kkkT iii
C

s aaz  

>
≤

=+
))(())(()(

))(())(()(
)1(

kfkfk

kfkfk
k

iii

iii
i zaz

zaz
a  

(11) 
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After the clonal operating, the new antibody population is 
)}1(,),1(),1({)1( 21 +++=+ kkkk naaaA , which are equivalent with memory cells 

and plasma cells after biology clonal selection, and special differences between them 
haven’t been made in the operator. 

In practical application, either no improvement over continuous iterations or lim-
ited iterations, or both are adopted as terminated conditions. Here, the termination 
condition is defined as follow: 

ε<− best* ff  (12) 

Where f* is the optimal solution of objective function f, f best  is the best objective 

function value of temporary generation. When 10 << ∗f , f best is: 

*best* fff ε<−    (13) 

3   The Network Framework of ICSA 

The network framework of ICSA can be described as Fig 1. The network is very simi-
lar to multilayer feed-forward neural networks. In this section, using for reference of 
the research method of the neural network, we will analyze the immune clonal selec-
tion algorithm, especially the stability. 

Consider maximizing the function P: { }Ief ∈− aa :))((max 1 , so the effect of the 

last layer of the network is to select the optimum from the antibodies, and the network 
model as follows: 

( ) ( )n

i
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j
iiji
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kfkffk
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1
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= =

− ∪=+ aaA  
(14) 
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j
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)(

1

1 ))(()(max)1( aaY  
(15) 

where iijiiiijij qjnikakakakaz ,2,1,2,1)()())(())(( ==∆+===  

qi(k) is determined by Eq. (9). The network is dynamic as the result of qi(k) is in-
definite. For the convenience of analyzing, we choose { })(max)( kqqkq i

k
ii == . 

A two-layer feed-forward artificial neural network with span connections can be 
expressed as follow [7]: 

( ) +=
==

1

1
11

00
)()(

H

h

N

j
jj

N

i
iihh kxakxafafky  

(16) 

where x, a, y represent the inputs, the weight values and the outputs separately. 
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Comparing the Eq. (15) and (16), we could see that their basic frameworks are 
the same except for the substitution of the Boolean calculation such as “and” for 
the arithmetic calculation of the typical neural network. Therefore, the clonal 
selection algorithm is also called immune clonal selection network in this paper. 
But the immune clonal algorithm and the neural network are two different algo-
rithms after all, at least they have some differences. The weight value of this 
network is invariably 1, but that of the ordinary neural network is variable. In 
fact, only two parameters of this network need to be adjusted. They are qi(k) and 

)(kaij∆ where qi(k) controls the framework of the network and )(kaij∆  influences 

the efficiency and the performance of the algorithm, so )(kaij∆  is a key to adjust 

algorithm. They are also different in learning algorithm. Immune clonal algorithm 
accomplishes the random search that is directed by probability by adopting genic 
operation (mainly with crossover and mutation). But the neural network is mainly 
by the iterative learning.  

f
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Fig. 1. The network framework of ICSA 

However, note that the framework of the immune clonal algorithm is similar to the 
artificial neural network. So we can analyze the immune clonal selection algorithm in 
virtue of the research method of the neural network. We mainly discuss the stability of 
the immune clonal selection algorithm in the text. 
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Define the error function as *yye d −= , where yd is optimum value of the problem 

and y* is optimum value of the outputs. Generally, ( )( ) ∗∗∗−∗ ∈∈= BAaafy 1 . 

Because we want the maximum value of the question P, we have 0≥e . 
We define the Lyapunov function as follow: 

2

))(*(

2

)(
)(

22 kyyke
kV

d −
==  (17) 

( ))()1(
2

1
)()1()( 22 kekekVkVkV −+=−+=∆  (18) 

( ) −++−+= ))()1((
2

1
)()()1()( kekekekekekV∆ += )(

2

1
)()( kekeke ∆∆  (19) 

where )()1()( kekeke −+=∆ . Obviously, the necessary condition of 0)( <kV∆  

is 0)()( <× keke∆ , considering that 0≥e . Therefore, the algorithm is convergent 

only when the tracks formed by the immune clonal selection algorithm fall into the 
fourth quadrant in the plane. 

Furthermore, due to the Taylor series, 

[ ] [ ])()1()()1(
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)()()1( ****
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*
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kekyky

T
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∂

∂
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We have the mark that )()()1( *** kakaka ∆=−+ . The sign of )(ke∆ can’t be in-

fluenced by the high order infinitesimal in the Eq. (21) when the )(ka∗∆  is small 

enough. This can be stated as follow: 
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If we only consider the sign, the equal mark in (22) is satisfied. 

If 
a
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If 0)( <kV∆  is satisfied, we get 

0
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Therefore 
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ky
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k

η  (25) 

So we can have the theory as follow: 

Theorem 1: The algorithm is convergent and the dynamic course decided by the algo-
rithm is gradually reaching the stability when the individual in the antibodies changes 
by the rule that )(kaij∆  , which comes from the equa-

tion iijiiiij cjnikakakahkah ,2,1,2,1)()())(())(( ==∆+== , alters along 

the Grads of the affinity function and the step length is decided by the Eq. (25). 

As analyzed above, the algorithm must be convergent provided that the antibodies 
evolve along the Grads of the affinity function and by some certain step length in the 
macro view no matter what operations (such as cross, aberrance and so on) the im-
mune gene have in the micro view. The convergent speed of the algorithm evolving 
course and the characteristic of the converging course are decided byη , which is 

consistent with the iterative principle in the neural network. 

4   Pseudo-Grads Hybrid Immune Clonal Selection Network  

Theorem 1 gives the sufficient condition of the convergence, but the mechanism of 
Clonal Selection Theory determines that ICSA pays more attention to the genic opera-
tion. It is obvious that stochastic operation (Immune Genic Operation) can not make 
sure that the evolution works along the grads of affinity function. On the other hand, 
because of the complexity of the question to be optimized, the grads of affinity func-
tion can not be acquired easily; in addition, the learning methods of artificial neural 
network based on grads are easily convergent to local optimum and emphasize grads 
too much. All these may lose the universal characteristics of feeble methods. So, in 
practice, it is difficult to carry out the algorithm strictly according to Theorem 1.  In 
this section, we will define Pseudo-Grads and proposed a novel Artificial Immune 
System Algorithm, Pseudo-Grads Hybrid Immune Clonal Selection Network.    

Compared with evolutionary algorithms, immune clonal selection algorithms gives 
more attention to local search combined with global search, and because of clonal  
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mechanism, it is possible to use multi-strategy in changing an antibody. Based on the 
discussions, this paper gives a novel Artificial Immune System Algorithm, Pseudo- 
Grads Hybrid Immune Clonal Selection Network (GHICSN). Define 

( ) ( )
( ) ( ) ,2,1;,2,1

)()(0

)()()1()(
)( ==

≤
>−−

= kni
kafkaf

kafkafkaka
kg

ii

iiii
i  (26) 

as pseudo-grads. 
Accordingly, the genic operating of Immune clonal selection algorithm can be de-

scribed as: 

=≥−
≠<×
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0)()(
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ig

igir
i

η
 (27) 

Namely, if parents come well, the corresponding children adopt pseudo-grads to 
improve the individuals (with certain probability pg), which is a local certain search. 
Otherwise, adopt immune genic operating. Where rη  is a real vector. 

In order to validate our approach, the GHICSN is executed to solve the following 
test function and compared with ICSA and standard Evolution Programming algo-
rithm (EP) [8]. 

[ ]1,1,3.0)4cos(3.0)3cos(3.0),(min 22
1 −∈+×+×−+= yxyxyxyxf ππ  (28) 

f1 is the third Bohachevsky test function, whose global optimal value is -0.1848 at 
[0,-0.23] and [0,0.23]. 

[ ]10,10,])1cos[(])1cos[(),(min
5

1

5

1
2 −∈++×++=

==
yxiyiiixiiyxf

ii
 (29) 

f2 is the Shubert testing function, there are 760 local minimum values and 18 of 
them are global minimum solutions, the optimal value is -186.73. 

( ) ( ) [ ]6,6,711),(min
2222

3 −∈−++−+= yxyxyxyxf  (30) 

f3 is the Himmelbaut test function, there are a lot of local minimum values, and 4 
of them are global minimum solutions. The optimal value is 0 at [3, 2], [3.5844, -
1.8482], [-2.8051, 3.1313] and [-3.7793, -3.2832]. 

( ) ( ) [ ]12.5,12.5,0.150sin),(min
1.022225.022

4 −∈+++= yxyxyxyxf  (31) 

f4 is the Schaffer1test function, its global optimal value is 0 at [0,0]. 
In order to show justness, we set the parameters as shown in table 1. For function 

f4, ICSA and GHICSN adopt the ( )λµ ,  selection strategy [8], where  is 0.5µ. 
All algorithms adopt Gaussion mutations, namely 
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( )XfNxx iii ××+=′ )1,0(1.0  (32) 

For GHICSN, rη is: 

( )Xfr ×= 01.0η  (33) 

Table 1. The given algorithm parameters 

EP ICSA GHICSN Func-
tion 

 Pop 
size 

mutation 
probability

Pop 
size

qi 
mutation 

probability
Pop 
size

qi
Mutation 
probability 

pg 

f1
 10-3 40 0.1 10 4 0.5 10 4 0.5 0.7 

f2 10-1 40 0.1 10 4 0.5 10 4 0.5 0.7 
f3 10-3 40 0.1 10 4 0.5 10 4 0.5 0.6 
f4 10-2 40 0.1 40 5 0.5 40 5 0.5 0.7 

Table 2 shows 20-time independent experiment results. It denotes that ICSA and 
GHICSN have better ability when compared with EP. It also shows that GHICSN has 
better stability and higher convergent speed compared with ICSA. In addition, for 
functions f1, f2 and f4, EP sometimes can not break away from the local optimal value, 
but ICSA and GHICSN avoid it effectively. For the function f1, f2 and f4, here only 
circumstances when the algorithm can break away from the local optimal value are 
considered. 

Table 2. Simulation Results 

The generation that it can find the optimal solutionh 
EP ICSA GHICSN 

func-
tion 

max min Mean std max min mean std max min mean std 
f1

 1080 200 593.7 235.6 4360 280 832 883.5 1720 200 646 339.0 
f2 4880 1000 2346 1012.1 5360 480 2722 1530.5 5040 440 2506 1365.7 
f3 1400 280 936 294.9 650 350 518 90.7 600 250 425 86.6 
f4 38640 640 7804 10449 10400 800 3080 2287.2 8600 1200 2920 1830 

Farther, the relatively changing of the objective function denotes the algorithm’s 
diversity essentially. For functions f1 and f2, the change of objective function in each 
experiment is shown in Fig 2 and Fig 3. It can be seen that ICSA and GHICSN keep 
the population diversities better when compared with EP. And for multi-optimal ob-
jective functions, ICSA and GHICSN can find the different optimal points while EP 
only finds one optimal point.  
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Obviously, GHICSA’s ability is effected by rη and pg. The choice of rη  is interre-
lated with idiographic problem, so we mainly discuss the effect of pg.  

 
(a) EP                                (b) ICSA                            (c) GHICSN 

Fig. 2. The changing of the function value for f1 

 
(a) EP                               (b) ICSA                          (c) GHICSN 

Fig. 3. The changing of the function value for f2 
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Fig. 4. The impact of pg in GHICSA 

 
Fig 4 shows 10-time independent experiment results when pg changed from 0 to 1. 

y-axis denotes the evaluation function number of GHICSN for function f1 and f2. It shows  
that when pg 0.3 GHICSN has the best ability. The conclusion also applies to s others 
functions. But if using Grads search only, it is easily convergent to local  
optimal value. So in GHICSN, the operator based on Pseudo- Grads is only an  
assistant. 

5   Conclusion and Prospect 

In this paper, the network framework of immune clonal selection algorithm is put 
forward, and the dynamic characters of ICSA based on the Lyapunov theory are ana-
lyzed, especially the stability. Then we defined Pseudo-Grads and proposed a novel 
Artificial Immune System Algorithm, Pseudo-Grads Hybrid Immune Clonal Selection 
Network. Theoretical analysis and simulations show that the ability of ICSA was im-
proved to certain extent after using Pseudo-Grads search. In a word, the main purpose 
of this paper is providing a new way to study immune clonal selection algorithm and 
exploring a new hybrid intelligent system.  

Further simulations indicate that the amelioration based on Pseudo-Grads is not 
always effective for all functions. On one hand, just as forenamed, the operator based 
on Pseudo-Grads is only an assistant in GHICSN, if pg is not fit (easily too large, we 
propose pg 0.3), it is easily convergent to local optimal value. On the other hand, 
Pseudo-Grads is different from the standard Grads, it only emphasizes on the changing 
direction of variants and does not mention the objective function, which reduces the 
Pseudo-Grads search’s ability of local search. Modifying the Pseudo-Grads adaptively 
according to idiographic problem to improve the ability of GHICSN is our further 
research. 
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Abstract. This paper proposes an enhanced RBF network that enhances 
learning algorithms between input layer and middle layer and between middle 
layer and output layer individually for improving the efficiency of learning. The 
proposed network applies ART2 network as the learning structure between 
input layer and middle layer. And the auto-tuning method of learning rate and 
momentum is proposed and applied to learning between middle layer and 
output layer, which arbitrates learning rate and momentum dynamically by 
using the fuzzy control system for the arbitration of the connected weight 
between middle layer and output layer. The experiment for the classification of 
number patterns extracted from the citizen registration card shows that 
compared with conventional networks such as delta-bar-delta algorithm and the 
ART2-based RBF network, the proposed method achieves the improvement of 
performance in terms of learning speed and convergence. 

1   Introduction 

Many studies on improving the learning time and the generalization ability of the 
learning algorithm of neural network have been performed. As a result, RBF (Radial 
Basis Function), which has been used for multivariate analysis and interpolation of 
statistics, was used for organizing the neural network model by Brommhead and Low 
for the first time. Then RBF network was proposed by Watanabe et al. [1]. RBF 
network has the characteristics of short learning time, generalization and 
simplification etc., applying to the classification of learning data and the nonlinear 
system modeling. 

The RBF network is a feed-forward neural network that consists of three layers, 
input layer, middle layer and output layer.  In the RBF network, because the 
operations required between layers are different, learning algorithms between layers 
can be mutually different. Therefore, the optimum organization between layers can be 
separately constructed [2]. Approaches to the composition of layers in the RBF 
network are classified to three types: The first type is the ‘fixed centers selected at 
random’ which selects nodes of the middle layer randomly from the learning data set. 
The second is the ‘self-organized selection of centers’ which decides the middle layer 
according to the form of self-organization and applies the supervised learning to the 
output layer. The last one is the ‘supervised selection of centers’ which uses the 
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supervised learning for the middle layer and the output layer. The middle layer of the 
RBF network executes the clustering operation, classifying input data set to 
homogeneous clusters. The measurement of homogeneity in clusters is the distance 
between vectors in clusters. And the classification of input data to a cluster means that 
the distances between input data and each vector in the cluster are shorter than or 
equal to the fixed radius. But, the use of a fixed radius in clustering causes wrong 
classifications. Therefore the selection of the organization for middle layer determines 
the overall efficiency of the RBF network [3]. Therefore, this paper proposes and 
evaluates the enhanced RBF network that uses ART2 to organize the middle layer 
efficiently and applies the auto-turning method of adjusting learning rate and 
momentum using the fuzzy control system for the arbitration of the connected weight 
between middle layer and output layer. 

2   Related Studies 

2.1   Delta-Bar-Delta Algorithm 

Delta-bar-delta algorithm [4], which improved the quality of backpropagation 
algorithm, enhances learning quality by arbitrating learning rates dynamically for 
individual connected weights by means of making delta and delta-bar. 

The formula of making delta is as follows: In this expression, i , j and k indicate 
the input layer, the middle layer and the output layer, respectively. 

ij
ji

ji x
w

E δ−=
∂
∂=∆  (1) 

jk
kj

kj z
w

E δ−=
∂
∂=∆  (2) 

The formula of making delta-bar is as follows: 

)1()()1()( −∆⋅+∆⋅−=∆ ttt jijiji ββ  (3) 

)1()()1()( −∆⋅+∆⋅−=∆ ttt kjkjkj ββ  (4) 

The value of parameter β  in formula (4) is the fixed constant between 0 and 1.0. 

The variation of learning rate in terms of the change direction of delta and delta-bar is 
as follows: If the connected weight changes to the same direction in the successive 
learning process, the learning rate will increase. At this point delta and delta-bar has 
the same sign. On the other hand, if the signs of delta and delta-bar are different, the 
learning rate will decrease as much as the ratio of 1-γ of the present value. The 
formula of the learning rate for each layer is as follows: 
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(5) 
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2.2   ART2-Based RBF Network 

The learning of ART2-based RBF network is divided to two stages. In the first stage, 
competitive learning is applied as the learning structure between input layer and 
middle layer. And the supervised learning is accomplished between middle layer and 
output layer [5][6]. Output vector of the middle layer in the ART2-based RBF 
network is calculated by formula (7), and as shown in formula (8), the node having 
the minimum output vector becomes the winner node. 

( )−=
=

N

i
jiij twx

N
O

1
)(

1  (7) 

{ }jj OMinO =*  (8) 

where )(twij
is the connected weight value between input layer and middle layer. 

In the ART2-based RBF network, the node having the minimum difference 
between input vector and output vector of the hidden layer is selected as the winner 
node of the middle layer, and the similarity test for the winner node selected is the 
same as formula (9). 

ρ<*
jO  (9) 

where ρ is the vigilance parameter in the formula. 

The input pattern is classified to the same pattern if the output vector is smaller 
than the vigilance parameter, and otherwise, to the different pattern. The connected 
weight is adjusted to reflect the homogeneous characteristics of input pattern on the 
weight when it is classified to the same pattern. The adjustment of the connected 
weight in ART2 algorithm is as follows:  
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where 
nu  indicates the number of updated patterns in the selected cluster. 

The output vector of the middle layer is normalized by formula (11) and applied to 
the output layer as the input vector. 
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The output vector of the output layer is calculated by formula (12).  
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 (12) 
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xe
xf −+

=
1

1
)(  (13) 

The error value is calculated by comparing the output vector with the target 
vector. The connected weight is adjusted like formula (15) using the error value. 

)1()( kkkkk OOOT −⋅⋅−=δ  (14) 

jkkjkj ztwtw ⋅⋅+=+ δα)()1(   (15) 

3   Enhanced RBF Network  

The enhanced RBF network applies ART2 to the learning structure between the input 
layer and the middle layer, and proposes the auto-turning method of arbitrating 
learning rate for the adjustment of the connected weight between the middle layer and 
the output layer. When the absolute value of the difference between the output vector 
and the target vector for each pattern is below 0.1, it is classified to the accuracy, and 
otherwise to the inaccuracy. Learning rate and momentum are arbitrated dynamically 
by applying the numbers of the accuracy and the inaccuracy to the input of the fuzzy 
control system. Fig. 1 shows the membership function to which the accuracy belongs, 
whereas Fig. 2 shows the membership function to which the inaccuracy belongs. 
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Fig. 1. The membership function to which the accuracy belongs 

The values of 
lowC  and 

highC  are calculated by formula (16) and (17). 
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In Fig. 1 and 2, F, A and T are the linguistic variables indicating false, average and 
true, respectively. When the rule of controlling fuzzy to arbitrate the learning rate is 
expressed with the form of thenif ~ , it is as follows: 
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Fig. 2. The membership function to which the inaccuracy belongs 
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Fig. 3 shows the output membership function calculating the learning rate, which 
is going to be applied to learning. 
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Fig. 3. The membership function of learning rate 

In Fig. 3, S, M and B are the linguistic variables indicating small, medium and big, 
respectively. When accuracy and inaccuracy are decided as the input value of the 
fuzzy control system, membership degrees of accuracy and inaccuracy for each 
membership function are calculated. After the calculation of membership degree for 
each member function, the rule of fuzzy control is applied and the inference is 
accomplished by means of Max-Min inference procedure. Defuzzification of the gain 
output was achieved through the center-of-gravity computation [7]. Formula (18) 
shows the center of gravity, which is used for the defuzzification. 
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⋅−=
y

yy)(µα  (18) 

Momentum is calculated by formula (19). 

αζµ −=  (19) 

where ζ  is the parameter between 1.0 and 1.5, which is given empirically. 

4   Experiments and Performance Evaluation 

We implemented the enhanced RBF network proposed with C++ Builder 6.0 and 
executed the experiment for performance evaluation on IBM compatible PC in which 
Intel Pentium-IV CPU and 256MB RAM were mounted. 

We analyzed the number of epoch and the convergence by applying 136’s number 
patterns having 10×10 in size, which are extracted from the citizen registration cards, 
to the conventional delta-bar-delta method, the ART2-based RBF network and the 
learning algorithm proposed in this paper. Fig. 4 shows the patterns which were used 
for training. Table 1 shows target vectors.  

 

Fig. 4. Example of training patterns 

Table 1. Target vectors which were used for training 

 0 1 2 3 4 5 6 7 8 9 
0 0 0 0 0 0 0 0 1 1 
0 0 0 0 1 1 1 1 0 0 
0 0 1 1 0 0 1 1 0 0 

Target value 

0 1 0 1 0 1 0 1 0 1 
 

Table 2 shows parameters of each algorithm which were used for the experiment 
and Table 3 shows the result of training. 

In Table 2, α  indicates the learning rate, ρ  the vigilance parameter of ART2, ζ  

the parameter for calculation of momentum, and β , κ , γ  parameters fixed by delta-

bar-delta algorithm. The experiment have been executed 10 times under the criterion 
of classifying input pattern to the accuracy when the absolute value of the difference 
between the output vector of input pattern and the target vector is below )1.0( ≤εε in 

10000’s epoch executions. The fact that the proposed method is more enhanced than 
conventional methods in terms of learning speed and convergence is verified in Table 
3. Moreover, the proposed method did not react sensitively to the number of learning 
and the convergence, whereas conventional methods did. Consequently, the proposed 
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method had good convergence ability, and took less learning time than the Delta-bar-
Delta method and ART2-based RBF network. 

Table 2. Parameters which were used for training 

Parameter
Learning method α  ρ  ζ  β  κ  γ  

Delta-bar-Delta 0.5   0.7 0.005 0.2 

ART2-based 
RBF network 

0.5 0.1     

Proposed method  0.1 1.0    

Table 3. Comparison of the convergence among each algorithm 

Result of Learning
Learning method 

# of experiment # of success
# of average 

epoch 

Delta-bar-delta 10 2 2793 

ART2-based RBF network 10 10 2710 

Proposed method 10 10 1464 

Fig. 5 shows the graph for the change rate of TSS (Total Sum of Square) of error 
according to the number of epoch. As shown in Fig. 5, the proposed method has faster 
speed of primary convergence and smaller TSS of error than conventional methods. 
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Fig. 5. Graph of total sum of square 

Through experimental results, we found that the proposed method spent less time 
for training compared with the conventional training method, and had good 
convergence ability. 
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5   Conclusions 

The learning of the ART2-based RBF network is divided to two stages. At the first 
stage the competitive learning is performed between input layer and middle layer, and 
at the second stage the supervised learning is performed between middle layer and 
output layer. An enhanced RBF network is proposed in this paper, which uses ART2 
algorithm between input layer and middle layer to enhance the efficiency of learning 
of conventional ART2-based RBF network and applies the auto-tuning method of 
arbitrating learning rate and momentum automatically by means of the fuzzy control 
system to arbitrate the weight value efficiently between middle layer and output 
layer. In the proposed auto-tuning method of learning rate and momentum, when the 
absolute value of the difference between the output vector and the target vector for 
input pattern is below ε , input pattern is classified to the accuracy, and otherwise to 
the inaccuracy. Then, applying the numbers of the accuracy and the inaccuracy to the 
fuzzy control system, the learning rate is arbitrated dynamically. The momentum is 
arbitrated dynamically by using the adjusted learning rate, so that the efficiency of 
learning is enhanced. 

The experiments of applying the proposed method to the classification of number 
patterns extracted from the citizen registration card shows 2 results related to 
performance: First, the proposed method did not react sensitively to the number of 
learning and the convergence, whereas conventional methods did, and second, the 
total sum of square has decreased remarkably than conventional methods. Therefore, 
the efficiency of learning in the proposed method is enhanced than conventional 
neural networks. 

The study on the method generating the optimized middle layer by enhancing the 
efficiency of ART2 algorithm will be the subject of study in the future.  
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Abstract. This paper demonstrates that the self-adaptive technique
of Differential Evolution (DE) can be simply used for solving a multi-
objective optimization problem where parameters are interdependent.
The real-coded crossover and mutation rates within the NSGA-II have
been replaced with a simple Differential Evolution scheme, and results
are reported on a rotated problem which has presented difficulties using
existing Multi-objective Genetic Algorithms. The Differential Evolution
variant of the NSGA-II has demonstrated rotational invariance and su-
perior performance over the NSGA-II on this problem.

1 Introduction

Traditional genetic algorithms that use low mutation rates and fixed step sizes
have significant trouble with problems with interdependent relationships between
decision variables, but are perfectly suited to many of the test functions currently
used in the evaluation of genetic algorithms [1]. These test functions are typically
linearly separable and can be decomposed into simpler independent problems.
Unfortunately, many real-world problems are not linearly separable, although
linear approximations may sometimes be possible between decision variables.

Interdependencies between variables can be introduced into a real-coded func-
tional problem by rotating the coordinate system of the test function. A rotated
problem is not amenable to the directionless step-sizes and low mutation rates
that Genetic Algorithms typically use. Although the NSGA-II is a very robust
multi-objective optimization algorithm it suffers from the same limitations as
traditional Genetic Algorithms on these problems.

Previous work has reported on the poor performance of a number of MOEAs,
including the NSGA-II, on a rotated problem [2]. Rotated problems typically
require correlated self-adapting mutation step sizes in order to make timely
progress in optimization. In contrast, Differential Evolution has previously demon-
strated rotationally invariant behaviour in the single objective domain [3]. This
provides motivation to further demonstrate the worth of DE as a technique for
addressing rotated multi-objective optimization problems. Our survey of the lit-
erature found that no work has explicitly demonstrated rotationally invariant

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 861–872, 2004.
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behaviour in multi-objective problems, therefore we propose a simple alteration
to the NSGA-II to make it rotationally invariant. The mutation and crossover
operators within the NSGA-II have been replaced with a Differential Evolution
algorithm for generating candidate solutions. Differential Evolution has all the
desired properties necessary to handle complex problems with interdependencies
between input parameters, without the implementation complexity and compu-
tation cost of some self-adaptive Evolutionary Strategies [3].

A number of experiments have been conducted on a uni-modal rotated prob-
lem from the literature [2]. We have found that integrating Differential Evolution
within the NSGA-II achieves rotational invariance on this problem.

The following section provides a brief introduction to the important concepts
of Multi-objective Optimization, Differential Evolution, and Rotated Problems.
Section 3 discusses the proposed model the Non-dominated Sorting Differential
Evolution (NSDE) which integrates Differential Evolution with the NSGA-II.
Section 4 outlines the performance metrics used in this study. Section 5 describes
the experiments that were conducted, followed by the parameter settings and
discussion of results in Section 6 and 7. The outcomes of this work and some
possible future directions are outlined in Section 8.

2 Background

2.1 Multi-objective Optimization

Multi-objective optimization deals with optimization problems which are for-
mulated with some or possibly all of the objective functions in conflict with
each other. Such problems can be formulated as a vector of objective func-
tions f(x) = (f1(x), f2(x), .., fn(x)) subject to a vector of input parameters
x = (x1, x2, ..., xm), where n is the number of objectives, and m is the number
of parameters. A solution x dominates a solution y if objective function fi(x)
is no worse than objective function fi(y) for all n objectives and there exists
some objective j such that fj(x) is better than fj(y). The non-dominated so-
lutions in a population are those solutions which are not dominated by any
other individual in the population. Multiobjective evolutionary optimization
is typically concerned with finding a diverse range of solutions close to the
Pareto-optimal front, which is the globally non-dominated region of the objective
space.

A number of evolutionary multiobjective algorithms have been developed
since the late 80s, and the NSGA-II [2] is typically regarded as one of the best.

The criteria for evaluating the performance of a multiobjective evolutionary
algorithm are different from those for assessing the performance of single ob-
jective algorithms. Generally, a multi-objective optimization produces a set of
solutions. Therefore, we need to assess the final solution set in terms of uniform
coverage of the Pareto-optimal front, closeness to the front, and spread across
the front. In section 4 we will outline in more detail the performance metrics
used in this study.
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K · (xr3,G − xi,G)

F · (xr1,G − xr2,G)

(xr3,G − xi,G)

ui,G+1

xi,G

xr1,G

xr3,G

xr2,G

region of constant fitness
Contour line represents

xr1,G − xr2,G

Fig. 1. The above figure shows the vector addition and subtraction necessary to gen-
erate a new candidate solution in DE/current-to-rand/1

2.2 Differential Evolution

Differential Evolution is a population-based direct-search algorithm for global
optimization [4]. It has demonstrated its robustness and power in a variety of
applications, such as neural network learning [5], IIR-filter design [6], and the
optimization of aerodynamic shapes [7]. It has a number of important charac-
teristics which make it attractive as a global optimization technique, and the
reader is referred to [3] for an excellent introduction to DE which covers this
in more detail. The primary property of Differential Evolution that will be the
topic of study in this paper is rotational invariance.

Differential Evolution differs from other EAs in the mutation and recom-
bination phase. Unlike stochastic techniques such as Genetic Algorithms and
Evolutionary Strategies, where perturbation occurs in accordance with a ran-
dom quantity, Differential Evolution uses weighted differences between solution
vectors to perturb the population.

randomly select r1, r2, r3 ∈ {1, 2, ...,n}; r1 �= r2 �= r3 �= i (1)
ui,G+1 = xi,G +K · (xr3,G − xi,G) + F · (xr1,G − xr2,G)

The Differential Evolution variant used in this work is known as DE/current-
to-rand/1 (Equation 1), and is rotationally invariant [3]. The population of a
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Differential Evolutionary Algorithm is typically randomly initialised within the
initial parameter bounds. At each generation G, the population undergoes per-
turbation. Three unique individuals, or solution vectors denoted by x, are ran-
domly selected from the population. The coefficient K is responsible for the level
of combination that occurs between xr3,G and the current individual xi,G. The
coefficient F is responsible for scaling the step size resulting from the vector
subtraction xr1,G − xr2,G. Figure 1 details the relationship between the vec-
tors responsible for the generation of a new candidate solution. Typically in the
single-objective case, if the new individual ui,G+1,evaluates better than the cur-
rently selected individual xi,G, then the current individual is replaced with the
new one. The algorithm iterates over i from 1 to n, where n is the size of the
population.

2.3 Multi-objective Differential Evolution

Differential Evolution has also been applied to multi-objective problems. One of
the first examples of this was to tune a fuzzy controller for the automatic opera-
tion of a train, although the cost function transformed the objectives of punctu-
ality, comfort, and energy usage into the degenerate case of a single objective [8].
The Pareto Differential Evolutionary Algorithm (PDE) uses non-dominated so-
lutions for reproduction, and places offspring back into the population if they
dominate the current parent [9, 10]. This PDE was also extended into a vari-
ant with self-adaptive crossover and mutation [11]. Multi-objective DE has also
been applied to minimize the error and the number of hidden units in neu-
ral network training. The resulting Pareto-front is the tradeoff between these
two objectives [12]. The non-dominated sorting, ranking, and elitism techniques
utilised in the NSGA-II have also been incorporated into a Differential Evolu-
tion method [13]. Another approach involving Pareto-based evaluation has also
been applied to an Enterprise Planning problem with the two objectives of cycle
time and cost [14], and also compared with the Strength-Pareto Evolutionary
Algorithm [15].

2.4 Rotated Problems

A function can be rotated through one or more planes in the parameter space,
where the number of planes is determined by the dimensionality of the problem.
A problem with D dimensions in the parameter space has D(D − 1)/2 possible
planes of rotation. A problem rotated through all possible parameter space planes
means that every variable has interdependencies with every other.

In order to generate a rotated problem, each solution vector x is multiplied
by a rotation matrix M, and the result is assigned to y (Equation 2). The new
vector is then evaluated on each of the objective functions.

Figure 2 demonstrates the effect of rotation on the multi-objective problem
in Equation 2 with two input parameters. The shapes of the functions stay the
same, but their orientations change.
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Fig. 2. The above figure shows the effect of a 45-degree rotation on the x1x2 plane
on function f1 and f2. Before rotation, the functions are aligned with the coordinate
system ((a) and (c)), and after rotation they are not ((b) and (d))

minimize f1(y) = y1 and f2(y) = g(y)exp(−y1/g(y))

where g(y) = 1 + 10(D − 1) +
D∑

i=2

[
y2

i − 10 cos(4πyi)
]

(2)

and y = Mx, −0.3 ≤ xi ≤ 0.3, for i = 1, 2, ...,D.

It is apparent from the contour plots in Figure 2 that before rotation the func-
tions are aligned with the coordinate system. In which case, it is possible to make
progress in the search by perturbing the parameters x1 and x2 independently.
With rotated problems, significant progress in the search can only proceed by
making simultaneous progress across all parameters within a solution vector.
Consider Figure 3, where the elliptical contour represents a region of constant
fitness. The point v can be perturbed along both the x1 and x2 axes, and any
location along the dashed line will be an improvement over any point along the
contour, assuming that the global optimum is centered on the coordinate axis.
After rotation, progress from perturbing the same rotated point v′ will be lower.
This is because the interval of potential improvement for each of the decision
variables is reduced, meaning that the search will progress more slowly when
the parameters are only perturbed independently of each other. Another aspect
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v′

v

x2x2

x1 x1

Fig. 3. The above figure demonstrates how rotation can reduce the interval of possible
improvement. When the function is aligned with the coordinate axes, the improvement
interval (dashed line) is larger than when the function is rotated away from the co-
ordinate axes. The ellipse represents the region of constant fitness. Vector v and v′

represent the same point in the search space before and after rotation respectively

of rotated problems is that points can easily be trapped along a valley line in
the search space and can only make progress with simultaneous improvements
over all input parameters (Figure 4). The point v can easily be perturbed in the
x1 axis to find the global minimum in the center of the coordinate system. The
same point v′ after rotation is still on the valley, but now it can not progress to
a point of improved fitness by only moving along the direction of the coordinate
axes (dashed line) because any such perturbation will be to a point of lower fit-
ness in the search space. Typically the valley can be found easily, but the search
often becomes trapped at this location. Only a simulatenous improvement in all
parameters will result in the discovery of fitter solutions. On these types of prob-
lems, the small mutation rates frequently used in Genetic Algorithms are known
to be even less efficient than a random search [1]. Self-adaptation has been rel-
atively successful at solving this sort of problem using Evolutionary Strategies,
but it requires the learning of appropriate correlated mutation step sizes and

valley

v

v′

x2x2

x1 x1

Fig. 4. The above figure demonstrates how rotation can trap points along the valley.
If the point v′ moves anywhere along the dashed lines it will be towards a point in
the parameter space of lower fitness. Vector v and v′ represent the same point in the
search space before and after rotation respectively
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it can be rather computationally expensive when D becomes large [3]. Differ-
ential Evolution is an attractive solution to this problem because of its ability
to adapt to the fitness landscape through the correlation of mutation step sizes
by sampling multiple times the difference between randomly selected solution
vectors.

3 NSDE: A Simple Modification to the NSGA-II

The NSGA-II algorithm uses elitism and a diversity preserving mechanism. N
offspring are created from a parent population of size N. The combined popu-
lation of size 2N is sorted into separate non-domination levels. Individuals are
selected from this combined population to be inserted into the new population,
based on their non-domination level. If there are more individuals in the last
front than there are slots remaining in the new population of size N, a diversity
preserving mechanism is used. Individuals from this last front are placed in the
new population based on their contribution to diversity in the population. The
algorithm then iterates until some termination condition is met. The NSGA-II
uses a real-coded crossover and mutation operator but in the multi-objective
implementation of DE/current-to-rand/1, NSDE (Non-dominated Sorting Dif-
ferential Evolution), these mutation and recombination operators were not used,
and were replaced with Differential Evolution. In the single objective implemen-
tation of the Differential Evolution, if the new candidate ui,G+1 evaluates better
than the current individual xi,G, the current individual is replaced with the new
individual. In the multi-objective implementation this is not possible because
we do not know which individual is better until all candidates are sorted to-
gether and assigned to a non-domination level. Therefore, ui,G+1 is first added
to the new candidate offspring population. New candidates are generated using
DE/current-to-rand/1 until the candidate offspring population is filled up to
size N. The new individuals are then evaluated on the objective functions, and
then subjected to the combined non-dominated sorting described above. For fur-
ther details regarding the implementation of the NSGA-II, the reader is referred
to [2].

4 Performance Metrics

A number of performance metrics have been proposed for the purposes of com-
paring multiobjective optimization algorithms [16]. An analysis of different per-
formance assessment techniques is provided in [17].

We use the following performance metrics introduced by Zitzler [18]. These
metrics are frequently employed in the literature and we use them here to facil-
itate the comparison of the results with others. Secondly, they do not attempt
to combine coverage, convergence or spread measures into a scalar, but provide
these measures as distinct results. This assists any evaluation of the algorithms
in relation to these measures. The * designates we have used the objective space
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variant of these metrics only. Because metrics alone are probably insufficient to
assess the performance of a multiobjective optimization algorithm [16], we have
also provided plots of the non-dominated solutions (Figure 5).

M∗
1(Y

′) :=
1
|Y ′|

∑
p′∈Y ′

min{||p′ − p̄||∗; p̄ ∈ Ȳ} (3)

M∗
2(Y

′) :=
1

|Y ′ − 1|
∑

p′∈Y ′
|{q′ ∈ Y′; ||p′ − q′||∗ > σ∗}| (4)

M∗
3(Y

′) :=

√√√√ n∑
i=1

max{||p′
i − q′

i||∗; p′,q′ ∈ Y′} (5)

Y ′ is the set of objective vectors corresponding to the non-dominated solu-
tions found, and Ȳ is a set of uniform Pareto-optimal objective vectors. M∗

1(Y
′)

provides a measure of convergence to the Pareto-optimal front by giving the av-
erage distance from Y ′ to Ȳ . The smaller the value of M∗

1(Y
′) the better, as the

distance between Y ′ to Ȳ should be minimised. This metric is useful when the
true Pareto-front is known, although other metrics for measuring convergence
to the front are appropriate when this is not the case [16].

M∗
2(Y

′) describes how well the solutions in Y ′ cover the front.M∗
2(Y

′) should
produce a value between [0, |Y ′|] as it estimates the number of niches in Y ′ based
on the niche neighbourhood size of σ∗. A niche neighbourhood size, σ∗ > 0, is
used in Equation 4 to calculate the distribution of the non-dominated solutions.
Objective vectors outside the niche range are counted for each objective vector
p′ in Y ′. The higher the value for M∗

2(Y
′) the better the coverage is across the

front, according to σ∗.
M∗

3(Y
′) measures the spread of Y ′, which provides an indication of how well

the search has spread to the extremes of the Pareto-optimal front. Large values
of M∗

3(Y
′) are desired.

None of these metrics can be considered individually. For example, a good
convergence of the population towards the Pareto-front may also have a poor
coverage across the front, or vice versa.

5 Experiments

Experiments were conducted on the rotated problem described in section 2.4.
The dimensionality of the parameter space was 10, resulting in 45 possible planes
of rotation. Rotations were performed on each plane, introducing non-linear de-
pendencies between all parameters. In order to demonstrate the rotational invari-
ance of the NSDE on the problem, we performed experiments with 0 degrees of
rotation (no parameter interactions) up to 45 degrees of rotation, at 5 degree in-
tervals. Each experiment was run 30 times, for a total of 800 generations (80,000
evaluations) for each run. For comparative purposes the same experiments were
performed with the NSGA-II as well. Results are presented in Figure 5, and
Table 1.
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Fig. 5. Each of the left and right plots respectively show 30 runs of the NSGA-II and
the NSDE algorithm on the rotated problem, with successively increasing degrees of
rotation on all planes
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Table 1. M∗
1, M∗

2, M∗
3, and the number of evaluations (averaged over 30 runs). Rd

represents the rotated problem where d is the degree of rotation on each plane

Metric Algorithm R0 R5 R10 R15 R20

M∗
1

NSGA-II 6.26E-04 2.42E-02 1.49E+00 1.14E+00 3.49E-01
±7.55E-05 ±9.31E-02 ±3.07E+00 ±1.62E+00 ±6.85E-01

NSDE 2.22E-03 3.76E-03 5.60E-03 2.95E-01 1.10E-01
±1.97E-04 ±5.22E-03 ±1.18E-02 ±7.51E-01 ±4.16E-01

M∗
2

NSGA-II 9.86E+01 8.56E+01 6.87E+01 5.35E+01 6.41E+01
±7.00E-02 ±2.46E+00 ±2.42E+01 ±2.35E+01 ±1.98E+01

NSDE 9.85E+01 9.85E+01 9.85E+01 9.86E+01 9.85E+01
±5.49E-02 ±1.28E-01 ±2.14E-01 ±2.22E-01 ±4.68E-01

M∗
3

NSGA-II 1.10E+00 5.44E-01 6.47E-01 5.37E-01 8.66E-01
±5.48E-06 ±3.33E-01 ±7.94E-01 ±6.27E-01 ±1.52E+00

NSDE 1.10E+00 1.10E+00 1.11E+00 1.12E+00 1.17E+00
±7.48E-04 ±1.79E-02 ±3.68E-02 ±8.01E-02 ±3.56E-01

Metric Algorithm R25 R30 R35 R40 R45

M∗
1

NSGA-II 3.71E-01 5.18E-01 8.97E-01 8.17E-01 1.01E+00
±5.47E-01 ±7.91E-01 ±2.08E+00 ±1.79E+00 ±1.87E+00

NSDE 2.36E-03 1.38E+00 3.86E-03 2.29E-02 5.82E-01
±4.41E-19 ±1.07E+00 ±5.06E-03 ±6.26E-02 ±9.78E-01

M∗
2

NSGA-II 6.94E+01 5.22E+01 5.24E+01 4.60E+01 5.11E+01
±2.66E+01 ±3.61E+01 ±3.42E+01 ±3.39E+01 ±3.75E+01

NSDE 9.86E+01 9.85E+01 9.85E+01 9.83E+01 9.86E+01
±5.22E-01 ±1.19E-01 ±3.13E-01 ±1.36E+00 ±2.00E-01

M∗
3

NSGA-II 9.34E-01 8.39E-01 5.61E-01 7.95E-01 1.43E+00
±1.22E+00 ±1.47E+00 ±9.51E-01 ±1.75E+00 ±2.32E+00

NSDE 1.32E+00 1.10E+00 1.09E+00 1.11E+00 1.28E+00
±5.81E-01 ±3.14E-02 ±5.03E-02 ±1.50E-01 ±9.62E-01

6 Parameter Settings

A population size of 100 was used for both the NSDE and the NSGA-II. A
crossover rate of 0.9 and mutation rate of 0.1 were used with the NSGA-II. ηc

and ηm are parameters within the NSGA-II which control the distribution of
the crossover and mutation probabilities and were assigned values of 10 and 50
respectively. The choice of the NSGA-II parameters is the same as the parameter
values previously used on this rotated problem in other work [2]. For the NSDE,
F was set to 0.8 and K was set to 0.4. Suggestions from the literature helped
guide our choice of parameter values for the NSDE [3]. The niche neighbourhood
size σ∗ described in section 4, for the metric M∗

2(Y
′), was set to 0.01.

7 Results and Discussion

From Table 1 it is apparent that the NSDE maintains a significantly better
convergence (M∗

1), coverage (M∗
2), and spread (M∗

3) than the NSGA-II. Figure 5
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contains plots of 30 runs of the final non-dominated set after 80,000 evaluations.
These figures further demonstrate that the NSDE consistently converged closely
to the Pareto-optimal front, independently of the degree of rotation.

The only difference between the NSDE and the NSGA-II is in the method of
generating new individuals. NSDE uses the step sizes of Differential Evolution
which are adaptively adjusted to the fitness landscape. In contrast, the NSGA-II
uses real-coded crossover and mutation operators. It is obvious that the cause
of the poor performance by the NSGA-II on the rotated problem is because the
perturbation of variables through mutation and crossover is not correlated. We
have demonstrated that Differential Evolution can provide rotationally invariant
behaviour on a multi-objective optimization problem, and we expect this should
be true for other rotated problems as well. It is significant that such striking
results were obtained from such a simple variation of the NSGA-II.

8 Conclusion

Outside of Evolutionary Strategies, Differential Evolution is currently one of
a few techniques for solving multi-objective optimization problems with inter-
dependencies between variables. The striking results on the single test prob-
lem we have investigated in this preliminary study suggest that further work
is worthwhile. Currently we are investigating a number of even harder rotated
problems, incorporating some of the features of existing test functions, such as
multi-modality, non-uniformity, and discontinuities.
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Abstract. Niching enables a genetic algorithm (GA) to maintain diversity in a
population. It is particularly useful when the problem has multiple optima where
the aim is to find all or as many as possible of these optima. When the fitness
landscape of a problem changes overtime, the problem is called non–stationary,
dynamic or time–variant problem. In these problems, niching can maintain useful
solutions to respond quickly, reliably and accurately to a change in the envi-
ronment. In this paper, we present a niching method that works on the problem
substructures rather than the whole solution, therefore it has less space complexity
than previously known niching mechanisms. We show that the method is respond-
ing accurately when environmental changes occur.

1 Introduction

The systematic design of genetic operators and parameters is a challenging task in the
literature. Goldberg [14] used Holland’s [21] notion of building blocks to propose a
design–decomposition theory for designing effective genetic algorithms (GAs). This
theory is based on the correct identification of substructures in a problem to ensure scal-
ability and efficient problem solving. The theory establishes the principles for effective
supply, exchange and manipulation of sub–structures to ensure that a GA will solve
problems quickly, reliably, and accurately. These types of GAs are called competent
GAs to emphasize their robust behavior for many problems.

A wide range of literature exists for competent GAs. This literature encompasses three
broad categories based on the mechanism used to unfold the substructures in a problem.
The first category is Perturbation techniques which work by effective permutation of the
genes in such a way that those belonging to the same substructure are closer to each other.
Methods fall in this category include the messy GAs [16], fast messy GAs [15], gene
expression messy GAs [22], linkage identification by nonlinearity check GA, linkage
identification by monotonicity detection GA [27], dependency structure matrix driven
GA [34], and linkage identification by limited probing [20].

The second category is linkage adaptation techniques, where promoters are used to
enable genes to move across the chromosome; therefore facilitating the emergence of

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 873–885, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



874 K. Sastry, H.A. Abbass, and D. Goldberg

genes’ linkages as in [7]. The third category is probabilistic model building techniques,
where a probabilistic model is used to approximate the dependency between genes.
Models in this category include population-based incremental learning [3], the bivari-
ate marginal distribution algorithm [29], the extended compact GA (ecGA) [19], iterated
distribution estimation algorithm [5], and the Bayesian optimization algorithm
(BOA) [28].

When the fitness landscape of a problem changes overtime, the problem is called non–
stationary, dynamic or time–variant problem. To date, there have been three main evo-
lutionary approaches to solve optimization problems in changing environments. These
approaches are: (1) diversity control either by increasing diversity when a change occurs
as in the hyper–mutation method [8], the variable local search technique [33] and others
[4, 23]; or maintaining high diversity as in redundancy [17, 9, 10], random immigrants
[18], aging [12], and the thermodynamical GAs [26]; (2) memory-based approaches
by using either implicit [17] or explicit [25] memory; and (3) speciation and multi–
populations as in the self-organizing-scouts method [6].

Niching is a diversity mechanism that is capable of maintaining multiple optima
simultaneously. The early study of Goldberg, Deb and Horn [13] demonstrated the use
of niching for massive multimodality and deception. Mahfoud [24] conducted a de-
tailed study of niching in stationary (static) environments. Despite that many of the
studies found niching particularly useful for maintaining all the global optima of a
problem, when the number of global optima grows, the number of niches can grow
exponentially.

In this paper, we propose a niching mechanism that is based on the automatic iden-
tification and maintaining sub–structures in non–stationary problems. We incorporate
bounded changes to both the problem structure and the fitness landscape. It should be
noted that if the environment changes either unboundedly or randomly, on average no
method will outperform restarting the solver from scratch every time a change occurs.
We use a dynamic version of the extended compact genetic algorithm (ecGA) [19],
called the dynamic compact genetic algorithm (dcGA) [1]. We show that the proposed
method can respond quickly, reliably, and accurately to changes in the environment.
The structure of the paper is as follows: in the next section, we will present dcGA and
niching, then a feasibility study to test niching is undertaken followed by experiments
and discussions.

2 Dynamic Compact Genetic Algorithm (dcGA)

Harik [19] proposed a conjecture that linkage learning is equivalent to a good model that
learns the structure underlying a set of genotypes. He focused on probabilistic models
to learn linkage and proposed the ecGA method using the minimum description length
(MDL) principle [30] to compress good genotypes into partitions of the shortest possible
representations. The MDL measure is a tradeoff between the information contents of a
population, called compressed population complexity (CPC), and the size of the model,
called model complexity (MC).
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The CPC measure is based on Shannon’s entropy [31], E(χI), of the population
where each partition of variablesχI is a random variable with probability pi. The measure
is given by

E(χI) = − C

σ∑
i

pi log pi (1)

where C is a constant related to the base chosen to express the logarithm and σ is the
number of all possible bit sequences for the variables belonging to partition χI ; that is,
if the cardinality of χI is νI , σ = 2νI . This measures the amount of disorder associated
within a population under a decomposition scheme. The MDL measure is the sum of
CPC and MC as follows

MDL = N
∑

I

(
− C

σ∑
i

pi log pi

)
+ log(N)2νI (2)

With the first term measures CPC while the second term measures MC.
In this paper, we assume that we have a mechanism to detect the change in the

environment. Detecting a change in the environment can be done in several ways in-
cluding: (1) re–evaluating a number of previous solutions; and (2) monitoring statistical
measures such as the average fitness of the population [6]. The focus of this paper
is not, however, on how to detect a change in the environment; therefore, we assume
that we can simply detect it. The dynamic compact genetic algorithm (dcGA) works as
follows:

1. Initialize the population at random with n individuals;
2. If a change in the environment is being detected, do:

(a) Re–initialize the population at random with n individuals;
(b) Evaluate all individuals in the population;
(c) Use tournament selection with replacement to select n individuals;
(d) Use the last found partition to shuffle the building blocks (building block–wise

crossover) to generate a new population of n individuals;
3. Evaluate all individuals in the population;
4. Use tournament selection with replacement to select n individuals;
5. Use the MDL measure to recursively partition the variables until the measure in-

creases;
6. Use the partition to shuffle the building blocks (building block–wise crossover) to

generate a new population of n individuals;
7. If the termination condition is not satisfied, go to 2; otherwise stop.

Once a change is detected, a new population is generated at random then the last learnt
model is used to bias the re–start mechanism using selection and crossover. The method
then continues with the new population. In ecGA, the model is re-built from scratch in
every generation. This has the advantage of recovering from possible problems that may
exist from the use of a hill–climber in learning the model.

In the original ecGA and dcGA, the probabilities are estimated using the frequencies
of the bits after selection. The motivation is that, after selection, the population contains
only those solutions which are good enough to survive the selection process. Therefore,
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approximating the model on the selected individuals inherently utilizes fitness infor-
mation. However, if explicit fitness information is used, problems may arise from the
magnitude of these fitness values or the scaling method.

Traditional niching algorithms work on the level of the individual. For example,
re-scaling the fitness of individuals based on some similarity measures. These types of
niching require the niche radius, which defines the threshold beyond which individuals
are dissimilar. The results of a niching method are normally sensitive to the niche radius.
A smaller niche radius would increase the number of niches in the problem and is more
suitable when multiple optima are located closer to each other, while a larger niche radius
would reduce the number of niches but will miss out some optima if the optima are close
to each other. Overall, finding a reasonable value for the niche radius is a challenging
task.

When looking at ecGA, for example, the variables in the model are decomposed
into subsets with each subset represents variables that are tight together. In a problem
with m building blocks and n global optima within each building block, the num-
ber of global optima for the problem is nm. This is an exponentially large number
and it will require an exponentially large number of niches. However, since the prob-
lem is decomposable, one can maintain the niches within each building block sepa-
rately. Therefore, we will need only n × m niches. Obviously, we do not know in
advance if the problem is decomposable or not; that is the power of ecGA and similar
models. If the problem is decomposable, it will find the decomposition, we can iden-
tify the niches on the level of the sub–structures, and we save unnecessary niches. If
the problem is not decomposable, the model will return a single partition, the niches
will be identified on the overall solution, and we are back to the normal case. ecGA
learns the decomposition in an adaptive manner, therefore, the niches will also be learnt
adaptively.

We propose two types of niches in dcGA for dynamic environments. We will call
them Schem1 and Schem2 respectively. For each sub-structure (partition), the average
fitness of each schema s is calculated for partition χI as follows:

Fit(s ∈ χI) =
∑p

i f̀is

σ
(3)

f̀is =
{
f̀ iti if i �→ s
0 otherwise

(4)

where, fiti is the fitness value of individual i, f̀is is the fitness value of individual i if
the schema s is part of i and 0 otherwise. The schema fitness is calculated in Schem1
using the previous equation. In Schem2, the schema fitness is set to zero if its original
value is less than the average population fitness. In theory, it is good to maintain all
schemas in the population. In practice, however, maintaining all schemas will disturb
the convergence of the probabilistic model. In addition, due to selection, some below
average schemas will disappear overtime. Therefore, the choice will largely depend
on the problem in hand. The dcGA algorithm is modified into Schem1 and Schem2 by
calculating the probabilities for sampling each schema based on the schema fitness rather
than the frequencies alone. This re–scaling maintains schemas when their frequencies
is small but their average fitness is high.
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3 Feasibility of the Method

Before we proceed with the experiments in the non–stationary environment, we need to
check the performance of the method on a stationary function. The function we use here
is trap–4. Trap functions were introduced by Ackley [2] and subsequently analyzed in
details by others [11, 14, 32]. A trap function is defined as follows

trapk =
{
high if u = k
low − u ∗ low

k−1 otherwise
(5)

where, low and high are scalars, u is the number of 1’s in the string, and k is the order
of the trap function.

0 1 2 3 4
0

1

2

3

4

Unitation

O
b

je
ct

iv
e

 v
a

lu
e

Trap 4

0 1 2 3 4
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Unitation

P
ro

p
o

rt
io

n
 o

f 
s
c
h

e
m

a
ta

 i
n

 t
h

e
 p

o
p

u
la

ti
o

n
Trap 4

Theoretical 
Experimental

Fig. 1. On left, trap–4. On right, theoretical and experimental fitness sample

Figure 1–left depicts the trap–4 function we use in this experiment. The first key
question in these experiments is whether or not during the first generation of niching,
the niching method correctly samples the actual fitness function. We define a unitation
as a function which counts the number of 1’s in a chromosome. Given an order k trap,
the theoretical proportion of a schema s with a unitation of i is calculated as follows:

p(s = i) =
C(k, i)× f(s = i)∑k

j=0 C(k, j)× f(s = j)
(6)

Figure 1–right depicts the theoretical and experimental proportion of the schemas,
where it is clear that the building blocks exist in proportion to their schema fitness.

Once we ensure that the building block exists in proportion to their fitness, the second
question to answer is whether the niching method we propose is sufficient to maintain the
relative proportion of the different schemas correctly. Figure 2 confirms this behavior,
where one can see that the niching method was able to maintain the relative proportion
of the different schemas.
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Fig. 2. The modified trap function 4 in a changing environment

We can conclude from the previous experiment that the niching method is successful
in maintaining the schemas. These results do not require any additional experiments
in a changing environment where the environment switches between the already main-
tained schemas. For example, if the environment is switching between schema 0000
and schema 1111 as the global optima, the previous results is sufficient to guarantee
the best performance in a changing environment. One of the main reason for that is
the environment is only manipulating the good schemas. However, what will happen
if the bad schemas become the good ones and the environment is reversing the defini-
tion of a good and bad schemas. We already know that the maintenance of all schemas
will slow down the convergence and because of selection pressures, below average
schemas will eventually disappear. Therefore, we construct our experimental setup in
a changing environment problem with two challenging problems for niching. The first
problem alters the definition of above and below average schemas, while the second prob-
lem manipulates the boundaries of the building blocks (switching between two values
of k).

4 Experiments

We repeated each experiment 30 times with different seeds. All results are presented for
the average performance over the 30 runs. The population size is chosen large enough
to provide enough samples for the probabilistic model to learn the structure and is
fixed to 5000 in all experiments. Termination occurs when the algorithm reaches the
maximum number of generations of 100. We assume that the environment changes
between generations and the changes in the environment are assumed to be cyclic,
where we tested two cycles of length 5 and 10 generations respectively. The crossover
probability is 1, and the tournament size is 16 in all experiments based on Harik’s default
values.
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4.1 Experiment 1

In the initial set of experiments, we modified the trap function of order 4 to break the
symmetry in the attractors. In this section, we choose low = k, high = k+1. Symmetry
can be utilized by a solver to easily track optima. The new function is visualized in
Figure 3. At time 0 and in even cycles, the optimal solution is when all variables are set
to 0’s and the second attractor is when the sum of 1’s is equal to 3. When the environment
changes during the odd cycles, the new solution is optimal when all variables are set
to 1’s and the new deceptive attractor is when the sum of 1’s is 1 or alternatively the
number of 0’s is 3.

Figure 4 depicts the behavior of the three methods using the modified trap–4 function.
By looking at the results for dcGA, the response rate (i.e. the time between a change
and reaching the new optimal solution) is almost at the edge of 5 for 20 building blocks.
This means that the algorithm requires on average 5 generations to get close to the new
optimal. By looking at the cycle of length 10, it becomes clearer that the algorithm takes
a bit more than 5 generations (between 6-7 generations) to converge.

When looking at Schem1, we can see that the algorithm takes longer in the first phase
to get to the optimal solution. On the average, it takes 30 generations to do so. We will
call this period the “warming up” phase of the model. The niching method delays the
convergence during this stage. However, once the warming up stage is completed, the
response rate is spontaneous; once the change occurs, a drop occurs then the method
recovers instantly and gets back to the original optima. By comparing Schem1 and
Schem2, we find the two methods are very similar except for the warming–up stage,
where Schem2, which uses the above average schemas only, has a shorter time to warm-
up than Schem1.

4.2 Experiment 2

In this experiment, we subjected the environment under a severe change from linkage
point of view. Here, the linkage boundary changes as well as the attractors. As being
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Fig. 4. Modified Trap 4 (left) Cycle 5 (Right) Cycle 10, (top) dcGA, (middle) Schem1, (Bottom)
Schem2. In each graph, the four curves correspond to 5, 10, 15, and 20 building blocks ordered
from bottom up

depicted in Figure 5, the environment is switching between trap–3 with all optima at 1’s
and trap–4 with all optima at 0’s. Moreover, in trap–3, a deceptive attractor exists when
the number of 1’s is 1 while in trap–4, a deceptive attractor exists when the number
of 1’s is 3. This setup is tricky in the sense that, if a hill climber gets trapped at the
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deceptive attractor for trap–4, the behavior will be good for trap–3. However, this hill–
climber won’t escape this attractor when the environment switches back to trap-4 since
the solution will be surrounded with solutions of lower qualities. This setup tests also
whether any of the methods is behaving similar to a hill–climber.

Figure 6 shows the performance of dcGA, Schem1, and Schem2. We varied the string
length between 12 and 84 in a step of 12 so that the string length is dividable by 3 and 4
(the order of the trap). For example, if the string length is 84 bits, the optimal solution
for trap 4 is 5 × 84

4 = 105 and for trap 3 is 5 × 84
3 = 120. Therefore, the objective

value will alternate between these two values at the optimal between cycles. The results
in Figure 6 are very similar to the previous experiment. The dcGA method responds
effectively to environmental changes but Schem1 and Schem2 respond faster. Also, the
warming up period for Schem1 is longer than Schem2.

5 Conclusion

In this paper, we presented a niching method based on an automatic problem decompo-
sition approach using competent GAs. We have demonstrated the innovative idea that
niching is possible on the sub–structural level despite that the learning of these sub–
structures is adaptive and may be noise. We tested changes where the functions maintain
their linkage boundaries but switches between optima, as well as drastic changes where
the functions change their optima simultaneously with a change in their linkage bound-
aries. In all cases, niching on the sub–structural level is a robust mechanism for changing
environments.
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Abstract. The aim of the current study is to assess the suitability of
two Associative Memory (AM) models to character recognition problems.
The two AM models under scrutiny are a One-Shot AM (OSAM) and an
Exponential Correlation AM (ECAM). We compare these AMs on the
resultant features of their architectures, including recurrence, learning
and the generation of domains of attraction. We illustrate the impact of
each of these features on the performance of each AM by varying the
training set size, introducing noisy data and by globally transforming
symbols. Our results show that each system is suited to different char-
acter recognition problems.

1 Introduction

Neural networks have interesting features such as learning and generalization
abilities, adaptivity, the capability of modelling nonlinear relationships, and mas-
sive parallelism [1–4] them very good candidates to model very complex systems
where traditional optimization methods are not applicable. Many methods of
learning and network architectures have been developed in an attempt to satisfy
the needs of such systems [5–7]

Associative memory (AM) models are a class of nonlinear artificial neural
networks that have been developed to model applications in the field of pat-
tern recognition. They originate from the linear associative memory proposed
by Kohonen and Steinbuch [8, 9]. Research performed in the area of feedback as-
sociative memories by Hopfield [10, 11] resulted in AM models becoming a very
attractive area of study [12]. AM models constitute a neural-network paradigm
and possess very interesting features such as efficiency (in computational terms),
distributed data storage and parallel flow of information that make them robust
in tolerating errors of individual neurons. However, they can have problems in
the areas of memory capacity and application dependency [13, 14].

In this study, we focus on comparing and contrasting two AM models, a One-
Shot Associative Memory (OSAM) [13] and an Exponential Correlation Asso-
ciative Memory (ECAM) [14]. Both AM models are supervised neural networks,
and therefore have prototype patterns (“solutions”) stored in memory.

Both models were previously reported as yielding excellent test results [13,
14]. The OSAM builds on the work of done with the ECAM and claims many
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advantages. The OSAM is one-shot neural network and thus less complex than
the ECAM as there is no requirement for convergence or stabilization of the
network. Whereas the ECAM may not stabilize quickly enough to facilitate real
time applications. The OSAM’s [13] successes are illustrated using a data set
that serves to highlight only the advantages and none of the disadvantages of the
OSAM over the ECAM. This data set comprised of only 16 prototype patterns
which were distorted to a maximum of 6.5%. In our work, we wish to complete
the picture, illustrating both the strengths and weaknesses of each with respect
to distinct sub-domains of the character recognition problem.

We identify the features on which the two AM models differ, and study
the behavior of both, with respect to these aspects, in Section 2. Given these
architectural similarities and dissimilarities, we investigate the suitability of each
aspect of each AM model in solving a character recognition problem. Our chosen
application area is complex due to the fact that symbol formation varies between
users, and that individual users symbol formation is not consistent.

These AM models have previously been used in pattern classification do-
mains. However, we have undertaken a more in-depth comparison of the appli-
cation of these models to the domain of character recognition. These AM models
including their algorithms are well presented in [13, 14]. Our experimental results
clearly show the boundaries and limitations of these two networks, and identify
the features of each that make them appropriate for different sub-domains of
character recognition.

2 OSAM and ECAM Models

Both the OSAM and the ECAM are supervised networks and store prototype
patterns to which the input patterns can be associated. The storage capacity
of both these AMs achieves the theoretical maximum of 2n prototype patterns
where n is the number of elements in each prototype [15]. They both have the
same number of layers and the same number of neurons. Each input layer is
composed of n neurons each of which accepts a component of an n-bit input
pattern. Each hidden layer is made up of m neurons. It is here that the network
calculates the similarity of an input pattern to a prototype pattern. Each output
layer consists of n neurons which output the prototype pattern which is the most
similar to an input pattern. Both the input patterns and prototype patterns are
coded as n-bit bipolar patterns. Each prototype has a symbol identity. We call
the set of all prototype patterns in each AM that have the same symbol identity,
a prototype identity set.

The OSAM is a feed-forward network while the ECAM is recurrent. Each
network also has a different method of determining the similarity of an input
pattern to a prototype pattern. We compare and contrast the OSAM and the
ECAM based on the key aspects of AM models, which are recurrence, learn-
ing (internal representation of prototypes, calculation of weights and similarity
measure) and domain of attraction of prototypes.
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2.1 Recurrence

The ECAM is a recurrent AM. Output continues to be reapplied as input un-
til certain termination conditions are fulfilled. These conditions are either the
output pattern matches the previous input pattern and therefore no further sta-
bilization can take place, or the user defines a maximum number of recursions,
implicitly defining an amount of time they are willing to wait for a solution, and
the final output is then returned.

The OSAM is not a recurrent AM. It is purely a one-shot feed-forward mem-
ory. However, it achieves stabilization by dynamically updating the learning rate
in its training phase. This will be discussed in more detail in Section 2.2.

2.2 Learning

Both the OSAM and the ECAM employ a learning rate which governs stabiliza-
tion of the networks although the structure and nature of each is very different.
Both are determined in the training phase and utilized in the testing phase. The
training phase of the OSAM is as follows. In the hidden layer, the prototypes
are compared using Hamming distance [16] (bit difference) to determine how
much they differ from each other. A weights matrix is calculated from the pro-
totype patterns and a set of α-values. These α-values are the learning rates for
each prototype, and are initially generated using global and local similarities,
which work together to establish which components of a prototype pattern are
significant in distinguishing it from all other prototypes. The more similar a
component is, both locally and globally, the less significant it is considered to
be. This is due to the fact that the comparison of inputs and prototypes is based
on the differences between them. These α-values are further refined by using the
optimization algorithm defined by Wu and Batalama [13] until a stable state has
been reached. The more significant components of a prototype pattern are as-
signed an α-value closer to one and the less significant components are assigned
an α-value closer to zero.

In the training phase of the ECAM the prototype patterns are stored in
memory and the learning rate, γ, is chosen. γ is a rational number greater than
0 and is the same for all components of all prototype patterns. We concur that
a maximum recognition rate can be achieved if γ is set to 1.0 [14].

In the testing phase of the OSAM, inputs are applied to the network, and com-
pared against the prototypes in the hidden layer. The initial output of the hidden
layer represents the prototypes that are potential “winners”. There are three pos-
sible situations: if no prototype is associated with the input, then the input will
not be recognized; if there is one potential winner, the input will be associated
with that prototype; and if there is more than one potential winner, the one with
the minimum Hamming distance from the input pattern will be the ultimate win-
ner. The final output in all cases is a reference to which prototype, if any, the input
is associated with. The output layer then maps the output of the hidden layer to
the appropriate prototype pattern. The final output of the network is an exact
replica of the prototype that the input has been associated with.
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The testing phase of the ECAM involves the application of input patterns to
the AM. In the hidden layer the ECAM uses a correlation equation to determine
the negated normalized Hamming distance of an input pattern to each prototype
pattern in memory; this set of values is the ECAM’s first measure of similarity.
These values are then distributed over a greater range by the use of a scaling
factor, (1+γ), in the weighting function, to result in a new set of similarity values.
In the output layer, these final values are averaged to determine this iteration’s
output. This output is then re-applied to the network until stabilization occurs
(see Section 2.1 for termination conditions).

2.3 Domain of Attraction of a Prototype Pattern

AM models work by associating an input pattern with a prototype pattern stored
in memory. The domain of attraction of a prototype defines the area of the input
space (the set of all possible inputs to the network) that is associated with a
prototype pattern. Both the OSAM and ECAM have domains of attraction that
are disjoint. However, they are produced and act in different ways, resulting in
static domains of attraction in the OSAM and dynamic domains of attraction
in the ECAM.

In the OSAM, the domains of attraction are calculated purely on the basis of
the difference between prototypes. This difference is determined by the minimum
Hamming distance between each prototype pattern and all other prototype pat-
terns. This minimum Hamming distance is used to calculate the radius of that
prototype’s domain of attraction, r (Figure 1(a)). Therefore, the domain of at-
traction is completely defined by its radius. An input will be associated with a
particular prototype if the Hamming distance between the input and that proto-
type is less than the radius for that prototype (Figure 1(b)), or vice versa (Figure
1(c)). As the domains of attraction are determined purely on the basis of the
prototypes, they are defined in the learning phase and remain static during the
testing phase.

In the ECAM, the domain of attraction into which an input falls cannot be
calculated prior to the application of that input pattern to the network. The
calculation of the domains of attraction of the ECAM has been shown to be NP
hard, and may only be discovered by the application of all possible input patterns
to the network [17]. At the end of the training phase, prior to the application
of an input to the ECAM, the domain of attraction of the prototype contains
one element, the prototype itself (Figure 1(d)). When an input is applied to the
network, we do not know which prototype pattern’s domain of attraction it is
in. It is only when the network stabilizes to the steady output of a prototype
pattern, that we can conclude that the input is in the domain of attraction of
that particular prototype. We now know that one input is in the domain of
attraction of the prototype (Figure 1(e)), but in order to establish its domain
of attraction we will need to find the set of all inputs such that each input is
associated with the prototype pattern (Figure 1(f)). As such, the domains of
attraction are incrementally defined during the testing phase, and therefore, are
dynamic in nature. This is one of the key advantages of the ECAM.
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Fig. 1. Illustration of the formation and consequence of the domains of attraction for
the OSAM (a,b,c) and the ECAM (d,e,f)

In the OSAM, the complete calculation of the domains of attraction are
necessary prior to applying input; this is not the case in the ECAM. Because
the set of domains of attraction must cover the entire input space of the ECAM,
there is potential for confusion in areas of the input space distant from prototype
patterns, resulting in mis-recognition. The fact that the ECAM uses the averaged
weighted distance of all prototype patterns from an input pattern to determine
its output means that if, for example, there are four prototype patterns equally
close to an input and three of them share the same identity then it is likely that
one of the prototypes from this prototype identity set will be returned.

2.4 Bin Prototype

In the OSAM, the domains of attraction for prototypes collectively cover only
a subsection of the input space. The complement of this subsection represents
the domain of attraction of the bin prototype (Figure 1(a)). If an input does not
map into the domain of attraction of any prototype pattern, it is said to map
into the domain of attraction of the bin prototype. In contrast, the domains of
attraction of the ECAM cover the entire input space. (Figure 1(f)).

3 Experimental Analysis

Each prototype and input of these AMs consists of an n-bit bipolar vector of
±1s. We have generated these in the following fashion. Our software logs a set of
{x, y} coordinates between a pen-down and pen-up event when each symbol is
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Fig. 2. Sample of the handwritten symbols, 0 to 9, from each of five distinct users

drawn. In order to ensure a continuous set of {x, y} coordinates, an interpolation
algorithm is employed to supplement those coordinates generated by the mouse.
A 20× 20 matrix is generated to represent the {x, y} coordinates of the plotted
symbol, with a default component value of −1 and a value of +1 representing
a plotted point. This is then mapped to a vector. The symbol has now been
encoded as a 400-bit bipolar pattern of ±1s suitable to be used as input to our
networks. The range of symbols used to test both AMs were the digits 0 to 9.

Experiments were run to determine the recognition rate of each of the AMs,
to determine the influence of varying the size of the training set, the effect of
noisy input data, and the effect of global transformation of input data.

3.1 Influence of Varying Training Set Size

Each of five users generated 20 unique symbols to represent each of the digits 0
to 9, 1000 symbols in all (Figure 2). Users were free to write the symbols as they
saw fit, with the sole constraint that each symbol had to be represented by one
pen-stroke, as this is a current restriction of our software. This set was broken
into two further base sets; a prototype base set of 750 patterns and an input set
of 250 patterns. 15 prototype sets were created in total from the prototype base
set; three sets of 50, 100, 150, 200 and 250 prototypes (containing 1,2,3,4 and 5
symbols respectively, generated by each user for each of the digits 0 to 9). The
results represent overall recognition and mis-recognition at each of the different
prototype densities (the number of prototypes stored in the memory of an AM),
as well as the percentage of each symbol recognised or mis-recognised.

In the OSAM, recognition was low, ranging from 5.9% to 7.7% averaged
over all symbols. Writing varies enormously both between and within users, and
as such, the differences between these inputs and the stored prototypes were
larger than the domains of attraction would allow for recognition. Increasing the
number of prototypes for each symbol did not appear to influence the recognition
rates. This is in contrast to the ECAM, whose average recognition increased
from 51% to 70%. The increase in average recognition rates corresponded to the
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Fig. 3. Average recognition rates for the OSAM and ECAM with increasing training
set size

increase in the number of prototypes for each symbol, with recognition being
higher with more prototypes for each symbol (Figure 3).

In the ECAM, there can be recognition, mis-recognition and non-recognition.
The recognition rates have been presented above. Non-recognition occurs when
no pattern identity is returned by the AM, and will happen when the network
has not reached a stable state, in which case, further iterations of the network
will resolve this, or when the learning rate has not been set to an optimal value.
Mis-recognition occurs when the wrong prototype identity is returned by the
AM, and in the case of the ECAM, the mis-recognition rates are equal to 100%
minus the recognition rate, as the learning rate was optimal. Mis-recognition
does not occur in the way one might imagine. Although certain symbols may
appear similar to one another when examined by the naked eye e.g. 7 and 1, these
symbol sets are not confused in the same way by the ECAM; the confusion is a
function of the ECAM’s similarity metric and will be examined in future work.

Although the overall recognition by the OSAM was low, none of the inputs
were mis-recognized. This can be explained by the fact that the similarity metric
used in this AM is very strict, and that any input that is not similar enough to
a prototype will be associated with the bin prototype.

With regard to individual symbol recognition in the OSAM, all symbols ex-
cluding 1 were recognized at rates of at most 10%. The recognition of inputs
representing the symbol 1 ranged from 49.3% to 64%. In the ECAM, individual
symbol recognition was much higher than in the OSAM. Again, the symbol 1
was recognized at a much higher rate than the other symbols, with recognition
ranging between 92 and 100%.

The domains of attraction of the 1’s prototype identity set occupies a well
defined area of the input space. They are adjacent and there are few if any
domains of attraction of other prototype identity sets in this area of the input
space. This is due to the fact that the prototypes for 1 are very similar to one
another and very dissimilar to prototype patterns for other symbols. Therefore if
an input falls within this area of the input space it will be assigned the identity 1.
The input patterns for 1s vary little, and overlap strongly with the well defined
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Fig. 4. Symbol recognition rates for the OSAM and ECAM with a prototype density
of 50

Fig. 5. Symbol recognition rates for the OSAM and ECAM with a prototype density
of 250

area of the domains of attraction of the prototypes of the prototype identity
set 1.

In the OSAM, the variation of prototype density had no impact on recognition
rates at a symbol by symbol level. However, with the ECAM, the higher the
prototype density, the greater the recognition. This is illustrated in Figure 4 and
Figure 5. Figure 4 shows the individual symbol recognition with a prototype
density of 50, and Figure 5 shows it with a prototype density of 250. It is clear
from these figures that the change in prototype density has no major impact
on the recognition of the individual symbols in the OSAM. However, when we
compare these two figures with reference to the ECAM, we can see that the
levels of symbol recognition at the prototype density of 250 were, in general,
higher than the level of recognition with a prototype density of 50.

The fact that recognition did not differ significantly with an increase in pro-
totype density in the OSAM suggests that although there are more of prototypes
stored in memory, they cover a similar amount of the input space. The individ-
ual domains of attraction are bigger with smaller number of prototypes for each
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symbol, but the number of domains of attraction is higher with a larger number
of prototypes. Therefore, there is an offset between the size and the number of
the domains of attraction.

3.2 Influence of Noisy Data

To simulate noisy input data, which is one of the commonest problems associated
with typed-text recognition, we distorted a set of 50 prototypes, 5 prototypes per
symbol, in the following three ways: by flipping between zero and 200 individual
bits; by flipping between zero and 40 sets of five bits; and by flipping between
zero and 20 sets of ten bits. Maximum distortion was 50%.

The OSAM was 100% accurate in recognizing inputs up to the point where
the distance between an input and a prototype exceeded the radius of the domain
of attraction for that prototype. This is explained by the fact that the domains
of attraction are disjoint and are defined purely by their radius. If an input does
not fall within the domain of attraction, it is associated with the bin prototype,
and as such, is not recognized (Figure 1(a)).

For example, if the radius of a prototype was 28, then the OSAM was success-
ful in recognizing up to 28 single bit inversions, up to 5 sets of five-bit inversions
(25 bits), and up to 2 sets of 10-bit inversions (20 bits). If an input did not fall
within the domain of attraction, then they were not associated with any of the
prototypes stored in the neural network. The minimum, maximum and average
radii for one of the prototype sets tested consisting of 50 prototypes, and the
radius of another prototype set consisting of 10 prototypes, are shown in Table 1.
This shows that as the number of prototypes increases, the radii decrease.

Table 1. Minimum, Maximum and Average Radii for each symbol of a prototype set
of 50, and the radius for each symbol of a prototype set of 10, in the OSAM

Symbol 0 1 2 3 4 5 6 7 8 9
50 prototypes Min Radius 26 6 19 28 20 21 26 25 26 28

Max Radius 37 10 30 36 35 33 34 28 35 31
Avg Radius 30.6 8.2 25.2 32.2 31.4 27.6 29.8 25.8 31.0 29.2

10 prototypes Radius 33 29 31 40 44 31 31 29 40 30

In the ECAM, high accuracy tending towards 100% was found for flipping
up to 100 bits, irrelevant of whether or not the bits were flipped in sets of 1, 5
or 10. Flipping greater numbers of bits resulted in lower accuracy. Although the
ECAM has a greater tolerance to noise than the OSAM, we have no measure of
confidence as to the accuracy of recognition, due to its ability to mis-recognise.

3.3 Influence of Entire Symbol Shift

The original {x, y} coordinates which represented the prototypes were shifted
by w coordinates to the right to generate new input coordinates, such that the
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Fig. 6. Recognition and mis-recognition of noisy input by the ECAM

new x coordinate equalled (x + w). The prototype vector was generated as in
Section 3, paragraph 1. We preformed 4 tests in which w took on the integer
values 0,1,2, and 3.

In the case of the OSAM, when the prototype images were shifted zero bits,
recognition was 100%. When they were shifted one, two or three bits to the right,
recognition was 0% in all cases. This was due to the fact that the measure of
similarity between inputs and prototypes is based on the bit-by-bit comparison
between them. When the entire image is shifted, although the symbol shape
is the same as it was before the shift, the bit difference between the images
is greatly increased, thus similarity is decreased. This shows that the OSAM
is dependant on the exact position of the pattern. This is due to the similarity
value being defined by the radius of the domain of attraction. When the patterns
were shifted, the differences between them and their corresponding prototypes
became larger than the radius of the domain of attraction of that prototype.

The ECAM performed very differently to the OSAM in this area. This is
shown in Figure 7. When the prototype images were shifted zero, one, two and
three bit to the right, the average recognition rates were 100%, 84%, 62% and
42%, respectively, and mis-recognition rates were 0%, 16%, 37% and 57%, respec-
tively. Therefore, when the images were shifted to the right, the recognition rate
steadily fell as a result of the way the ECAM’s similarity metric is defined [14].

4 Conclusion

We compared two AM models (OSAM and ECAM) on a functional and archi-
tectural level and highlighted the features which make the OSAM more suited to
typed text recognition and the ECAM more suited to handwriting recognition.

The OSAM did not benefit from varying the training set size, with recognition
rates remaining relatively static. Whereas the ECAM benefited greatly with
recognition rates rising from 51% to 71%. This is because of the dynamic nature
of the ECAM’s domains of attraction, which ensures association of all inputs
with a prototype.
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Fig. 7. Impact of shifting images on recognition, mis-recognition and non-recognition
rates in the ECAM

When such random distortion as would be expected in scanned typed-text
was introduced to the inputs, the OSAM was 100% accurate in recognizing
inputs within the domain of attraction, defined by its radius. The ECAM recog-
nition tended towards 100% accuracy, as far as 25% distortion, and thereafter,
the recognition rate declined steadily. Because the ECAM can mis-recognize
prototypes, we have restricted confidence in its result.

When we globally transformed prototypes and used them as inputs, the
OSAM failed to recognize them, as all inputs lay outside the domains of at-
traction, whereas the ECAM succeeded in recognizing the inputs proportionate
to the degree of transformation, indicating more graceful degradation.

Based upon the above, we conclude that both the OSAM and ECAM are
appropriate for different areas of the character recognition problem domain. The
reliability of the OSAM ensures its successful application in the area of small
distortions in the input set, i.e. the recognition of typed text, and the flexibility
of the ECAM facilitates its application to the area of handwriting recognition.

In the future, we hope to refine each system’s performance in their niche
areas, and extend the range of symbols that both systems can recognize, to
include the full range of alpha-numeric and mathematical symbols. We aim to
validate our findings with other commonly available data sets. We hope to test
the OSAM further with typed text, to support our conclusions from the current
study.
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Abstract. Loops are rarely used in genetic programming (GP), because
they lead to massive computation due to the increase in the size of the
search space. We have investigated the use of loops with restricted se-
mantics for a problem in which there are natural repetitive elements, that
of distinguishing two classes of images. Using our formulation, programs
with loops were successfully evolved and performed much better than
programs without loops. Our results suggest that loops can successfully
used in genetic programming in situations where domain knowledge is
available to provide some restrictions on loop semantics.

1 Introduction

Loops are powerful constructs in programming and they provide a mechanism
for repeated execution of a sequence of instructions. However, there is very little
use of looping constructs in programs evolved by genetic programming. There
are four reasons for this. Firstly, loops are hard to evolve. It is necessary to
evolve the start and end points and the body. In some cases, an index variable
is needed and the start, end points and body need to be consistent. Secondly,
it takes longer to evaluate programs with loops. Some mechanisms must be
implemented to handle infinite loops. Thirdly, there is a large class of useful
problems which can be solved without loops. Fourthly, it is often possible to
put the looping behaviour into the environment or into a terminal. For example,
in the usual solution to the Santa Fe ant problem [1], the evolved program is
repetitively invoked by the environment until some maximum number of steps
has been exceeded or the solution has been found. The evolved program contains
no loops.

1.1 Goals

The aim of this paper is to establish whether loops can be used in genetic pro-
gramming for a problem with natural repeating elements and whether there are
advantages for doing this. We have chosen to work with an artificially constructed
binary image classification problem.

In particular, we will investigate :
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1. How can for-loops be incorporated into evolved programs for image classifi-
cation?

2. Will the classifiers with loops need more/fewer generations to evolve?
3. Are the classifiers with loops better than the classifiers without loops, that

is, more accurate, smaller, more understandable?
4. What are the differences between decision strategies in the evolved loop and

non-loop programs?

Our expectations are that for-loops can be applied to the classification prob-
lem and that programs with for-loops will be smaller in size and easier to analyse
and thus more understandable.

2 Related Work

There are few reports in the literature on the use of loops in genetic program-
ming. However, there is a definite increasing trend on applying GP for image
analysis.

Koza [2–p135] described how to implement loops with automatically defined
functions. Kinnear [3] used an iterative operator with an index value to evolve
a sorting algorithm. Langdon [4] utilized a ’forwhile’ construct to evolve a list
data structure. Maxwell [5] developed a method to deal with infinite loops by
calculating partial fitness of the program after restricting execution time.

Zhang and Ciesielski [6] have used GP for the object detection. In [6], they
describe the process, terminals and a fitness function for classifying sets of ob-
jects ranging from relatively easy to very difficult. They found that GP was
better than a neural network for the same problems. Roberts and Howard [7]
used GP to learn a strategy for detecting faces in a cluttered scene. Ross et al.
[8] successfully evolved mineral identification function for hyperspectral images
by GP. However, none of these works has utilized loops for solving the object
classification problem.

In [9], we have explored the use of for-loops with restricted semantics on
a modified Santa Fe ant problem [10]. This work showed that by controlling
the complexity of the loop structures, it is possible to evolve smaller and more
understandable solutions. Our success with loops on the modified ant problem
has encouraged us to look into problems involving a two dimensional grid. To
classify objects according to shape is one such problem.

3 Syntax and Semantics of the FOR-LOOPS

For simplicity we assume that images are stored in a one dimensional array and
that the pixels will be referenced by image[i]. The syntax is:

(FOR-LOOP START END METHOD)

METHOD is a function selected from {plus, minus}. START and END are
randomly generated integers and restricted to a range within the possible pixel
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locations. If END is greater than START, the for-loop will transverse through
the image from the START position to the END position and do the calculation
indicated by the METHOD. For example, if METHOD is plus, the for-loop will
add up the pixel values in image[START] to image[END] and return the sum. If
START is greater than END, the for-loop will calculate the result in the reverse
order. The for-loop will return the pixel value of the position if START and END
are the same. In this implementation of looping, infinite loops are not possible
and no special actions are necessary in fitness calculation.

Strongly typed genetic programming (STGP) [11] is used in the experiments.
The way STGP works allows multiple data types and enforces closure by only
generating parse trees which satisfy the type constraints. Crossover and mutation
operations will only swap or mutate functions and terminals of the same type.
In this implementation a for-loop function returns a type of double. START and
END are of type position and METHOD returns a method type (see Table 2).

4 The Binary Image Classification Problem

Our image classification problem involves distinguishing two objects of interest,
circles and squares.

The objects are the same size and, in the first classification task, are centered
in a 16x16 grid. The pictures were generated by first constructing full squares and
circles and then randomly removing groups of pixels or individual pixels to make
the classification task non trivial. Examples of these images are shown in Figure 1.

(a) Circle (b) Circle (c) Square (d) Square

Fig. 1. Centered binary image samples

(a) Circle (b) Circle (c) Square (d) Square

Fig. 2. Shifted binary image samples
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Table 1. Definition of Terminals and Functions, The Normal Approach

NODES DESCRIPTION
RandDouble::Terminal Generates a double value between 0-100.00

RandPos::Terminal Generates a random position between 0-255, denoted
by symbol ’image’. It returns the pixel value in the
corresponding square.

d+::Function Takes two double values, adds them together and
returns the result.

d-::Function Takes two double values, subtracts the second
from the first and returns the result.

Table 2. Definition of Extra Terminals and Functions, The Loop Approach

NODES DESCRIPTION
RandPosition::Terminal Generates a random position between 0-255,

denoted by symbol ’PosImg’.
MinusMethod::Terminal An indicator of the minus operation
PlusMethod::Terminal An indicator of the plus operation
ForLoop::Function Takes 3 arguments. The first two are position

indicators, the third argument is a function
indicator. The loop will transverse the positions
and perform the calculation indicated by Function.

The second classification task involves shifted images. The centered objects
have been randomly moved in the horizontal or vertical direction. This increases
the difficulty of the task. Examples of the shifted images are shown in Figure 2.

The task of the experiments is to let GP to evolve a classifier by learning
from training images and then use it on the test images to determine whether
they are squares or circles. A successful classifier should correctly classify the
training images and the testing images. In our formulation, classifiers indicate a
square when they return a value greater than or equal to 0; classifiers indicate a
circle when the return value is less than 0.

Small classifiers evolved with a small computation cost are desirable. For each
problem, we will evolve classifiers without loops (normal) and with loops (loops)
and compare accuracy, size and computation cost, convergence behaviour.

The terminals and functions used by normal approach can be seen in
Table 1.

In the loop approach, GP will have all the functions and terminals of the
normal approach shown in Table 1, as well as the extra terminals and functions
in Table 2. The extra terminal RandPosition is different from terminal RandPos.
RandPos returns a pixel value {0, 1}, while RandPostion returns the position
value {0 to 255}. PlusMethod and MinusMethod are the arithmetic function
indicators used in the ForLoop function.
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PARAMETER NAME VALUES
Population Size 100

Generation Number 2000
Mutation/Crossover/Elitism Rate 28 % / 70 % / 2 %

Tree Depth min : 1 max : 7
Initialisation Method Ramped half-and-half, where grow

and full method each deliver half
of initial population

Selection Method Proportional fitness
Termination Criteria 100 % accuracy on training set

or 2000 generations reached

Fig. 3. Parameters Settings, the Image Classification Problem

It is the fitness measure which directs the genetic search, reorganising and
moving the population towards a solution. The fitness of the image classification
problem is not computed directly from the value returned by the classifier, but
determined by the consequences of the execution. We use the classification error
rate as the fitness, see Equation 1.

fitness =
Number of Errors

Total
(1)

4.1 Experiments

In this study, experiments with the normal method used the functions and ter-
minals shown in Table 1. Experiments with the loop approach used extra nodes
as shown in Table 2. The values of other GP variables are illustrated in Table
4.1. There are 32 (16 squares/16 circles) pictures in the training set and 18 (9
squares/9 circles) in the test set.

4.2 Experimental Results

Figures 4, 5, 7, 8, 9 show data gathered during the experiments. In the figures,
centered-normal indicates the experiments were done on centered images using
the normal terminals functions listed in Table 1. Centered-loops indicates the
experiments used the extra loop functions and terminals on centered images
(see Table 2). Shifted indicates the experiments were on shifted images.

Figures 4 and 5 show the overall convergence behaviour of the population.
Figure 4 shows the cumulative probability of success for getting a perfect clas-
sifier. A perfect classifier means that the evolved program that classifies all the
training and test images correctly. If a classifier passes the training set, but fails
to identify all the testing images, it is considered a failure. The graph shows
that for the centered images the loop method is much more likely to generate a
successful classifier. At 600 generations, 82 of the 1000 loop runs had succeeded
while only 52 of the normal runs without loop were successful. The difference is
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even more pronounced on the more difficult shifted image problem. After 2,000
generations, 36 of the 100 loop runs had succeeded while only 2 of runs without
loops were successful. Figure 5 shows the mean average training fitness which is
consistent with success rates shown in Figure 4.

Figure 6 shows the mean average fitness with one standard deviation on
centered images. Programs with loops demonstrate a signification wider variance
than those without.

Figure 7 shows the mean best program fitness. The best program refers to
the best evolved classifier in the training process. This may not be a successful
classifier. There is not much difference in the mean best program fitness for the
centered images between both approaches, even though Figure 4 shows that there
are more successes by the loop method. This is because classifiers using loops
have a larger variation in fitness difference, see Figure 6. The bad runs dominate
the good runs. For shifted images, there is a significant difference. Classifiers
evolved without loops do not perform well. This trend is further shown by the
fitness of the best runs on the testing set as shown in Figure 8.

Figure 8 follows the same pattern as Figure 7. The loop method performs
much better for shifted images and programs with loops have a wider variation
in fitness. For the centered problem in figure 8, none of the approaches actually
get perfect solutions in all runs, but, because of the scale of the Y axis, it appears
that zero fitness is reached. For centered problems, figures 7 and 8 show that
the loops approach tends to get better solutions quicker in training, but suffers
from overfitting and does not perform as well as the normal approach in testing.

Figure 9 shows the average size of the programs. Initially, we expected that
programs with loops would be much smaller in size, but the results revealed that
this was not the case. There are no wide differences for classifiers on the centered
images or on the shifted images. The reason for this is that GP quickly found
smaller sized solutions to correctly identify all the objects in the training set by
the normal method and evolution stopped. However, most of these are premature
solutions and do not perform well on the test set. Figure 9 also shows that, for
the centered images, both approaches resulted perfect classification of the train-
ing data after about 800 generations and training stopped. Shifted image classi-
fication is a harder problem and, in our experiments, neither of the approaches
resulted in correct classification of the training set. The programs took longer to
evolve. We observed that as fitness improved (see Figure 7), there was a decrease
in size for the loop method and a slight bloating [12] in the normal method.

4.3 Analysis of the Solutions

In this section, we analyse the solutions found by both methods on the two types
of sample images and compare the decision strategies.

Figure 10 lists one of the smallest classifiers evolved by the normal method
and figure 16 shows the points examined to distinguish the objects. The solution
is small and elegant. It uses only two positions and took 4,797 evaluations to
find. However, this solution has found an idiosyncrasy in the data and is clearly
not general.



904 X. Li and V. Ciesielski

0 50 100 150 200

Evaluations x 1000

0.0

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

P
ro

ba
bi

lit
y 

of
 S

uc
ce

ss
 (

%
)

centered-normal
shifted-normal
centered-loops
shifted-loops

Fig. 4. Cumulative probability of
success, average of 100 runs

500 1000 1500 2000

Generations

0.0

0.1

0.2

0.3

0.4

0.5

0.6

M
ea

n 
A

ve
ra

ge
 F

it
ne

ss

centered-normal
shifted-normal
centered-loops
shifted-loops

Fig. 5. Mean average training program
fitness, average of 100 runs

200 400 600

Generations

0.0

0.1

0.2

0.3

0.4

0.5

0.6

M
ea

n 
A

ve
ra

ge
 F

it
ne

ss centered-normal

200 400 600

Generations

0.0

0.1

0.2

0.3

0.4

0.5

0.6

M
ea

n 
A

ve
ra

ge
 F

it
ne

ss centered-loops

Fig. 6. Mean average fitness, with one standard deviation, centered images

100 200 300 400 500

Generations

0.0

0.1

0.2

0.3

0.4

0.5

M
ea

n 
B

es
t 

T
ra

in
in

g 
P

ro
gr

am
 F

it
ne

ss centered-normal
shifted-normal
centered-loops
shifted-loops

Fig. 7. Mean best training program
fitness, average of 100 runs

100 200 300 400 500

Generations

0.0

0.1

0.2

0.3

0.4

0.5

M
ea

n 
B

es
t 

P
ro

gr
am

 T
es

ti
ng

 F
it

ne
ss centered-normal

shifted-normal
centered-loops
shifted-loops

Fig. 8. Mean best program testing
fitness, average of 100 runs



Using Loops in Genetic Programming 905

0 500 1000 1500 2000

Generations 

0

20

40

60

M
ea

n 
A

ve
ra

ge
 S

iz
e 

centered-normal
shifted-normal
centered-loops
shifted-loops

Fig. 9. Mean average program size,
average of 100 runs

(d+ (d- image[37] drand0.441534)
f203)

Fig. 10. One of the smallest classifiers
evolved by normal method for centered
images

(d- (ForLoop PosImg228 PosImg188
plus) drand9.260122)

Fig. 11. One of the smallest classifiers
evolved by the loop method for centered
images

Typical solutions evolved by the normal approach are not so neat. Figure
12 lists a typical program evolved by the non-loops approach and Figure 17
shows the points examined by the classifier. The program is large and the points
examined are scattered all over the image. It took 13,030 evaluations to find this
solution. This is much higher than the average number of evaluations (approx.
6,000) of finding a solution with loops.

Figure 11 shows one of the smallest classifiers evolved by the loop method
and Figure 18 shows the points examined. The line goes from position 188 to
position 288 and the program adds up all of the pixel values. By traversing this
line, the program obtains enough information to distinguish the objects. This is
in contrast to the random positions used by the non-loop approach.

Figure 13 shows a typical solution evolved by the loop approach and Figure
19 shows the points examined. One of the main differences between the solutions

(d+ (d- (d+ (d+ (d+ (d+ drand70.929252 image[188]) drand70.929252)
(d- (d- drand22.060454 drand70.917456) (d+ drand29.415353

drand89.236116))) (d+(d- (d- image[2] image[155]) (d- image[11]
image[26])) (d+ (d+ image[150] image[37]) (d- drand52.450194

drand38.299516)))) (d+ (d- (d+ (d+ image[133] drand72.779942) (d+
image[139] image[130])) (d- (d+ drand72.943129 drand86.640064)

image[114])) (d+ (d- (d- image[170] image[83]) (d- image[194]
image[133])) (d+ (d- image[225] image[172]) (d- drand29.415353 f205)))))
(d+ (d+ (d+ (d- (d- f18 f194) (d- drand85.580583 image[209])) (d+ (d+

drand61.098601 image[60]) (d+ image[93] drand59.032376))) (d+ (d+ (d+
image[224] drand2.089882) (d- image[229] drand82.981664)) (d- (d-

image[135] image[209]) (d- image[187] image[14])))) image[56]))

Fig. 12. A typical classifier evolved by the normal method for centered images
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(d- (ForLoop PosImg161 PosImg228 plus) (d- (d+ (d+ drand76.701336
(ForLoop PosImg144 PosImg172 plus)) (d- (d- PosImg152

drand54.382222) PosImg157)) drand14.021874))

Fig. 13. A typical classifier evolved by the loop method for centered images

(d+ (d+ (d- (d- (d+ drand34.087990 f236) (d- f225 f221)) (d-
drand34.087990 (d- drand96.220403 (d- drand72.832995 f34)))) (d- (d-

(d+ (d+ drand38.457827 drand2.639772) drand2.639772) (d- drand96.220403
(d+ f5 f210))) (d- drand72.832995 drand93.951264))) drand7.458120)

Fig. 14. One of the two successful classifiers evolved by the normal method for shifted
images

(d- (d- drand87.318493 (d- (d+ (d- (xForLoop pf87 pf45 minus) f165)
drand40.885102) (d- (xForLoop pf247 pf199 plus) drand87.318493)))

(d- f198 drand17.579794))

Fig. 15. One of the smallest classifiers evolved by the loops method for shifted images

with loops and those without is that a run using loops examines more pixels in
a linear manner, therefore, covers more areas of the graph.

Figure 14 displays one of the two solutions evolved by normal method for
shifted images and Figure 20 shows the points examined. They are scattered at
the top and bottom to catch the information of the shifted objects. In contrast,
the loop method (Figure 21) uses two lines to distinguish all of the shifted images.

In summary, the classifiers using loops examine a sequence of points to dis-
tinguish the objects. The non-loop classifiers examine a seemingly random set
of points in the image.

5 Conclusion

The goal of this paper was to investigate the evolution of programs with loops for
an image classification problem, that of distinguishing noisy circles and squares.
In this, we have been successful. We have developed a loop syntax and seman-
tics which leads to successful evolution of programs for the non-trivial image
classification task.

The programs with loops took fewer generations to evolve. The difference was
particularly evident in the more difficult shifted problem. The classifiers with loops
were generally better than those without loops in that they were more accurate and
easier to understand. However, there was little difference in size. The classifiers
with loops were more robust in that they examined a sequence of pixels covering
the areas in an image in which the circles and squares are different. In contrast, the
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Fig. 16. Points examined for the pro-
gram without loops shown in Figure 10
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Fig. 17. Points examined for the program
without loops shown in Figure 12
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Fig. 18. Points examined for the
program with loops shown in Figure 11
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Fig. 19. Points examined for the
program with loops shown in Figure 13
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Fig. 20. Points examined for the program
without loops shown in Figure 14
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Fig. 21. Points examined for the
program with loops shown in Figure 15
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classifiers without loops examined points randomly scattered throughout the im-
ages. In future work we intend to examine more complex grey level object detection
problems.
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Abstract. A negotiation agent exchanges proposals, supported by claims, with
an opponent. Each proposal and claim exchanged reveals valuable information
about the sender’s position. A negotiation may brake down if an agent believes
that its opponent is not playing fairly. The agent aims to give the impression
of fair play by responding with comparable information revelation whilst play-
ing strategically to influence its opponent’s preferences with claims. It uses
maximum entropy probabilistic reasoning to estimate unknown values in
probability distributions including the probability that its opponent will accept
any deal.

1 Introduction

A negotiation agent extends the simple, offer-exchange, bargaining agent described in
[1] that evaluates and generates proposals based on information extracted from the
marketplace, the World Wide Web and by observing the behavior of its opponent. In
addition to exchanging proposals, an argumentation agent exchanges arguments, and so
it requires mechanisms for evaluating arguments, and for generating arguments [2]. An
argument is information that either justifies the agent’s negotiation stance or attempts to
influence its opponent’s stance [2]. Argumentation here is approached in the rhetorical
sense in which arguments are intended to beneficially influence the opponent’s evaluation
of the issues [3]. The negotiation agent, Π , attempts to fuse the negotiation with the
information that is generated both by and because of it. To achieve this, it draws on ideas
from information theory rather than game theory. Π makes no assumptions about the
internals of its opponent, including whether she has, or is even aware of the concept of,
utility functions. Π is purely concerned with its opponent’s behavior — what she does
— and not with assumptions about her motivations.

Π assumes that unknown probabilities can be inferred using maximum entropy infer-
ence [4], ME, which is based on random worlds [5]. The maximum entropy probability
distribution is “the least biased estimate possible on the given information; i.e. it is
maximally noncommittal with regard to missing information” [6]. In the absence of
knowledge about the opponent’s decision-making apparatus the negotiating agent as-
sumes that the “maximally noncommittal” model is the correct model on which to base
its reasoning.
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2 The Negotiation Agent: Π

Π operates in an information-rich environment that includes the Internet. The integrity
of Π’s information, including information extracted from the Internet, will decay in
time. The way in which this decay occurs will depend on the type of information, and on
the source from which it is drawn. Little appears to be known about how the integrity of
real information, such as news-feeds, decays, although the effect of declining integrity
has been analyzed.

One source of Π’s information is the signals received from Ω. These include offers
from Ω to Π , the acceptance or rejection by Ω of Π’s offers, and claims that Ω sends to
Π . This information is augmented with sentence probabilities that represent the strength
of Π’s belief in its truth. If Ω rejected Π’s offer of $8 two days ago then what is Π’s
belief now in the proposition that Ω will accept another offer of $8 now? Perhaps it is
around 0.1. A linear model is used to model the integrity decay of these beliefs, and
when the probability of a decaying belief approaches 0.5 the belief is discarded. The
model of decay could be exponential, quadratic or what ever.

A deal is a pair of commitments δΠ:Ω(π,ω) between an agent Π and an opponent
agent Ω, where π is Π’s commitment and ω is Ω’s commitment. D = {δi}D

i=1 is the
deal set — ie: the set of all possible deals. If the discussion is from Π’s point of view
then the subscript “Π : Ω” may be omitted. These commitments may involve multiple
issues and not simply a single issue such as trading price. The set of terms, T , is the set
of all possible commitments that could occur in deals in the deal set. An agent may have
a real-valued utility function: U : T → �, that induces an ordering on T . For such an
agent, for any deal δ = (π,ω) the expression U(ω) −U(π) is called the surplus of δ,
and is denoted by L(δ) where L : T × T → �. For example, the values of the function
U may expressed in units of money. It may not be possible to specify the utility function
either precisely or with certainty.

The agents communicate using sentences in a first-order language C. This includes
the exchange, acceptance and rejection of offers. C contains the following predicates:
Offer(δ), Accept(δ), Reject(δ) and Quit(.), where Offer(δ) means “the sender is offering
you a deal δ”, Accept(δ) means “the sender accepts your deal δ”, Reject(δ) means “the
sender rejects your deal δ” and Quit(.) means “the sender quits — the negotiation ends”.
C also contains predicates to support argumentation.

2.1 Agent Architecture

Π uses the language C for external communication, and the language L for inter-
nal representation. Two predicates in L are: ΠAcc(.) and ΩAcc(.). The proposition
(ΠAcc(δ) | It) means: “Π will be comfortable accepting the deal δ given that Π knows
information It at time t”. The idea is that Π will accept deal δ if P(ΠAcc(δ) | It) ≥ α
for some threshold constant α. The propositionΩAcc(δ) means “Ω is prepared to accept
deal δ”. The probability distribution P(ΩAcc(.)) is estimated in Sec. 3.

Each incoming message M from source S received at time t is time-stamped and
source-stamped, M[S,t], and placed in an in box, X , as it arrives. Π has an information
repository I, a knowledge base K and a belief set B. Each of these three sets contains
statements in a first-order languageL. I contains statements inL together with sentence
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probability functions of time. It is the state of I at time t and may be inconsistent. At
some particular time t, Kt contains statements that Π believes are true at time t, such
as ∀x(Accept(x) ↔ ¬Reject(x)). The belief set Bt = {βi} contains statements that are
each qualified with a given sentence probability, B(βi), that represents Π’s belief in the
truth of the statement at time t.

Π’s actions are determined by its “strategy”. A strategy is a function S : K×B → A
whereA is the set of actions.At certain distinct times the function S is applied toK andB
and the agent does something. The set of actions,A, includes sending Offer(.), Accept(.),
Reject(.), Quit(.) messages and claims to Ω. The way in which S works is described in
Secs. 3. Two “instants of time” before the S function is activated, an “import function”
and a “revision function” are activated. The import function I : (X × It−) → It clears
the in-box, using its “import rules”.

An example now illustrates the ideas in the previous paragraph. Suppose that the
predicateΩAcc(δ) means that “deal δ is acceptable toΩ”. Suppose that Π is attempting
to trade a good “g” for cash. Then a deal δ(π,ω) will be δ(g, x) where x is an amount
of money. If Π assumes that Ω would prefer to pay less than more then It will contain:
ι0 : (∀gxy)((x ≥ y) → (ΩAcc(g, x)) → ΩAcc(g, y)). Suppose Π uses a simple linear
decay for its import rules: f(M,Ω, ti) = trust(Ω)+(0.5− trust(Ω))× t−ti

decay(Ω) , where
trust(Ω) is a value in [0.5, 1] and decay(Ω) > 0. trust(Ω) is the probability attached to
S at time t = ti, and decay(Ω) is the time period taken for P(S) to reach 0.5 when S is
discarded. Suppose at time t = 7, Π receives the message: Offer(g, $20)[Ω,7], and has
the import rule: P(ΩAcc(g, x) | Offer(g, x)[Ω,ti]) = 0.8− 0.025× (t− ti), ie: trust is
0.8 and decay is 12. Then, in the absence of any other information, at time t = 11, Kt11

contains ι0 and Bt11 contains ΩAcc(g, $20) with a sentence probability of 0.7.
Π uses three things to make offers: an estimate of the likelihood that Ω will accept

any offer [Sec. 3], an estimate of the likelihood that Π will, in hindsight, feel comfort-
able accepting any particular offer, and an estimate of when Ω may quit and leave the
negotiation — see [1]. Π supports its negotiation with claims with the aim of either
improving the outcome — reaching a more beneficial deal — or improving the process
— reaching a deal in a more satisfactory way.

An exemplar application follows. Π is attempting to purchase of a particular second-
hand motor vehicle, with some period of warranty, for cash. So the two issues in this
negotiation are: the period of the warranty, and the cash consideration. A deal δ consists
of this pair of issues, and the deal set has no natural ordering. Suppose that Π wishes to
apply ME to estimate values for: P(ΩAcc(δ)) for various δ. Suppose that the warranty
period is simply 0, · · · , 4 years, and that the cash amount for this car will certainly be at
least $5,000 with no warranty, and is unlikely to be more than $7,000 with four year’s
warranty. In what follows all price units are in thousands of dollars. Suppose then that
the deal set in this application consists of 55 individual deals in the form of pairs of
warranty periods and price intervals: { (w, [5.0, 5.2)), (w, [5.2, 5.4)), (w, [5.4, 5.6)), (w,
[5.6, 5.8), (w, [5.8, 6.0)), (w, [6.0, 6.2)), (w, [6.2, 6.4)), (w, [6.4, 6.6)), (w, [6.6, 6.8)), (w,
[6.8, 7.0)), (w, [7.0,∞)) }, wherew = 0, · · · , 4. Suppose that Π has previously received
two offers from Ω. The first is to offer 6.0 with no warranty, and the second to offer
6.9 with one year’s warranty. Suppose Π believes that Ω still stands by these two offers
with probability 0.8. Then this leads to two beliefs: β1 : ΩAcc(0, [6.0, 6.2)); B(β1) =
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0.8, β2 : ΩAcc(1, [6.8, 7.0)); B(β2) = 0.8. Following the discussion above, before
“switching on” ME, Π should consider whether it believes that P(ΩAcc(δ)) is uniform
over δ. If it does then it includes both β1 and β2 in B, and calculates W{K,B} that
yields estimates for P(ΩAcc(δ)) for all δ. If it does not then it should include further
knowledge in K and B. For example, Π may believe that Ω is more likely to bid for a
greater warranty period the higher her bid price. If so, then this is a multi-issue constraint,
that is represented in B, and is qualified with a sentence probability.

3 Negotiation

Π engages in bilateral bargaining with its opponent Ω. Π and Ω each exchange offers
alternately at successive discrete times. They enter into a commitment if one of them
accepts a standing offer. The protocol has three stages:

1. Simultaneous, initial, binding offers from both agents;
2. A sequence of alternating offers, and
3. An agent quits and walks away from the negotiation.

In the first stage, the agents simultaneously send Offer(.) messages to each other that
stand for the entire negotiation. These initial offers are taken as limits on the range of
values that are considered possible. The exchange of initial offers “stakes out the turf”
on which the subsequent negotiation will take place. In the second stage, an Offer(.)
message is interpreted as an implicit rejection, Reject(.), of the opponent’s offer on the
table. Second stage offers stand only if accepted by return — Π interprets these offers as
indications of Ω’s willingness to accept — they are represented as beliefs with sentence
probabilities that decay in time. The negotiation ceases either in the second round if one
of the agents accepts a standing offer or in the final round if one agent quits and the
negotiation breaks down.

To support the offer-exchange process, Π has do two different things. First, it must
respond to offers received fromΩ. Second, it must send offers, and possibly information,
to Ω. This section describes machinery for estimating the probabilities P(ΩAcc(δ))
where the predicate ΩAcc(δ) means “Ω will accept Π’s offer δ”. In the following, Π is
attempting to purchase of a particular second-hand motor vehicle, with some period of
warranty, for cash from Ω. So a deal δ will be represented by the pair (w, p) where w is
the period of warranty in years and $p is the price.

Π assumes the following two preference relations for Ω, and K contains:
κ11 : ∀x, y, z((x < y) → (ΩAcc(y, z) → ΩAcc(x, z)))
κ12 : ∀x, y, z((x < y) → (ΩAcc(z, x) → ΩAcc(z, y)))

These sentences conveniently reduce the number of possible worlds. The two pref-
erence relations κ11 and κ12 induce a partial ordering on the sentence probabilities
in the P(ΩAcc(w, p)) array from the top-left where the probabilities are ≈ 1, to the
bottom-right where the probabilities are ≈ 0. There are fifty-one possible worlds that
are consistent with K.

Suppose that the offer exchange has proceeded as follows: Ω asked for $6,900 with
one year warranty and Π refused, then Π offered $5,000 with two years warranty and
Ω refused, and then Ω asked for $6,500 with three years warranty and Π refused. Then
at the next time step B contains: β11 : ΩAcc(3, [6.8, 7.0)), β12 : ΩAcc(2, [5.0, 5.2))
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and β13 : ΩAcc(1, [6.4, 6.6)), and with a 10% decay in integrity for each time step:
P(β11) = 0.7, P(β12) = 0.2 and P(β13) = 0.9

Maximum entropy inference is used to calculate the distribution W{K,B} which
shows that there are just five different probabilities in it. The probability matrix for the
proposition ΩAcc(w, p) is:

w = 0 w = 1 w = 2 w = 3 w = 4
p = [7.0,∞) 0.9967 0.9607 0.8428 0.7066 0.3533
p = [6.8, 7.0) 0.9803 0.9476 0.8330 0.7000 0.3500
p = [6.6, 6.8) 0.9533 0.9238 0.8125 0.6828 0.3414
p = [6.4, 6.6) 0.9262 0.9000 0.7920 0.6655 0.3328
p = [6.2, 6.4) 0.8249 0.8019 0.7074 0.5945 0.2972
p = [6.0, 6.2) 0.7235 0.7039 0.6228 0.5234 0.2617
p = [5.8, 6.0) 0.6222 0.6058 0.5383 0.4523 0.2262
p = [5.6, 5.8) 0.5208 0.5077 0.4537 0.3813 0.1906
p = [5.4, 5.6) 0.4195 0.4096 0.3691 0.3102 0.1551
p = [5.2, 5.4) 0.3181 0.3116 0.2846 0.2391 0.1196
p = [5.0, 5.2) 0.2168 0.2135 0.2000 0.1681 0.0840

In this array, the derived sentence probabilities for the three sentences in B are shown
in bold type; they are exactly their given values.

Π’s negotiation strategy is a function S : K×B → A where A is the set of actions
that send Offer(.), Accept(.), Reject(.) and Quit(.) messages to Ω. If Π sends Offer(.),
Accept(.) or Reject(.) messages to Ω then she is giving Ω information about herself. In
an infinite-horizon bargaining game where there is no incentive to trade now rather than
later, a self-interested agent will “sit and wait”, and do nothing except, perhaps, to ask
for information. The well known bargaining response to an approach by an interested
party “Well make me an offer” illustrates how a shrewd bargainer may behave in this
situation.

An agent may be motivated to act for various reasons — three are mentioned. First, if
there are costs involved in the bargaining process due either to changes in the value of the
negotiation object with time or to the intrinsic cost of conducting the negotiation itself.
Second, if there is a risk of breakdown caused by the opponent walking away from the
bargaining table. Third, if the agent is concerned with establishing a sense of trust with
the opponent — this could be the case in the establishment of a business relationship.
Of these three reasons the last two are addressed here. The risk of breakdown may be
reduced, and a sense of trust may be established, if the agent appears to its opponent to be
“approaching the negotiation in an even-handed manner”. One dimension of “appearing
to be even-handed” is to be equitable with the value of information given to the opponent.
Various bargaining strategies, both with and without breakdown, are described in [1],
but they do not address this issue. A bargaining strategy is described here that is founded
on a principle of “equitable information gain”. That is, Π attempts to respond to Ω’s
messages so that Ω’s expected information gain similar to that which Π has received.

Π models Ω by observing her actions, and by representing beliefs about her future
actions in the probability distribution P(ΩAcc). Π measures the value of information
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that it receives from Ω by the change in the entropy of this distribution as a result
of representing that information in P(ΩAcc). More generally, Π measures the value
of information received in a message, µ, by the change in the entropy in its entire
representation, Jt = Kt ∪ Bt, as a result of the receipt of that message; this is denoted
by: ∆µ|JΠ

t |, where |JΠ
t | denotes the value (as negative entropy) of Π’s information

in J at time t. It is “not unreasonable to suggest” that these two representations should
be similar. To support its attempts to achieve “equitable information gain” Π assumes
that Ω’s reasoning apparatus mirrors its own, and so is able to estimate the change
in Ω’s entropy as a result of sending a message µ to Ω: ∆µ|JΩ

t |. Suppose that Π
receives a message µ = Offer(.) from Ω and observes an information gain of ∆µ|JΠ

t |.
Suppose that Π wishes to reject this offer by sending a counter-offer, Offer(δ), that will
give Ω expected “equitable information gain”. δ = {arg maxδ P(ΠAcc(δ) | It) ≥
α | (∆Offer(δ)|JΩ

t | ≈ ∆µ|JΠ
t |)}. That is Π chooses the most acceptable deal to

herself that gives her opponent expected “equitable information gain” provided that
there is such a deal. If there is not then Π chooses the best available compromise
δ = {arg maxδ(∆Offer(δ)|JΩ

t |) | P(ΠAcc(δ) | It) ≥ α} provided there is such a deal.
The “equitable information gain” strategy generalizes the simple-minded alternating

offers strategy. Suppose that Π is trying to buy something from Ω with bilateral bar-
gaining in which all offers and responses stand — ie: there is no decay of offer integrity.
Suppose that Π has offered $1 and Ω has refused, and Ω has asked $10 and Π has
refused. If amounts are limited to whole dollars only then the deal setD = {1, · · · , 10}.
Π models Ω with the distribution P(ΩAcc(.)), and knows that P(ΩAcc(1)) = 0 and
P(ΩAcc(10)) = 1. The entropy of the resulting distribution is 2.2020. To apply the
“equitable information gain” strategy Π assumes that Ω’s decision-making machinery
mirrors its own. In which case Ω is assumed to have constructed a mirror-image distri-
bution to model Π that will have the same entropy. At this stage, time t = 0, calibrate
the amount of information held by each agent at zero — ie: |JΠ

0 | = |JΩ
0 | = 0. Now

if, at time t = 1, Ω asks Π for $9 then Ω gives information to Π and |JΠ
1 | = 0.2548.

If Π rejects this offer then she gives information to Ω and |JΩ
1 | = 0.2548. Suppose

that Π wishes to counter with an “equitable information gain” offer. If, at time t = 2,
Π offers Ω $2 then |JΩ

2 | = 0.2548 + 0.2559. Alternatively, if Π offers Ω $3 then
|JΩ

2 | = 0.2548 + 0.5136. And so $2 is a near “equitable information gain” response by
Π at time t = 2.
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Abstract. We have built an agent service-based enterprise infrastructure: F-
TRADE. With its online connectivity to huge real stock data in global markets, 
it can be used for online evaluation of trading strategies and data mining 
algorithms. The main functions in the F-TRADE include soft plug-and-play, 
and back-testing, optimization, integration and evaluation of algorithms. In this 
paper, we’ll focus on introducing the intelligent plug-and-play, which is a key 
system function in the F-TRADE. The basic idea for the soft plug-and-play is to 
build agent services which can support the online plug-in of agents, algorithms 
and data sources. Agent UML-based modeling, role model and agent services 
for the plug-and-play are discussed. With this design, algorithm providers, data 
source providers, and system module developers of the F-TRADE can expand 
system functions and resources by online plugging them into the F-TRADE.  

1   Introduction 

Information technology (IT) has been getting involved in finance more and more 
inseparably. Both IT and finance are getting more and more professional and 
technical. It is very hard for financial persons to devote themselves to both financial 
trading/research and IT for supporting their trading/research. On the other hand, 
powerful IT support can make financial trading and research more efficient and 
profitable.  This is one way for IT persons to set foot in financial markets. We call it 
ITR&D-Enabled Finance. In consideration of this, we have built an agent service-based 
[1] infrastructure called F-TRADE [2], which can support trading and mining.  

The main objective of building the F-TRADE is to provide financial traders and 
researchers, and miners on financial data with a practically flexible and automatic 
infrastructure. With this infrastructure, they can plug their algorithms into it easily, 
and concentrate on improving the performance of their algorithms with iterative 
evaluation on a large amount of real stock data from international markets. All other 
work, including user interface implementation, data preparation, and resulting output, 
etc., is maintained by this platform. For financial traders, for instance, brokers and 

                                                 
1  F-TRADE is a web-based automated enterprise infrastructure for evaluation of trading 

strategies and data mining algorithms with online connection to huge amount of stock data. It 
has been online running for more than one year. It gets fund support from CMCRC (Capital 
Market CRC, www.cmcrc.com) for the Data Mining Program at CMCRC. The current 
version F-TRADE 2.0 can be accessed by http://datamining.it.uts.edu.au:8080/tsap, 
information can also be reached from http://www-staff.it.uts.edu.au/~lbcao/ftrade/ftrade.htm. 
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retailers, the F-TRADE presents them a real test bed, which can help them evaluate 
their favorite trading strategies iteratively without risk before they put money into the 
real markets. On the other hand, the F-TRADE presents a large amount of real stock 
data in multiple international markets, which can be used for both realistic back-
testing of trading strategies and mining algorithms. 

The F-TRADE looks also like an online service provider. As a systematic 
infrastructure for supporting data mining, trading evaluation, and finance-oriented 
applications, the F-TRADE encompasses comprehensive functions and services. They 
can be divided into following groups: (i) trading services support, (ii) mining services 
support, (iii) data services support, (iv) algorithm services support, and (v) system 
services support. In order to support all these services, soft plug-and-play is essential 
in the F-TRADE. It gets involved in plug in of data sources, data requests, trading or 
mining algorithms, system functional components, and the like. As a matter of fact, it 
has been a significant feature which supports the evolution of the F-TRADE and the 
application add-ons on top of the F-TRADE. In this paper, we’ll focus on introducing 
the soft plug-and-play. 

The basic idea of soft plug-and-play is as follows. The Agent service-oriented 
technique [1] is used for designing this flexible and complex software service. We 
investigate the agent services-driven approach for building a plug-and-play engine. 
The Agent UML is used for the modeling of the plug-and-play; role model is built for 
it. Service model for the plug-and-play is presented. The implementation of plug-in 
algorithms and system modules are illustrated as an instance of plug-and-play.  

More than 20 algorithms of trading strategies have been plugged into the F-
TRADE using the plug-and-play. All new-coming system modules supporting the 
migration of the F-TRADE from version 1.0 to 2.0 are logged on using the plug-in 
support. We have also tested remote plug-in from CMCRC in city of Sydney to the F-
TRADE server located at Univ. of Technology Sydney (UTS). With the soft plug-
and-play, both researches and applications from finance such as mining algorithms, 
system modules for technical analysis, fundamental analysis, investment decision 
support and risk management can be easily embedded into the F-TRADE.  

The remainder of this paper is organized as follows. In Section 2, the modeling of 
the plug-and-play is discussed. Section 3 introduces agent services-driven plug-and-
play from the following aspects: role model, agent services, and user interfaces. We 
conclude this study and discuss the future work in Section 4. 

2   Plug-and-Play Modeling 

As we have discussed in the above, plug-and-play gets involved in many functions 
and the evolutionary lifecycle of the F-TRADE. In this paper, we’ll take the plug-in 
of an algorithm as an instance, and introduce the conceptual model, role model [3], 
agent services [1, 2, 4], and the generation of the user interface to plug-in an 
algorithm. In this section, we discuss the modeling of the proposed plug-and-play.  

We use Agent Unified Modeling Language (AUML) technology [5] to model the 
agent service-based plug-and-play. In Agent UML, Package is one of the two 
techniques recommended for expressing agent interaction protocols. We use packages 
to describe the agent interaction protocols in plug-in support. 
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There are four embedded packages for supporting the process of plug-in: To 
Implement, To Input, To Register, and To Generate, as shown in Figure 1. They 
present the process of agent interactions in the plug-in activities. The package To 
Implement programs an algorithm in AlgoEditor by implementing the AlgoAPIAgent 
and ResourceAPIAgent. The To Input package types in agent ontologies of the 
programmed algorithm and requests to plug in the algorithm. The real registration of 
the algorithm is done by the package of To Register; naming, directory and class of 
the algorithm are stored into an algorithm base, and linkage to data resources are set 
at this moment. Finally, the input and output user interfaces for the algorithm are 
managed by package To Generate. 

 

Fig. 1. Package diagram of the plug-and-play 

3   Agent Services-Driven Plug-and-Play  

In this section, we focus on discussing the analysis and design of the agent services-
driven plug-and-play. We first introduce the role model for plug-and-play. Afterwards, 
the Agent service for plug-and-play is presented in details. Finally, the user interface 
for algorithm and system module plug-in is presented. 

3.1   Role Model for the Plug-and-Play 

In the agent-based F-TRADE, there is a role PLUGINPERSON which is in charge of 
the function of plug-and-play. Role model [2] can be built for the PLUGINPERSON, 
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which describes attributes of permissions, responsibilities, protocols and activities of 
the role. Figure 2 shows the role schema of PLUGINPERSON.  

 

Fig. 2. Schema for role PLUGINPERSON 

     The objective of this role is to plug in an algorithm into the F-TRADE, which is 
nonexistent in the algorithm base. The agent playing this role will execute the 
protocol ReadAlgorithm, followed by the activities ApplyRegistration and 
FillinAttributeItems, and then executes the protocol SubmitAlgoPluginRequest. The 
role has rights to read the algorithm from non-plug in directory, and changes the 
application content for the registration and the attributes of the algorithm. As pre-
conditions, the agent is required to ensure that two constraints in safety responsibility 
are satisfied. 

3.2   Agent Services for the Plug-and-Play 

In reality, many agents and services are involved in the plug-and-play in order to 
make it successful. There are three directly related agent services which handle the 
plug-and-play. They are the InputAlgorithm, RegisterAlgorithm and Generate 
AlgoInterface services, respectively. Here, we just take one service named 
RegisterAlgorithm as an example, and introduce it in details in Figure 3. More 
information about agent service-oriented analysis and design and about the plug-and-
play can be reached from [1]. 

Role Schema: PLUGINPERSON 

Description: 
This preliminary role involves applying registering a nonexistent algorithm, typing 
in attribute items of the algorithm, and submitting plug in request to F-TRADE. 

 
Protocols and Activities: 

ReadAlgorithm, ApplyRegistration, FillinAttributeItems, SubmitAlgoPluginRequest 
 

Permissions: 
reads        Algorithms                     // an algorithm will be registered 
changes    AlgoApplicationForms  // algorithm registration application form 
changes    AttributeItems                // all attribute items of an algorithm 

 
Responsibilities 
Liveness: 

PLUGINPERSON = (ReadAlgorithm).(ApplyRegistration). 
(FillinAttributeItems)+.(SubmitAlgoPluginRequest) 

 
Safety: 

• The algorithm agent has been programmed by implementing AlgoInterface 
agent and ResourceInterface agent, and is available for plug in. 

• This algorithm hasn’t been plugged into the algorithm base. 
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Fig. 3. Agent service RegisterAlgorithm  

 

Fig. 4. User interface for an algorithm plug-in 

3.3   Implementation 

User interfaces must be implemented in association with the plug-and-play. Figure 4 
shows the user interface for plugging an algorithm into the F-TRADE. Ontologies 
include all parameters of the algorithm, and specifications for and constraints on 

AgentService    
    RegisterAlgorithm(algoname;inputlist;inputconstraint;outputlist;outputconstraint;) 
Description:  
    This agent service involves accepting the registration application submitted by role 
PluginPerson, checking the validity of attribute items, creating the name and directory of 
the algorithm, and generating a universal agent identifier and a unique algorithm id.  
Role: PluginPerson 
Pre-conditions:  

- A request of registering an algorithm has been activated by protocol 
SubmitAlgoPluginRequest 

- A knowledge base storing rules for agent and service naming and directory 
Type: algorithm.[datamining/tradingsignal] 
Location: algo.[algorithmname] 
Inputs: inputlist 
InputConstraints: inputconstraint[;] 
Outputs: outputlist 
OutputConstraints: outputconstraint[;] 
Activities: Register the algorithm 
Permissions:  

- Read supplied knowledge base storing algorithm agent ontologies 
- Read supplied algorithm base storing algorithm information 

Post-conditions:  
- Generate a unique agent identifier, naming, and a locator for the algorithm agent 
- Generate a unique algorithm id 

Exceptions:  
- Cannot find target algorithm 
- There are invalid format existing in the input attributes 
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every ontology element must be defined and typed here. After submitting the 
registration request, the input and output interfaces for this algorithm will be 
generated automatically, respectively. As we discussed before, plug-and-play can be 
used not only for algorithms, but also for data sources and functional agents and 
services.  

4   Conclusions and Future Work 

We have built an agent services-driven infrastructure F-TRADE, which supports 
trading and mining in international stock markets. It can be used as a virtual service 
provider offering services such as stock data, trading and mining algorithms, and 
system modules. In this paper, we have focused on introducing a key function called 
soft plug-and-play provided in the F-TRADE. We have studied the agent services-
driven approach to building this function. Agent UML-based conceptual model and 
role model for the plug-and-play have been discussed. We also have presented the 
agent services and user interfaces for the plug-and-play. Our experiments have shown 
the agent services-driven approach can support flexible and efficient plug-and-play of 
data sources, trading and mining algorithms, system components, and even top-up 
applications for the finance to the F-TRADE. 
     Further refinements will be performed on how to make the plug-and-play more 
intelligent. The first issue is to support more user-friendly human agent interaction; 
ontology profiles will be enhanced in the interaction with user agents. The second 
investigation is to develop more flexible strategies for the mediation of agents and 
services, which can help search and locate the target agents and services efficiently.   
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Applying Multi-medians Location and Steiner Tree  
Methods into Agents Distributed Blackboard  

Architecture Construction  

Yi-Chuan Jiang and Shi-Yong Zhang 

Department of Computing and Information Technology,  
Fudan University, Shanghai 200433, P.R.China 

Abstract. Distributed blackboard is one of the popular agent communication 
architectures, where the blackboards location and communication topology are 
two important issues. However, there are few works about the issues. To solve 
this problem, this paper presents a new method, which applies Multi-Medians 
Location Method to compute the sub-blackboard locations, and applies Steinner 
Tree Method to compute the communication topology among sub-blackboards. 
The model can construct the distributed blackboard architecture effectively ac-
cording to the current underlying network topology.  

Keywords: Multi Agents; Agents Communication; Distributed Blackboard; 
Multi-Medians Location; Steinner Tree.    

1   Introduction 

In the blackboard communication architecture, some sub-blackboards are set in the 
system and each sub-blackboard takes charge of the communications of some agents 
[1]. Here agents are organized into some federated systems where agents do not com-
municate directly with each other but through their respective sub-blackboards. The 
agents in a federated system surrender their communication autonomy to the sub-
blackboards and the sub-blackboard takes full responsibility for their needs.  

In the distributed blackboard architecture, the location of sub-blackboards and the 
communication path among sub-blackboards should be attached much importance. 
However, there are few researches on such issues and sub-blackboards are always 
located randomly in the underlying network of current agent systems. 

To solve the above problem, the paper presents a model for constructing agent dis-
tributed blackboard communication architecture. According to the current underlying 
network topology, the model can uses multi-medians location method to compute the 
sub-blackboard locations, and uses Steiner tree method to compute the communication 
topology among sub-blackboards. Such constructed architecture can perform better 
than the initial architecture that sub-blackboards are located randomly, which is testi-
fied by our simulation experiments.      
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2   Multi-medians Location and Steiner Tree Problem 

Problem of finding the “best” location of facilities in graph is to minimize the total 
sum of the distances from vertices of the graph to the nearest facility, which is gener-
ally referred to as minisum location problem [2]. The facility locations resulting from 
the solution to a minisum problem are called the medians.  

Now we discuss the problem of finding p-median of a given graph G; that is the 
problem of locating a given number (p say) of facilities optimally so that the sum of 
the shortest distances to the vertices of G from their nearest facility is minimized [3].  

Firstly, let G= (X, E) be a graph with X the set of vertices and E the set of edges.   
Let Xp be a subset of the set X of vertices of the graph G= (X, E) and let Xp contain p 
vertices. Now we write  

( , ) min[ ( , )]
i p

p j i j
x X

d X x d x x
∈

=  (1) 

Where ( , )i jd x x denotes the shortest path distance between xi and xj. 

If '
ix  is the vertex of Xp which produces the minimum in (1), we will say that ver-

tex xj is allocated to '
ix . The transmission numbers for the set Xp of vertices are de-

fined as (2). 

( ) ( , )
j

p p j
x X

X d X xσ
∈

=  (2) 

A set poX  for which 

( ) min[ ( )]
p

po p
X X

X Xσ σ
⊆

=  (3) 

is now called the p-medians of G. The aim of multi-medians location problem is to 
select p vertices to be medians and assign each of the other vertices to its closest me-
dia so as to minimize the total distance between the medians and other vertices. 

The Steiner tree problem is to interconnect (a subset of) the nodes such that there 
is a path between every pair of nodes while minimizing the total cost of selected 
edges. 

A minimum Steiner tree is defined to be the minimal cost subgraph spanning a 
given set of nodes in the graph [5] [6]. Formally, it can be formulated as follows: 
Given a weighted, undirected graph G=(V, E, w), V denotes the set of nodes in the 
graph and E is the set of edges (or links). Let :w E R− > be a positive edge weight 
function, and designate a non-empty set of terminal nodes M, where M Vφ ⊂ ⊂ . 

The nodes that belong to the complementary subset M , where M V M= − , are 
called non-terminals. A Steiner tree for M in G is a tree that meets all nodes in M. The 
MST problem is to find a Steiner tree of minimum total edge cost. The solution to this 
problem is a minimum Steiner tree T. Non-terminal nodes that end up in a minimum 
Steiner tree T are called Steiner Nodes. 
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3   Compute the Sub-blackboard Locations 

To construct the distributed blackboard architecture, firstly we should compute the 
locations of sub-blackboards, so as to minimize the total communication cost between 
sub-blackboards and their allocated agents. The communication cost is a function of 
the distance between sub-blackboards and their allocated agents, so the location of 
sub-blackboards should minimize the total communication distances.  

Based on the approximate algorithm of multi-medias problem [2][4], we can com-
pute the sub-blackboard locations. 

The method proceeds by choosing any p nodes in the network at random to form 
the initial set S that is assumed to be an approximation to the sub-blackboard loca-

tions set pX . The method then tests if any node jx X S∈ −  could replace a node 

ix S∈  as a sub-blackboard location node and so produce a new set 
' { } { }j iS S x x= −  whose transmission '( )Sσ  is less than ( )Sσ . If so, the 

substitution of node xi by xj is performed thus obtaining a set 'S  that is a better 

approximation to the p-location nodes set pX . The same tests are now performed 

on the new set 'S  and so on, until a set S  is finally obtained for which no substitu-

tion of a vertex in S  by another vertex in X S−  produces a set with transmission 

less than ( )Sσ . This final set S  is then taken to be the required approximation  

to pX .         

Algorithm1. Computing_Subblackboard Locations (int p). 
Step 1 Select a set S of p vertices to form the initial approximation to the sub-

blackboard locations. Call all vertices jx S∉  “untried”. 

 Step 2. Select some “untried” vertex jx S∉  and for each vertex ix S∈ , com-

pute the “reduction” ij∆  in the set transmission if xj is substituted for xi, 

i.e. compute: 

( ) ( { } { })ij j iS S x xσ σ∆ = − −  (4) 

Step 3. Find max[ ]
o

i
i j ij

x S∈
∆ = ∆ . 

I. If  0
oi j∆ ≤  call xj “tried” and go to step 2. 

II. If  0
oi j∆ >  set { } { }j iS S x x← −  call xj  “tried” and go to step 

2. 
Step 4. Repeat steps 2 and 3 until all vertices in X S−  have been tried. This is 

referred to as a cycle. If, during the last cycle no vertex substitution at all  
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has been made at step 3(i), go to step 5. Otherwise, if some vertex substi-
tution has been made, call all vertices “untried” and return to step 2. 

Step 5. Stop. The current set S is the estimated sub-blackboard location nodes set 

pX . 

4   Compute the Communication Topology Among Sub-
blackboards  

Since in our agent system, the communication cost is mainly influenced by communi-
cation distance among nodes, we should compute the communication topology among 
sub-blackboards with the least total communication distances. Therefore, we can apply 
Steiner tree method in the topology computation. 

On the base of the KMB algorithm [6] [7], now we compute the communication to-
pology among sub-blackboards.  

Given a weighted undirected graph ( , , )G V E w=  which denotes the underlying 

network topology, and a set of sub-blackboard nodes M V⊆ , consider the complete 

undirected graph ' ' ' '( , , )G V E w=  constructed from G and M in such a way that 
'V M= , and for every edge '( , )i j E∈ , weight ( , )w i j  is set equal to the weight 

sum of the shortest path from node i to node j in graph G. For each edge in 'G , there 

corresponds a shortest path in G. Given any spanning tree in 'G , we can construct a 
subgraph G by replacing each edge in the tree by its corresponding shortest path in G. 

Fig 1 shows a network G and sub-blackboard set M= {1, 3, 9, 7} (shaded nodes). 
We first calculate the shortest distance between every two sub-blackboards in G. They 
are 8, 9, 13, 7, 8, 5 respective to a<1, 9>, b<1, 3>, c<1, 7>, d<3, 9>, e<3, 7>, f<7, 9>. 

Let a, b, c, d, e, f form a graph 'G , shown as Fig 1 (b). The minimum spanning tree of 
'G is shown with thick lines in Fig 1 (b), and then we construct the communication 

topology among sub-blackboards by replacing each edge in the tree by its correspond-
ing shortest path in the network G. The communication topology among sub-
blackboards is shown as thick lines in Fig 1 (c).    
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Fig. 1. An example of a Steiner tree construction in network 
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5   Case Studies and Simulation Experiment 

To show how effectively our proposed model can work, we compare the perform-
ance of (i) the distributed blackboard architecture that sub-blackboards are ran-
domly located and (ii) the one that applies multi-medians location & Steiner tree 
method.  

Fig 2 illustrates a simulated network topology, and Fig 6 illustrates an agents com-
munication relations. Let the number of sub-blackboards is 4, now we use multi-
medians location & Steiner tree methods to construct the agents distributed black-
board architecture.  
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Fig. 5. Randomly constructed distributed blackboard architecture 
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Fig. 6. Agents’ communication relations 
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Fig. 7. Comparison of all kinds of agent communication architecture 

Therefore, the final agents distriubted blackboard architecture is show as Fig. 3. 
Now we have some agents locate  on the network, shown as Fig 4. Let there be 6 

kinds of agents communication relations, shown as Fig 6. In the matrix, if ai 

communicate to aj, then rij=1, else rij=0.  
Now we make simulation for the agents communication by the archicture of Fig 3 

and other architectures where sub-blackboards are randomly located of Fig 5. 
Fig 7 is the simulation test results, from which we can see that the architecture in  

Fig 3 is the most efficient. Therefore, our model that applies multi-medians location & 
Steiner tree methods into agents distributed blackboard architecture construction is 
correct and effective.   
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Abstract. This paper proposes a multi-agent Q-learning algorithm
called meta-game-Q learning that is developed from the meta-game equi-
librium concept. Different from Nash equilibrium, meta-game equilib-
rium can achieve the optimal joint action game through deliberating its
preference and predicting others’ policies in the general-sum game. A
distributed negotiation algorithm is used to solve the meta-game equi-
librium problem instead of using centralized linear programming algo-
rithms. We use the repeated prisoner’s dilemma example to empirically
demonstrate that the algorithm converges to meta-game equilibrium.

1 Introduction

Recently there have been growing interests in extending reinforcement learning
to the multi-agent domain. Based on the Markov (or stochastic) game mod-
els, many multi-agent reinforcement learning algorithms have been proposed.
Littman suggested the minimax-Q learning algorithm for zero-sum stochastic
games [5]. A second approach was pursued by Claus and Boutilier to deal with
common-payoff stochastic games[1]. Hu et al. in 1998 made a pivotal contri-
bution by introducing Nash-Q learning to general-sum games[3][4]. Littman re-
placed Nash-Q learning by Friend-and-Foe-Q learning in some special stochastic
games[6]. Furthermore, Greenwald et al. introduced the correlated equilibrium
concept and proposed CE-Q learning to generalize both Nash-Q and Friend-and-
Foe-Q learning methods[2].

Shoham et al. have raised the question of the justification of using Nash
equilibrium in multi-agent setting[7]. To answer this question, we think that Nash
equilibrium is not optimal in general-sum games. In dealing with the collective
rationality, new solutions can be adopted to replace the Nash equilibrium. When
agents can consider their own preferences and predict actions of other agents
correctly, they can reach meta-game equilibrium that is the optimal joint policy
in the general-sum game. Based on this concept, we discuss the meta-game
equilibrium and introduce the meta-game-Q learning algorithm in this paper.
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In the next section we briefly review Markov game and multi-agent reinforce-
ment learning. In Section 3, we introduce the meta-game equilibrium concept.
Then, we present a distributed negotiation algorithm to solve the meta-game
equilibrium problem in the general-sum game in Section 4. In Section 5, we
discuss our experimental results. Finally, in Section 6 we draw some conclusions.

2 Multi-agent Reinforcement Learning

Game theory is one of the most important mathematical foundations to for-
mulate a multi-agent system. When we use the games to model a multi-agent
system, all discrete states in the MDP model are regarded as some distinguishing
games. Therefore, the immediate rewards of one agent received from the world
not only depend on its own action chosen by itself, but also depend on other
actions by other agents. As a result, the single agent reinforcement learning
algorithm fails in the multi-agent domain.

When the probability transitions between different games satisfy the Markov
property, the MDP model for single agent can be generalized to the Markov
game for the multi-agent system.

Definition 1. A Markov game is a tuple 〈I, S, (Ai(s))s∈S,1≤i≤n, T, (Ri)1≤i≤n〉,
where I is a set of n agents, S is a finite set of states of the world, Ai(s) is
a finite set of the ith agent’s actions at state s, T is the probability function
that describes state-transition conditioned on past states and joint actions, and
Ri(s,

→
a ) is the ith agent’s reward for state s ∈ S and joint actions

→
a∈ A1(s)×

. . .×An(s)[2].
In order to find the optimal action sequence policy π : S →→

a , a state-action
value function Qπ

i (s,
→
a ) is defined as the agent i’s value of taking action

→
a in

state s under a policy π, i.e.,

Qπ
i (s,

→
a ) = Eπ{Σ∞

j=0γ
jri(sj+1)} (1)

where γ is a discounter factor. The optimal policy Q∗
i is defined as

Q∗
i (s,

→
a ) = maxπQ

π
i (s,

→
a ) (2)

Because the parameters of the Markov game model are unknown, the agent
can only get its experiences by trial-and-error to approximate the optimal policy
through reinforcement learning. In the Markov games, the ith agent’s Q-values
are updated on states and the action-vector

→
a as

Qi(s,
→
a ) = Qi(s,

→
a ) + α[ri(s,

→
a ) + γmax→

a′∈A′Qi(s′,
→
a′)−Qi(s,

→
a )] (3)

3 Meta-game Equilibrium

Fig. 1 shows the Prisoner’s Dilemma game which is an abstraction of social sit-
uations where each agent is faced with two alternative actions: cooperation and
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Fig. 1. Prisoner’s Dilemma game G

Agent 1

A
ge

nt
 2

f1          f2          f3          f4

d

c

(-9,-9) (0,-10)

(-10,0) (-1,-1)

(-9,-9) (0,-10)

(-1,-1) (-10,0)

Fig. 2. Meta-game 1G of Prisoner’s
Dilemma game G

defecting. Prisoners will receive different payoffs r1, r2, r3, r4 for different combi-
nations of actions, where r3 > r4 > r1 > r2, 2r4 > r2 +r3 > 2r1. It is well-known
that the joint policy (d, d) holds Nash equilibrium in the Prisoner’s Dilemma
problem. However, the optimal joint policy is (c, c) because every prisoner can
get more rewards than the rewards under Nash equilibrium (d, d). From the
Prisoner’s Dilemma game, we can see that the combination of individual agents’
optimal policies may not be the optimal joint policy of the entire multi-agent
system in the general-sum game. In other words, Nash equilibrium may not be
the optimal strategy if collective rationality is considered.

When the agents’ payoff for different action combinations become common
knowledge, one agent can get the optimal policy of the entire system by means of
revising its own policy through deliberating its preference and predicting others’
policies. This approach is the most important principle of the meta-game theory.

Meta-game is a hypothetical game derived from the original game situation
by assuming that other agents have taken their actions first. Meta-game can
be presented as an extended strategic form. When extending the ith agent’s
strategy to a function of other agents’ strategies in game G, the meta-game KiG
is constructed, where Ki is the sign of the ith agent. Obviously, the recursive
meta-game can be derived from the meta-game too. Fig. 2 presents the meta-
game 1G as an extended form game in Fig. 1.

In this extended form, agent 1 has four different actions, f1, f2, f3 and f4.
f1(∗) =′ d′ means that agent 1 always chooses action ′d′ regardless of agent 2’s
action. Similar to f1, the second action of agent 1 is f2(∗) =′ c′. The third action
f3(∗) =′ ∗′ means that agent 1 chooses the same action as agent 2’s. If agent 1
always chooses the action opposite to the agent 2’s action, it is f4(∗) =′ ¬∗′. So,
the game shifts to the new stable equilibrium called meta-game equilibrium if
all agents can predict other’s actions correctly.

Definition 2. In a multi-agent system with n agents, the meta-game 12 . . . nG,
or n(n − 1) . . . 21G, or one meta-game whose prefix is any kind of permutation
of 1, 2, . . . ,n is the complete game of the origin game G.

Definition 3. A joint policy
→
am= (a1,m, a2,m, . . . , an,m) is called meta-game

equilibrium in a complete game K1K2 . . .KnG if every agent satisfies

min
aPi

max
ai

min
aFi

Ri(aPi , ai, aFi) ≤ Ri(aPi,m, ai,m, aFi,m) (4)
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where Pi is the set of the agents listed in front of the sign i and Fi is the set of
the agents listed after the sign i in prefixes K1K2 . . .Kn[8].

4 Meta-game-Q Reinforcement Learning

In many multi-agent settings, the reward function and the probability-transition
function are unknown in advance. We cannot find the optimal Q-value by means
of linear programming directly. Every agent needs to approximate the correct
Q-value through trial-and-error. As shown in Eq. 5, agents must update their
current Q-values with meta-game equilibrium.

Qi(s,
→
a ) = Qi(s,

→
a ) + α[ri(s,

→
a ) + γQi(s′,

→
am (s′))−Qi(s,

→
a )] (5)

We cannot use a centralized algorithm to compute any equilibrium in multi-
agent learning since each agent cannot know anything about other agents’ re-
wards in advance. Instead, we have designed a distributed negotiation algorithm
for meta-game-Q learning. Assume that there are only two agents a and b in a
multi-agent system. The algorithm of agent a is given Table 1, where Qa(s, a, b)
is agent a’s current Q-value after it chooses the joint policy (a, b) in state s.

Table 1. Negotiation algorithm for solving meta-game equilibrium

Initial Ja = NULL;
Step1: agent a chooses a joint policy (a, b) ∈ Ja;
Step2: If Qa(s, a, b) ≥ maxa′∈AQa(s, a′, b), Ja = Ja + (a, b), return step1; else,
record (a′, b), goto step3;
Step3: Agent a broadcasts the message to agent b, ask agent b to judge,
Qb(s, a′, b) ≥ maxb′∈B(s, a′, b′).

Step3.1: If it is satisfied, agent b returns ’SUCCESS MESSAGE’ to agent a.
After agent a receives the ’SUCCESS MESSAGE’, Ja = Ja + (a, b), return step1.

Step3.2: If it isn’t satisfied, agent b return ’FAIL MESSAGE’ to agent a.
After agent a receives the ’FAIL MESSAGE’, record the (a′, b′), goto step4.
Step4: Agent a judges whether Qa(s, a′, b′) ≥ Qa(s, a, b). If it is satisfied,
return step1, else, return Ja = Ja + (a, b) and return step1.
Step5: When all agents get their final joint action sets, the meta-game equilibrium could
be obtained through computing the intersection of all joint action sets, viz. Ja ∩ Jb.

A template for meta-game-Q reinforcement learning is presented in Table 2.

5 Experimental Results and Analysis

We used the repeated prisoner’s dilemma(RPD) game to test our meta-game-Q
reinforcement learning algorithm. The RPD game consists of ten independent
prisoner’s dilemma games. The immediate reward of each independent prisoner’s
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Table 2. Algorithm for meta-game-Q reinforcement learning

Step1: Initialization. ∀s ∈ S, ∀i ∈ I, ∀ →
a , Qi(s,

→
a ) = 0; α = 1, γ = 0.9, P r = 0.9;

Step2: Select action. The ith agent chooses the action ai,m with probability P r, or
randomly chooses any other action with probability 1 − P r;
Step3: Observation. The ith agent observes the reward ri and next state s′;
Step4: Negotiation to get the meta-game equilibrium

→
am (s′) at s′;

Step5: Learning. Update the Q-value Qi(s,
→
a ) using Eq.5.

Step6: Adjust the learning rate α and selection factor P r. And return step2 until end.

dilemma game is given in Fig. 1. The state transitions between each indepen-
dent game is deterministic. The value of the game for one agent is defined as
its accumulated reward when both agents follow their meta-game equilibrium
strategies in Fig. 3.

Fig. 3. The Q-value matrix of the ith game in the repeated prisoner’s dilemma game,
where the sum of the game’s number is 10 and r1 = −9, r2 = −10, r3 = 0, r4 = −1

Similar to the single prisoner’s dilemma game, the joint policy (c, c) is the
optimal solution in RPD because of r3 +

∑10−i
j=1 γjr4 > r4 +

∑10−i
j=1 γjr4 > r1 +∑10−i

j=1 γjr4 > r2 +
∑10−i

j=1 γjr4, 2r4 + 2
∑10−i

j=1 γjr4 > r2 + r3 + 2
∑10−i

j=1 γjr4 >

2r1 + 2
∑10−i

j=1 γjr4. All Q-values of the matrix of the RPD game are unknown
before agents begin to learn the optimal action sequence.

We ran 10 trails and calculated the difference between the current Q-value
and the optimal Q-value in Fig. 3. In our experiment, we employed a training
period of 100 episodes. The performance of the test period was measured by the
Q-value difference when agents followed their learned strategies, starting from
the first prisoner’s dilemma game to the last game. The experimental result for
RPD is shown in Fig. 4. From Fig. 4, we can see that when both agents were
meta-game-Q learners and followed the same meta-game updating rule, they
ended up with the meta-game equilibrium 100% of the time.

6 Conclusions

In this paper, we have discussed algorithms for learning optimal Q-values in
the Markov game, given the meta-game equilibrium solution concept. Different
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Fig. 4. On-line performance of meta-game-Q agents in RPD

from the Nash-Q learning algorithm, we have used the meta-game equilibrium
instead of Nash equilibrium in the general-sum game. Specifically, we have re-
placed the centralized linear programming algorithms with a distributed negoti-
ation algorithm to solve the meta-game equilibrium under incomplete common
knowledge. This adaptive meta-game-Q reinforcement learning algorithm can
learn the meta-game equilibrium in Markov game.
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Abstract. Robot navigation relies on a robust and real-time visual perception 
system to understand the surrounding environment. This paper describes a fast 
visual landmark search and recognition mechanism for real-time robotics appli-
cations. The mechanism models two stages of visual perception named pre-
attentive and attentive stages. The pre-attentive stage provides a global guided 
search by identifying regions of interest, which is followed by the attentive 
stage for landmark recognition. The results show the mechanism validity and 
applicability to autonomous robot applications.    

1   Introduction 

Autonomous robot navigation needs a reliable and robust visual perception system to 
gain an understanding and awareness of the surrounding environment. Such a system 
could be modeled based on the effectiveness and robustness of a human visual sys-
tem. Observation of the human visual system indicates that people are capable of 
quickly detecting a flying object and successfully avoiding collision, without the 
needs of object recognition. The identification of the flying object comes after the 
collision avoidance behaviour.  This leads to a suggestion that human visual percep-
tion has two stages named pre-attentive and attentive [1]. Pre-attentive stage is a fast 
global process, which aims at identifying regions of interest (ROI) that are most likely 
to have the target object embedded within it. In comparison the attentive stage is a 
high level process that identifies the objects within the selected ROI regions. This is a 
slow computationally intensive process.  

In general, when encountering a visual scene, people tend to focus on the most 
‘eye catching’, contrasted or coloured regions. This ability can be modeled by the 
pre-attentive stage, where the input image is quickly analysed to determine ROI re-
gions prior to any thorough object search. This allows the system to concentrate on 
ROI regions and provide a guided search mechanism for fast object recognition in the 
attentive stage.  

Many attempts to model the pre-attentive process of visual perception have been 
reported in recent literature. The common methods are to detect the most ‘stand out’ 
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regions based on color, features and high contrast.  In  [2, 3], the ROI regions are 
selected using a colour segmentation, prior to landmark recognition using genetic 
algorithms.  In [4], the most highly contrastive regions are considered as ROI regions, 
where landmark recognition is performed using selective attention adaptive resonance 
theory (SAART) neural networks, starting from the highest contrastive region to the 
lowest region. ROI regions are larger than memory images such that a thorough 
landmark search and recognition is performed within each selected ROI region. This 
paper presents an alternative implementation of the pre-attentive stage by using 
knowledge from memory images to select ROI regions for landmark recognition.  

2   Pre-attentive and Attentive Stages for Visual Landmark Search 
and Recognition 

The proposed visual landmark search and recognition architecture mimics the con-
cepts of pre-attentive and attentive stages in the human vision system for landmark 
recognition. Although the proposed architecture is a simpler system, with fewer func-
tions and may be subjected to minor violations to the actual human vision system, the 
architecture is capable of providing fast and robust landmark search and recognition. 
The overall architecture shown in Figure 1 is divided into two distinct, bottom and 
top sections, to model the pre-attentive and attentive stages of visual perception re-
spectively. Initially, a grey level input image of 240x320 pixels resolution is pre-
processed using a 3x3-mask Sobel edge detection. The edge image is used to produce 
a dilated image using a 5x5 averaging window, where each pixel in the dilated edge 
image summons the average edge activities over a local 5x5-region in the Sobel edge 
image. This process is used to achieve distortion invariant landmark recognition [5], 
where the distorted edges are compensated by adjacent neighboring pixels. The di-
lated image is then passed through the pre-attentive stage, which involves the deter-
mination of ROI regions and further processes each ROI region to classify as poten-
tial regions (PR). Only PR regions are passed into the attentive stage for landmark 
recognition, all remaining regions are discarded.  

The determination of PR regions uses the knowledge obtained from memory im-
ages to calculate two thresholds for each landmark: ROI and signature thresholds. 
First of all, considers three memory images of three different landmarks shown in 
Figure 2, a total number of significant pixels which describes a shape of each land-
mark is calculated by comparing each pixel against a small threshold to remove weak 
edges. A ROI threshold is set for each landmark, which is equal to 50% of the total 
number of significant pixels of the corresponding memory image. Signature thresh-
olds on the other hand are calculated based on edge activities of internal features of 
each landmark, named unique region(s). These regions are fixed regions, describing 
physical internal appearances of each landmark and are unchanged from the camera 
field of views.  The signature threshold is set to be equal to the number of significant 
pixels in the selected unique region(s) of each landmark. 
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Fig. 1. The overall image processing architecture that combines the pre-attentive and the atten-
tive stages 

 

Fig. 2. Three edge detected images of selected landmarks. Regions indicated are unique re-
gions, used for the determination of the signature threshold for each landmark 

The determination of PR regions and ROI regions are based on the comparison of 
input regions (within the 50x50 search window) against both the ROI and signature 
thresholds. The input region that is greater than ROI threshold is classified as the ROI 
region. Then each ROI region is subjected to a further comparison with the signature 
threshold before being promoted into the attentive stage, where it is subjected to in-
tensive image processing for landmark recognition.  

In the attentive stage, the landmark recognition architecture is developed based on 
previous works [4-7], where a vision-inspired SAART neural network is proposed for 
landmark recognition. The SAART neural network is a derivation of adaptive reso-
nance theories (ART) proposed by Grossberg and Carpenter [8, 9]. It incorporates an 
additional mechanism for top-down memory selective attention, which is achieved by 
pre-synaptic modulation of the input to facilitate relevant portions and inhibit irrele-
vant portions of input images. Thus enables the system to recognise known objects 
embedded in clustered images. The SAART neural network is a dynamic system and 
thus computationally intensive. Therefore, instead of using the whole network, the 

Unique Regions
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developed architecture uses only the top-down memory modulation mechanism. This 
mechanism uses the knowledge from memory to assist the early stage of features 
extraction, which increases the robustness of the landmark recognition system. Each 
extracted region is subjected to template matching with the corresponding memory 
image using the cosine rule between two 2-D images. This results in a match value 
range from 0-1 (where 1 represents 100% match), which is evaluated against a match 
threshold of 90%.  

3   Results and Discussions  

The performance of the developed pre-attentive stage is evaluated by measuring the 
time taken to completely process a series of selected scenes both with and without the 
pre-attentive stage. Five different scenes of different indoor environment are selected 
to demonstrate the effectiveness of the pre-attentive stage. The first input scene is 
selected with the landmark embedded in a clean background to provide an insight into 
the system ideal performance. The scene-2 and sense-3 are selected from office envi-
ronment, and sence-4 and sence-5 are selected from a corridor environment. Figure 3 
shows different image processing stages for scene-4. Initially, the system performed 
Sobel edge-detection on an input grey level image producing an edge image, which is 
blurred using a 5x5 averaging mask as shown in Figure 3(b) and Figure 3(c) respec-
tively. The blurred image is than entered the pre-attentive stage, where a 50x50 
search window is scanning across the image for PR regions determination, which is 
followed by landmark recognitions in the attentive stage. The results of the landmark 
search and recognition process are converted into a range from 0-255 and displayed 
as a grey level image in Figure 3(d), with the highest level of contrast represents the 
highest match value. The black regions are ones that have been skipped by the pre-
attentive stage. The landmark is found at a location, where the match value is greater 
than the match threshold.  

 

The time taken to process each selected scene is summarised in Table 1. The sys-
tem takes 7.025s on average to process the input image without the pre-attentive 
stage. The system performance has improved significantly with the integration of the 

Table 1. The time taken to process each selected scene 

Algorithms Scene 1 Scene 2 Scene 3 Scene 4 Scene 5 

Without Pre-Attentive 6.91s 7.12 7.02s 7.098s 6.987s 

Pre-Attentive 
   ROI Threshold 

0.423s 4.051s 4.092s 3.246s 2.711s 

Pre-Attentive 
   ROI Threshold  & 
   Signature Threshold  

0.276s 2.206s 3.665s 2.926s 1.328s 
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(a) (b) 

(c) (d) 

Match 
Location 

pre-attentive stage. For scene-1 the system is able to reduce the processing time to 
0.423s using the ROI threshold and with a further reduction to 0.276s using signature 
threshold. This is the system ideal performance in clean background. In the office and 
corridor environments, scene-2 to scene-5, the processing time is reduced to ap-
proximately 2-4 seconds, with a further reduction to 1 to 2 seconds by applying the 
signature threshold. 

Fig. 3. A sample processed frame along a corridor. (a) Gray level input image, (b) Sobel edge 
detected image, (c) Dilated edge image, (d) Degree of match between memory and each region 
in the input scene, which is converted into a range from 0-255 and displayed as a grey level 
image 

4   Conclusions  

This paper has presented a fast visual search and recognition image processing archi-
tecture for real-time robotics applications. The architecture incorporates a simple 
implementation of pre-attentive and attentive stages for fast and robust visual land-
mark search and recognition. The proposed pre-attentive stage is able to reduce the 
recognition time from seven seconds to approximately 0.276 second depending on the 
amount of edge activities in the visual scene. The improvement in landmark recogni-
tion speed provides for real-time applications to autonomously navigating robots.  

However, further developments to this work are required to cope with various ro-
bot navigation speeds. As the robot navigates, the size of the landmark changes con-
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stantly. This requires the robot to be capable of size invariant landmark recognition. 
Similarly, the appearance of the landmark depends on the approaching angle, which 
leads to a requirement for 2D aspect view invariant landmark recognition.  
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Abstract. The paper presents a novel image (feature) interpolation method to 
reinforce the adaptive object recognition system. The system deals with texture 
images in a sequence according to changing perceptual conditions. When it 
recognizes several classes of objects under variable conditions, a fundamental 
problem is that two or more classes are overlapped on the feature space. This 
interpolation method is useful to resolve the overlapping issue.  

1   Introduction 

The computer vision systems work with image sequences and manipulate models of 
objects represented in each image frame, in order to learn the current situation and to 
represent temporal changes in adapting dynamic environments [1]. In other words, the 
systems improve these models over time (image sequence) to detect and track the 
changes between an object model and reality. In applying such systems to object 
surface recognition, it is particularly important to discriminate objects with changes in 
their surface textures. These texture characteristics are highly sensitive to resolution 
changes and variable lighting conditions. The resolution depends on the distance 
between an observer and an object. If the distance varies, the resolution automatically 
changes when the object is registered on the image. Previous research has listed 
problems with the classification of texture at different but known resolutions [2]. The 
intensity and the light spectrum of a light source changes over time and depends on 
atmosphere conditions. Strong and focused light can form and cast a shadow texture 
on the surface of objects. Diffused light may form different shades over texture 
elements. Since the shading area on the object surfaces is decided by the direction of 
illumination, local surface orientation can be estimated through a determination of the 
illumination direction [3]. 

This paper focuses on a specific problem in which the resolutions and qualities of 
object surfaces change when a vision system with a lighting source approaches object 
scenes gradually. The experimental works presented in this paper are limited to the 
texture recognition problem where the texture characteristics change significantly, yet 
smoothly, with a change in perceptual conditions. The sequence of texture images at 
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the image data level in Figure 1 and the sequence of texture features at the feature 
level illustrate the partial change of raw image resolution and of texture features, 
respectively. We can get the detailed and visible information over the increasing 
resolution in the sequence of texture images. The texture characteristics are not clear 
under low resolution whereas detailed and visible textures appear from high 
resolution images. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The generation of interpolated feature images according to the changes of texture 
characteristics and their associated texture models over images in a sequence 

2   Image Feature Interpolation 

Image interpolation is a technique for image synthesis to obtain intermediary images 
between two successive images. It is mainly used to solve image analysis problems 
such as image compression, image coding, object tracking, and animations (motion 
estimation).  

Image interpolation techniques are different according to image types such as still 
image, multi-frame images, and images in a sequence [4]. The still image 
interpolation considers the spatial information within a given image, whereas the 
image sequence interpolation deals with both spatial and temporal information 
available in a sequence of images. The interpolation for the multi-frame image 
focuses on several image frames registered from the same scene with different camera 
parameters.  

This paper adds an image feature interpolation method to the adaptive object 
recognition system [1] which focused on a sequence of images acquired by a camera 
with a black & white option (240x320 pixels, each pixel in the 256-grayscale). Images 
were registered in a lab-controlled environment under smooth changes in the distance 
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between the camera and the scene and under varying lighting conditions. The distance 
was gradually decreased, and the lighting source was gradually displaced across the 
scene. 

Each image is processed to extract texture features by using the most popular 
texture feature extraction methods, which are 1) Gabor spectral filtering [5], 2) Laws’ 
energy filtering [6,7], and 3) Wavelet Transformation [8-11]. Those methods have 
been widely used by researchers and perform very well for various classification and 
image segmentation tasks. 

The adaptive object recognition requires a novel interpolation method that is 
different from general methods for interpolating between two consecutive images, 
(I(k) and I(k+1)), for two reasons: 1) the system does not have any information for a 
forthcoming image (I(k+1)) when it deals with the current image (I(k)), and 2) it is 
often better than the direct image interpolation to interpolate feature images obtained 
through texture feature extraction methods, under the situation where texture 
characteristics on the images are gradually changed. The interpolation method is as 
follows: 

1. The previous images (…., I(k-2), I(k-1), I(k)) used for interpolation are selected. 
2. Feature images (F(1,k-1), F(2,k-1), F(3,k-1), …) of each image (I(k-1)) are 

obtained through feature extraction methods. 
3. Sample feature data are obtained from each feature image (F(i,k-1)) and the mean 

value and the standard deviation of the sample are estimated. 
4. For each feature (i), a polynomial equation is approximated according to the 

estimated mean values of feature images. 
5. New feature images are obtained according to their polynomial equations.  

 

Fig. 2. The change of feature distribution over a sequence of images (‘x’ and the range 
covering it indicate the mean and standard deviation values of a class, respectively) 

Figure 2 shows changes in the feature distribution of a certain class over a 
sequence of images when one of Gabor filters has been applied to extract texture 
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features. Each point (‘x’) and range represents a mean value and a standard deviation 
of a feature sample distribution at each class of an image. The change of feature mean 
values at each class over a sequence of images can be represented by a polynomial 
equation approximated by the interpolation method with least square curve fitting 
[12]. 

3   Model Modification with Feature Interpolation 

According to previous research [1], the adaptive object recognition can be achieved 
through a close-loop interaction between texture recognition and model modification 
systems. Texture recognition applies a RBF classifier to a current image of a 
sequence. The model modification of RBF classifier for adaptive object recognition is 
based on four behaviors such as accommodation, translation, generation, and 
extinction according to the change of perceptual conditions.  

The accommodation behavior adjusts the shape of the corresponding RBF node in 
order to cover the reinforcement cluster. This behavior is mainly used when only 
small adjustments to an existing node are needed. The translation behavior applies 
more progressive modification of the RBF node than the accommodation behavior. 
The generation behavior is used to create a RBF node when there is a large shift in 
data distribution or there is an increase in distribution complexity. The extinction 
behavior eliminates unnecessary RBF nodes, which are not utilized by the texture 
recognition system over a given period of the model evolution time. The purpose of 
this behavior is to prevent the RBF model from increasing the number of RBF nodes 
through the frequent application of the generation behavior. 

The most important issue in the model modification is to resolve the overlapping 
problem that feature data of opposite classes are confused when they are located in 
the feature space. The overlapping problem mainly occurs when feature data of a 
forthcoming image are closer to the opposite class than its associated class. The 
feature interpolation can often resolve the overlapping problem by bridging the gap 
between the forthcoming image and an object model based on the previous images of 
the same class. Figure 3 shows an example of the overlapping problem in the model 
modification for two classes. An interpolated sample shown in Figure 3 helps the 
recognition system to classify its corresponding forthcoming image.  

The feature interpolation does not always work well. It may make the recognition 
system confused by deriving the model modification incorrectly. Such a mistake 
happens when the prediction based on the feature change of the previous images can 
not be applied to the next image because the feature pattern of images in a sequence 
begins to change in a different direction. Therefore, a verification procedure for the 
feature interpolation is required. The reinforcement data obtained through the feature 
interpolation can be used for model modification only when they pass the verification 
procedure. After the model parameters of these reinforcement data are combined into 
RBF models for the purpose of the verification, the RBF models are applied to 
classify new coming data. If they reject classifying the majority of new coming data 
due to the overlapping of the opposite classes, we have to discard the reinforcement 
data collected from the feature interpolation and the model modification process  
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proceeds without regard to the feature interpolation (M(k) -> M(k+1) in the model 
level of Figure 1). However, if the rejection rate is less than the given threshold value, 
we can adopt the reinforcement data collected from the feature interpolation and the 
model modification process proceeds with regard to the feature interpolation (M(k) -> 
M(k+1/2) -> M(k+1) in the model level of Figure 1). 

 

Fig. 3. An example of an overlapping problem 

4   Experimental Results 

This section presents an improved experimental result (Figure 4) with the texture 
image sequence by comparing the result shown in previous work [1]. We applied the 
feature interpolation to partial images (only image 7 and 8 of 22 images) on which 
classification error rates are relatively high, in order to improve the competence of the 
adaptive recognition system. Figure 4 (left side) presents classification errors 
registered for each new incoming image I(i+1) without the feature interpolation 
before the RBF models are modified. Figure 4 (right side) presents classification 
errors when the interpolation is applied. In Figure 4 (right side), there are 24 indices 
on an X-axis, which are two more than the number of total images, since image 7 and 
8 take up each extra index for their associated interpolated feature images. In other 
words, the 7th, 8th, 9th and 10th indices indicate the 7th feature image, 7th interpolated 
feature image, 8th feature image, and 8th interpolated feature image, respectively. 
Through the feature interpolation, it can be shown that the classification error rates 
are reduced in the two images. 
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Fig. 4. Experimental results with 22 texture images in a sequence. Left and right diagrams 
indicate classification errors without interpolation and with interpolation for image 7 and 8 
before model modification, respectively 
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Abstract. A basic scheme for extracting digital image watermark is proposed 
using independent component analysis (ICA). The algorithm in terms of 
fastICA is discussed and used to separate the watermark from the mixed 
sources. The behavior of the proposed approach with several robustness tests of 
the image watermark is also carried out to demonstrate that ICA technique 
could provide a flexible and robust system for performing digital watermark 
detection and extraction. The preliminary experimental results show that the 
proposed watermarking method is effective and robust to some possible attacks. 

1   Introduction 

In the past decade, there exist many methods developed for hiding digital image 
watermarks in various areas such as digital images, video and other multimedia for 
the purposes of copyright protection. The success and the effectiveness of assessing 
the digital watermarking methods are based on both the efficiency of the algorithms 
used and the abilities of resisting the possible attacks. Recently, there is a rapid 
growth of digital image and digital image watermark since the recent growth of 
network multimedia systems has met a series of problems related to the protection of 
intellectual property rights. Digital watermark can be regarded as a procedure of a 
robust and imperceptible digital code, which consists of the specified information 
embedded in the host signals like digital images. All types of protection systems 
involve the use of both encryption and authentication techniques. One of these ideas 
for the protection of intellectual property rights is embedding digital watermarks into 
multimedia data [1]. The watermark is a digital code irremovably, robustly, and 
imperceptibly embedded in the host data and typically contains information about 
origin, status, and destination of the signals. The basic principles of watermarking 
methods use small and pseudorandom changes to the selected coefficients in the 
spatial or transform domain. Most of the watermark detection schemes apply some 
kinds of correlating detector to verify the presence of the embedded watermarking [1]. 

ICA technique is a signal processing algorithm to represent a finite set of random 
variables as the linear combinations of independent component variables [2,3]. The  
ICA for digital watermarking belongs to the method of removal attack [4]. In this 
contribution, ICA was proposed to deal with the problem of detecting the digital 
image watermark and testing the robustness of the proposed scheme.  
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2   The Scheme of Digital Watermarking 

Firstly, the procedure of watermarking embedding is provided. The basic idea is to 
add a watermark signal to the host data to be watermarked so that the watermark 
signal is unobtrusive and secure in the signal mixture but can be recovered from the 
signal mixture later on. Generally, three main topics were involved for designing a 
watermarking system, including design of the watermark W to be added to the host 
signal, the embedding method which incorporates the watermark to the host signal X 
to obtain the watermarked signal Y, and the proper extraction algorithm to recover the 
watermark information from the mixing signal. The watermark should be any signal 
related with a message. As a matter of fact, the differences of the watermark method 
are more or less dependent on the signal design, embedding, and recovery. Usually 
the correlation techniques are employed for watermark recovery [5]. We adopt the 
embedding procedure for our ICA scheme  

MbaKXW ∗++=  (1) 

bMaKXW ++=  (2) 

where X is the host data, K denotes key and the star symbol represents the 
convolution operation. Both M and K are inserted in the spatial domain of the X 
while a and b stand for the small weighting coefficients. The number of observed 
linear mixture inputs is required to at least equal to or larger than the number of 
independent sources so that the identification of ICA can be performed. Mostly, at 
least we need three linear mixtures of three independent sources for our purpose. 
Two more mixed images are generated to be added to the watermarked image W by 
using the key image and the original image I in which both c and d denote arbitrary 
real numbers: 

WW =1 ,  cKWW +=2 ,  dIWW +=3  (3) 

To apply ICA algorithm, three images above can be set as three rows in one 
matrix for the purpose of de-watermarking. 

3   Blind Extraction 

By using ICA, we desire to minimize the statistical dependence of the component of 
the representation [3,4]. The ICA is supposed that the time courses of activation of the 
sources are as statistically independent as possible. Most ICA is performed using 
information-theoretic unsupervised learning algorithms [4,5]. In this contribution, the 
fixed-point algorithm is adopted for detecting digital image watermark in two stages. 
First of all, the procedure of principal component analysis was used for whitening 
such that the whitened data matrix has the following form [6] 

RU T
ss

2/1  Y −Λ=  (4) 



Effective Approach for Detecting Digital Image Watermarking  951 

Where 
sΛ  denotes the diagonal matrix containing k eigenvalues of the 

estimated data correlation matrix, and Us is the matrix containing the respective 
eigenvectors in the same order. Thus from the rank of the diagonal matrix, the 
number of sources or independent components can be determined. Secondly, 
higher-order statistics (HOS) and their characteristics [7,8] were used for our 
problem. After finishing the procedure of whitening, the fastICA algorithm in terms 
of HOS can be summarized as the following three stages [9,10]: First, we need to 
choose an initial vector w(0) randomly which is normalized to be unit norm. The 
send stage is to estimate one ICA basis vector by using the following fixed-point 
iteration procedure: 

)1(3)]1([)( 3 −−−= kwkwYYkw T  (5) 

where (·)3 means the element-wise operation. Finally, w(k) is normalized in terms of 
dividing it by its norm. When w(k) is not converged, we need to go back to the 
second stage. If we can project a new initial basis vector w(0) onto the subspace 
which is orthogonal to the subspace spanned by the previously found ICA basis 
vectors, and follow the same procedure, other ICA basis vectors can be estimated 
sequentially. 

4   Experimental Results 

In this section, ICA is applied with some simulations to show the validity and 
feasibility of the proposed scheme. Both watermark detection and extraction are 
investigated. Fig.1 shows an example of watermark extraction. The performance of 
watermark extraction is evaluated by calculating the defined normalized correlation 
coefficient [11,12]:  
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(6) 

where L denotes the total number of pixels of the image, and both m and 
m̂ represent the original and the extracted watermark sequences with zero-mean 
values, respectively. The value range of r is between minus one and unity. The unit 
r means that the image extracted perfectly matched the original. The minus sign 
indicates that the extracted image is a reverse version of its original image. To 
evaluate the performance of the example in Fig.1, the normalized correlation 
coefficients between the original and the extracted images were estimated with the 
host image of 0.9991, the key image of about unity and the watermark of 0.9989, 
which proves that the fast ICA algorithm effectively separates the images from the 
mixture signal. 
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          (a)              (b)                    (c) 

 
         (d)        (e)                 (f) 

 
           (g)          (h)                    (i) 

Fig. 1. (a) original Debbie image, (b) key image, (c) watermark, (d) watermarked image, (e) 
and (f) generated mixture images, (g) extracted Debbie image. (h) extracted watermark, (i) 
extracted key 

5   Test of Robustness  

Test of watermark attack is another important problem for assessing the performance 
of the proposed digital watermarking method [13]. The watermark attack is a 
procedure which can be used to evaluate the robustness of the presented watermarking 
scheme. The watermarking system should be robust against data distortions 
introduced through standard data processing and attacks. There are several watermark 
attack techniques such as simple attacks, removal attacks and detection-disabling 
attacks. In this section, we focus on testing the attack performances under the 
conditions of noise addition, the image compression and the filtering. Firstly, the test 
of the noise addition was investigated. The watermarked Cameraman image is 
corrupted by the Gaussian noise. One simulation was carried out and shown in Fig. 2. 
Note that the maximum acceptable noise level is limited by comparing the energy 
strength of the embedded watermark. When the additive noise energy level goes up to 
40-50 times higher than the energy level of the text watermark, the simulation shows 
that the watermark become unpreventable. Next, the operation-compression is 
employed to test the watermarked image by using the Lenna image. The compressed 
format is JPEG and the compressed proportion is set with 8:1. Fig. 3 (a) and (b) show 
the original images. The extracted Lenna image and the watermark image in terms of 
the proposed algorithm are shown in Fig. 3 (c) and (d). The test results via JPEC 
compression demonstrate the success of the presented ICA method in extracting the 
watermark even after compression attacks. Finally, the attack of low pass filtering 
was carried out. Fig. 4 (a) and (b) give two watermarked Debbie images filtered with 
a 2D low-pass Gaussian and a 2D average filter of size 5x5, respectively. The text 
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watermark was shown in Fig. 4 (c).  The watermarked Debbie image filtered with a 
low pass average filter was demonstrated in Fig. 4 (d) while the extracted watermark 
image was given in Fig. 4 (e). It can be seen that the ICA scheme can well survive 
these types of low pass filtering attacks.  

 
(a)                            (b)                   (c) 

Fig. 2. Test of the strong noise attack. (a) original Cameraman image. (b) extracted Cameraman 
image. (c) extracted the watermark noise 

              
(a)                   (b)               (c)                           (d)  

Fig. 3. Illustartion of the robustness of ICA demixing ability with respect to JPEG compression. 
(a-b) the original images. (c-d) the extracted image from compressed mixtures of the originals 

                
(a)                      (b)                        (c)            (d)              (e) 

Fig. 4. The attack test with 2-D low-pass Gaussian filtering and two dimensional average 
filtering 

6   Conclusions 

We have presented a new scheme for the detection and the extraction of digital image 
watermarking based on independent component analysis. The fastICA algorithm was 
discussed and adopted to the problem of image processing. In addition, the ICA was 
used to investigate the robustness of the proposed procedure of digital image 
watermarking. Several aspects of attacks were also tested. The preliminary 
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experimental results demonstrate the success of ICA algorithm in performing the 
watermark detection and extraction. 
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Abstract. Many current face recognition algorithms are based on face represen-
tations found by unsupervised statistical methods. One of the fundamental prob-
lems of face recognition is dimensionality reduction. Principal component analy-
sis is a well-known linear method for reducing dimension. Recently, locally 
linear embedding (LLE) is proposed as an unsupervised procedure for mapping 
higher-dimensional data nonlinearly to a lower-dimensional space. This method, 
when combined with fisher linear discriminant models, is called extended LLE 
(ELLE) in this paper. Furthermore, the ELLE yields good classification results in 
the experiments. Also, we apply the Gabor wavelets as a pre-processing method 
which contributes a lot to the final results because it deals with the detailed sig-
nal of an image and is robust to light variation. Numerous experiments on ORL 
and AR face data sets have shown that our algorithm is more effective than the 
original LLE and is insensitive to light variation.  

1   Introduction 

Face recognition may be applied to a wide range of fields from security and virtual 
reality systems. One of the problems in face recognition is dimensionality reduction. 
Researchers up to now have proposed numerous dimensionality reduction algorithms 
published in the statistics, signal processing and machine learning literature. Principal 
component analysis and factor analysis are the two most widely used linear dimen-
sionality reduction methods based on second-order statistics. Locally linear embed-
ding (LLE), proposed recently by Saul and Roweis, is a conceptually simple yet pow-
erful method for nonlinear dimensionality reduction [2][7]. When combined with 
fisher discriminant analysis, which is called ELLE in this paper, it shows better clas-
sification performance. Furthermore, before applying ELLE to face recognition, we 
use Gabor wavelets as a preprocessing procedure on the data sets due to their exhibit-
ing desirable characteristics of spatial locality and orientation selectivity. 

2   Extended Locally Linear Embedding (ELLE) 

Consider a set of input data points of dimensionality D that lie on or near a smooth 
underlying nonlinear manifold of lower dimensionality d. Fig. 1 depicts such a situa-
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tion where the C-shape 3D points map to a 2D shape like a rectangular while keeping 
the topology structure. 

            
(a)                        (b)                     (c) 

Fig. 1. (a) A two dimensional manifold. (b) Sampled from (a). (c) Neighborhood preserving 
mapping discovered by LLE 

Just imagine that using a scissors to cut the manifold into small squares that rep-
resent locally linear patches of the nonlinear C-shape surface. And then put these 
squares onto a flat tabletop while preserving the angular relationship between 
neighboring squares. Thus, the LLE algorithm identifies the data’s nonlinear structure 
through two linear computational steps: 

In stage , the cost function to be minimized is defined as: 
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where )(iC  is the KK ×  matrix: 
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In stage , the weights W  are fixed and new m-dimensional vectors iy  are 

sought which minimize another cost function: 
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The jiW  can be stored in an nn ×  sparse matrix M , then re-writing equation 

(5) gives: 
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To improve the LLE standalone classification performance, one needs to combine 
LLE with some discrimination criterion. Fisher linear discriminant (FLD) is a widely 
used discrimination criterion in the face recognition community [3]. The be-
tween-class and within-class scatter matrices in FLD are computed by: 
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P ω  is a priori probability, C denotes the number of classes, )(⋅ε  is the 

expectation operator. iM  and M  are the means of the classes and the grand 

mean. The optimal projection is given by: 
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If we depict LLE algorithm as )(XLLE=Φ , when combined with FLD, each 

data point ix  is represented by a low dimensional feature vector computed by 

)}({ XLLEWY FLD=  (9) 

which we called extended locally linear embedding (ELLE). 

3   Experiments 

We first apply Gabor kernels on the data set to get the augmented feature vector as 
stated in [4]. Utilizing the ELLE algorithm proposed in section 2 to reduce dimension, 
we finally get the discriminanting features that will be used in recognition task. The 
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experiments are carried out using the “leave-one-out” strategy and the nearest 
neighbor classifier. The similarity measures include Euclidian distance and Maha-
lanobis distance. 

The first data set is ORL face library that consists of 400 gray level images of 
faces of 40 persons. Each image is cropped to the size of 64 64.The experiments of 
this paper are carried out on the whole data set of ORL. We implemented the PCA 
method [8], the LLE method, ELLE method without Gabor and tested their perform-
ance using the original face images. The comparative face recognition performance of 
the three methods is shown in Fig.2. The comparative result of PCA and ELLE with 
Gabor is shown in Fig.3. For PCA method [5], the Mahalanobis distance measure 
performs better than the Euclidian distance because it counteracts the fact that 
Euclidian distance measure weights preferentially for low frequencies in PCA space. 
And this is consistent with the result reported by Moghaddam and Pentland [6].While 
for LLE and its related methods, Euclidian distance measure is better. 

 

Fig. 2. Comparative recognition performance of PCA, ELLE without Gabor and LLE 

 

Fig. 3. PCA vs. ELLE with Gabor wavelets 

The second data set is AR database that contains over 4,000 color images corre-
sponding to 126 people’s faces with different facial expressions, illumination condi-
tions, and occlusions [1]. The experiments on AR involve 480 face images corre-
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sponding to 60 subjects. We tested both ELLE with Gabor feature extraction and PCA 
on these images. This time ELLE with Gabor feature extraction method is also better 
than PCA, but not just a little. The comparative result is shown in Fig.4. 

 

Fig. 4. Comparative recognition performance of ELLE with Gabor and PCA on AR 

4   Conclusion 

A novel method for face recognition, ELLE with Gabor feature extraction, is intro-
duced in this paper. Still we implemented some other methods for the comparison 
purpose. The experimental results, based on both ORL and AR databases, show that 
our novel method performs the best especially when the variations in illumination and 
facial expression is large. On the one hand, the ELLE with Gabor feature extraction is 
capable of identifying the underlying structure of high dimensional data and discov-
ering the embedding space nonlinearly of the same class data set. While for large data 
sets, they do not guarantee necessarily good embedding if the distribution of the data 
is not adequate. Thus a prior knowledge on the data distribution can be greatly help-
ful. A good illustration is that in face recognition, all images belonging to the same 
person should be the neighbor candidates. The experimental results also proved this. 
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Abstract. Automated image processing has great potential to aid in the 
classification of biological images. Many natural structures such as neurons 
exhibit fractal properties, and measures derived from fractal analysis are useful 
in differentiating neuron types. When fractal properties are not constant in all 
parts of the neuron, multifractal analysis may provide superior results. We 
applied three methods to elucidate the variation within 16 rat retinal ganglion 
cells: local connected fractal dimension (LCFD), mass-radius (MR) and 
maximum likelihood multifractal (MLM) analyses. The LCFD method 
suggested that some of the neurons studied are multifractal. The MR  
method was inconclusive due to the finite size of the cells. However, the MLM 
method was able to show the multifractal nature of all the samples, and to 
provide a superior multifractal spectrum. We conclude that the latter method 
warrants further attention as it may improve results in other application areas. 

1   Introduction 

The aim of this work is to collect evidence regarding the relative performance of three 
methods of multifractal analysis. We hope to use such measures to increase our 
knowledge about the structure of neurons. We were able to show that, in our 
application area, the third method is clearly superior. We can also conclude that the 
structure of these cells is multifractal. These observations indicate that the maximum 
likelihood multifractal (MLM) method is appropriate for this type of cells. 

Fractal analysis is a useful tool in automated image processing, as it provides 
objective, quantitative measures that can help to characterize complex shapes. 
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Neurons are known to fall into several types, but distinguishing these types is a 
continuing problem and can be approached from an AI perspective [1, 2]. As neurons 
possess fractal structure, the global fractal dimension has been suggested as a useful 
measure [3]. Calculating the global fractal dimension of rat retinal ganglion cells 
(RGCs) has provided valuable additional data for classification of these cells and 
elucidating functional relationships [4]. Our work on rat RGCs suggests that the 
structure of such tissue is complex, and that there is great benefit to be obtained by 
applying a more sophisticated analysis than the global fractal dimension such as 
multifractal analysis. The presence of multifractal features has been demonstrated in 
the physical sciences such as ecology, but in biology and especially in neuroscience, 
establishing whether or not neurons are multifractal remains elusive [3, 5]. The 
problem is to determine if the branching pattern of neurons represents one or more 
developmental processes at work. The images studied in this work did not conform to 
the expected monofractal or multifractal attributes using traditional fractal analysis.  
This anomaly prompted us to apply a novel unbiased multifractal analysis method - 
the Maximum Likelihood Multifractal method (MLM).  

2   Fractal Analysis 

The fractal dimension is a measure of the complexity and self-similarity of an image, 
and is becoming accepted as a feature for automated classification of images having 
branching structures. A characteristic of fractal geometry is that the length of an 
object depends on the resolution or the scale at which the object is measured [3]. This 
dependence of the measured length on the measuring resolution is expressed as the 
fractal dimension (D) of the object applicable when structures have a homogeneous 
fractal pattern distribution (Equation 1). 

D = lo gN ( r )

lo g
1
r  

(1) 

where r is the scaling factor and N(r) is the number of subsets for the scaling factor. 
Many biological structures such as the dendritic pattern of neurons are not 

homogeneous (Figure 1) with the periphery being less dense compared to the central 
parts near the cell body. 

To ascertain the complexity of any number of components within an object, two 
methods can be used: 1) the local fractal dimension (Dlocal) or the local connected 
fractal dimension (Dconn) and 2) determination of the multifractal spectrum [6, 7]. Dconn 
has been extensively used in histopathology [6]. However Dconn does not indicate 
multifractality. The box-counting method has been intensely investigated for use in 
multifractal analysis in biology but has several limitations [7]. The main problem with 
this method is its sensitivity to the extent the boxes are filled and is manifested for q < 
0 where the D(q) function increases monotonically rather than decreases [8]. The 
determination of the spectrum using the mass-radius method has attempted to address 
this problem and D(q) spectra decreasing monotonically with increasing q have been 
obtained for images other than neurons [9]. 
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Fig. 1. Example of the dendritic pattern of a rat retinal ganglion cell 

To eliminate biases such as a low number of data points and finite size effects, 
Roberts and Cronin have proposed a Maximum Likelihood Multifractal (MLM) 
analysis that compares characteristics of the data to artificially constructed 
multifractals based on a binary multiplicative process [10]. By maximizing the 
likelihood that the characteristics of the image to be analyzed are the same as a 
multifractal distribution, the multifractal nature of the data may be modeled by the 
characteristics of the artificial multifractal with the same number of data points as the 
data set. 

In this work, we apply three multfractal methods to a set of images obtained from 
rat retinal ganglion cells. We compare these three techniques, showing the superiority 
of the latter method. 

3   Methods 

Drawings of 16 rat retinal ganglion cells (RGCs) were analyzed as binary images. We 
performed a local connected fractal dimension analysis, estimated the multifractal 
spectrum using the mass-radius method and performed the MLM analysis to show the 
superior results of this method. 

3.1   Local Connected Fractal Dimension 

For a particular pixel P in the set, the pixels locally connected to P within a window 
of set side size (the analyzing window) is computed. Next, the "mass" or number of 
pixels N(ε) in increasingly large sub-windows of size ε (all the odd values from 1 to 
maximum size) always centered at P is counted. This is repeated for all possible (non-
empty) locations of the image. The dependence of the number of pixels on a particular 
window size is a scaling relation, Dconn that may be estimated by the linear regression 
of the logarithm of the mass in a box of size ε on the logarithm of ε. Values of Dconn 
describe the local complexity of the locally connected set [6].  

3.2   Mass-Radius Multifractal Analysis 

The mass-radius method is a measure of mass distribution. Consider all circles of 
radius r that have their centre on the object. Let Mi(r) be the mass within the ith circle 
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and the total number of circles of radius r be N(r). Then Z(q,r), which is a density 
measure where q acts as a filter is defined as  

Z(q,r) = [Mi(r)]q

N(r)i=1

N (r)

  . (2) 

The multifractal dimension D(q) is given by 

qD(q) = log(Z(q,r))

log(r)
 . (3) 

3.3   Quaternary Maximum Likelihood Multifractal Analysis 

For each image, the inter-point distances of all data points was determined to estimate 
the partition function Z(q,r) as a function of length scale r. Plotting log Z versus log r 
a curve is fitted and any changes in the slope are identified. The kink in the slope 
separates the data into small and large-scale measures. Our analysis was restricted to 
the larger, relative coarser, length scales consisting of a few hundred data points to 
reduce the processing time. For the large-scale analysis Approximately 400 data 
points were retained from each image. For the multifractal analysis, the program fits a 
multiplicative quaternary multifractal to the inter-point distance information 
summarized in the correlation density function Z(q,r). From the parameters of the best 
fit we determine any multifractal properties, such as the appropriate generalized 
dimension curves. 

 

  
(a) (b) 

Fig. 2. The multi fractal distribution of for the 16 rat ganglion cells using a) local connected 
fractal dimension and b) mass-radius method 

4   Results 

Figure 2a depicts the distribution of the local connected fractal dimensions for all 
sixteen cells. Notice that one cell stands out as very different from the rest. For  
Dconn ~1.35 there is more than one order of magnitude difference in relative frequency 
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of local connected dimension counts between this cell and the other cells. This 
analysis confirms that all the cells examined, with the possible exception of one, may 
be considered multifractal and warrant further analysis. 

The results of the multifractal analysis using the mass-radius method are shown in 
Figure 2b. For the images studied, the D(q) spectrum is monotonically increasing for 
negative q apart for one cell image.  

Figure 3 shows the multifractal spectra for all 16 cells analyzed using the MLM 
analysis. Note the difference in slope between q = -1 and q = 3, clearly indicating that 
the majority of cells are based on a multifractal construction. Of particular interest is 
the cell indicated above with the LCFD analysis (Figure 2a), which in this graph 
stands out, with a very low value (1.5) for D(q) when q = 3. Unlike the results of the 
mass-radius method, the MLM Analysis has confirmed that the cell identified as 
different from the others by LCFD analysis is indeed multifractal. 

 

Fig. 3. Estimated generalized dimensions for the large scale branching structure of each of the 
cell images using the maximum likelihood multifractal analysis 

5   Discussion 

Applying MLM analysis provides quantitative evidence of the multifractal nature of 
neurons. Various approaches have been investigated that identify morphological 
differences at a local level. Our results clearly indicate a range of LCFDs associated 
with rat RGCs. Although the mass-radius method indicates some heterogeneity of the 
images the results are anomalous due to the increasing D(q) spectrum [3]. The MLM 
method is ideal as it uses less processed data and allows analysis of finite-size images.  
In addition the number of points used in the analysis can be selected and thus the 
scaling region. We suggest that the MLM is an improvement on existing methods for 
the multifractal analysis of biological material. This is because the method depends on 
the image data being superimposed on the quaternary multiplicative process. The 
results from this method pertaining to a range of q values and combined with other 
morphological parameters such as circularity, density or area provide the basis for AI 



H.F. Jelinek et al. 966

methods, such as automated classification, to be applied optimally for cell 
classification paradigms [1]. 
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Abstract. Edge detection is one of the fundamental operations in
computer vision with numerous approaches to it. In nowadays, many al-
gorithms for edge detection have been proposed. However, most
conventional techniques have assumed clear images or Gaussian noise
images, thus their performance could decrease with the impulse noise. In
this paper, we present an edge detection approach using Discrete Singu-
lar Convolution algorithm. The DSC algorithm efficiently detects edges
not only original images but also noisy images which are added by Gaus-
sian and impulse noise. Therefore, we evaluate that the performance of
the DSC algorithm is compared with other algorithms such as the Canny,
Bergholm, and Rothwell algorithm.

1 Introduction

Edge detection is a front-end processing step in most computer vision and image
understanding systems such as the AI research field. The accuracy and reliability
of edge detection is critical to the overall performance of these systems. Among
the edge detection methods proposed so far, the Canny edge detector is the most
rigorously defined operator and is widely used. We select the Canny algorithm
to compare with the DSC algorithm.

In recently, a discrete singular convolution (DSC) algorithm was proposed as
a potential approach for computer realization of singular integrations [1]. The
mathematical foundation of the algorithm is the theory of distributions [2] and
wavelet analysis. Sequences of approximations to the singular kernels of Hilbert
type, Abel type and Delta type were constructed. In solving differential equa-
tions, the DSC approach exhibits the accuracy of a global method for integration
and the flexibility of a local method for handling complex geometry and bound-
ary conditions. In the context of image processing, DSC kernels were used to
facilitate a new anisotropic diffusion operator for image restoration from noise
[3]. Most recently, DSC kernels were used to generate a new class of wavelets,
which include the Mexican hat wavelet as a special case.

The purpose of this paper is to propose a new approach based on the DSC
algorithm for edge detection. We illustrate this approach by using a special
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class of DSC kernels, the DSC kernels of delta type. In particular, DSC kernels
constructed from functions of the Schwartz class are easy to use. Comparison
is made between the DSC detection algorithm and the existing algorithms for
edge detection such as the Canny, Bergholm, and Rothwell. Experiments indicate
that the new approach is effective for image edge detection under severe Gaussian
white noise and impulse noise.

2 The Overview of the Previous Algorithms

The Canny edge detection algorithm is considered a standard method used by
many researchers. The Bergholm edge focusing algorithm was selected because
it represented an approach that used a scale space representation to try to find
edges that are significant. [4]. The last algorithm included in the experiment was
unique in that it employed dynamic thresholding that varied the edge strength
threshold across the image. The implementation of this algorithm was performed
by combining pieces of the Canny edge detector code and pieces of C++ code
obtained from the authors of the paper[5].

3 Discrete Singular Convolution

3.1 The DSC Algorithm

It is most convenient to discuss singular convolution in the context of the theory
of distributions. A singular convolution is defined as equation(1). Let T be a
distribution and η(x) be an element of the space of test functions

F (t) = (T ∗ η) (t) =
∫ ∞

−∞
T (t− x) η (x) dx (1)

Where T (t − x) is a singular kernel. Of particular relevance to the present
study is the singular kernels of the delta type in equation(2)

T (x) = δn(x), n = 0, 1, 2, . . . (2)

Where δ is the delta distribution.With a sufficiently smooth approximation,
it is useful to consider a discrete singular convolution (DSC)

Fα(t) =
∑

k

Tα (t− xk) f (xk) (3)

Where Fα(t) is an approximation to F (t) and xk is an appropriate set of
discrete points on which the DSC is well defined. Here, in general, f(x) is not
required to be a test function.

An important example of the DSC kernels is Shannon’s delta kernel

δα(x) =
sin(αx)
πx

(4)
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3.2 The DSC Filters

From the point of view of signal processing, Shannon’s delta kernel δα(x) corre-
sponds to a family of ideal low pass filters, each with a different bandwidth.

ψα(x) =
sin2αx− sinαx

πx
(5)

Their corresponding wavelet expressions are band pass filters. Both δα(x)
and its associated wavelet play a crucial role in information theory and theory
of signal processing. However, their usefulness is limited by the fact that δα(x)
and ψα(x) are infinite impulse response (IIR) filters and their Fourier trans-
forms δ̂α(x) and ψ̂α(x) are not differentiable. Computationally, φ(x) and ψ(x)
do not have finite moments in the coordinate space; in other words, they are
de-localized. This non-local feature in coordinate is related to the band limited
character in the Fourier representation according to the Heisenberg uncertainty
principle. To improve the asymptotic behavior of Shannon’s delta kernel in the
coordinate representation, a regularization procedure can be used and the re-
sulting DSC kernel in its discretized form can be expressed as

δσ,α(x− xk) =
sin(π/∆)(x− xk)

(π/∆)(x− xk)
e−(x−xk)2/2σ2

σ > 0 (6)

3.3 The DSC Detectors

To design the edge detectors, we consider a one dimensional, nth order DSC
kernel of the delta type

δn
σ,α(x− xk), n = 0, 1, 2. . . (7)

Here δ
(0)
σ,α(x− xk) = δσ,α(x− xk) is a DSC filter.

δ(n)
σ,α(xm − xk) =

[(
d

dx

)n

δσ,α(x− xk)
]

x=xm

(8)

It is the impact of parameter σ on the filters in the time-frequency domain.
The DSC parameter α can be utilized to achieve an optimal frequency selec-
tion in a practical application. For example, in many problems, the object to be
processed may be corrupted by noise whose frequency distribution mainly con-
centrates in the high frequency region. Therefore, a small α value can be used
to avoid the noise corruption.

In the present work, the nth order DSC edge detector for Noisy Image, or
the nth order coarse-scale DSC edge detector, is proposed as

DSCNIn(xi, yj) =
∣∣∣∣ Wn∑
k=−Wn

Wo∑
l=Wo

δ(n)
σn,αn

(xi − xk)δ(0)
σ0,α0

(yj − ylI(Xk, yl))
∣∣∣∣

+
∣∣∣∣ Wo∑
k=−Wo

Wn∑
l=Wn

δ((0))
σ0 ,α0

(xi − xk)δ(n)
σn ,αn

(yj − ylI(Xk, yl))
∣∣∣∣ n = 1, 2, . . . (9)
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Here I is a digital image. For simplicity, the details of this procedure are not
presented in this paper.

4 Experimental Methods and Results

To demonstrate the efficiency of the proposed approach, we carry out several
computer experiments on gray-level images. We select standard images, which
are both real and synthetic images. Fig. 1 shows representative images. The
resolution of all images is 8-bit per pixel. The size of all images is 256×256. The
computation is carried out in a single computer. For definiteness and simplicity,
we set the parameter W =3 for all experiments in this section. In the present
work, the edge detection consists of two steps: edge magnitude calculation, and
thresholding. For simplicity, a fixed threshold is used in the experiments.

4.1 Noisy Images

To investigate the performance of the DSC algorithm under noisy environment,
we consider a number of low grade images. The Fig. 1 (a) present the noisy
images, which are generated by adding I.I.D. Gaussian noise and Impulse Noise,
and the peak-signal-noise-ratio (PSNR) for each image is 15 dB. Fig. 1 illustrates
the resulting edge images detected from noisy environment, obtained by DSC,
the Canny detector, Bergholm, and Rothwell detectors.

In general, the detected edges are blurred due to the presence of noise. The
three conventional detectors, the Canny, Bergholm, and Rothwell, detect not
only spatially extended edges, but also many spurious features due to noise. As
a result, the contrast of their edge images is poor. Whereas, much sharper edge
images are successfully attained by the DSC detector, as shown in Fig. 1(b). The
difference in contrast stems from the fact that the DSC detects edges at a coarse
scale, in which the high frequency noise has been remarkably smoothed out.
As mentioned in the introduction, the Canny detector [6]was formulated as an
optimization problem for being used under noise environment. The parameter is
taken as σ = 1.5 as suggested by other researchers. Obviously, there is a visual
difference between those obtained by using the DSC detector and the Canny
detector. These experiments indicate the performance of the DSC based edge
detector is better than that of the Canny detector.

4.2 Objective Performances

To obviously validate the DSC detector further, we present an alternative eval-
uation in this subsection. Edge detection systems could be compared in many
ways. For synthetic images, where the exact location of edges is known, Abdou
and Pratt [7] proposed a figure of merit to objectively evaluate the performance
of edge detectors. It is a common practice to evaluate the performance of an
edge detector for synthetic images by introducing noise in the images. A plot of
F against the PSNR gives the degradation in the performance of the detector.
The value of F is less than or equal to 1. The larger the value, the better the
performance.
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(a) (b) (c) (d) (e)

Fig. 1. Sample images(a). Edge images of the real(first row) and synthetic(second row)
images with Gaussian and Impulse noise were obtained by (b) DSC detector(column1)
(c) Canny detector(column2) (d) Bergholm detector(column3) (e) Rothwell detec-
tor(column4)

In Fig. 2, when the noise level is low, the F values are very close to 1 and the
performances of all the four detectors are very satisfactory. With the increase of
the noise level, the F value of two difference detectors which are the Bergholm
and the Rothwell detectors is dramatically decreased. The F value of difference
between DSC and those of two detectors is almost 0.6 when PSNR is 15 dB. In
contrast, the Canny detector and the DSC detector achieve large F values over
the domain of interest, suggesting their superiority to other two detectors. It is
noted that the performance of an DSC is better than that of the Canny detector
for small PSNR values.

4.3 Discussion

The Rothwell detector obtains better performance than the Bergholm detector
because of dynamic threshold method. However, these two detectors do not carry
out excellent results at noisy images. It is well-known that the performance of
the Canny detector depends on the computational bandwidth W and standard
deviation σ. These parameters can be utilized to obtain edges which are opti-
mized with respect to the space of parameters for each given image. In particular,
the parameter σ gives rise to excellent time-frequency localization. However, the
Canny filter does not provide much freedom for frequency selection. In contrast
to the Canny detector, the DSC detector has one more parameter α. Thus, DSC
detector should perform at least as well as the Canny detector.

The DSC detector has an extra parameter, αn, which controls DSC filter
frequency selection . Experiments indicated that, when αn decreases, fine details
are smoothed out and main edge structures appear significant. This property can
be utilized to deal with images corrupted with color noise, for which the Canny
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Fig. 2. The Figure of Merit of the synthetic image with noise

detector is not the best choice. The ability of frequency selection is important
to many practical applications, for instance, AI research.

5 Conclusion

This paper introduces the DSC algorithm for edge detection. A number of DSC
filters, low-pass filters, are proposed in the context of distribution theory. A
family of regularized DSC kernels is constructed for denoising and data inter-
polation. The performance of the proposed algorithm is compared with other
existing methods, such as the Canny, Bergholm, and Rothwell. The Canny de-
tector can be optimized with respect to the filter length and time-frequency
localization, whereas, the DSC detector can be optimized with respect to one
more parameter,α, which plays the role of frequency selection. Experiments on a
two kinds of images have been carried out with some selected DSC parameters,
and the performance of DSC detectors is better than that of the Canny detector.
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Abstract. Nonparametric methods in statistics is introduced to ana-
lyze decision tables. First, the raw decision table is translated to a series
of corresponding contingency tables between each condition attribute
and the decision attribute, and then, dependence significance testing
is finished to make sure if a condition attribute is correlated with the
decision. Finally, we get the reduct of decision table at a special signif-
icance level, as well as all the first-order rules. Our experiments show
that the nonparametric statistical method we proposed is feasible and
efficiently.

1 Introduction

A decision table is a tabular representation used to describe and analyze proce-
dural decision situations, where the state of a number of conditions determines
the execution of a set of actions [1]. Moreno Garcia A.M. et. al gave an overview
of decision table literature from 1982 to 2000 in [2], which consists of about eight
hundred references.

For decision tables, literature references focus on the attribute reduction and
acquisition of decision rules. One effective method is the rough set theory, which
is proposed by Pawlak Z. (1982) [3] to deal with imprecise or vague concepts.
But rough set theory still has disadvantages. For example, there is no statistical
analysis during the process of knowledge discovery using rough set theory [4].
It is well known that the databases we studied are usually samples. If there
is no statistical evidence, the results obtained from these samples cannot be
generalized to the population. We can also find comparison between statistical
models and rough set analysis, see [4–6].

The nonparametric methods in statistics are proposed in this paper to ob-
tain the reduct and decision rules based on the contingency tables between each
condition attribute and the decision attribute in the raw decision table. Further-
more, the correlated measure of a condition attribute relative to the decision
attribute can be calculated. In Sect. 4, experiments are given to describe the
process. The results we acquire are the same as that of rough set theory.
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2 Reduction of Decision Table Using Rough Set Theory

The correlated definitions in rough set theory are as follows.

Definition 1 ([7]). An Information System is a triplet (U,A,F ), where U =
{x1, . . . , xn} is a finite set of objects xi(i ≤ n), A = {a1, . . . , am} is a finite set
of attributes aj(j ≤ m); F = {fj : j ≤ m} is a set of relationship between U
and A, fj : U → Vj(j ≤ m), Vj is the value set of attribute aj. A decision table
(U,C,D,F ) is an information system when the attributes in A are composed by
condition attribute set C and decision attribute set D, i.e. A = C∪D, C∩D = ∅.

Definition 2 ([8]). Let (U,C,D,F ) be a decision table. Decision attribute set
D is called depends on condition attribute set C in a degree k (0 ≤ k ≤ 1), if:

k = γ(C,D) =

|
⋃

X∈U/D

R(X)|

|U | ,

where R(X) = {x ∈ U : C(x) ⊆ X} is called C-lower approximation of X.

Definition 3 ([8]). For the minimum subset C ′ of C, if γ(C,D) = γ(C ′,D),
we call C ′ a D-reduct of C, which is also called the reduct of the decision table.

In addition, according to the rough set theory, we can get the simplest clas-
sification rule, which is such a rule that has only one condition attribute. We
name it the first-order rule in the following text.

Theorem 1. In a decision table (U,C,D,F ), suppose c ∈ C, d ∈ D. We can
get the first-order rule: if c = i, then d = j, when the following conditions hold:

Rc(Dj) = {x ∈ U ; [x]c=i ⊆ Dj} �= ∅ ,

and Rc(Dh) = {x ∈ U ; [x]c=i ⊆ Dh} = ∅ (for h �= j ) .

Where, [x]c=i = {y ∈ U ; fc(x) = fc(y) = i}, Dj = {y ∈ U ; fd(y) = j}.

Proof. It is easy to see that the conditions of the above proposition means: when
c = i, d has only one value j. So, we get such the first-order rule. ��

3 Nonparametric Statistical Analysis on Decision Table

For an arbitary decision table with only one decision attrbute, nonparametric
statistical methods based on the contingency tables are introduced to analyze the
decision table. One is hypothesis testing to show if there is dependence relation
between cl ∈ C and d ∈ D, the other is to compute their dependence degree.

All the contingency tables between each condition attribute cl and the deci-
sion attribute d based on a decision table can be obtained as Table 1. Where,

αi = |{x : fl(x) = i, x ∈ U}|, (i ≤ |Vl|) ,
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Table 1. cl-d contingency table of a decision table

cl = 1 cl = 2 . . . cl = |Vl| Sum

d = 1 x11 x12 . . . x1,|Vl| β1

d = 2 x21 x22 . . . x2,|Vl| β2

. . . . . . . . . . . . . . . . . .
d = |Vd| x|Vd|,1 x|Vd|,2 . . . x|Vd|,|Vl| β|Vd|
Sum α1 α2 . . . α|Vl| N = |U |

βj = |{x : fd(x) = j, x ∈ U}|, (j ≤ |Vd|) ,

xji = |{x : fl(x) = i, fd(x) = j, x ∈ U}|, (i ≤ |Vl|, j ≤ |Vd|) .

Because the dependency relation between variables in samples can’t show
their dependency relation in population, here we choose chi-square testing to
resolve the problem. The set of those condition attributes correlated with the
decision attribute is the reduct of the decision table.

Theorem 2 ([9]). For contingency table shown as Table 1, the test statistic

χ2 =
|Vd|,|Vl|∑

j,i=1

(xji − αiβj/N)2

αiβj/N
(1)

asymptotically follows chi-square distribution with the degree of freedom df =
(|Vd| − 1)(|Vl| − 1).

In addition, when the relationship we study is to forecast d using cl, the
Lambda dependence measurement used in categorical data, one of the PRE
(Proportionate Reduction in Error) measurement, can express the relativity be-
tween these two attributes [10]. The Lambda coefficient is as follows:

λdcl
=
∑
md −Md

N −Md
, (2)

where Md is mode of variable d, md is mode of variable d in each column. The
formula shows the reduction in error when forecasting d using cl, and also shows
the dependence degree between these two variables.

Specially, we can obtain the first-order rules of a decision table through ob-
serving the number of non-zero value in one column in each cl-d contingency
table.

Theorem 3. In the cl-d contingency table, if there is only one non-zero value
xji in the column cl = i(i = 1, . . ., |Vl|), then we get a first-order rule: if cl = i,
then d = j.

It is evident that the theorem is equivalent to the Theorem 1 in Sect. 2, and
it is also clear that the computation on contingency table is much easier than
lower approximation using rough set theory.
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4 Example

We consider a case database about pneumonia and tuberculosis shown as Table
2. In which, there are 20 patients, i.e. |U |=20.

Table 2. A case decision table

A 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

a 4 3 1 3 4 2 4 3 3 4 3 2 1 3 4 4 3 1 2 4
b 3 3 1 1 3 1 2 1 2 3 1 2 2 2 2 3 1 3 1 3
c 1 1 3 2 4 3 1 1 1 2 2 1 3 2 2 2 2 2 4 3
d 3 3 1 1 2 1 3 3 3 1 3 3 1 1 3 3 2 1 1 2

e 1 1 2 1 2 2 1 1 1 1 2 2 2 1 1 1 2 2 2 2

In the decision table, each patient has 4 symptoms: a—fever, b—cough, c—
X-ray shadow, d—auscultate; and 1 decision: e—diagnosis result. That is, the
condition attribute set C = {a, b, c, d}, and the decision attribute set D = {e}.
Their values are as follows. Va = {1, 2, 3, 4}, where 1—no fever; 2—low fever;
3—middle fever; 4—high fever. Vb = {1, 2, 3}, where 1—slight cough; 2—middle
cough; 3—severe cough. Vc = {1, 2, 3, 4}, where 1—patch; 2—petechial; 3—
funicular; 4—cavity. Vd = {1, 2, 3}, where 1—normal; 2—stridulation; 3—bubble
sound. Ve = {1, 2}, where 1—pneumonia; 2—tuberculosis.

4.1 Reduction Based on Rough Set Theory

Using the reduction method based on rough set theory introduced in Sect. 2, we
can obtain the reduct {a, c, d} and all the decision rules shown in Table 3. The
5 first-order rules are No. 2,4,5,9,12 rule respectively.

Table 3. Rules of the case decision table

1 2 3 4 5 6 7 8 9 10 11 12

a 3 2 4 * * 3 4 4 1 3 4 *
c * * * * 3 1 2 * * 2 1 4
d 1 * 3 2 * * * 1 * 3 * *

e 1 2 1 2 2 1 1 1 2 2 1 2

4.2 Reduction Based on Attributes Dependency Testing

We take the dependency testing between the condition attribute a and the deci-
sion attribute e as an example to explain the testing process. The a-e contingency
table is shown in Table 4. Given the significance level α = 0.05, and the testing
troop is, H0: a and e are independent ↔ H1: a and e are dependent.
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Table 4. a-e contingency table

a = 1 a = 2 a = 3 a = 4 Sum

e = 1 0 0 5 5 10
e = 2 3 3 2 2 10
Sum 3 3 7 7 20

Using (1), we compute the test statistic χ2 = 8.57. Here, the freedom degree
is df = (2 − 1)(4 − 1) = 3. Because χ2 > χ2

α(3) = 7.82, we refuse the null
hypothesis H0 at the significance level 5%. That is, there exists dependence
relation between a and e. Then using (2), we can calculate

λea =
(3 + 3 + 5 + 5)− 10

20− 10
= 0.6.

The result shows that dependence degree between the condition a (fever) and
the decision e (diagnosis result) is high. It means that it will reduce 60% in error
if forecast diagnosis result using fever.

Using the similar method, we find there is no dependence relation between
the condition b and the decision e; and there exist dependence relations between
c and e, d and e respectively at the significance level of 5%. It means that we get
the reduct {a, c, d} (at the significance level of 5%) using nonparametric testing
method. The Lambda coefficient are λec = 0.6, and λed = 0.5, which mean it
will reduce 60% and 50% in error if forecast e (diagnosis result) using c (X-ray
shadow) and d (auscultate) respectively.

4.3 The First-Order Rules Based on Contingency Table

Using the rule acquisition method in Theorem 2, we get 5 first-order rules from 4
contingency tables between each condition attribute and the decision attribute.

2 rules from a-e contingency table: if a = 1, then e = 2; if a = 2, then e = 2;
2 rules from c-e contingency table: if c = 3, then e = 2; if c = 4, then e = 2;
1 rule from d-e contingency table: if d = 2, then e = 2.

There is no first-order rule in b-e contingency table. The b-e contingency table
has no useful information understandable because b is a redundant attribute.

5 Conclusions

The approach we proposed in this paper introduces statistical theory into deci-
sion table analysis. Based on the contingency tables constructed by each condi-
tion attribute and the decision attribute of a decision table, we got the reduct
and all the first-order rules. At the same time, the reduction in error when fore-
casting the decision attribute using one condition attribute can be calculated,
which shows the dependence degree between the condition and the decision. This
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paper is our preliminary research on decision tables using statistical method, so
we assume the decision table has only one binary decision for simplicity of dis-
cussion. More analysis will be done in the future.

Acknowledgements

The authors gratefully acknowledge the suggestions of the reviewers and the
hard work of the AI 2004 Program Committee. The authors also gratefully ac-
knowledge the support of the Natural Scientific Research Project of the Edu-
cation Department of Shaanxi Province in China (No.04JK131), and Scientific
Research Fund of Northwest University in China (No.03NW11).

References

1. Wets, G., Witlox, F., Timmermans, H.J.P. and Vanthienen, J., A Fuzzy Decision
Table Approach for Business Site Selection. Proceedings of the Fifth IEEE Inter-
national Conference on Fuzzy Systems, FUZZ-IEEE’96, New Orleans, Louisiana,
(1996) 1605-1610.

2. Moreno Garcia A.M., Verhelle M. & Vanthienen J., An Overview of decision table
literature 1982-2000, the Fifth International Conference on Artificial Intelligence
and Emerging Technologies in Accounting, Finance and Tax, November 2-3, 2000,
Huelva, Spain

3. Pawlak, Z., Rough Sets. International Journal of Information and Computer Sci-
ence, 11 (1982) 341-356.

4. Tsumoto,S. Statistical Evidence for Rough Set Analysis, Fuzzy Systems, FUZZ-
IEEE’02. Proceedings of the 2002 IEEE International Conference on fuzzy systems,
Vol. 1 (2002) 757-762.

5. Tsumoto, S. Statistical Test for Rough Set Approximation Based on Fisher’s Exact
Test. J.J. Alpigini et al. (Eds.): RSCTC 2002, LNAI 2475, (2002) 381-388.

6. Dominik Slezak, Wojciech Ziarko: Attribute Reduction in the Bayesian Version
of Variable Precision Rough Set Model. Electronic notes in theoretical computer
science 82 (2003),No.4. 11 pages.

7. Pawlak, Z., Rough Sets: Theoretical Aspects of Reasoning About Data, Dordrecht:
Kluwer Academic Publishers, 1991, 6-42.

8. Pawlak, Z., Rough Set Theorey and Its Applications to Data Analysis, Cybernetics
and System: An International Journal, 29 (1998) 661-688.

9. Rao, C.R., Linear Statistical Inference and Its Applications, 2nd Edition, New
York: John Wiley & Sons, 1973.

10. Jean D.G., Nonparametric Methods for Quantitative Analysis, 2nd Edition, Amer-
ican Sciences Press, Inc. 1985.



An Interaction Model for Affect Monitoring

I. Song, G. Governatori, and R. Colomb

School of Information Technology & Electrical Engineering,
The University of Queensland, Brisbane, QLD, 4072, Australia

{insu, guido, colomb}@itee.uq.edu.au

Abstract. This paper investigates how we can precisely define what
process designers are ought achieve for what they have promised and
more importantly in a way that satisfies human users. Toward these
goals, an interaction model for processes and an Affect Monitoring Frame-
work (AMF) are proposed based on our analysis on speech act theory
and cognitive-based emotion models. The Affect Monitoring Framework
is to detect and predict negative affects on users and to resolve caused
or predicted causes of negative affects automatically.

1 Introduction

For any businesses, it is critical to know and predict both negative and positive
affects on the users interacting with the organizations managed by business
process management systems such as workflow management systems.

One of the important affects on the users interacting with processes is emotion
since emotions are motivational processes that influence cognition and actions
[3]. Emotional states of users interacting with an information system can be
caused by various failures and abnormal behaviors of the system, such as delayed
responses, failed operations, missed notifications, and unpleasant actions. Many
of these causes result in poor usability and frustration on the users [4].

This paper investigates how we can give objective semantics to what it means
by failures and abnormal behaviors of processes in the view of human users. Fur-
ther we want to precisely define what process designers are ought achieve for what
they have promised and more importantly in a way that satisfies human users.
Toward these goals, an interaction model for processes for an Affect Monitoring
Framework (AMF) is proposed based on our analysis on speech act theory and
cognitive-based emotion models. The framework is to detect and predict nega-
tive affects on users and to resolve caused or predicted causes of negative affects
automatically.

In the next section we give an overview of AMF. Section 3 describes an inter-
action model for processes which lays out objectives of this paper and conditions
for satisfiable processes. Section 3 and 4 develop methods to capture necessary
information for estimating emotions. Section 5 describes an example emotion
generation based on a cognitive emotion model.
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2 Affect Monitoring Framework

Cognitive emotion theorists [6, 1, 7] claim that events relevant to users’ concerns
are the main sources of emotions. If this is true, we need to know what users’
goals are. We can then enumerate the events that are relevant to the goals. We
then need to formulate how these events give arise to emotions on the users.

We formulate this intuition into a framework called AMF which includes the
following four components: (1) Data-mining monitors interactions between users
and processes to collect necessary information for estimating possible causes of
emotions, (2) Emotion-generation uses the collected information (users’ goals,
events, and actions) to estimate users’ emotions based on an emotion model, (3)
Emotion-management monitors emotional states of users and takes appropriate
actions to prevent possible causes of negative emotions and to resolve nega-
tive emotions, and (4) Emotion-adjustment adjusts estimated emotional states
from the direct feedback from users or other observation methods such as fa-
cial expression recognition, gesture recognition, emotion recognition from email
messages.

The framework includes all three types of usability evaluation automation
described in the taxonomy by Ivory et al. [2]: capture (data mining), analysis
(emotion generation), and critique (emotion management). However, the frame-
work focuses only on evaluating affects on the users of processes rather than
evaluating the conventional usability measures such as performance, efficiency,
easy of use, and easy to learn.

3 An Interaction Model

A user with a set Q of goals comes along to use the tools provided by a process
to achieve a subset q ⊂ Q of her goals. The system provides tools (some calls
them mediators or services) through a set IF of user interfaces. The user uses
her own planning ability to achieve q using a subset of IF . Given IF , which
defines a set M of messages that can be exchanged between the user and the
process, we can drive a set G of goals that can be created through IF . In this
scenario, there are three primary questions we want to address:
1. How to make sure the process is designed the way that it can achieve all the

goals in G.
2. How to make sure the process achieves the goals in G in a manner that

satisfies human users. (We are not considering how well IF is designed to
achieve q.)

3. How to monitor whether processes achieve all the goals in G in a way that
satisfies human users.

The designer of a process must design the database DB and a set of plans of
the process in the way that the process satisfies the first two questions. Although
design time tests can address the first question, it cannot address the second
question because of various runtime factors. Therefore, we need to find a way to
address the third question.
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3.1 Process Definition

A process is defined as a structure:

Pr =def< IF,M,G,DB, L,R, fL(), h̄(),PL >

where IF is the set of interfaces, M is the set of all messages between the process
and users, G is the set of users’ goals that can be created through IF , DB is the
database of the process, L is the set of predicate symbols and function symbols
that define the language of the process, R is a set of rules, fL(DB) is a function
that maps DB to a set S of grounded atoms, h̄(p) is a function that maps a
conjunction of grounded atoms to a set of records, PL is a set of plans which
achieves goals in G. Let T = S ∪R be the theory of the process.

A message m ∈ M can contain several illocutionary acts α each of which is
represented as F (p) where F is the illocutionary force and p is the proposition
of α. Then, the semantics of illocutionary acts received from users can be given
with respect to the process definition as follows: (1) If F is a directive, the user
wants the system to bring about p. Therefore, the goal state p is a constraint
on DB that T + p. (2) If F is an assertive or a declarative, the user wants
the system to believe p. Therefore, (h̄(p) ⊆ DB) is the goal state, i.e., the
database contains information p and consequently T + p. (3) If F is a commissive,
(h̄(I(u, p)) ⊆ DB) is the goal state, i.e., u is intending p and u wants the system
believe it.

The semantics of commissive messages sent to users are equivalent to the
directive messages from users: the goal is T + p. Assertive and declarative mes-
sages to users are usually informing events if they are related with the goals of
the users, otherwise they are actions performed by the system. Directive and
expressive messages are usually actions performed by the system.

The interface consists of eight sets of grounded well formed formulas: IF i
F

for incoming messages and IF o
F for outgoing messages where the subscripts

F ∈ {d, a, c, dc} stand for directive, assertive, commissive, and declarative il-
locutionary force, respectively. We define three types of goals for a message
(sender, receiver, F (p)): (T + p), (h̄(p) ⊆ DB), and (h̄(I(sender, p)) ⊆ DB)
where p ∈ IF . The set G of users’ goals that this process must fulfill is defined
as follows:

G ={(T + p)|p ∈ IF i
d} ∪ {(h̄(p) ⊆ DB)|p ∈ IF i

a ∪ IF i
dc} ∪ {(h̄(I(u, p))|p ∈ IF i

c}∪
{(T + p)|p ∈ IF o

c }
Now, we impose constraints on DB and PL:

1. For all g ∈ G, there must exist a state of DB so that g is true.
2. For all g ∈ G, there must exist a plan pl ∈ PL whose execution will lead to

a state of DB that makes g true.
Those constraints are necessary conditions for a process to achieve all the

goals that can be created through its interfaces. But, this does not tell us whether
the process achieves the goals in a way that satisfies human users. The following
sections, 4, and 5 develop a method to monitor whether the process achieves the
goals in a way that satisfies human users.
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Table 1. Prospective events for a goal g and their classifications

Event Names Symbols OCC Types Symbols
goal failure time event gteg Prospective all
response failure time event rteg Unexpected none
confirming event iceg Desirable iceg

disconfirming event ideg Undesirable gteg, rteg, ideg

informing new time event iteg Unconfirmed rteg, iteg

response event ireg Confirming iceg

Disconfirming ideg

4 Events

For a process there are two types of goals concerning with its users: user requested
goals and promised goals by the process. A requested goal is created when a user
sends a message to the process. A promised goal is created when the process sends
a message containing a commissive speech act. Given the two types of goals, we
enumerate the events relevant to the goals.

When a user interacts with the system, the user is aware of all prospec-
tive events related with the messages. Therefore, the two types of goals trigger
user-side-time-events, TEg = {gteg, rteg}. The system responsible for the goals
struggles to prevent the time events occurring by producing informing-events,
IEg = {iceg, ideg, iteg, ireg}. Table 1 lists these events and shows the classifi-
cation based on Ortony, Collins and Clore (OCC) [6].

4.1 User Side Time Events

We make the following assumptions for the two types of goals. For a requested
goal g, the user is expecting a response within a certain response time rtg. The
response must be either a goal achievement confirming event iceg or a response
event ireg. If the response is not a confirming event, the user is expecting another
response for a confirming event within a certain goal achievement time gtg. The
new response must be either a confirming event iceg or an informing new time
events iteg which resets gtg to gtg + δ for some value δ > 0. We assume that
gtg > rtg is usually the case. For a promised goal g, the user is expecting a
response within a certain response time rtg. The response must be either a
confirming event iceg or an informing new time events iteg which resets rtg to
rtg + δ.

When the user is not informed of the achievement of the goal within gtg, a
goal failure time event gteg fires. When neither the achievement nor an acknowl-
edgement is informed to the user within rtg, a response failure time event rteg

fires. When a process promises that a promised goal g will be satisfied within
in a certain time rtg and the process fails to inform the user within the time
whether the goal is satisfied or a new response time rtg is set, a response failure
time event rteg fires.
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Therefore, for any goal g, TEg = {gteg, rteg} is the set of all possible time
events that can cause negative effects on the user of the goal if the process does
not inform appropriately the user. If g is a requested goal, the set of possible
user side time events is {gteg, rteg}. If g is a promised goal, the set of possible
events is {rteg}.

4.2 Informing Events

The process must create appropriate informing events to prevent the user side
time events occurring. We define four types of informing events: confirming
events iceg, disconfirming events, ideg, informing new time events iteg, and re-
sponse events ireg. These events are detected by examining the messages F (p)
sent to the users as follows:

iceg ⇐ requested(g) ∧ (g = (T + p)) ∧ (assertive(F ) ∨ declaritive(F ))
ideg ⇐ requested(g) ∧ (g = (T + ¬p)) ∧ (assertive(F ) ∨ declaritive(F ))
ireg ⇐ requested(g) ∧ (g = (T + p)) ∧ (commisive(F ))
iteg ⇐ (requested(g) ∨ promised(g)) ∧ (g = (T + p)) ∧ (commisive(F )) ∧ ireg

If a confirming event iceg or a disconfirming event ideg occurs, no events in
TEg will fire anymore. The following two formulas summaries the event firing
rules for the user side time events described in the previous subsection:

rteg ⇐ (rtg < t) ∧ ¬ireg ∧ ¬iteg ∧ ¬iceg ∧ ¬ideg

gteg ⇐ (gtg < t) ∧ ¬iteg ∧ ¬iceg ∧ ¬ideg.

5 Emotion Generation

This section describes how emotional states can be deduced from the information
captured in the previous sections based on the work of [5]. We only consider a
subset of the OCC [6] cognitive appraisal theory of emotion: hope, satisfied, fear,
fears-confirmed, disappointment, and reproach. These emotions are prospective-
based emotions that are emotions in response to expected and suspected states
and in response to the confirmation or disconfirmation of such states [6].

Given a set of events and a set G of goals captured for a user, we can derive
the following emotions of the user for a goal g ∈ G:

hope(g) ⇐ requested(g) ∧ ¬(rteg ∨ gteg ∨ iceg ∨ ideg) (1)
fear(g) ⇐ requested(g) ∧ rteg ∧ ¬(gteg ∨ iceg ∨ ideg) (2)
fear(g) ⇐ promised(g) ∧ rteg ∧ ¬(iceg ∨ ideg) (3)

satisfied(g) ⇐ hope(g) ∧ ¬fear(g) ∧ iceg (4)
fearConf(g) ⇐ fear(g) ∧ request(g) ∧ (gfeg ∨ ideg) (5)
fearConf(g) ⇐ fear(g) ∧ promised(g) ∧ ideg (6)
disappoint(g) ⇐ hope(g) ∧ (gfeg ∨ ideg) (7)
relieved(g) ⇐ fear(g) ∧ iceg (8)
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(Eq. 1) says that if there is a goal that is desirable to the user and no fear
prospect is triggered, the user feels hope over the goal. (Eq. 2 & 3) says that
if there is a goal that is desirable to the user and a fear prospect is triggered
for the goal, the user might feel fear over the failure of the goal. (Eq. 4) says
that if the user felt hope of an event and a confirming event occurs, the user
might feel satisfied. (Eq. 5 & 6) says that if the user felt fear of an event and a
disconfirming event occurs, the user might feel that the fear is confirmed. (Eq. 7)
says that if the user felt hope of an event and a disconfirming event occurs, the
user might be disappointed. (Eq. 8) says that if the user felt fear of an event and
a disconfirming event of failure occurs for the event, the user might be relieved.

6 Conclusion

This paper proposed a human-process interaction model based on speech act
theory and the cognitive-based emotion model of OCC. The model allows us to
specify processes user-oriented way and observe interactions to monitor not only
whether it achieves users’ requests, but also in a way that satisfies human users.
The model also clearly defines the requirements of the database and procedures
of a process for a set of interfaces defined for the process.

We have also described how the goals of the users interacting with an infor-
mation system can be captured and how such goals can be used to define events
that can be used in detecting affects on the users. We believe that the frame-
work and the model provided is independent of culture, education, and context
of users. Although we have shown an emotion generation method based on the
OCC model, we believe the information captured can be used with most of other
cognitive-based emotion models.
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Abstract. We have proposed a new approach called ontology services-driven 
integration of business intelligence (BI) to designing an integrated BI platform. 
In such a BI platform, multiple ontological domains may get involved, such as 
domains for business, reporting, data warehouse, and multiple underlying 
enterprise information systems. In general, ontologies in the above multiple 
domains are heterogeneous. So, a key issue emerges in the process of building 
an integrated BI platform, that is, how to support ontology transformation and 
mapping between multiple ontological domains. In this paper, we present 
semantic aggregations of semantic relationships and ontologies in one or 
multiple domains, and the ontological transformation from one domain to 
another. Rules for the above semantic aggregation and transformation are 
described. This work is the foundation for supporting BI analyses crossing 
multiple domains. 

1   Introduction 

Business Intelligence (BI) [1] is getting more and more popular for scientific decision 
making with comprehensive analyses on top of practical Business/Operation Support 
Systems (BSS/OSS). The usual approach to building a BI platform is to combine all 
BI packages such as reporting, Data Warehouse (DW) and Data Mining (DM) engines 
together on top of the above mentioned Enterprise Information Systems (EIS). We 
have analyzed [2] that this approach cannot make its business users satisfied with 
some key challenges. Two main problems are (i) it can only support technology-
centered but not business-oriented personalization and localization, (ii) it cannot adapt 
to dynamic and emergent requests on both analytical model and underlying 
operational systems. To figure out the above problems, we have further proposed a 
new approach called ontology [4] services-driven integration of business intelligence 
[2, 3] to building an integrated BI platform. 

The basic idea for ontology services-driven integration of business intelligence is 
as follows [2, 3]. Since it is regarded as unfriendly for business persons to interact 
with the current technology-centered BI packages, we re-build a logic link and 
communication channel which links reporting, DW and DM together. This channel is 
isolated from the existing linkage among reporting engine, DW engine and EIS; the 
objective of it is to handle business-oriented rather than technology-centered 
interaction and integration of BI. This channel actually links the following ontological 
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domains together [2]: a Business Ontology domain (BO) for business profiles, a DW 
Ontology domain (DWO) for the DW, and multiple EIS Ontology domains (EISO) 
for different BSS/OSS systems. Obviously, ontologies in these ontological domains 
are heterogeneous in an integrated BI platform. 

In the above integration of BI, a key issue for its successful operations is that 
flexible and efficient transformation, mapping [5] and discovery of ontologies can be 
dealt with between the above heterogeneous ontological domains. In this paper, we 
discuss a foundation work about semantic aggregation and ontological transformation. 
The rules for the aggregation and transformation are discussed. Semantic aggregation 
gets involved in aggregation of semantic relationships or of ontologies in one or 
multiple domains. Transformation supports ontological mapping from one ontological 
item to another in multiple ontological domains.  

The sequel of this paper is organized as follows. In Section 2, ontology semantic 
relationships are introduced. Section 3 presents semantic aggregation and ontological 
transformation in the BI platform. We conclude this study and discuss about the 
future work in Section 4. 

2   Ontology Semantic Relationships  

Before undertaking ontological mapping, two steps must be performed: (i) extraction 
and collection of ontological elements from the above-mentioned ontological 
domains, and (ii) organization and management of these ontological elements in a 
structured manner. With regard to (ii), the analysis of semantic relationships is quite 
important. Semantic relationships [6] refer to semantic dependencies between 
ontological elements (or called ontological items or concepts) in the same domain and 
between different domains. 

The following summarizes seven types of semantic relationships for managing 
ontological items in a BI system. They are Instantiation, Aggregation, Generalization, 
Substitution, Disjoin, Overlap and Association, respectively. Informal definitions of 
them are given below; the symbol O or o refers to an ontological element.  

- Instance_of (O, o): two ontological elements O and o, o is an instance of the 
ontological class O. 

- Part_of (O1, O2): two ontological elements O1 and O2, where O2 is part/member 
of O1, or O1 is made of O2. 

- Is_a(O1, O2): the relationship between O2 and O1 is subtype/supertype or 
assubsumption, i.e. O2 is-a O1, or O2 is a kind of O1. The is_a sometimes is also 
called as subclass_of.  

- Similar_to(O1, O2): it stands for that O1 and O2 are identical or to a large degree 
similar; in this case O2 can be substituted by O1. 

- Disjoin_with(O1, O2): it stands for that O2 is independent of O1. 
- Overlap_to(O1, O2): it represents that there is something shared by both O1 and 

O2; but the share percentage is not high enough for one to be substituted by another. 
- Relate_to(O1,O2): it is the predicate over the ontology O1 and O2; it represents a 

relationship between O1 and O2 which cannot be specified by any of the above six; in 
this case, O1 and O2 are associated with each other by some linkage defined by users. 
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3   Ontological Semantic Aggregation and Transformation 

The process of a BI analysis in the integrated BI platform looks as follows. A 
business analyst first selects an analytical subject and relevant method according to 
her/his interestingness and the business requirements of the analytical problem. Then 
s/he specifies analytical dimensions and measures in the forms of her/his favorite 
business words. These arbitrary keywords are transformed to business ontologies first, 
and then mapped to target ontological elements in the target domain to 
extract/aggregate relevant data. The resulting query reports are fed back to the analyst 
in the predefined business terms. 

Semantic aggregation and ontological transformation must be performed in the 
above analytical process, so that the analysis can be undertaken. There are three 
aspects which must be followed in order to do the semantic aggregation and 
ontological transformation from user-defined keywords to ontological elements in the 
DWO or any domain of the EISO. They are (i) semantic aggregation between 
semantic relationships, (ii) semantic aggregation of ontological items, and (iii) 
transformation of an ontology item to another one. All the above three types of 
transformations can be involved in either one ontological domain or multiple 
domains. The following three sections discuss them in details, respectively. 

3.1   Semantic Aggregation of Semantic Relationships 

The semantic aggregation of semantic relationships is to study whether there are 
transitivity, additivity and antisymmetry that can be performed between ontological 
semantic relationships. The aggregation of multiple semantic relationships can 
simplify the combination of semantic relationships, and supports to find the final 
reduced semantic relationship. 

Let A(a), B(b) and C(c) be arbitrary ontological items, where A(a) means A or a. s, 
s1, s2 are Similarity Value defined by users. The following defines some basic 
specifications. 

DEFINITION 1. ‘AND’ or ‘OR’ are logic connectors used to connect two ontological 
items which have the same grammatical function in a construction; 
DEFINITION 2. The resulting output of ‘(A AND B)’ includes both A and B, while the 
output of ‘(A OR B)’ is either A or B.  
DEFINITION 3. ‘(A AND B)’ is equal to ‘(B AND A)’; similarly, ‘(A OR B)’ is equal 
to ‘(B OR A)’. 
DEFINITION 4. Boolean logic operators ‘∧’ and ‘∨’ represent “and” and “or” 
relationships between semantic relationships or between logic formulas.  
DEFINITION 5. Similarity value s measures to what degree that two ontological items 
are related in a semantic relationship.  

This metric s usually is used with relationships similar_to(), overlap_to(), and 
user-defined relationship relate_to(). For instance, similar_to (A, B, s1) means that B 
is similar to A in a degree of s1.  
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For all the seven semantic relationships discussed in Section 2, rules will hold for 
semantic aggregation of combinations of the above semantic relationships. The 
following shows an excerpt for some cases. 

Rule 1. Let A(a), B(b) and C(c) be associated by the Instantiation relationship, then 
- ∀ (instance_of (A, a) ∧ instance_of (B, A))  instance_of (B, a) 
- ∀ (instance_of (A, a) ∧ instance_of (B, a))  instance_of ((A AND B), a), which means 

a is an instance of both A and B 
Rule 2. Let A, B and C be associated by the Aggregation relationship, then 

- ∀ (part_of (A, B) ∧ part_of (B, C))  part_of (A, C) 
- ∀ (part_of (A, B) ∧ part_of (B, A))  similar_to(A, B) 
- ∀ (part_of (A, B) ∧ part_of (C, B))  overlap_to(A, C) ∨ similar_to(A, C) depend on 
the intersection between A and C. 

Rule 3. A, B and C be associated by the Generalization relationship, then 
- ∀ (is_a(A, B) ∧ is_a (B, C))  is_a(A, C) 
- ∀ (is_a(A, B) ∧ is_a(A, C))  is_a(A, (B AND C)) 
- ∀ (is_a(A, B) ∧ is_a(B, A))  similar_to(A, B) 

Rule 4. A, B and C be associated by the Substitution relationship, then 
- ∀ (similar_to (A, B) ∧ similar_to (B, C))  similar_to (A, C) 
- ∀ (similar_to (A, B) ∧ similar_to (A, C))  similar_to (B, C) 

Rule 5. A, B and C be associated by the Overlap relationship, then 
- ∀ (overlap_to (A, B) ∧ overlap_to (B, C))  overlap_to (B, (A AND C)) 

Accordingly, we can list many other aggregation rules for reducing the 
combinations of the seven semantic relationships. 

3.2   Semantic Aggregation of Ontological Items 

Another situation for semantic aggregation is to aggregate ontological items that are 
linked by logic connectors associated with some semantic relationship. The objective 
for semantic aggregation of ontological items is to reduce items, and to generate the 
resulting ontological items.  

To the above end, rules for aggregating ontological items can be found. The 
following rules hold for semantic aggregation in some cases. These rules define what 
the resulting logical output is for each given input logical combination with some 
semantic relationship inside. 

Rule 6 
- ∀ (A AND b), ∃ b ::= instance_of(B, b)  
       A AND B, the logical resulting output is A and B 
- ∀ (A OR b), ∃ b ::= instance_of(B, b) 
       A OR B, the logical resulting output is A or B 

Rule 7   
- ∀ (A AND B), ∃ B ::= part_of(A, B)  
       B, the resulting output is B 

Rule 8   
- ∀ (A AND B), ∃ B ::=  is_a(A, B) 
       B, the resulting output is B 
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Rule 9 
- ∀ (A AND B), ∃ B ::=  similar_to(A, B) 
       A OR B, the resulting output is A or B 

Rule 10   
- ∀ (A AND B), ∃ B ::=  disjoin_to(A, B) 
       A AND B, the resulting output is A and B  

Rule 11   
- ∀ (A AND B), ∃ B ::=  overlap_to(A, B) 
       A AND B, the resulting output is A and B 

Rule 12   
- ∀ (A AND B), ∃ B ::=  relate_to(A, B) 
       (A AND B) ∨ (A OR B), the resulting output is A and B, or either A or B, one of the 
three output will hold depending on user-defined relationship 

3.3   Transformation Between Ontological Items 

This section discusses about the transformation of an ontological item to another one. 
This could be a mapping from an arbitrary keyword to its relevant items in BO 
domain, or from BO to another domain such as DWO or one of EISO domain. The 
basic idea for transformation of ontological items is as follows: given an input item, 
checking candidate ontological items by semantic relationships, and finding the 
suitable candidate as the output item. 

Rules for this transformation must be built, so that the matched ontological item 
can be generated as output. The following lists some rules for the transformation, 
where Ci is an input item, O, O1 and O2 are candidate items in the target domain.  

Rule 13   
- ∀Ci, ∃: (similar_to(O, Ci) ∨ is_a(O, Ci) ∨ instance_of(O, Ci) ∨ part_of(O, Ci) ∨ 
relate_to(O, Ci))  O, the O is the output item 

Rule 14   
- ∀Ci, ∃: (is_a(O1, Ci) ∧ is_a(O2, Ci))  O1 AND O2 

Rule 15   
- ∀Ci, ∃: (part_of(O1, Ci) ∧ part_of(O2, Ci))  O1 OR O2 

Rule 16   
- ∀Ci, ∃: (is_a(O1, Ci) ∧ part_of(O2, Ci))  O1 AND O2 

Rule 17   
- ∀Ci, ∃: (similar_to(O1, Ci) ∧ similar_to(O2, Ci))  O1 OR O2 

Rule 18   
- ∀Ci, Cj, (i j), ∃: (part_of(O, Ci) ∧ part_of(O, Cj))  O 

Rule 19   
- ∀Ci, Cj, (i j), ∃: (is_a(O, Ci) ∧ is_a(O, Cj))  O 

Rule 20   
- ∀Ci, Cj, (i j), ∃: (relate_to(O, Ci) ∧ relate_to(O, Cj))  O 

4   Conclusions and Future Work 

There are multiple heterogeneous ontological domains existing in our proposed 
ontology-based integrated BI platform. In this paper, we have discussed about 
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semantic aggregation and ontological transformation in the above multiple ontological 
domains. Seven types of semantic relationships of ontologies have been introduced 
first. Based on these relationships, semantic aggregations of semantic relationships or 
ontologies have been presented. The transformation of ontologies from one domain to 
another has also been studied. Rules for semantic aggregation and ontological 
transformation are given. 

With this work, personalization, transformation and mapping of ontologies in 
multiple domains in an ontology-based BI platform become feasible. In reality, our 
preliminary experiments in building a practical BI system for telecom operators have 
shown that the above work is essential for user profiles-oriented analyses, search and 
query either from DW or from any EIS system dynamically and transparently. 

Further work will be performed on refining rules in a real world, and designing 
ontology query algorithms with high performance for fast speed and accuracy; some 
promising work will be on supporting high dimensional discovery and transformation 
among multiple ontological domains.  
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Abstract. How to assess the performance of machine learning algo-
rithms is a problem of increasing interest and urgency as the data mining
application of myriad algorithms grows. Rather than predictive accuracy,
we propose the use of information-theoretic reward functions. The first
such proposal was made by Kononenko and Bratko. Here we improve
upon our alternative Bayesian metric, which provides a fair betting as-
sessment of any machine learner. We include an empirical analysis of
various Bayesian classification learners.

Keywords: Predictive accuracy, Bayesian evaluation, information re-
ward.

1 Introduction

As interest in machine learning and data mining grows, the problem of how to
assess machine learning algorithms becomes more urgent. The standard practice
for supervised classification learners has been to measure predictive accuracy (or
its dual, error rate) using a fixed sample divided repeatedly into training and
test sets, accepting a machine learner as superior to another if its predictive ac-
curacy passes a statistical significance test. This represents an improvement over
historical practices, particularly when the statistical dependencies introduced by
resampling are taken into account (cf. [1, 2]).

Nevertheless, there are a number of objections to the use of predictive accu-
racy, the most telling being that it fails to take into account the uncertainty of
predictions. For example, a prediction of a mushroom’s edibility with a probabil-
ity of 0.51 counts exactly the same as a prediction of edibility with a probability
of 1.0. We might rationally prefer to consume the mushroom in the second case.
Predictive accuracy shows no such discernment. According to common evalu-
ation practice, every correct prediction is as good as every other. Hence, we
advocate that classification learners should be designed, or redesigned, so as to
yieled probabilistic predictions rather than catagorical predictions.
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We believe a cost-sensitive assessment, favouring the machine learner which
maximizes expected reward is, in principle, the best way of evaluating learning
algorithms. Unfortunately, finding appropriate cost functions is often difficult or
impossible. Provost and Fawcett [3] use receiver operating characteristic (ROC)
convex hulls for evaluation independent of cost functions. This has the useful
meta-learning feature of selecting the best predictor for a given performance
constraint, in the form of a selected false negative classification rate. Unfortu-
nately, the ROC curves underlying this method again ignore the probabilistic
aspect of prediction, as does predictive accuracy simpliciter.

Here we examine metrics which attend to the probability of a classification,
namely information-theoretic measures and in particular, information reward
(IR). We illustrate its application by comparing Naive Bayes with other classi-
fication learners, contrasting IR with predictive accuracy assessments.

2 Information-Theoretic Metrics

2.1 Good’s Information Reward

The original information reward (IR) was introduced by I.J. Good [4] as fair
betting fees — the cost of buying a bet which makes the expected value of the
purchase zero. Good’s IR positively rewarded binary classifications which were
informative relative to a uniform prior. IR is split into two cases: that where
the classification is correct, indicated by a superscripted ‘+’, and where the
classification is incorrect, indicated by a superscripted ‘−’.

Definition 1. The IR of a binary classification with probability p′ is

I+ = 1 + log2 p
′ (for correct classification) (1a)

I− = 1 + log2(1− p′) (for misclassification) (1b)

IR has the range (−∞, 1). For successful classification, it increases monoton-
ically with p′, and thus is maximized as p′ approaches 1; for misclassification, IR
decreases monotonically. While the constant 1 in (1a) and (1b) is unnecessary
for simply ranking machine learners, it makes sense in terms of fair fees. When
the learner reports a probability of 0.5, it is not communicating any information
(given a uniform prior), and thus receives a zero reward.

Our work generalizes Good’s to multinomial classification tasks, while also
relativizing the reward function to non-uniform prior probabilities.

2.2 Kononenko and Bratko’s Metric

The measure introduced by Kononenko and Bratko [5] also relativizes reward
to prior probabilities. Furthermore, it too is nominally based upon information
theory. This foundation is seriously undermined, however, by their insistance
that when a reward is applied to a correct prediction with probability 1 and an
incorrect prediction also with probability 1, the correct and incorrect predictions
ought precisely to counterbalance, resulting in a total reward of 0. This conflicts



A Bayesian Metric for Evaluating Machine Learning Algorithms 993

with the supposed information-theoretic basis: on any account in accord with
Shannon, a reward for a certain prediction coming true can only be finite, while a
penalty for such a certain prediction coming false must always be infinite. Putting
these into balance guarantees there will be no proper information-theoretic in-
terpretation of their reward function.

Kononenko and Bratko introduce the following reward function, where p′ is
the estimated probability and p is the prior:

I+
KB = log p′ − log p (for p′ ≥ p) (2a)

I−
KB = − log(1− p′) + log(1− p) (for p′ < p) (2b)

This measure is assessed against the true class only. Since the probabilities
of other classes are not considered, in multinomial classification a miscalibrated
assessment of the alternative classes will go unpunished. For all these reasons we
do not consider the Kononenko and Bratko function to be adequate.1

2.3 Bayesian Information Reward

The idea behind fair fees, that you should only be paid for an informative pre-
diction, is simply not adequately addressed by Good’s IR. Suppose an expert’s
job is to diagnose patients with a disease that is carried by 10% of some popu-
lation. This particular expert is lazy and simply reports that each patient does
not have the disease, with 0.9 confidence. Good’s expected reward per patient
for this strategy is 0.9(1+log2 0.9)+0.1(1+log2 0.1) = 0.531, so the uninformed
strategy is rewarded substantially! The expected reward per patient we should
like is 0, which our generalization below provides. Good’s IR breaks down in
its application to multinomial classification: any successful prediction with con-
fidence less than 0.5 is penalized, even when the confidence is greater than the
prior. Good’s fair fees are actually fair only when both the prior is uniform and
the task binary.

We presented a Bayesian metric similar to below in Hope and Korb [6]. Un-
fortunately, it failed to reward perfect calibration maximally,2 and thus we aban-
doned it in favour of the following. For classification into classes {C1, . . . ,Ck}
with estimated probabilities p′

i and priors pi, where i ∈ {1, . . . , k}:

IRB =
∑

i Ii

k
(3)

where Ii = I+
i for the true class and Ii = I−

i otherwise, and

I+
i = log

p′
i

pi

I−
i = log

1− p′
i

1− pi

1 We did, however, include it in the empirical evaluation of [6].
2 David Dowe pointed this out.
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Clearly, when p′ = p, the reward is 0. IRB also retains an information-
theoretic interpretation: the measure is finitely bounded in the positive direction,
since prior probabilities are never zero, and misplaced certainty (i.e., when the
probability for the true value is 0) warrants an infinite negative reward. Finally,
correct probabilities are now rewarded maximally in the long run. The proof of
this is available in [7] and [8–§10.8].

A non-uniform prior p can be obtained any number of ways, including being
set subjectively (or arbitrarily). In our empirical studies we simply use the fre-
quency in the test set given to the machine learner to compute the prior.3 This
is because we have no informed prior to work with, and because it is simple and
unbiased relative to the learning algorithms under study.

Bayesian IRB reflects the gambling metaphor more adequately than does
Good’s IR. Book makers are required to take bets for and against whatever events
are in their books, with their earnings depending on the spread. They are, in ef-
fect, being rated on the quality of the odds they generate for all outcomes simul-
taneously. Bayesian IR does the same for machine learning algorithms: the odds
(probabilities) they offer on all the possible classes are simultaneously assessed,
extracting maximum information from each probabilistic classification.

3 Empirical Study: Bayesian Models

Our empirical evaluation focuses on machine learners that form Bayesian mod-
els, partially in response to recent work showing the power of Naive Bayes
learners (e.g., [9, 10, 11]). The machine learners are Naive Bayes (NB) [12], Tree
Augmented Naive Bayes (TAN) [10, 13], Averaged One Dependence Estimators
(AODE) [9] and Causal MML (CaMML) [14].

For the experiment, we artificially generated data from a series of Bayesian
model types. Three model types are chosen, each designed to favour a particu-
lar machine learner: Naive Bayes, TAN or AODE. Thus, we compare how the
learners perform when their assumptions are broken and when they are exactly
matched. To test the threshold at which a simpler model outperforms the more
complex, we also systematically vary the amount of training data.

Of our machine learners, CaMML finds models of the greatest generality.
Given standard convergence results, CaMML must better or equal every other
machine learner in the limit. Again, AODE’s and TAN’s models generalize the
Naive Bayes models, and given sufficient data they should perform at least on
par with Naive Bayes. This suggests a converse phenomenon. At low levels of
data, and if the learner’s representations include the true model, the simpler
learner should outperform the more complex, because complex machine learners
converge to their optimum models slower, due to a larger search space.

Experimental Method. For statistical analysis, we regard each model type as
a separate experiment. For each experiment we sample the space of appropriate

3 We start the frequency counts at 0.5 to prevent overconfident probabilities.
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Table 1. Table of results for the three Bayesian model experiments. The results are
average information reward for each machine learner, given 50, 500 or 5000 training
instances. Confidence intervals at 95% are shown

(a) Naive Bayes Models
Training samples NBayes AODE TAN CaMML
50 0.250 ± 0.053 0.238 ± 0.049 0.234 ± 0.053 0.092 ± 0.051
500 0.466 ± 0.051 0.443 ± 0.051 0.456 ± 0.053 0.459 ± 0.051
5000 0.496 ± 0.051 0.494 ± 0.051 0.495 ± 0.051 0.496 ± 0.051

(b) Tree Augmented Naive Bayes Models
50 −0.003 ± 0.039 0.124 ± 0.031 0.003 ± 0.039 −0.019 ± 0.033
500 0.214 ± 0.031 0.351 ± 0.029 0.361 ± 0.033 0.400 ± 0.033
5000 0.247 ± 0.031 0.411 ± 0.029 0.498 ± 0.035 0.504 ± 0.035

(c) Averaged One Dependence Models
50 −0.228 ± 0.041 −0.134 ± 0.025 −0.277 ± 0.041 −0.013 ± 0.014
500 0.020 ± 0.010 0.050 ± 0.012 0.000 ± 0.014 0.003 ± 0.004
5000 0.057 ± 0.008 0.113 ± 0.010 0.089 ± 0.010 0.098 ± 0.012

models. Each model has 4–8 attributes (including the target attribute), with each
attribute having 2–5 values. The probabilities in each attribute are determined
randomly. We sample 40 models and perform a two-factor repeated measures
ANOVA, in order to provide a statistical test independent of our Bayesian as-
sumptions. The two factors are (1) the machine learner and (2) the amount
of training data (50, 500 or 5000). It is advantageous to use a repeated mea-
sure ANOVA because this design controls for the individual differences between
samples (where each model is considered a sample).

We use information reward on a single test set of 1000 instances for each
model to measure the ‘treatment’ of each machine learner at different ‘doses’
(amounts of training data). We don’t report accuracy nor Kononenko and Bratko’s
measure, for the reasons given in Sections 1 and 2.2. Where we report confidence
intervals, these have been adjusted by the Bonferroni method for limiting the
underestimation of variance [15].

Naive Bayes Models follow the Naive Bayes assumptions: attributes are pair-
wise independent, given the class. This is the simplest model type we use in this
evaluation, so we expect that all learners will perform reasonably.

Table 1a shows the performance of the machine learners for each amount of
training data. Naive Bayes, TAN and AODE perform similarly for each level
— unsurprising, since they share the correct assumption that the target class is
a parent of all other attributes. For small amounts of data, CaMML performs
significantly worse than the others: it cannot reliably find the correct model. As
more data become available, it achieves a score similar to the others.

Tree Augmented Naive Models are formed by creating a tree-like depen-
dency structure amongst the (non-target) attributes, with all of them directly
dependent upon the target. This is more complicated than the Naive Bayes



996 L.R. Hope and K.B. Korb

model above. Each model we generate has a random tree structure amongst the
non-target attributes.

Surprisingly, Table 1b shows that TAN is not the best learner with low
amounts of training data: AODE stands superior. This is likely because AODE
has a richer representation than Naive Bayes (i.e., with averaged predictions), yet
doesn’t need to search for the tree structure. Once there are enough data both
TAN and CaMML seem to find the right structure and both outperform AODE.
This illustrates the additional difficulty of model selection. Although TAN as-
sumes the correct model type, it still has to find a particular tree structure, thus
TAN’s performance is dependent on its search capabilities. Naive Bayes, with its
inaccurate assumptions, is clearly inferior to the other learners once an adequate
amount of training data is given.

Averaged One-Dependence Models are each a series of n models; in the
ith model, attribute i is the parent of each other (non-target) attribute. As in
Naive Bayes, each attribute is also directly dependent on the target. Thus, each
AODE model is a hybrid of one-dependence models, with each model having
equal chance to be selected from when sampling the model for data.

This hybrid model seems to be very difficult for the machine learners to
learn, with Table 1c showing the information reward ranging from only −0.3
to 0.1. Recall that a reward of zero corresponds to a machine learner which
finds no associations, returning the observed frequency of the target class as its
estimate. It takes more than 50 training instances to achieve an average score
higher than zero! CaMML performs slightly better with sparse data, near the
level of total ignorance. The explanation of the poor performance with little
data perhaps lies in each learner’s assumptions: Naive Bayes, TAN and AODE
assume a model where all attributes depend on the target, regardless of whether
this model decreases performance. CaMML is not beholden to any particular
model, and thus is free to choose no association at all. This conservatism wins
out, even against Naive Bayes with small datasets. After enough training data,
AODE (the only learner that can model the data properly) obtains an advantage
over the other learners.

We also evaluated the learners on a set of well known datasets, including many
from the UCI data repository. For this we used Dietterich’s 5 × 2cv evaluation
method [2], modified to incorporate stratified sampling. These are reported in [7].
Briefly, we found that AODE seemed to outperform the other learners, consistent
with its performance above, and also reconfirmed that accuracy and IRB often
return conflicting results.

4 Conclusion

We have reviewed a variety of metrics for the evaluation of machine learners.
Accuracy is too crude, optimizing only domain knowledge while ignoring calibra-
tion. We have developed a new metric which is maximized under the combination
of domain knowledge and perfect calibration. This information reward evaluates
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learners on their estimate of the whole class distribution rather than on a sin-
gle classification. In rewarding calibration, it provides a valuable alternative to
cost-sensitive metrics when costs are unavailable.
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Abstract. This paper gives an analysis of multi-class e-mail categoriza-
tion performance, comparing a character n-gram document represen-
tation against a word-frequency based representation. Furthermore the
impact of using available e-mail specific meta-information on classifica-
tion performance is explored and the findings are presented.

1 Introduction

The task of automatically sorting documents of a document collection into cat-
egories from a predefined set, is referred to as Text Categorization. Text cate-
gorization is applicable in a variety of domains: document genre identification,
authorship attribution, survey coding to name but a few. One particular applica-
tion is categorizing e-mail messages into legitimate and spam messages, i.e. spam
filtering. Androutsopoulos et al. compare in [1] a Naïve Bayes classifier against an
Instance-Based classifier to categorize e-mail messages into spam and legitimate
messages, and conclude that these learning-based classifiers clearly outperform
simple anti-spam keyword approaches. However, sometimes it is desired to clas-
sify e-mail messages in more than two categories. Consider, for example an e-mail
routing application, which automatically sorts incoming messages according to
their content and routes them to receivers that are responsible for a particular
topic. The study presented herein compares the performance of different text
classification algorithms in such a multi-class setting.

By nature, e-mail messages are short documents containing misspellings, spe-
cial characters and abbreviations. This entails an additional challenge for text
classifiers to cope with “noisy” input data. To classify e-mail in the presence of
noise, a method used for language identification is adapted in order to statis-
tically describe e-mail messages. Specifically, character-based n-gram frequency
profiles, as proposed in [2], are used as features which represent each particu-
lar e-mail message. The comparison of the performance of categorization algo-
rithms using character-based n-gram frequencies as elements of feature vectors
with respect to multiple classes is described. The assumption is, that applying
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text categorization on character-based n-gram frequencies will outperform word-
based frequency representations of e-mails. In [3] a related approach aims at
authorship attribution and topic detection. They evaluate the performance of
a Naïve Bayes classifier combined with n-gram language models. The authors
mention, that the character-based approach has better classification results than
the word-based approach for topic detection in newsgroups. Their interpretation
is that the character-based approach captures regularities that the word-based
approach is missing in this particular application.

Besides the content contained in the body of an e-mail message, the e-mail
header holds useful data that has impact on the classification task. This study
explores the influence of header information on classification performance thor-
oughly. Two different representations of each e-mail message were generated:
one that contains all data of an e-mail message and a second, which consists of
textual data found in the e-mail body. The impact on classification results when
header information is discarded is shown.

2 Text Categorization

The task of automatically sorting documents of a document collection into cat-
egories from a predefined set, is referred to as Text Categorization[4]. An im-
portant task in text categorization is to prepare text in such a way, that it be-
comes suitable for text classifier, i.e. transform them into an adequate document
representation. Cavnar et al. mention in [2] a statistical model for describing
documents, namely character n-gram frequency profiles. A character n-gram is
defined as an n-character long slice of a longer string. As an example for n = 2,
the character bi-grams of “topic spotting” are {to, op, pi, ic, c , s, sp, po, ot,
tt, ti, in, ng}. Note that the “space” character is represented by “ ”. In order
to obtain such frequency profiles, for each document in the collection n-grams
with different length n are generated. Then, the n-gram occurrences in every
document are counted on a per document basis. One objective of this study is
to determine the influence of different document representations on the perfor-
mance of different text-classification approaches. To this end, a character-based
n-gram document representation with n ∈ {2, 3} is compared against a document
representation based on word frequencies. In the word-frequency representation
occurrences of each word in a document are counted on a per document basis.

Generally, the initial number of features extracted from text corpora is very
large. Many classifiers are unable to perform their task in a reasonable amount of
time, if the number of features increases dramatically. Thus, appropriate feature
selection strategies must be applied to the corpus. Another problem emerges if
the amount of training data in proportion to the number of features is very low.
In this particular case, classifiers produce a large number of hypothesis for the
training data. This might end up in overfitting [5]. So, it is important to reduce
the number of features while retaining those that contain information that is
potentially useful. The idea of feature selection is to score each potential feature
according to a feature selection metric and then take the n-top-scored features.
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For a recent survey on the performance of different feature selection metrics we
refer to [6]. For this study the Chi-Squared feature selection metric is used. The
Chi-Squared metric evaluates the worth of an attribute by computing the value
of the chi-squared statistic with respect to the class.

For the task of document classification, algorithms of three different ma-
chine learning areas were selected. In particular, a Naïve Bayes classifier [7],
partial decision trees (PART) as a rule learning approach [8] and support vector
machines trained with the sequential minimal optimization algorithm [9] as a
representative of kernel-based learning were applied.

3 Experiments

The major objective of these experiments is comparing the performance of dif-
ferent text classification approaches for multi-class categorization when applied
to a “noisy” domain. By nature, e-mail messages are short documents containing
misspellings, special characters and abbreviations. For that reason, e-mail mes-
sages constitute perfect candidates to evaluate this objective. Not to mention the
varying length of e-mail messages which entails an additional challenge for text
classification algorithms. The assumption is, that applying text categorization on
a character-based n-gram frequency profile will outperform the word-frequency
approach. This presumption is backed by the fact that character-based n-gram
models are regarded as more stable with respect to noisy data. Moreover, the
impact on performance is assessed when header information contained in e-mail
messages is taken into account. Hence, two different corpus representations are
generated to evaluate this issue. Note that all experiments were performed with
10-fold cross validation to reduce the likelihood of overfitting to the training set.
Furthermore, we gratefully acknowledge the WEKA machine learning project
for their open-source software [10], which was used to perform the experiments.

3.1 Data

The document collection consists of 1,811 e-mail messages. These messages have
been collected during a period of four months commencing with October 2002 un-
til January 2003. The e-mails have been received by a single e-mail user account
at the Institut für Softwaretechnik, Vienna University of Technology, Austria.
Beside the “noisiness” of the corpus, it contains messages of different languages
as well. Multi-linguality introduces yet another challenge for text classification.
At first, messages containing confidential information were removed from the cor-
pus. Next, the corpus was manually classified according to 16 categories. Note
that the categorization process was performed subsequent to the collection pe-
riod. Due to the manual classification of the corpus, some of the messages might
have been misclassified. Some of the introduced categories deal with closely re-
lated topics in order to assess the accuracy of classifiers on similar categories.

Next, two representations of each message were generated. The first repre-
sentation consists of the data contained in the e-mail message, i.e. the complete
header as well as the body. However, the e-mail header was not treated in a
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special way. All non-Latin characters, apart from the blank character, were dis-
carded. Thus, all HTML-tags remain part of this representation. Henceforth, we
refer to this representation as complete set. Furthermore, a second representa-
tion retaining only the data contained in the body of the e-mail message was
generated. In addition, HTML-tags were discarded, too. Henceforth, we refer
to this representation as cleaned set. Due to the fact, that some of the e-mail
messages contained no textual data in the body besides HTML-tags and other
special characters, the corpus of the cleaned set consists of less messages than
the complete set. To provide the total figures, the complete set consists of 1, 811
e-mails whereas the cleaned set is constituted by 1, 692 e-mails. Subsequently,
both representations were translated to lower case characters. Starting from these
two message representations, the statistical models are built. In order to test the
performance of text classifiers with respect to the number of features, we subse-
quently selected the top-scored n features with n ∈ {100, 200, 300, 400, 500, 1000,
2000} determined by the Chi-Squared feature selection metric.

3.2 Results

In Figure 1 the classification accuracy of the text classifiers (y–axis), along the
number of features (x–axis), is shown. In this case, the cleaned set is evaluated.
Note that NBm refers to the multi-nominal Näive Bayes classifier, PART refers
to the partial decision tree classifier and SMO refers to the Support Vector
Machine using the SMO training algorithm. Figure 1(a) shows the percentage
of correctly classified instances using character n-grams and Figure 1(b) depicts
the results for word frequencies. Each curve corresponds to one classifier. If we
consider the character n-gram representation (cf. Figure 1(a)) NBm shows the
lowest performance. It starts with 69.2% (100 features), increases strongly for
300 features (78.0%) and arrives at 82.7% for the maximum number of features.
PART classifies 78.3% of the instances correctly when 100 features are used,
which is higher than the 76.7% achieved with the SMO classifier. However, as
the number of features increases to 300, the SMO classifier gets ahead of PART
and arrives finally at 91.0% correctly classified instances (PART, 86.1%). Hence,
as long as the number of features is smaller than 500, either PART or SMO yield
high classification results. As the number of features increases, SMO outperforms
NBm and PART dramatically. In case of word frequencies, a similar trend can be
observed but the roles have changed, cf. Figure 1(b). All classifiers start with low
performances. Remarkably, SMO (65.7%) classifies less instances correctly than
PART (76.0%) and NBm (68.6%). All three classifiers boost their classification
results enormously, as the number of features increases to 200. At last, the SMO
classifier yields 91.0% and outperforms both NBm (85.8%) and PART (88.2%).

Figure 2 shows the classification accuracy when the complete set is used
for the classification task. Again, the left chart (cf. Figure 2(a)) represents the
percentage of correctly classified instances for character n-grams and Figure 2(b)
depicts the results for the word frequencies. If NBm is applied to character n-
grams, the classification task ends up in a random sorting of instances. The best
result is achieved when 100 features are used (64.8%). As the number of features
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Fig. 1. Classification performance of individual classifiers applied to the cleaned set

grows, NBm’s performance drops to its low of 54.2% (400 features) arriving
at 62.7% for 2000 features. Contrarily, PART classifies 84.6% of the instances
correctly using 100 features. However, increasing the number of features improves
the classification performance of PART only marginally (2000 attributes, 89.1%).
SMO starts at 76.1%, increases significantly as 200 features are used (82.8%)
and, after a continuous increase, classifies 92.9% of the instances correctly as the
maximum number of features is reached.

In analogy to the results obtained with character n-grams, NBm shows poor
performance when word frequencies are used, cf. Figure 2(b). Its top perfor-
mance is 83.5% as the maximum number of features is reached. Interestingly,
PART classifies 87.0% of instances correctly straight away – the highest of all
values obtained with 100 features. However, PART s performance increases only
marginally for larger number of features and reaches, at last, 90.9%. SMO starts
between NBm and PART with 80.1%. Once 400 features are used, SMO “jumps”
into first place with 90.8% and arrives at the peak result of 93.6% correctly clas-
sified instances when 2000 features are used.

4 Conclusion

In this paper, the results of three text categorization algorithms are described
in a multi-class categorization setting. The algorithms are applied to character
n-gram frequency statistics and a word frequency based document representa-
tion. A corpus consisting of multi-lingual e-mail messages which were manually
split into multiple classes was used. Furthermore, the impact of e-mail meta-
information on classification performance was assessed.

The assumption, that a document representation based on character n-gram
frequency statistics boosts categorization performance in a “noisy” domain such
as e-mail filtering, could not be verified. The classifiers, especially SMO and
PART, showed similar performance regardless of the chosen document represen-
tation. However, when applied to word frequencies marginally better results were
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Fig. 2. Classification performance of individual classifiers applied to the complete set

obtained for all categorization algorithms. Moreover, when a word-based docu-
ment representation was used the percentage of correctly classified instances was
higher in case of a small number of features. Using the word-frequency repre-
sentation results in a minor improvement of classification accuracy. The results,
especially those of SMO, showed that both document representations are feasible
in multi-class e-mail categorization.
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Abstract. Attributes reduction is a crucial problem in rough set application to 
data mining. In this paper, we introduce the Universal RED problem model, or 
UniRED, which transforms the discrete attributes reduction problems on 
Boolean space into continuous global optimization problems on real space. 
Based on this transformation, we develop a coordinate descent algorithm 
RED2.1 for attributes reduction problems. In order to examine the efficiency of 
our algorithms, we conduct the comparison between our algorithm RED2.1 and 
other reduction algorithms on some problems from UCI repository. The 
experimental results indicate the efficiency of our algorithm. 

1   Introduction 

The rough set approach developed by Pawlak in the early 1980’s [1] provides a 
framework for knowledge discovery. Reduct is the most important concept in rough 
set-based data mining. Unfortunately, It has been shown that finding minimal reduct 
or all reducts are both NP-hard problems.  

There has been a great interest in designing efficient algorithms to solve these 
problems. Traditional methods treat the reduction problem as a discrete optimization 
problem. Greedy algorithm is a widely used typical search algorithm, which is also 
adopted in the rough set literature [2].  

In this paper, we show how to translate the reduction problem into a continuous, 
unconstrained, global optimization problem. We then show how to use a simple 
global optimization method, i.e., coordinate method, to solve the transformed 
problem. Experimental results indicate that our algorithm achieves significant 
performance for certain classes of reduction problems.  

2   Preliminaries 

Information Systems is a pair A=(U, A), where U is a non-empty, finite set of objects 
called the universe and A is a non-empty finite set of attributes. An information 
system A=(U, A d∪ { } ), where d A∉ , is usually called a decision table. The 
elements of A we call the conditional attributes and d is called decision attribute. 

The Discernibility Matrix of an information system is a symmetric |U|⋅|U| matrix 
with entries cij defined as { )()(/ ji xaxaAa ≠∈ } if )()( ji xdxd ≠ , φ otherwise.  



A Global Search Algorithm for Attributes Reduction 1005 

A Discernibility Function can be constructed from discernibility matrix by or-
ing( ∨ ) all attributes in cij and then and-ing( ∧ ) all of them together. After 
simplifying the discernibility function using absorption law, the set of all prime 
implicants determine the set of all reducts of the information system. However, 
simplifying discernibility function for reduct is a NP-hard problem. 

If we look each attribute as one variable, look each variable of each non-empty cij 
as one literal, and look each non-empty cij as one clause, then obviously we can take 
the discernibility function as a kind of conjunctive normal form (CNF) formulas.  

We take the following decision table for example. The letters a1, a2, a3, a4 denote 
conditional attributions and the letter d denotes decision attribute. 

Table 1. The simple decision table 

U a1 a2 a3 a4 d 
1 TRUE TRUE FALSE FALSE 0 
2 TRUE FALSE TRUE FALSE 0 
3 FALSE FALSE TRUE TRUE 1 
4 FALSE TRUE TRUE FALSE 1 

Then we can obtain our discernibility function f as follows: 

( ) ( ) ( ) ( )2141314321 aaaaaaaaaaf ∨∧∨∧∨∧∨∨∨=  . (1) 

Any reduct of A is equal to an assignment of truth values to variables (a1, a2, a3, 
a4) that makes the above discernibility function satisfiable (CNF formula). 
Similarly, a minimal reduct of A is equal to an assignment with minimum truth-
values to variables (a1, a2, a3, a4) that make the above discernibility function (CNF 
formula) satisfiable. 

3   UniRed: The Universal Reduction Problem Model 

In this section, we need to set up a special model that transforms a discrete reduction 
problem in Boolean space {0,1}m into a continuous reduction problem on real space 
Em. We employ the following operations [3] to extend the well-known Boolean 
DeMorgan Laws into the universal DeMorgan Laws on real space Em. 

Operator Generalization: we first replace Boolean ∨  and ∧  operators with real 
operators + and × , respectively. 

Variable Generalization: we extend Boolean variables x on Boolean space {0,1}m to 
real variables y on real space Em. The correspondence between x and y is defined as 
follows: 

=
undefined

False

True

x i

 (2) 
if 1-y

i
=0 

if 1+y
i
=0 

   otherwise 
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Literal Transformation: Based on real variables, a literal function is defined for each 
literal as follows: 

( ) ( )−=
1

1 2
j

jij
y

yq  (3) 

Clause Transformation: A clause function ci(y) from Em to E1 is defined as a product 
with at most m literal functions: 

( ) ( )jij

m

j
i yqyc

1=
∏=  (4) 

The UniRed Model: Using literal and clause functions, a CNF formula F(x) on 
Boolean space is transformed into a continuous DNF object function f(y) on real space 
Em. 

( ) ( ) ( )∏
= ==

==
n

i

m

j
jij

n

i
i yqycyf

1 11

 
(5) 

Whereas, this object function f(y) can only guarantee to find a reduct of 
conditional attributes A. In fact our goal is to find a minimal reduct of conditional 
attributes A. Therefore improve above object function formula as follows: 

( ) ( ) ( ) ( )∏
== ==

++==
m

j
j

n

i

m

j
jij

n

i
i yyqycyf

1

2

1 11

1
 (6) 

We take the discernibility function of section II as an example. Following above 
formulation (9), we can obtain the continuous object function f(y) on real space Em. 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )24
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4
2

3
2

2
2

1 11111111111111 aaaaaaaaaaaaaayf ++++++++−−+−−+−−+−−−−=  (7) 

But above improved object function formula still can not guarantee to find a 
minimal reduct of conditional attributes A. For example, given a new discernibility 
function as follows: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )24
2

3
2

2
2

1

22
4

2
2

2
14

2
2

2
3

2
2

2
1 111111111111 aaaaaaaaaaaayf ++++++++−+−−+−−+−−−=  (8) 

Obviously, we can know the minimal reduct of conditional attributes A is {a2, a4} 
or {a1, a4}. That is to say the solution of the object function is (-1,1,-1,1) or (1,-1, 
-1,1). And the value of object function is 8 for each solution. But the solution point  
(-1,1,-1,-1) can also obtain the same object function value 8. Obviously, the function 
has three minima. Nevertheless, to our knowledge, the solution point (-1,1,-1,-1) is 
not the minimal reduct of conditional attributes A, for it cannot satisfy the 
discernibility function. Consequently, before the acceptance of a minimum of the 
object function, we should test the current solution point whether it satisfies  
the discernibility function. 

4   Optimization Method 

To our knowledge, the classic and popular global optimizations are gradient descent 
method and Newton method. But it is very time-consuming to execute, especially for 
large-scale problems. The coordinate method is an old, simple and efficient method 

if xj is a literal in ci

if xj is not a literal in ci 
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for optimization. In each iteration, only one variable yi is chosen as the descent 
dimension. Since variables other than yi, i.e., yj (j=1,2,…,i-1,i+1,…,m), remain as 
constants. Therefore the object function was transformed into a single variable 
function with respect to the variable yi:  

( ) ( ) iiiii cybyayf +++−= 22 11)(  . (9) 

To our knowledge, the minimum of the single variable function is the point 
making the derivative of f(y) equal zero.  

( ) ( )iiii ybyayf ++−−= 1212)('  . (10) 

We set f(y)=0, that is,  

)(

)(

)22(

)22('

ii

ii

ii

ii
i

ba

ba

ba

ba
y

+
−=

+
−=  (11) 

iy '  is the minimum point. As a result, in each iteration, what we need to do is 

compute the value ai and bi. Since only one term (1+yi)
2 in object function with 

respect to yi, consequently bi equals 1. On the contrary, there one term or many terms 
(1+yi)

2 in object function with respect to yi, hereby ai range from 0 to ∞ . In practice, 
the value of ai may overflow, thereby we cannot use above formula any more. When 

∞→ia , in the view of mathematics, the limit of iy '  is 1. Accordingly, if ai 

overflows, then we can set iy ' equal 1. 

5   Proposed Algorithms 

A   Necessary Functions 
Before giving the outline of proposed algorithm, we first introduce some necessary 
functions. 

y’=RoudOff(y): if y i>=0 we return 1, else return –1. Therefore, we obtain a binary 
variable y’ in {0,1}m. For example, if y is (0.1, -0.4,0,0.5), we obtain y’=(1, -1,1,1). 

yi’=RoudOff_OneVar(yi): Only perform roundoff operation for one variable y i. if y 

i>=0 we return 1, else return –1.  

satflag=IsSatDisFun_OneVar(yi’): Only execute satisfaction test for the clauses with 
respect to variable yi’. If the binary variable y’ in {0,1}m can satisfy the clauses with 
respect to the variable yi’, we return TRUE, else return FALSE. 

f2=RealObjFun(y’): return the sum of 1 in the binary variable y’ in {0,1}m. For 

example, if y’ is  (1, -1,1,1) then we return 3; if y’ is (1, -1,1, -1), return 2. 

B   The RED2.1 Algorithm 
Initialization: to start, procedure LoadData() loads the decision table. Function gets a 
variable that satisfies the discernibility function. Then we save the Boolean variable 
after the procedure RoundOff(y). By function RealObjFun(y’) we compute the number 
of selected attributes. On the same time we set the max search times to 10*m.  

Global Search: in this stage, we employ the coordinate descent method to minimize 
the single variable function with respect to each variable yi. Then we round off the 
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variables, if it can reduce the number of selected attributes and satisfy the 
discernibility function, we save the round-off variables. And then we select next 
variable yi+1 for minimization. 

Termination: in practice, it is rather hard to decide whether it is sufficient close to a 
global minimum. But according to our experience, if we set the max search times to 
10*m. That is to say, if we execute the for-loop for 10*m times, then it is sufficient 
close to a global minimum in most cases.  

Running Time: the running time of the RED2.1 can be estimated as follows. Given a 
discernibility function with n clauses, m variables, on average l literals in each clause 
and on average p clauses with respect to each variable. In one iteration of the for-loop, 
minimize the single variable function with respect to one variable is O(pl). The 
running time of RoudOff_OneVar() is O(1) and RealObjFun(y’) can be done in O(m). 
IsSatDisFun_OneVar(yi

’) takes O(pl). The assignment of y’ to best_y can be done in 
O(m). Therefore the total running time of for is O(m(m+pl)). 

 

Fig. 1. The Algorithm of RED2.1 

6   Experiment Results 

In this section, we give experimental results of attributes reduction algorithm RED2.1 
on some instances from UCI repository [4]. In order to investigate the effectiveness of 
our algorithm, we execute the dynamical reduct and genetic reduct in ROSETTA 
system [5]. 

Table 3 indicates that dynamical reduct is much slower than RED2.1. For five 
datasets the time required by dynamical reduct is about 10 times larger than that of 
RED2.1. Among the eight datasets, for one dataset dynamical reduct finds smaller 
reduct than RED2.1 and for three datasets dynamic reduct finds the same reduct as 
RED2.1. Therefore, we conclude that dynamical reduct obtains similar reducts with 
RED2.1, but costs much more time than RED2.1. 
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From table 3, we can see that, By and large, RED2.1 is slower than genetic reduct, 
but performs better than genetic reduct. Therefore, we conclude that our algorithm 
RED2.1 is an efficient algorithm for attributes reduction in data mining. 

 

Table 2. Comparison between RED2.1 and Dynamical Reduct on eight UCI datasets 

RED2.1 Dynamic Reduct  
Dataset 

Instance Original 
Attribute Reduct Time(Sec.) Reduct Time(Sec.) 

Zoo 67 16 4 1.582 4 3 
BreastCancerData 191 9 8 1.632 8 42 

Parity5+5 100 10 5 0.46 5 6 
Echocardiogram 87 7 4 0.34 6 4 

Wine 118 13 4 3.685 5 14 
Glass 142 9 6 2.163 9 13 
Heart 180 13 9 2.744 8 39 

Hungrarian 196 13 4 3.234 5 41 

Table 3. Comparison between RED2.1 and Genetic Reduct on eight UCI datasets 

RED2.1 Genetic Reduct  
Dataset 

Instance Original 
Attribute Reduct Time(Sec.) Reduct Time(Sec.)

SoybeanSmall 31 35 2 0.791 2 1.0 

LungCancerData 32 56 8 1.32 4 2.0 
Wine 118 13 4 3.725 5 1.0 

Audiology 150 69 14 5.147 26 1.0 
Pima 512 8 7 16.924 8 <1.0 

hungrarian 196 13 4 3.234 8 <1.0 
Glass 142 9 6 2.243 9 <1.0 

7   Conclusion 

In this paper, based on the Universal RED problem model and coordinate method, we 
develop the algorithm RED2.1 for attributes reduction problems. We present the 
comparison between our algorithm RED2.1 and other reduction algorithms on some 
problems from UCI repository [8]. The experimental results indicate the efficiency of 
our algorithms. 
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Abstract. Recommender Systems seek to furnish personalized suggestions 
automatically based on user preferences. These preferences are usually 
expressed as a set of items either directly or indirectly given by the user (e.g., 
the set of products the user bought in a virtual store). In order to suggest new 
items, Recommender Systems generally use one of the following approaches: 
Content Based Filtering, Collaborative Filtering or hybrid filtering methods. In 
this paper we propose a strategy to improve the quality of recommendation in 
the first user contact with the system. Our approach includes a suitable plan to 
acquiring a user profile and a hybrid filtering method based on Modal Symbolic 
Data. Our proposed technique outperforms the Modal Symbolic Content Based 
Filter and the standard kNN Collaborative Filter based on Pearson Correlation. 

1   Introduction 

Recommender Systems (RS) allow E-commerce websites to suggest products to their 
costumers by providing relevant information to assist them in shopping tasks. This 
system has also increased its importance in entertainment domains [7]. In both cases, 
two recommendation tasks have been mainly employed by information systems: 
Annotation in Context (providing a score for an item) and Find Good Items (building 
a ranked list of items) [5]. The latter has been widely used in virtual stores. 

Whatever the RS task is, it must collect user preferences to provide good 
suggestions. The more information collected, the better the provided suggestions are. 
The user, however, often has little time for supplying information about him/herself. 
It is necessary to learn about users with as little data as possible. This problem is all 
the more challenging during the first system usage, when there is no user information. 
In such cases, a suitable strategy for acquiring user preferences is quite valuable. 

After acquiring user preferences, RS may adopt one of the following filtering 
approaches to build suggestions: Content Based (CB) Filtering (based on the 
correlation between the user profile and item content), Collaborative Filtering (based 
on the user profile correlation) or hybrid filtering techniques [1,3,4,5,7].  

In this paper, we describe a suitable strategy for achieving better recommendation 
lists in first system usage based on a new hybrid information filtering method (see 
section 2). Basically, the idea is to ask the user to evaluate at least one item of each 
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possible evaluation grade. The descriptions of the evaluated items are used to build a 
modal symbolic profile of the user. This profile is then compared with other user 
profiles in order to perform recommendations in a collaborative fashion. This novel 
strategy was experimentally tested and compared in the movie domain (see section 3), 
where the user can evaluate an item with a grade between 1 (worst) to 5 (best). 

2   Collaborative Filtering Based on Modal Symbolic User Profiles 

As described in the previous section, our strategy in the user profile acquisition phase 
is to request the user to evaluate at least one item of each possible evaluation grade. 
Regardless of the acquisition methodology, the following steps are executed to 
generate recommendation lists in the CF algorithm based on MS user profiles: 

1. Construction of the modal symbolic descriptions of the user profile. This step can 
be done incrementally without degrading the memory usage. 

2. Weight all users based on their similarity with the active user. Similarity between 
users is measured by a function which compares the MS descriptions of each user. 

3. Select the k closest users as neighbors of active user. The closeness is defined by 
similarity between some candidate neighbor and the active user. 

4. Generation of a ranked list of items after computing predictions from a weighted 
combination of the selected neighbors’ ratings. 

Although, the steps 2−4 are standard in CF algorithms, the 2nd one is done in a CB 
manner through the MS user profiles built in 1st step. Before detailing all phases of our 
algorithm we need to introduce modal symbolic data [2] (see www.jsda.unina2.it). Let 
Dj be a finite set of categories. A modal variable yj with domain Dj defined in the set 
E={a, b,…} of objects is a multi-state variable where, for each object a ∈ E, not only 
is a subset of its domain Dj given, but also for each category m of this subset, a weight 
w(m) is given that indicates how relevant m is for a. Formally, yj(a) = (Sj(a), qj(a)) 
where qj(a) is a weight distribution defined in Sj(a) ⊆ Dj such that a weight w(m) 
corresponds to each category m ∈ Sj(a). Sj(a) is the support of the measure qj(a) in the 
domain Dj. Therefore, a symbolic description of an item is a vector where there is a 
weight distribution in each component given by an MS variable. 

2.1   Building the Modal Symbolic User Profile 

According to [1], the construction of the MS descriptions of the user profile involves 
two steps: (a) pre-processing and (b) generalization. The general idea is (a) to build 
an MS description for each item evaluated by the user and (b) then aggregate these 
descriptions in some MS descriptions where each one represents a user interest. 

The pre-processing step is necessary for both constructing the set of MS 
descriptions used to represent the user profile and comparing the user profile with a 
new item (in CB filtering) or with another user profile (important to step 2 of our 
recommendation algorithm). Let xi = (Xi

1,..., Xi

p, C(i)) be the description of an item i 
(i=1,...,n), where Xi

j ⊆ Dj (j=1,...,p) is a subset of categories of the domain Dj of the 
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variable yj and C(i) ∈ D = {1,…,5} indicates the user evaluation (grade) for this item. 
For each category m ∈ Xi

j, we can associate the following weight: 

j
iX

mw
1

)( =  (1) 

where |Xj| is the number of elements belonging to Xj (its cardinality). Then, the MS 
description of item i is ))(,

~
,...,

~
(~ 1 iCXXx p

iii = , where ))(),(()(
~~

iqiSiXX jjj
j

i ==  
and jX

~
 is a MS variable. Sj(i) = Xi

j is the support of the weighted distribution qj(i). 
The generalization step aims to construct a suitable symbolic description of the 

user profile. In our approach, each user profile is formed by a set of sub-profiles. Each 
sub-profile is modeled by an MS description that summarizes the entire body of 
information taken from the set of items the user has evaluated with the same grade. 

Formally, let ug be the sub-profile of user u which is formed by the set of items 
that have been evaluated with grade g. Let ),...,( 1 p

uuu ggg
YYy =  be the MS 

description of the sub-profile ug, where ))(),(( gjgj
j

gu uquSY = , with )( gj uS  being 
the support of the weighted distribution pjuq gj ,...,1),( = . 

If ))(,
~

,...,
~

(~ 1 iCXXx p
iii = , where ))(),((

~
iqiSX jj

j
i =  (j=1,…,p), is the MS 

description of the item i belonging to ug, the support )( gj uS  of )( gj uq  is defined as 

gui
jgj iSuS

∈
= )()(  

(2) 

Let )( gj uSm ∈  be a category belonging to Dj and |ug| be the number of elements 
belonging to the set ug. Then, the weight )()( gj uqmW ∈  of the category m is: 

∈∈
==

∈ otherwise

iSmifiqmw
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)(,)()(
),(,),(

1
)( δδ  (3) 

2.2   Comparing Modal Symbolic Profiles 

The step compares two MS user profiles through a suitable function that measures the 
similarity between each MS description of user profiles. This function is then used to 
define the neighborhood of an active user. 

Let ),...,( 1 p
uuu ggg

YYy =  be the MS description of the sub-profile ug of an active 
user. Also, let ),...,( 1 p

vvv ggg
YYy =  be the MS description of the sub-profile vg of a 

candidate neighbor for the active user. The comparison between the active user u and 
the candidate neighbor v is achieved through the following similarity function: 

( )
5

),(1),(
),( }5,4,3,2,1{

−∗
= ∈g

gvgugvgug yyyyh
vu

φ
ψ  (4) 

where 3),(
111 =vu yyh , 2),(

222 =vu yyh , 1),(
333 =vu yyh , 4),(

444 =vu yyh , 5),(
555 =vu yyh  

if ∅≠
5uy  and ∅≠

5vy , otherwise 0),( =
gvgug yyh . Although we have fixed the 

values of g due to our case study, this model may be easily adapted for other domains. 
There are two hypotheses considered by function hg. First, we agree that positive 

items are more useful in defining the neighbors of a user, as they may provide better 
suggestions than users who have similarities with the active user concerning negative 
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preferences. Additionally, we know that items with grade 5 are preferred over items 
with grade 4 and, also, items with grade 1 are more disliked than items with grade 2 
or 3.  We take this second hypothesis into account when measuring the similarities 
between users through different weights for each grade. 

The function ),(
gvgu yyφ has two components: a context free component, which 

compares the sets )( gj uS  and )( gj vS ; and a context depend component, which 
compares the weight distributions )( gj uq  and )( gj vq . This function is defined as: 

+
=

=

p

j

gjgjcdgjgjcf

gvgu

vquqvSuS

p
yy

1 2

))(),(())(),((1
),(

φφ
φ  (5) 

where φcf measures the difference in position in cases where sets )( gj uS  and )( gj vS  
are ordered; and φcd measures the difference in content between 

guy  and 
gvy . 

Table 1 expresses the agreement (α and β) and disagreement (γ and δ) between the 
weight distributions )( gj uq  and )( gj vq . 

Table 1. Comparison between the weight distributions )( gj uq  and )( gj vq  

 User ug 

 + (Agreement) - (Disagreement) 

+ ∈= )()( )(
gvjSgujSm mwα • ∈= )()( )(

gvjSgujSm mWβ ∈= )()( )(
gvjSgujSm mwγ

 U
se

r 
v g 

- ∈= )()( )(
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The context dependent component φcd is defined as: 
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++

++
+=

δγβ
δγ

δγα
δγφ

2

1
))(),(( gjgjcd vquq  (6) 

If the domain Dj of the categorical variable yj is ordered, let mL = min( )( gj uS ), mU 
= max( )( gj uS ), cL = min( )( gj vS ) and cU = max( )( gj vS ). The join [6] )( gj uS  ⊕ 

)( gj vS  is defined as: 
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The context dependent component φcf is defined as: 

⊕

−−⊕
∅≠

=
otherwise,

)()(

)()()()(

)()( if,0

))(),((

gjgj

gjgjgjgj

gjgj

gjgjcf

vSuS

vSuSvSuS

vSuS

vSuSφ  (8) 

2.3   Generating a Ranked List of Items 

Now that we are able to compute the similarity between the active user u with each 
user in the database, we can do the 3rd step in a straightforward manner. Based on the 
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user neighborhood defined in the 3rd step, we can compute predictions for each 
unknown item in the repository, according to the following function: 

( )
=
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+=
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1
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),(

),(
),(

ψ
ψ

ρ  (9) 

where u is the active user, i is an unknown item and k is the neighborhood size. We 
can present the ranked list of items according to the values produced by equation 9. 

3   Experimental Evaluation 

We use the Movielens (movielens.umn.edu) dataset joined with a content database 
crawled from IMDB (www.imdb.com) to perform experimental tests. This prepared 
dataset contains 91,190 explicit ratings between 1 to 5 from 943 different users for 
1,466 movies. In this dataset, we selected all users that had evaluated at least 100 
items of 1,466 available movies. These users were used in a test set to perform four 
different experiments concerning the type of training sets T={extratified (E), non-
extratified (NE)} and the number m={5,10} of items provided in the training set for 
each user. The value of 30 was chosen for k following a recommendation of [4].  

We ran an adapted version of the standard 10 fold cross-validation methodology. 
This adaptation consisted of arranging the training set and test set, respectively, in the 
proportion of 1 to 9 instead of 9 to 1 as done in the standard schema. This is 
compatible with the fact that the user does not furnish a sufficient amount of 
information in his/her first contact with the system.  

The subject of our experimental analysis focused on the Find Good Items task, 
motivated by the hypothesis that this task is more useful than other available RS tasks 
in an E-commerce environment [5,7]. According to [5], the half-life utility [3] is the 
most appropriate metric for this type of task. Thus, it was adopted in our analysis. The 
following algorithms were executed in our tests: 

1. (MSA) – Content-Based Information Filtering based on MS Data; 
2. (CFA) –  kNN-CF based on the Pearson Correlation; 
3. (CMSA) - Collaborative Filtering based on Modal Symbolic User Profiles. 

Table 2 displays the average ( x ) and standard deviations (s) of half-life utility 
metric for all algorithms grouped by T={E,NE} and m={5,10}.  

As seen in Table 2, the proposed methodology (CMSAT=E) achieves the best 
accuracy recommendation lists. Moreover, we show with a confidence level of 0.1% 
that by giving just one item of each class (grade), the user gets better recommendation 
lists than those produced by CFA or MSA algorithms, even if they use the same 
acquiring strategy as in our methodology. This result is very interesting, as having 
good recommendations with just 5 items can help systems maintain loyal customers 
and get new ones. Another interesting result is that the observed standard deviation of 
the CFA and CMSA diminishes when the size of user profile is increased to 10. The 
reason for this behavior is that as more items are added to the user profile, precision 
increases in the estimation of user neighborhood. Consequently, better 
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recommendations can be provided by the system to users whose the profile was 
obscure when there was just 5 items. The most remarkable result is that CSMA 
reaches low standard deviations, thus implying more stable systems. 

Table 2. Results of experiments grouped by T (type of training sets) and m (number of items in 
user profile) according to half-life utility metric 

MSA CFA CMSA 

T m x  s x  s x  s 

5 34,346 0,826 40,206 4,325 63,924 2,224 
E

10 31,786 1,161 58,088 1,991 63,589 2,001 

5 37,335 0,444 58,738 0,593 61,482 0,194 
NE

10 32,467 0,657 59,731 0,333 60,000 0,157 

4   Conclusions 

In this paper we presented a suitable strategy for minimizing the problem of learning 
a user profile during first system usage. We demonstrate how our new method 
improves the quality of recommendation lists when there is little information on the 
user. As a possible future work we propose the comparison of our strategy with some 
active learning approaches. Another exciting work would be the combination of our 
strategy for acquiring preferences with other hybrid information filtering algorithms. 

Acknowledgments. The authors would like to thank CNPq (Brazilian Agency) for its 
financial support. 
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Abstract. Most databases employ the relational model for data stor-
age. To use this data in a propositional learner, a propositionalization
step has to take place. Similarly, the data has to be transformed to be
amenable to a multi-instance learner. The Proper Toolbox contains an
extended version of RELAGGS, the Multi-Instance Learning Kit MILK,
and can also combine the multi-instance data with aggregated data from
RELAGGS. RELAGGS was extended to handle arbitrarily nested re-
lations and to work with both primary keys and indices. For MILK
the relational model is flattened into a single table and this data is fed
into a multi-instance learner. REMILK finally combines the aggregated
data produced by RELAGGS and the multi-instance data, flattened for
MILK, into a single table that is once again the input for a multi-instance
learner. Several well-known datasets are used for experiments which high-
light the strengths and weaknesses of the different approaches.

1 Introduction

This paper describes the Proper Toolbox [4], a general framework for database-
oriented propositionalization algorithms that can also create multi-instance data
from relational data.1 The paper is organized as follows: first we discuss the RE-
LAGGS propositionalization system, which is a major component of Proper, and
then the other components of Proper. After that we report on results obtained
from a suite of experiments that apply Proper to some relational benchmark
datasets. The final section summarizes the paper.

2 The Proper Toolbox

In this section we discuss the various components of Proper, starting with its
most important building block, RELAGGS.

2.1 RELAGGS: The Propositionalization Engine

RELAGGS is a database-oriented approach based on aggregations that are per-
formed on the tables adjacent to the table that contains the target attribute. For

1 Proper is freely available from http://www.cs.waikato.ac.nz/ml/proper/.
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each row in the target table the following SQL group functions are executed for
all numeric columns in the adjacent tables: average, minimum, maximum, sum.
Additionally standard deviation, quartile, and range are computed. For nominal
columns the number of occurrences of each nominal value is counted and repre-
sented as a new attribute. RELAGGS also computes aggregations based on pairs
of attributes with one nominal attribute. This nominal attribute serves as an ad-
ditional GROUP BY condition for the aggregation process [2]. RELAGGS uses the
names of primary keys to determine the relationships between the various tables
in the database. Proper uses the version of RELAGGS from [3].

We modified RELAGGS to relax some of the constraints it imposes on its
input. First, RELAGGS expects an integer as the primary key of a table. In
some domains the primary key of the table is an alpha-numeric string. In such
cases Proper generates an additional table containing the original identifiers and
newly generated integer keys, which replace the original alpha-numeric keys in
all other tables. Second, determining the relationship between two tables solely
using primary keys proved to be problematic when the relationship between dif-
ferent tables is based on compound IDs. Compounds may have more than one
instance and this clearly rules out the compound ID as a primary key. There-
fore, instead of primary keys, indices are used to identify relationships between
tables. Third, the use of indices instead of primary keys unfortunately has fur-
ther consequences: joins may work differently, and care has to be taken to avoid
loss of information. When importing datasets into Proper, either an additional
unique index (based on table name and row-ID) is generated automatically, or
some key can be specified to be the unique index. Fourth, due to the possibility
of importing Prolog data, and the closed-world assumption used in Prolog-based
representations, tables do not necessarily include explicit information about the
absence of feature values. Hence, to prevent against potential loss of instances in
joins, Proper uses the LEFT OUTER JOIN instead of the NATURAL JOIN (which is
used in the original version of RELAGGS). Fifth, since the above version of RE-
LAGGS only aggregates tables adjacent to the target table, Proper pre-flattens
arbitrarily deep nested structures into temporary tables.

2.2 The Other Components of Proper

In the following we describe the Proper framework, which is depicted in Figure 1.
We will explain the individual steps with suitable examples. The first step is the
import of data from a file or database.

Import. Currently Proper supports two different formats for importing data
into databases: Prolog (only extensional knowledge, but including ground facts
with functors) and CSV-files (with or without identifiers for the columns). For
both formats the types of the columns in the table are determined automatically.
Supported types are Integer, Double, Date and String. CSV import is pretty
straightforward, since the data is already in a column-like representation. If the
file contains a header row with the names of the columns, then these are used.
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Fig. 1. Proper’s program structure

Otherwise a name is constructed automatically out of both the file name and
the position of each column.

Prolog (or closely related for-
train(east,

[c(1,rectangle,short,not double,none,2,l(circle,1)),
c(2,rectangle,long,not double,none,3,l(hexagon,1)),
c(3,rectangle,short,not double,peaked,2,l(triangle,1)),
c(4,rectangle,long,not double,none,2,l(rectangle,3))]).

Fig. 2. East-West-Challenge Example

mats like Progol or Golem) can
be imported into databases in
such a way that each functor
represents a separate table.
Consider the example of the
East-West-Challenge in Figure

2. Since this dataset is a relational Prolog database we do not need to specify
the relations between the functors explicitly. Otherwise we would have to do this
by indicating which argument index functions as a key, e.g. in the well-known
Alzheimer datasets the argument that contains the compound ID.

The structure of this example can easily be translated into the table structure
shown in Figure 3. The train list table would not actually be necessary to
represent the 1..n relationship between train and car, but this is Proper’s
generic approach of storing each functor in its own table. In the case of uniform
lists (i.e. all lists are of same length) Proper can also turn a list directly into a
table with an equal number of columns. This built-in optimization gets rid of
one table thus reducing the complexity of the generated database.

Proper also includes

Fig. 3. East-West-Challenge as a relational database

a few more advanced
features for importing
Prolog. First, if the re-
lations cannot be deter-
mined from the Prolog
database itself, it is pos-
sible to define them ex-
plicitly via foreign key

relations. Then during import, functors will be rearranged to fit the proposed
relational model. Second, for problems that are represented as flat, ground Pro-
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log facts one also has to specify which columns are to be used for joins, as
this is not necessarily obvious from the plain data. Third, depending on the
representation of the data there might be more than one argument contain-
ing a key, e.g. in the Alzheimer datasets, where there are functors that de-
fine a relation between the two arguments: less toxic(a1, b1). For a sym-
metric relation equally toxic, the instance equally toxic(a1, b1) is split
into two instances equally toxic(a1, 1) and equally toxic(b1, 1), where
the second argument is the so called split id that links both instances to-
gether. To properly represent asymmetric relationships, new distinct functors
have to be defined for each argument position and less toxic(a1, b1). be-
comes less toxic(less toxic0(a1), less toxic1(b1)).

Joiner. The central processing algorithm in Proper is the Joiner. As can be
seen in Figure 1 the Joiner performs the flattening of arbitrarily nested struc-
tures of relations into appropriate structures for RELAGGS (maximum depth
of 1), MILK (one flat table of depth 0, suitable for the multi-instance learning
kit MILK) and REMILK (also one flat table). In multi-instance learning each
example consists of several instances, and is also called a bag of instances. The
data for REMILK (RE lational aggregation enrichment for MILK) is produced
by joining the tables that have been generated for RELAGGS and MILK.

The Joiner works on tree structures. To build up such a tree structure the
Joiner can either use user-specified relationships between tables or discover such
relationships automatically. A GUI frontend supports specifying these tree struc-
tures. Auto-discovery of relationships determines the possible relation between
tables based on column names. In order to keep the IO operations to a minimum,
the joins are ordered such that smaller tables are joined first.

Left outer joins are performed in order not to lose any instances of the target
table. Since classifiers normally handle missing values, the created NULL values
can be interpreted as missing values. The columns over which the join is per-
formed (i.e. the columns that are tested in the WHERE clause of the generated
join-query) are determined by the intersection of the indices of the first table
with all the columns of the second one. The user can specify replacement values
for automatically generated NULLs on a column-basis (e.g. replacing them by
“0”) if they should not be treated as missing values. Such columns are updated
after a join-operation.

In cases where there are additional duplicate columns beside the join columns,
the duplicate columns’ names are prefixed with mX , where X is a unique number
used for all columns in the current join. Without that precaution potentially
essential information could be lost. A common case for this situation to arise is
the handling of asymmetric relationships, where the (initially identically named)
properties of both arguments have to be included in the final table.

Export. This is the last step before the classifiers can be built and evaluated.
Tables generated by Proper are transformed into appropriate ARFF files for the
WEKA workbench. If certain columns contain implicit knowledge like identifiers
of tables (and their aggregates), it is possible to exclude them from export. In the
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case of multi-instance data, a bag identifier can be specified explicitly or one can
be determined automatically. NULL values that were present in the data or were
introduced during left outer joins are exported as missing values. If the ARFF
file is too large it is possible to export only a stratified sample by specifying a
sampling percentage. Finally, WEKA filters can be applied to the data before
it is written to an ARFF file, e.g. nominal attributes can be turned into binary
indicator attributes.

3 Experiments

We used 18 datasets in our experiments with Proper.2 Table 1 shows the results.
Note that the alzheimer *, dd *, and proteins datasets only have one instance
per bag in the MILK and REMILK versions, so they are not “true” multi-
instance datasets.

For MILK and REMILKDataset RELAGGS MILK REMILK
alzheimer amine uptake 87.59 ± 4.31 73.35 ± 5.42 87.26 ± 4.52
alzheimer choline 89.18 ± 2.73 79.17 ± 3.68 89.45 ± 2.68
alzheimer scopolamine 87.84 ± 4.23 74.16 ± 5.30 87.78 ± 4.33
alzheimer toxic 92.93 ± 2.74 88.77 ± 3.48 92.39 ± 3.00
dd pyrimidines 92.47 ± 2.02 92.46 ± 1.94 92.46 ± 1.94
dd triazines 74.76 ± 0.85 74.78 ± 0.85 74.78 ± 0.85
eastwest 80.00 ± 41.03 55.00 ± 51.04 75.00 ± 44.42
genes growth 31.70 ± 1.60 34.00 ± 1.01 33.36 ± 1.25
genes growth bin 84.14 ± 0.42 84.33 ± 0.22 84.34 ± 0.40
genes nucleus 76.06 ± 2.15 57.22 ± 2.19 62.55 ± 2.03
genes nucleus bin 87.28 ± 1.39 74.13 ± 1.67 78.49 ± 1.63
musk1 rel 80.13 ± 15.21 81.64 ± 14.68 79.50 ± 14.58
musk2 rel 72.83 ± 13.44 76.82 ± 12.61 74.40 ± 13.73
mutagenesis3 atoms 79.58 ± 8.90 81.86 ± 8.23 80.15 ± 9.24
mutagenesis3 bonds 85.38 ± 7.85 83.62 ± 7.87 86.68 ± 7.46
mutagenesis3 chains 85.31 ± 7.83 84.54 ± 7.00 84.85 ± 8.32
proteins 59.52 ± 4.08 59.12 ± 5.08 59.92 ± 3.38
suramin 45.45 ± 52.22 63.63 ± 50.45 45.45 ± 52.22

Table 1. Accuracy and standard deviation

we used the multi-instance
learner MIWrapper3, which
can be wrapped around any
standard propositional
learner as described in [1].
The MIWrapper approach
assigns each instance of the
n instances in a bag a weight
of 1/n. Therefore all the bags
have the same total weight
regardless of the number of
instances they contain. For
predicting a bag label a class

probability is obtained from the propositional model for every instance of the
bag. These probabilities are simply averaged to determine the resulting class
label for the bag.

This approach enjoys an advantage over aggregation as performed by RE-
LAGGS if the data looks like that in Figure 4, i.e. if interactions between at-
tributes are significant for prediction. Here the aggregates generated by RE-
LAGGS are identical for both classes, making discrimination impossible, but
the MIWrapper algorithm would be able to create a useful classifier, for exam-
ple, using a propositional decision tree learner.

2 All the data used in our experiments is available from the Proper web page
http://www.cs.waikato.ac.nz/ml/proper.

3 The MIWrapper is part of MILK, the Multi-Instance Learning Kit, which is freely
available from http://www.cs.waikato.ac.nz/ml/milk/.
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We used unpruned decisions trees in our experiments with RELAGGS and
MILK/REMILK. Only for the genes * datasets we used boosted decision stumps
instead because the trees became too large. Both learning schemes are insensitive
to the relative scale of the instances’ weights and that is why we used them. In
all experiments we used 10 runs of stratified 10-fold cross-validation, only in case
of suramin and eastwest we used Leave-One-Out. This was done because of
the very small size of these datasets. Also, to imitate RELAGGS’s behaviour,
we binarized all nominal attributes before passing them to the MIWrapper and
replaced missing values in the resulting attributes by 0.

When interpreting the results shown in

Fig. 4. Artificial dataset

Table 1, we see that RELAGGS and REMILK
perform similarly (the exception being the
gene nucleus * data, where REMILK performs
worse—possibly because the RELAGGS attributes
follow after the attributes from the multi-instance
data in the REMILK version of the data, and the
decision tree learner is thus biased towards the lat-
ter set of attributes). The results indicate that in
practice one might as well run the faster and less
memory-demanding RELAGGS approach instead
of the combination approach REMILK.

MILK is performing as well as the other approaches on about two thirds of
all datasets, but it does worse on the remaining datasets. Currently we do not
have a good explanation for this difference, as we were actually expecting the
multi-instance approach to enjoy an advantage. But this theoretical advantage
(see the example discussed above) does not seem to be relevant in practice. Note
that the difference on the single-instance alzheimer * datasets is solely due to
the fact that the RELAGGS approach enables the propositional learner to treat
NULL effectively as a separate value rather than a missing value (because some of
the aggregate functions used by RELAGGS return zero if there are no applicable
records). This different treatment of missing values may be partially responsible
for the differences observed in other cases as well. There are no NULL values in
the musk datasets and here MILK actually has a slight edge.

4 Conclusions and Future Work

This paper presents an attempt to develop a practical database-oriented frame-
work for different propositionalization algorithms. The flexible design allows for
the future integration of other propositionalization algorithms in addition to
RELAGGS. Proper makes standard propositional and multi-instance learning
algorithms available for relational learning. A preliminary empirical investiga-
tion has shown the feasibility of this approach.
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Abstract. This paper proposes a new sigma point selection strategy to better 
capture the information of a probability distribution. By doing so, the non-local 
sampling problem inherent in the original unscented transformation (UT) is 
fundamentally eliminated. It is argued that the improved UT (IUT) outperforms 
the original UT at the cost of increased but comparable computation burden and 
will be useful in constructing a nonlinear filter. 

1   Introduction 

The Bayesian inference provides an optimal solution framework for dynamic state 
estimation problems. Because the Bayesian solution requires the propagation of the 
full probability density, the optimal nonlinear filtering often turns out to be 
analytically intractable. Approximations are thus necessary. The most celebrated one 
is the extended Kalman filter (EKF), which is used to further approximate the 
nonlinearity through successive linearization at the current estimate. The EKF has 
been successfully applied to deal with nonlinear filtering problems in many practical 
systems. When employed to address significant nonlinearities, however, the EKF 
becomes very difficult to tune and even prone to divergence. Long-term experiences 
have shown that it is only reliable for systems that are almost linear in the update 
interval. Most of the difficulties are owed much to the local linearization at a single 
point without considering the given probabilistic spread at all [1]. This statement also 
applies other all Taylor series truncation based filters. 

In light of the intuition that to approximate a probability distribution is easier than 
to approximate an arbitrary nonlinear transformation, Julier and Uhlmann [2-6] 
invented the unscented transformation (UT) to make probabilistic inference, i.e., 1) 
parameterize the mean and covariance of a probability distribution via a set of 
deterministically selected samples, 2) propagate them through the true nonlinear 
transformation, and 3) calculate the parameters of the propagated Gaussian 
approximation from the transformed samples. Eliminating the cumbersome derivation 
and evaluation of Jacobian/Hessian matrices, the UT-based unscented Kalman filter 
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(UKF) is much easier to implement and performs better than the EKF. Lefebvre et al. 
[7] interpreted the UT as a statistical linear regression (a discrete implementation of 
the statistical linearization [8]), which provides a very useful insight into the UT’s 
characteristics. This insight justifies the derivative-free UKF’s benefits over the 
linearization-based EKF.  

In this paper, we propose a new sigma point selection strategy to better capture 
the information of a probability distribution. An outline of the paper is as follows. 
Section 2 sketches the principle of the UT and motivates the development of the 
improved UT (IUT). Section 3 develops and analyzes the IUT in the 
polar-to-Cartesian coordinate transformation. Summary and conclusions are given 
in Section 4. 

2   Motivation 

According to the UT’s sigma point selection strategy [2, 4-6], an n-dimensional 
random variable ( )x k  with mean ( )ˆ |x k k  and covariance ( )|P k k  can be 

approximated by the following 2n  weighted sigma points 

( ) ( ) ( )( )
( ) ( ) ( )( )

ˆ| | | 1 2 ,
, 1, , .

ˆ| | | 1 2

i i
i

i n i n
i

k k x k k nP k k W n
i n

k k x k k nP k k W n

χ

χ + +

= + =
=

= − =
…  (1) 

In order to allow information beyond the mean and covariance to be incorporated 
into the set of sigma points, an extra sigma points identical with the given mean is 
added to yield a sigma set with the same mean and covariance but different high-order 
moments, i.e., 

( ) ( )
( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( )( ) ( )

0 0 0

0 0

0 0

ˆ| |

ˆ| | | 1 1 2 , 1, ,
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i i
i

i n i n
i

k k x k k W W

k k x k k nP k k W W W n i n

k k x k k nP k k W W W n

χ

χ

χ + +

= =

= + − = − =

= − − = −

…  
(2) 

where ( )
i

P  is the ith column or row1 of the matrix square root of P  and iW  the 

weight associated with the ith sigma point. The independent parameter 0W  is to be 
tuned to capture the most important higher order moments information. Using the 
analysis in Appendix II of [6], 0 1 3W n= −  is justified because it guarantees that the 
fourth-order moment information is mostly captured in the true Gaussian case. Then 
(2) becomes 

                                                           
1  If the matrix square root is formulated as TP S S= , then the rows of S  are used to form 

sigma points. Otherwise, the columns are used. 
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( ) ( )
( ) ( ) ( )( )
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It can be analytically shown that the sigma points are all located on the 3σ  
contour. Under the assumption of Gaussian distribution, there is a possibility 68% for 
a sample occurring within the 1σ  contour and a possibility 99.7% within the 3σ  
contour. In other words, a satisfying sigma set should comprise of sigma points that 
are choicely located within the 3σ  contour. This rule takes the probabilistic spread 
into full consideration and can be used as a general validation rule for a sigma set. For 
example, the sigma set in (1) will be definitely a poor one for a random variable of 
dimension over nine. So would be the sigma set in (2) if the independent 0W  took a 
value slightly less than 1, e.g., 0.99 . Under these conditions, the sigma points are 
indeed irrepresentative of the true probabilistic spread although some moments 
information has been apparently captured. The propagated statistics of course will not 
reflect the true posterior distribution. It is right the non-local sampling indicated in 
[3], where the scaled UT was adopted to address this problem, i.e., the sigma points 
are scaled towards the mean center by a small positive factor α  (typically 1 ). The 
scaled UT is equivalently squeezing all sigma points into a tiny sphere centered at the 
mean, again regardless of the true probability distribution. As a result, the non-local 
sampling disappears but the non-global sampling problem surfaces. So far, it appears 
that the sigma set in (3) does not get involved into any problem.  

However, in view of the fact that a sample occurs outside the 3σ  contour with 
possibility 8.3%, there seems to have a margin to improve the sigma set. Motivated 
by the non-local and non-global sampling problems inherent in the original UT, in 
next section we try to seek a new sigma point selection strategy to better capture the 
information of a probability distribution. 

3   The Improved Unscented Transformation 

The IUT 

The rationale of improving the UT is to determine the location of relatively a small 
number of sigma points and their corresponding weights so that the probabilistic 
spread be well represented. Ideally, the determination of a sigma point’s location 
should take account of the characteristics of the specific nonlinear transformation. 
Without these prior information about the nonlinear transformation in hand, we may 
as well determine, first of all, a good “spread” of the sigma points and subsequently 
decide their weights to accomplish a “probabilistic” spread. In this case, the IUT will 
be hopefully less influenced by the non-global sampling problem than the original 
UT. 

The final sigma set is composed of 6 1n +  sigma points with one point at the mean 
center and the other points at the 1σ , 2σ  and 3σ  contours, respectively, i.e. 
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(4) 

where ,α β  are two free parameters. It can be easily verified that the mean and 
covariance are completely caught. Under the assumption of a Gaussian distribution 

,α β  are set to be 

( ) ( )
( ) ( )

normpdf 2 normpdf 1

normpdf 3 normpdf 1

α
β

=

=
 (5) 

where ( )normpdf ⋅  is the standard normal probability density function. 

Given a set of sigma points, the predicated mean and covariance can be calculated 
by 

1) Each sigma point is instantiated through the process model or observation model 
(denoted uniformly by a nonlinear function ( )f ⋅ ) to yield a set of transformed 

samples 

( ) ( )( )1| | .i ik k f k kχ χ+ =  (6) 

2) The predicted mean is computed as 

( ) ( )
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3) The predicted covariance is computed as 
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The IUT allows tradeoffs between computational burden and accuracy. For 
example, the number of sigma points can be reduced to 4 1n +  by simply removing 
the last 2n  points. The above discussions still hold true for this reduced sigma set. 

Example: Polar to Cartesian Coordinate Transformation 

The polar information ( ),r θ  returned by a sensor has to be converted to an ( ),x y  

position in some Cartesian coordinate frame. The transformation is 
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cos
.

sin

x r

y r

θ
θ

=  (9) 

A range-optimized sonar sensor can provide fairly range measurements (2 cm 
standard deviation) but extremely poor bearing measurements (15º standard 
deviation) [6]. The accurate mean and covariance are calculated by Monte Carlo 
simulation using 610  samples. In order to fully evaluate the performance of the IUT 
against the UT in propagation of statistics, we examine those situations with much 
worse bearing measurements (100º standard deviation). The results are shown in Fig. 
1, respectively. The UT estimates are biased and inconsistent for the standard 
deviation of 100º. In contrast, the IUT behaves quite well and its estimates almost 
coincide with the actual. It is found in fact that the IUT estimates are still valid for 
standard deviation as large as 110º. 

 

Fig. 1. The mean and standard deviation (2 cm, 100 degree) contours for the true statistics, 
those calculated by the UT and those calculated by the IUT. The true mean is at * and its 
deviation contour is solid; the UT mean is at o and its contour is slashed; and the IUT mean is 
at + and its contour is dotted 

4   Conclusions 

Motivated by the non-local and non-global sampling problems inherent in the original 
UT, this paper proposes a new sigma point selection strategy to better capture the 
information of a probability distribution. For the new IUT, the non-local problem is 
fundamentally eliminated while the non-global problem that has been neglected in the 
previous literature is also lessened. The increased but comparable computation burden 
incurred by the IUT can be handled by today’s advanced computing power. 
Admittedly, it is possible to further improve the original UT through an elaborate 
sigma point selection strategy. 
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Abstract. A wrapper is a program which extracts data from a web site
and reorganizes them in a database. Wrapper generation from web sites
is a key technique in realizing such a metasearch system. We present a
new method of automatic wrapper generation for metasearch using our
efficient learning algorithm for term trees. Term trees are ordered tree
structured patterns with structured variables, which represent structural
features common to tree structured data such as HTML files.

1 Introduction

Due to the rapid growth of HTML files at the Web space, it is important to
extract useful information from the vast Web space. Since general-purpose search
engines are useful but not universal, many organizations have their own search
engines on their web sites, which are called search sites [3]. To support unified
access to multiple search sites, we have developed a metasearch system for search
sites. Wrapper generation from web sites has been extensively studied [1–7,9]
and is a key technique in realizing such a metasearch system. However only a
few automatic technique is based on theoretical foundations of learning theory.
In this paper, we present a new method of automatic wrapper generation for
metasearch engines for search sites. Our learning algorithm from tree structured
data, called MINL algorithm [10], plays important role in this method.

Our approach of wrapper generation from web sites has the following advan-
tages. MINL algorithm is unsupervised and needs no labeled examples which
are positive and negative examples. The algorithm needs only a small number
of sample HTML files of a target web site which are considered to be positive
examples. Our approach has a firm theoretical foundation based on Compu-
tational Learning Theory [10]. Term trees, our representation of ordered tree
structured patterns, have rich representing power and are useful to Web mining
and semistructured data mining [8]. According to Object Exchange Model, we
treat semistructured data as tree structured data. Since tree based wrappers
are shown to be more powerful than string based wrappers [4, 9], we use term

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1030–1035, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



Automatic Wrapper Generation for Metasearch 1031

Wrapper Generation ModuleUnified Search Module

TT-wrapper

database

Search Module

Record Extraction

Module

Unified Search

Interface

Record Reorganization

Module

learning of minimally

generalized term trees

identification of

record parts

transformation of 

sampleHTML files 

into parsed trees

generation of

TT-wrappers

Data Access

Module

w.w.w

user

registration of search sites

registrationTT-wrappers

reorganized search results 

keywords

names of search sites

search 

parameters

extraction 

of records

reorganization 

of records

search results

search retrieval of sample HTML files

retrieved results

Wrapper Generation Module

Wrapper Learning Module

Unified Search Module Wrapper Generation ModuleUnified Search Module

TT-wrapper

database

Search Module

Record Extraction

Module

Unified Search

Interface

Record Reorganization

Module

learning of minimally

generalized term trees

identification of

record parts

transformation of 

sampleHTML files 

into parsed trees

generation of

TT-wrappers

Data Access

Module

w.w.w

user

registration of search sites

registrationTT-wrappers

reorganized search results 

keywords

names of search sites

search 

parameters

extraction 

of records

reorganization 

of records

search results

search retrieval of sample HTML files

retrieved results

Wrapper Generation Module

Wrapper Learning Module

Unified Search Module

Fig. 1. Architecture of our system of metasearch from search sites

trees [10], which are ordered tree patterns with structured variables. A variable
in a term tree can match an arbitrary subtree, which represents a field of a
semistructured document. As a special case, a contractible variable can match
an empty subtree, which represents a missing field in a semistructured docu-
ment. Since semistructured documents have irregularities such as missing fields,
a term tree with contractible variables is suited for representing tree structured
patterns in such semistructured documents.

The key concept of our system is minimally generalized term trees obtained
from tree structured data, which is briefly explained in Sec. 2. Let S be a set of
trees each of which is transformed from an HTML file in a given HTML dataset.
A term tree wrapper generated by S is a tuple (t,H) where t is one of minimally
generalized term trees explaining S and H is a subset of variables of t. We call a
term tree wrapper a TT-wrapper, for short. We note that search sites always
output HTML files according to certain previously fixed rules. If we focus on
one search site, the trees outputted by the site have no significant difference in
the shapes. Thus, it is natural to guess that we can obtain a unique minimally
generalized term tree for HTML files outputted by one search site. In this paper,
we present a new method of automatic TT-wrapper generation for metasearch.
The system provides unified access to multiple existing search sites (Fig. 1).

2 Term Trees with Contractible Variables

In this section, we give a rough definition and an example rather than give a full
technical definition of a term tree. The reader is referred to [10] for details.
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Let T = (VT ,ET ) be a rooted tree with ordered children, called an ordered
tree, or a tree where VT is a set of vertices and ET is a set of edges. Let Eg and
Hg be a partition of ET , i.e., Eg ∪Hg = ET and Eg ∩Hg = ∅. And let Vg = VT .
A triplet g = (Vg,Eg,Hg) is called an ordered term tree, or a term tree simply.
And elements in Vg, Eg and Hg are called a vertex, an edge and a variable,
respectively. We assume that every edge and variable of a term tree is labeled
with some words from specified languages. There are two kind of variables, called
contractible variables and uncontractible variables. A contractible variable may
be considered to be an erasing variable, which must be adjacent to a leaf and can
be replaced with any ordered tree including a singleton vertex. An uncontractible
variable can appear anywhere in a term tree and be replaced with any ordered
tree of at least 2 vertices. Variables with the same label must be replaced with
the same tree. This rule often makes computational problems harder. Then we
assume that all labels of variables in a term tree are mutually distinct.

Let t be a term tree. The term tree language of t, denoted by L(t), is the set
of all trees which are obtained from t by substituting trees for variables in t. We
say that t explains a given set of trees S if S ⊆ L(t). A minimally generalized
term tree t explaining S is a term tree t which satisfies the following conditions:
(i) t explains S, and (ii) L(t) is minimal among all term tree languages which
contain all trees in S. For example, the term tree t3 in Fig. 2 is a minimally
generalized term tree explaining T1, T2 and T3. And t2 is also minimally gen-
eralized term trees, with no contractible variable, explaining T1, T2 and T3. A
term tree t1 is overgeneralized and meaningless, since t1 explains any tree of
at least 2 vertices. A term tree using contractible and uncontractible variables
can express the structural feature of trees more correctly than a term tree us-
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procedure GenTTwrapper(S, p, ε);
begin
Let t be a minimally generalized term tree
explaining S;
foreach u which has at least p children do
begin
Let c1, . . . , cm all ordered children of u;
Let Au be an m × m zero matrix;
for i := 1 to m do
for j := i + 1 to m do
if t[ci] and t[cj ] are ε-equivalent then
Au[i, j] := 1;

if Au has a q × q nonzero submatrix which
appears just p − 1 times horizontally then
u is the parent of all records and break

end;
Let H be the set of all variables of t[u];
return (t, H)

end;

Au =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0 0 1 0 · · · 0 0 0
0 0 0 0 0 0 0 0 0 0 · · · 0 0 0
0 0 0 0 1 0 1 0 1 0 · · · 1 0 0
0 0 0 0 0 0 0 0 0 0 · · · 0 0 0
0 0 0 0 0 0 1 0 1 0 · · · 1 0 0
0 0 0 0 0 0 0 0 0 0 · · · 0 0 0
0 0 0 0 0 0 0 0 1 0 · · · 1 0 0
0 0 0 0 0 0 0 0 0 0 · · · 0 0 0

...

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Fig. 3. Procedure GenTTwrapper outputs a TT-wrapper for search results outputted
by a fixed search site. The right matrix is an image of a boolean matrix Au after
procedure GenTTwrapper

ing only uncontractible variables. Then we consider that t3 is a more precious
term tree than t2. We gave an algorithm, called MINL algorithm, for finding a
minimally generalized term tree t explaining a given set of trees S which runs in
O(N2

minNmax|S|) time where Nmax and Nmin be the maximum and minimum
numbers of vertices of trees in S, respectively [10].

3 Automatic Wrapper Generation for Metasearch

Our system of metasearch from search sites consists of two main modules, Wrap-
per Generation Module and Unified Search Module. The first module gen-
erates TT-wrappers from sample HTML files from search sites. When our system
receives a user query, the second module collects and reorganizes the search re-
sults from the registered search sites by using corresponding TT-wrappers, and
displays the unified search results to the user (Fig. 1) .

We describe the formal algorithm in Fig. 3. Let S be a set of trees converted
from search results by a certain search site. Each tree in S corresponds to one
search result and each result contains a fixed number of records. We assume
that all trees have exactly p ≥ 2 records. Let t = (Vt,Et,Ht) be a minimally
generalized term tree explaining S. The purpose of a TT-wrapper in metasearch
is to extract all and only records from trees obtained from newly outputted
search results. Thus we need to specify p groups of subtrees corresponding to
each of p records. We note that all roots of these subtrees must have the unique
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parent. Let u be a vertex of t, which is a candidate of the parent of records,
and c1, . . . , cm all ordered children of u. t[v] denotes the term subtree of t which
is induced by v and the descendants of v. First we find the candidates of the
parent. Each record consists of a fixed but unknown number of subtrees. Let
q ≥ 1 be the number of subtrees corresponding to a record. For example, for
some k, k′ (0 ≤ k < k + q < k′), q subtrees t[ck+1], . . . , t[ck+q] construct one
record and other q subtrees t[ck′+1], . . . , t[ck′+q] construct another record and
so on. In order to find such groups of subtrees, we use MINL algorithm again
for testing whether or not given two term subtrees are approximately the same.
For a term tree t = (Vt,Et,Ht), let T 〈t〉 = (VT ,ET ) be the tree obtained from
t where VT = Vt and ET = Et ∪ {{u, v} | [u, v] ∈ Ht}. All variable labels of
t are thought of edge labels in T 〈t〉. For a fixed number 0 ≤ ε ≤ 1 and two
term trees t and t′, we say that t and t′ are ε-equivalent if ||t| − |t′|| ≤ ε · |t|,
||MINL({T 〈t〉,T 〈t′〉})| − |t|| ≤ ε · |t|, and ||MINL({T 〈t〉,T 〈t′〉})| − |t′|| ≤ ε · |t|,
where MINL(S) is an output term tree of our MINL algorithm. We find p
groups (c11, . . . , c1q), . . . , (cp1, . . . , cpq) of q children from all children c1, . . . , cm
such that (i) t[cij ] and t[ci′j ] are ε-equivalent for all 1 ≤ i < i′ ≤ p and 1 ≤ j ≤ q
and (ii) ci,j+1 is the immediately right sibling of cij for all 1 ≤ i ≤ p and
1 ≤ j < q. The procedure GenTTwrapper (Fig. 3) generates a TT-wrapper
which extracts all records of search results outputted by a fixed search site.

4 Experimental Results

We implemented our system by C on a PC with CPU Celeron 2.0 GHz and
512 MB memory. We chose total 25 search sites which output exactly 10 search
results in English. The abbreviated names of these sites are given in the 1st col-
umn of Table 1. Firstly the system automatically gave two popular keywords to

Table 1. Total 17 TT-wrappers are obtained from 25 search sites by using our system

Search Sites Page Size Result
Pioneer 218 OK

GENERAL MILLS 241 OK
Yamanouchi 268 OK

VOS 303 NG
TOYOBO 324 OK

Golden Circle 329 NG
Oracle 341 OK

MAZDA 358 OK
Microsoft 359 OK

Seiko 378 OK
DAIHATSU 383 OK

RRD 404 OK
ISUZU 441 OK

Search Sites Page Size Result
TOSHIBA 454 OK

BMW 472 OK
GWF 482 OK

HONDA 485 NG
FUJITSU 488 OK
OMRON 491 NG
KDDI 527 NG

ASAHI KASEI 547 NG
Yahoo 552 OK
SONY 578 NG
Teoma 608 NG
Heinz 608 OK
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each search site, and retrieved 2 search results for each keyword. Next the system
converted the first displayed pages of these 2 results into 2 trees. The entry of the
2nd column of Table 1 shows the size of one of the trees. The mark “OK” means
that the system succeeded to get a TT-wrapper of the corresponding search site.
The success rate decreases in proportion to the tree size. It is natural to consider
that a larger tree can contain a lot of groups of similar subtrees which might
become records. Since our current system uses only knowledge of structures of
search results, it often failed to generate TT-wrappers for relatively large search
sites. From these observations, we are now developing new similarity measures
between two subtrees with text information in order to extract records exactly.

5 Conclusions

In order to provide unified access to multiple search sites, we have presented a
new method of automatic wrapper generation for metasearch for search sites,
by using our learning algorithm MINL for term trees. We have reported our
metasearch system for search sites. Our method uses a new type of wrappers,
called TT-wrappers, which are tree structured patterns with structured variables
and useful to extract information from HTML files in search sites.
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Abstract. The classification problem in data mining is to discover models from 
training data for classifying unknown instances. Associative classification 
builds the classifier rules using association rules and it is more accurate 
compared to previous methods. In this paper, a new method named CSFP that 
builds a classifier from strong frequent patterns without the need to generate 
association rules is presented. We address the rare item problem by using a 
partitioning method. Rules generated are stored using a compact data structure 
named CP-Tree and a series of pruning methods are employed to discard weak 
frequent patterns. Experimental results show that our classifier is more accurate 
than previous associative classification methods as well as other state-of-the-art 
non-associative classifiers. 

1   Introduction 

Classification is an important problem in data mining that involves building a model 
or classifier to predict the classes of unknown instances. It has been studied 
extensively and there are many approaches such as decision trees [1], Naïve-Bayesian 
(NB), k-nearest neighbors (k-NN), rule learning, case based reasoning, and neural 
network [2]. Associative classification is a relatively new approach that builds the 
classifier by taking the most effective rule(s) among all the association rules [3] 
mined from the dataset. Previous studies have shown that associative classification is 
more accurate in general [4-6]. Associative classification methods consist of three 
main steps: mining the frequent patterns, forming class-association rules using the 
frequent patterns, and building the classifier from the association rules. Our approach 
is different, as the classifier is built directly from the frequent patterns without the 
need to generate association rules. Previous associative classification methods need to 
generate association rules first before constructing the classifier [4]. 

We automatically address the rare item problem [7] by using partitioning to 
ensure that enough rules are generated for infrequent classes without over-fitting the 
rules for frequent classes. Our recent algorithm, CT-PRO [8], is used for mining 
frequent patterns. CT-PRO uses a compact data structure named CFP-Tree 
(Compressed FP-Tree) and frequent patterns are stored in a compact data structure 
named CP-Tree (Classification Pattern Tree). We then employ a series of pruning 
steps to discard weak frequent patterns. The frequent patterns that remain are called 
strong frequent patterns and used for constructing the classifier rules.  
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Our algorithm named CSFP (Classification based on Strong Frequent Patterns) is 
compared with previous associative classifiers including CBA [4], CMAR [5], and 
CPAR [6]. We also compare it with other well-known classifiers that use various 
other methods including: C4.5 [1], CAEP [9], DeEP [10], iCAEP [11], RIPPER [12], 
LB [13], NB [2], TAN [14] and k-NN [15]. The results show that CSFP generally 
performs better than others on accuracy. 

The paper is organized as follows: In Section 2, we define relevant terms used in 
frequent patterns, association rule mining, and associative classification. In Section 3, 
we present the CFSP method. Section 4 reports the experimental results on various 
datasets. Section 5 contains the conclusion and pointers for further work.  

2   Definition of Terms 

In this section, we define terms relevant to frequent patterns, association rule mining, 
and associative classification. 

Frequent Patterns and Association Rules. Let I={i1, i2,…, in} be a set of items, and 
D be a database consisting of a set of transactions. Each transaction T is identified by 
a tid and T ⊆ I. An itemset X is a subset of items (X ⊆ I). The support of X is the 
percentage of transactions in D that contains X. Given a support threshold σ, X is a 
frequent pattern if supp(X) ≥ σ. An association rule is an expression of the form R: 
X Y, where X ⊂ I, Y ⊂ I, and X ∩ Y = ∅. X and Y can consist of one or more items. X 
is the body and Y is the head. The confidence of the rule is supp(X∪Y)/supp(X). Given 
a confidence threshold γ, R is valid if conf(R) ≥ γ.  

Associative Classification. A training dataset D consists of a set of instances  
I={i1, i2,…, in} based on a schema (A1, A2,…, An) where each Ai is an attribute with a 
domain of values that could be discrete or continuous. For a continuous attribute, we 
assume that its value range is discretized into intervals, and these intervals mapped to 
a set of consecutive positive integers. Then the attribute value in an instance can be 
treated similar to an item in a market basket database. Let C={c1, c2,…, cn} be a set of 
class labels. Each instance in D has a class label ci ∈C. A classifier is a function F 
from (A1, A2, …, An) such that F(A1, A2, …, An) will return a class label. Given a pattern 
P ={p1, p2, …, pk}, a transaction T in D  (T ⊆ I) is said to match a pattern P if and only 
if for (1 ≤ j ≤ k), the value of each ij in T matches with pj. If a pattern P is frequent in 
class c then the number of occurrences of P in c will be the support of rule R: P c, 
denoted supp(R). The value of supp(R) divided by the total number of occurrences of 
frequent pattern P in all classes is called the confidence of R, denoted as conf(R). Note 
that a pattern P must be frequent in the class to be included in counting the 
confidence. This definition of confidence is different from that for association rules 
mining since we do not consider the total occurrence P in the whole dataset. 

3   CSFP Method 

In this section, we describe the CSFP method. It has four steps: First any continuous 
attribute in the dataset is discretized. The entropy-based discretization [16] is used for 
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this with code from the MLC++ library [17]. Second, the dataset is partitioned 
according to its class labels. Third, frequent patterns are mined in each partition. In 
the fourth step, a series of pruning methods is used to discard weak frequent patterns. 
The remaining rules then become the classifier rules. Each step is explained below. 

Partitioning Dataset and Mining Frequent Patterns in Each Partition. The dataset 
is partitioned according to the class labels so that each partition contains only the 
instances belonging to the same class. Each partition will be mined for frequent 
patterns using the same support level. By doing this, the rare item problem is 
naturally solved, as the support level for each partition will correspond to the class 
distribution. When distributing instances to their respective partitions, the frequency 
of each attribute value in each class is also counted. All possible values of the 
attribute are mapped to integers for convenience. For example, Fig. 1a shows the 
content of the Golf dataset [18] that has 14 instances, 4 attributes (outlook-o, 
temperature-t, humidity-h, windy-w) and 2 classes (Play-P, Don’t Play-D). In CSFP, 
two partitions are created and the value of each attribute is mapped  (see Fig. 1b). 

Next, based on the support threshold given by the user, frequent patterns in each 
partition are mined using CT-PRO [8]. In CT-PRO, the transactions are stored in a 
compact data structure named CFP-Tree. Using a support level of 40%, Fig. 1c shows 
frequent items in each transaction that are selected, mapped to their index id in 
HeaderTable (Fig. 1d) and inserted into the CFP-Tree. Fig. 2 shows the content of 
CFP-Tree for the partition P. The frequent patterns in each partition are shown in Fig. 
1e (absolute support values given in parentheses). When a frequent pattern is found, it 
is stored in a compact data structure named CP-Tree. Fig. 3 shows the CP-Tree for 
frequent patterns in P (in a simpler form). If a pattern is frequent in many classes, the 
one with the highest support is selected and its confidence is calculated and noted. 
Once a frequent pattern is found, rules concerning the pattern can be produced 
straight away.  

Choosing Strong Frequent Patterns. The next step is pruning patterns that do not 
satisfy the confidence threshold. This process involves a simple tree traversal and 
pruning of nodes where their confidence < confidence threshold. The number of rules 
could be reduced further by using the pessimistic error rate pruning as in C4.5 [1]. It 
prunes a rule as follows: if the error rate of rule r > r- (r- is obtained by deleting one 
condition from the conditions of r) then we can prune rule r. Furthermore, we use 
subset pruning where a rule R1:P c is said to be a general rule w.r.t rule R2:P’ c if 
and only if P ⊂ P’, supp(R1) ≥ supp(R2) and conf(R1) ≥ conf(R2). The rationale of this 
pruning is that specific rules with lower support and confidence are not needed if they 
are already covered by the more general one.  

At this point, we might still overfit the dataset by having too many rules to cover 
all cases in the dataset. Therefore, we employ the database coverage pruning. It is 
similar to that in CBA [4]. Given two rules, r1 and r2, r1  r2  (r1 has a higher rank than 
r2) if and only if: 1) conf(r1)>conf(r2); 2) conf(r1)=conf(r2) but supp(r1)>supp(r2); 3) 
conf(r1)=conf(r2), supp(r1)=supp(r2), but r1 has fewer attributes than r2. Rules are sorted 
in the rank descending order first, then for each case c in the training dataset D, we 
find whether there is any rule r that covers c starting from the highest ranked rule. If c 
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is covered, c is removed from D and r is marked. The remaining unmarked rules are 
pruned and the majority class in the remaining data is chosen as the default class.  

After performing all the pruning steps above, the remaining rules become the 
classifier rules. Both CBA [4] and CSFP generally produced more rules compared to 
C4.5. However, as reported later in the next section, both of them achieve a higher 
level of accuracy than C4.5. 

Fig. 1. Partitioning, Encoding and Frequent Patterns of the Golf Dataset 

 
 
 

 
 
 
 
 
 
 
 

   
 

Fig. 2. Storing cases using CFP-Tree             Fig. 3. Frequent Patterns in CP-Tree 

4   Experimental Results 

In this section, CSFP is compared with other well-known classifiers including C4.5 
(Rel. 8) [1], CBA [4], CMAR [5], CPAR [6], RIPPER [12], CAEP [9], DeEP [10], 
iCAEP [11], TAN [14], LB [13], NB [2] and k-NN [15] on 26 datasets from the UCI 
ML repository [18]. The experiments were performed on a 3 GHz Pentium 4 PC, 2 
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   sunny      hot     high   false    D 
   sunny      hot     high   true     D 
  overcast   hot     high       false    P 
     rain       mild   high       false    P 
     rain       cool   normal   false    P 
     rain       cool   normal   true     D 
  overcast   cool   normal   true     P 
   sunny      mild   high  false    D 
   sunny      cool   normal  false    P 
     rain       mild   normal  false    P 
   sunny      mild   normal  true     P 
  overcast   mild   high     true     P 
  overcast   hot     normal  false    P 
     rain       mild   high    true     D 

(a)

D 
 (3) 1      (2) 7 10      (2) 7 1 6 
 (2) 3      (2) 1 10      (2) 7 9 
 (2) 5      (2) 7 1 10   (3) 7 1 
 (2) 6      (2) 7 5  
 (4) 7      (2) 9 3  
 (3) 9      (2) 7 6 
 (2) 10    (2) 1 6 

P 
 (6) 8 
 (6) 10 
 (4) 2 
 (4) 5 
 (4) 8 10 

(e)

P 
2 10 
5 10 
8 10 
2 8 
8 10 

5 8 10 
5 8 
2 5 

2 8 10 
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GB RAM, 110 GB HD running MS Windows 2000. CSFP was developed using MS 
Visual C++ 6.0. All CSFP results were obtained by ten-fold cross validation with 
support=1% and confidence=50%. Table 1 shows the accuracy comparison of CSFP 
with others. The best result for each dataset is indicated in bold. A blank indicates that 
we were not able to find previously reported results. The results where CSFP 
outperforms others are marked by an “*” in Table 1. Six out of 26 datasets (marked 
by a “+” in Table 1) are very dense datasets, which makes it infeasible to consider all 
frequent patterns at support of 1% and therefore we set the maximum length of the 
generated frequent patterns. In these experiments, we set the limit to 16.  

The first part of the table shows the dataset properties and the accuracy of CSFP 
on each dataset. CSFP outperforms all others on 7 datasets. The average accuracy of 
each classifier and the average accuracy of CSFP for datasets used by others are 
given. We also show the accuracy improvement of CSFP over others. The second part 
shows the results from other associative classifiers (CBA [4], CMAR [5], CPAR [6]). 
The results are quoted from the respective papers. Against CBA, CMAR and CPAR, 
CSFP wins on 15, 13 and 12 out of 26 datasets respectively. The third part shows the 
results of other well-known classifiers including C4.5, RIPPER, NB, TAN, LB and k-
NN. The results of NB, TAN, LB and k-NN (where k=3) are quoted from [10]. The 
results of C4.5 and RIPPER are quoted from [6]. CSFP wins on 15 and 18 out of 26 
datasets compared to C4.5 and RIPPER respectively. CSFP also outperforms NB and 
LB on 8 out of 11 datasets. CSFP performs better than TAN on 5 out of 8 datasets. 
CSFP outperforms k-NN on 20 out of 25 datasets. The fourth part shows the accuracy 
of emerging pattern (EP)-based  classifiers  including CAEP,  DeEP and  iCAEP.  The  

Table 1. Comparing CSFP with other classifiers on accuracy 

1 14 15
Dataset #inst, class, att CSFP #rCBA #rCSFP

Anneal 898,6,38 97.9 96.4 * 97.3 * 98.4 94.8 * 95.8 * 89.7 * 85.7 * 94.4 * 95.1 * 34 41
Australian 690,2,14 86.5 86.6 86.1 * 86.2 * 84.7 * 87.3 85.7 * 85.2 * 85.7 * 66.7 * 78.6 * 84.8 * 86.1 * 148 126
Auto+ 205,7,25 69.7 72.8 78.1 82 80.1 72.8 40.9 * 67.7 * 54 42
Breast-w 699,2,9 94.7 95.8 96.4 96 95 95.1 97.0 96.9 96.9 97 96.4 97.4 49 39
Cleve 303,2,13 84.4 83.3 * 82.2 * 81.5 * 78.2 * 82.2 * 82.8 * 82.2 * 62.6 * 83.3 * 81.2 * 78 66
Crx 690,2,15 86.9 85.9 * 84.9 * 85.7 * 84.9 * 84.9 * 66.6 * 84.2 * 142 124
Diabetes 768,2,8 76.9 74.7 * 75.8 * 75.1 * 74.2 * 74.7 * 75.1 * 76.6 * 76.7 * 69.1 * 76.8 * 57 79
German 1000,2,20 71.4 73.5 74.9 73.4 72.3 69.8 * 74.1 72.7 74.8 63.1 * 73.3 74.4 73.1 172 271
Glass 214,7,9 75.6 72.6 * 70.1 * 74.4 * 68.7 * 69.1 * 67.7 * 58.5 * 27 38
Heart 270,2,13 81.5 81.5 * 82.2 82.6 80.8 * 80.7 * 82.2 83.3 82.2 64.1 * 82.5 81.1 * 80.3 * 52 61
Hepatitis 155,2,19 87 84.9 * 80.5 * 79.4 * 80.6 * 76.7 * 83.9 * 84.5 * 70.3 * 82 * 81.2 * 83.3 * 23 32
Horse 368,2,28 80.7 81.3 82.6 84.2 82.6 84.8 66.3 * 84.2 97 93
Hypo+ 3163,2,25 95 98.3 98.4 98.1 99.2 98.9 98.3 96.5 97.2 96.4 35 33
Iono+ 351,2,34 89.4 91.8 91.5 92.6 90 91.2 84.0 * 87.2 * 86.2 * 90.6 45 41
Iris 150,3,4 94.6 92.9 * 94 * 94.7 95.3 94 * 96 94 * 96 93.3 * 5 12
Labor 57,2,16 95 83 * 89.7 * 84.7 * 79.3 * 84 * 93 * 79.3 * 87.7 * 89.7 * 12 17
Led7 3200,10,7 72.4 72.2 * 72.5 73.6 73.5 69.7 * 71 157
Lymph+ 148,4,18 99.3 80.4 * 83.1 * 82.3 * 73.5 * 79 * 81.9 * 83.8 * 84.6 * 74.8 * 74.4 * 75.4 * 79.8 * 36 41
Pima 768,2,8 76.7 72.4 * 75.1 * 73.8 * 75.5 * 73.1 * 75.9 * 75.8 * 75.8 * 69.1 * 73.3 * 76.8 72.3 * 45 79
Sick+ 4744,2,29 94.3 97.3 97.5 96.8 98.5 97.7 93 * 94 * 46 23
Sonar+ 208,2,60 77.9 78.3 79.4 79.3 70.2 * 78.4 82.7 84.2 37 34
Tic-tac-toe 958,2,9 99 100 99.2 98.6 * 99.4 98 * 98.7 * 85.9 * 99.1 92.1 * 8 30
Vehicle 846,4,18 70 68.7 * 68.8 * 69.5 * 72.6 62.7 * 61.1 * 70.9 68.8 * 65.3 * 55.9 * 71 62.8 * 125 205
Waveform 5000,3,21 80.7 79.4 * 83.2 80.9 78.1 * 76 * 78.5 * 79.1 * 79.4 * 80.9 83.9 84.4 81.7 386 552
Wine 178,3,13 96.1 91.6 * 95 * 95.5 * 92.7 * 91.6 * 72.9 * 96.1 * 95.6 * 98.9 10 11
Zoo 101,7,16 94.2 94.6 97.1 95.1 92.2 * 88.1 * 93.9 * 97.2 7 9

85.68 82.93 69 87

85.68

1.4 0.5 0.5 2.3 2.7 2.8 2.0 1.6 9.2 5.3 1.8 2.6
7 1

10/16

Average

Win against others
20/25 12/17 14/25

2
CSFP Wins 15/26 13/26 12/26 15/26 18/26 8/11 5/8 8/11

0 0 5

88.43

Accuracy Improvement
1 1 4 3 2 0 1

86.21 88.19 86.2185.68 82.65 80.38 82.65
CSFP Avg for Comparison for 

Datasets Used by Others
85.68 85.68 85.68

77.06 82.87 84.38 85.8083.34 79.84 78.42 81.0484.24 85.22 85.17

CAEP DeEP iCAEP
13

CBA CMAR CPAR C4.5 RIPPER NB TAN LB k -NN
10 11 126 7 8 92 3 4 5
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results of CAEP and iCAEP are quoted from [11]. The results of DeEP are quoted 
from [10] where α=12. CSFP outperforms CAEP on 12 out of 17 datasets. Against 
DeEP, CSFP wins on 14 out of 25 datasets. Compared to iCAEP, CSFP outperforms 
on 10 out of 16 datasets. Since the average accuracy of CSFP is always better than 
others, we can claim that CSFP improves the accuracy with respect to previous 
associative classification, other EP-based classifiers, and other well-known classifiers.  

The last part of the table shows average number of classifier rules for CBA and 
CSFP. The average number of rules produced by CSFP is somewhat more than CBA. 
In [4], it is mentioned that the number of rules in CBA is generally more than for C4.5. 
The results of CBA included in the table are quoted from [4] where CBA used single 
minimum support in generating the rules, and so rules from infrequent classes were not 
generated. As CSFP uses a partitioning method to ensure that enough rules from 
infrequent classes are generated, naturally more rules are produced compared to CBA. 

5   Conclusion 

We have presented a new classifier named CSFP. Unlike previous associative 
classifiers, CSFP builds the classifier based on strong frequent patterns without the 
need to generate association rules. CSFP is compared with other well-known 
classifiers on accuracy including previous associative classifiers, EP-based classifiers 
and other well-known classifiers on 26 test datasets from UCI ML repository. The 
results show that, in terms of accuracy, CSFP outperforms others.  

Though CT-PRO is faster than other best-known algorithms, mining all frequent 
patterns with very low support threshold on very dense datasets would be infeasible. 
In this paper, we solved it by limiting the length of patterns generated. However, 
some attributes may not be considered in forming the classifiers and therefore the 
accuracy might be affected. Mining maximal frequent patterns or closed frequent 
patterns could be used as alternative ways to make CSFP feasible for dense datasets.  
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Abstract. Wavelet Domain Hidden Markov Model (WD HMM), in particular 
Hidden Markov Tree (HMT), has recently been proposed and applied to gray 
level image analysis. In this paper, color texture analysis using WD HMM is 
studied. In order to combine color and texture information to one single model, 
we extend WD HMM by grouping the wavelet coefficients from different color 
planes to one vector. The grouping way is chose according to a tradeoff between 
computation complexity and effectiveness. Besides, we propose Multivariate 
Gaussian Mixture Model (MGMM) to approximate the marginal distribution of 
wavelet coefficient vectors and to capture the interactions of different color 
planes. By employing our proposed approach, we can improve the performance 
of WD HMM on color texture classification. The experiment shows that our 
proposed WD HMM provides an 85% percentage of correct classifications 
(PCC) on 68 color images from an Oulu Texture Database and outperforms other 
methods.  

Keywords: wavelet domain hidden Markov model, color texture analysis, Mul-
tivariate Gaussian Mixture Model. 

1   Introduction 

Texture and color are two very important attributes to describe the content of image, 
especially when we deal with real world images. With the advancements of the com-
puter vision technology and applications, there has arisen a high demand for effective 
characterization of color texture. In this paper, we have developed an approach based 
on wavelet-domain hidden Markov model to characterize the color and texture jointly.  

Wavelet-domain hidden Markov tree (WD HMT) model has recently been pro-
posed by M.S.Crouse [1]. This method has been successfully applied to texture analysis 
[5] [6], because it can effectively characterize the joint statistics of the wavelet trans-
forms by capturing the inter-scale dependences of the wavelet coefficients. But all 
applications of WD HMT are limited to gray texture. A natural extension of WD HMT 
for color texture is to model each color plane separately using WD HMT. This assumes 
different color planes are independent. However, we have observed that the regular and 
homogenous structures often results in certain dependencies across different color 
components and thus this assumption is not so sound.     
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In this paper, we address this problem by developing an improved version of WD 
HMT, which captures not only the inter-scale dependences but also the interactions 
between different color components. We also investigate the choice of color repre-
sentation space, which have a great effect on the performance of a color analysis 
method. In our work, we have performed our proposed approaches in both RGB and 
K-L (Karhunen Loeve transform) or I1I2I3 [4] color space to evaluate the choice of the 
color space.  

This paper is organized as follows. In section 2, we review the previous work re-
lated to the WD HMT methods.  In Section 3, we develop a novel WD HMT approach 
to characterizing color textures accurately by involving more sophisticated graph 
structure.  In section 4, we show how this model can be applied to color texture clas-
sification. In section 4, we compare our model with other wavelet-based methods and 
present the simulation results.  Finally, section 5 summarizes the paper.  

2   Related Works 

WD HMT provides an effective approach to model both the non-Gaussian statistics and 
the persistence property across scales of the wavelet coefficients. The concept of WD 
HMT is briefly reviewed in this section.  

First, to characterize non-Gaussianity of the discrete wavelet transform, WD HMT 
employs a Gaussian mixture model (GMM) to model the wavelet coefficients distri-

bution density. In a 2D WD HMT model, denote B
kijw ,,  to be the wavelet coefficient. 

In this presentation, B represents sub-band detail image }).,,{( LHHLHHB ∈ j indexes 

scale (1<j<J) –smaller j corresponds to higher resolution analysis. (i, k) is the spatial 
location of this wavelet coefficient in the j scale. The distribution of wavelet coeffi-
cient B

kijw ,,
 is determined by a discrete hidden state random variable B

kijS ,,
, whose prob-

ability mass function can be expressed as, )()( ,,,, mpmSP B
kij

B
kij == (m=0….M-1). Here 

are M hidden states totally. Conditioning on its state mS B
kij =,,

, B
kijw ,,
 follows a Gaussian 

distribution with mean
, , ,

B
j i k mµ  and variance

, , ,
B
j i k m

. By increasing M and allowing non-

zero means, we can approximate the real distributions arbitrarily close [1] and we set 

M=2 and mµ =0 for simplicity here. Therefore, we can parameterize the GMM of 
, ,

B
j i kw  

by 
, , , , ,{ ( ), | 0,1}B B

j i k j i k mp m m= = and the overall probability density function of 

, ,
B
j i kw  is expressed as: 

1

, , , , , , , ,
0

( ) ( , )
M

B B m m
j k i j k i j k i j k i

m

w f x p g x
=

=                   (1)  

where 
, ,( , )m

j k ig x  denotes the zeros mean Gaussian distribution with variance
, ,

m
j k i

. 

Second, to capture the persistence property of the wavelet transform, a wave-
let-domain hidden Markov tree model (HMT) is developed by M.S.Crouse [1]. By 
connecting the hidden state (parent) at a coarse scale to the four hidden states (child) at 
the next intermediate scale, we obtain a graph with tree-structured dependencies be-
tween state variables. Thus a state transition matrix for each parent->child link statis-
tically quantifies the degree of persistence of wavelet coefficients. Furthermore, to 
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obtain a robust estimation, the wavelet coefficients in the same scale are assumed to 
share the same statistics (the same GMM and transition matrix), which is called tying. 
Thus, when a J-scale wavelet transform is preformed on an image, its 2-D HMT (M=2, 
zero mean) is parameterized by 

   2
, 1 , ,{ ( ), ( , ), | { , , }; 1,...... ; , 0,1}B B

HMT J j j B j mP m m n B HH HL LH j J m nθ ε σ−= ∈ = =  

Where ),(1, nmB
jj −ε  is the transition probability of the Markov chain from scale j to 

scale (j-1) in sub-band B and B
JP  is the probability mass function of hidden state on J 

scale. HMTθ  can be fitted to a given W (a wavelet transform of an image) by the 

tree-structured EM training algorithm, which maximizes the HMT model posterior 

likelihood )|( HMTWf θ . 

3   Wavelet-Domain Hidden Markov Model for Color Image  

The color image wavelet coefficients are obtained by employing discrete wavelet 
transform (DWT) on each color component image separately. Modeling the color 
wavelet coefficients using our enhanced WD HMT, we have taken into account both 
the interactions of different color planes and the dependences across scales. And, in 
order to put our emphasis on the study of the color texture characterization, we assume 
that the three different sub-bands are independent in our statistical model. Thus we 
model a color image using three independent trees (WD HMT), each of which captures 
the statistics of all three color components at one orientation sub-band of the wavelet 
transform. We will introduce this improved WD HMT in this section. 

Given a color image I composed of three color component images (
1XI ,

2XI ,
3XI ) 

and their corresponding wavelet coefficients (
1XW ,

2XW ,
3XW ).Here 

,{ 1,2,3}mX m=  denotes one color component in a color space. To incorporate the 

dependencies between different color planes, wavelet coefficients at the same location, 
scale and sub-band, but different color planes are grouped to one vector.  Specifically, 
denote the wavelet coefficient of A  component (

1 2 3{ , , }A X X X ) at sub-band 

B ( { , , }B HL HH LH ), located at (k, i) in j scale as
, , ,

A
B k i jw .The three coefficients 

31 2
, , , , , , , , ,, , XX X

B k i j B k i j B k i jw w w  are grouped to produce one vector,  

31 2
, , , , , , , , , , , ,{ , , } ,XX X T

B k i j B k i j B k i j B k i jw w w w=              

We assume that the distribution density of the wavelet coefficient vectors is ap-
proximated by a multivariate Gaussian mixture model (MGMM). The justification for 
this is that, since any marginal density from a multivariate Gaussian density is also a 
Gaussian density, the marginal density from a MGMM is also a Gaussian mixture 
model. Thus, we can expect that MGMM also captures the marginal distribution den-
sities of the three dependent color components and the color component dependencies 
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are captured via the non-diagonal entries in the covariance matrices of the multivariate 
Gaussian densities. So the wavelet vector is also associated with a hidden state. Here 
we also assume M=2 and zero means for MGMM. Thus the marginal distributions of 

the wavelet coefficient vector , ,
B
j k iw  in the j scale can be expressed as: 

1

, ,

0

( ) ( , )
M

B B m m
j k i j j j

m

w f x p g x C
=

=                                       (2) 

where ( , )m
jg x C denotes the zero-mean 3-demension multivariate Gaussian density 

with covariance matrix m
jC . 

In order to capture the persistence, the color wavelet coefficient vectors are then 
organized into a quad-tree structure that connects each vector to its four child vectors at 
the next intermediate scale of the same location. State probability transition matrices 
are also used to describe the parent->child link relationships of these vectors. Thus, 
tied within scales, HMT (M=2, zero means) for color texture is parameterized 
as follows: 

_ , 1 , ,{ ( ), ( , ), | { , , }; 1,2,...., ; , 0,1}B B
HMT color j j j B j mp m m n C B HH HL LH j J m n= = =

where , 1 ( , )B
j j m n

 is the transition probability of the Markov chain from scale j to scale 

j-1 in sub-band B . 
B

JP  denotes the probability mass function of hidden state on J scale. 

GivenW , the _HMT color  can be estimated by employing the tree-structured EM train-

ing algorithm, which can maximize the HMT model likelihood _( | )HMT colorf W
. The 

difference from EM training algorithm proposed by M.S. Crouse [1] is that GMM in the 
model is replaced by a MGMM in our EM algorithm. In our study, we apply this HMT 
for color image to color texture analysis, and obtain a superior result. 

4   Experiments and Discussions 

Our experiments are performed on the test suite Qutex_TC_00013 provided by Qutex 
texture database [2]. This database includes a collection of natural scenes. The test suite 
provides meaningful entity for the empirical evaluation of a candidate texture analysis 
algorithm. A database of 1360 color texture images (128x128) was constructed by 
splitting each one of 68 original texture image (746x538) into 20 sub images 
(128x128). Half of the sub texture databases are used as the training set, while the rest 
680 images serve as a testing set. The following six experiments have been conducted: 
(1) We obtain the intensity images by computing the luminance of the color images, 
thus the color information is discarded. After a depth of 5 DWT is performed on these 
gray level images (here we use db-8 wavelet transform), the EM algorithm is applied to 
estimate the HMT parameters using the16 training sub-images for each class. Then we 
use Maximum Likelihood (ML) ruler to classify the test images according to the 68 
HMT models. (2) Each color component (RGB) is wavelet transformed (5-scale db8) 
separately and then the wavelet energy correlation signature [3] vectors are computed 
for each detailed sub-images, including training and test images. Here we adopt a KNN 
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(k=15) classifier. (3) Each color component (RGB) is also wavelet transformed (5-scale 
db8) separately and then the EM algorithm is applied to train WD HMT for every color 
plane of color texture from the training set. Thus, we get three HMT model for one 
color texture. Since the three color plane is assumed to be independent, we obtain the 
total likelihood for one test texture by multiplying the three model likelihood. Finally, 
Maximum Likelihood (ML) ruler is used as classifier. (4) Each color component 
(RGB) is also wavelet transformed (5-scale db8) separately and then the EM algorithm 
is applied to train WD HMT vector model from training set. Finally, Maximum Like-
lihood (ML) ruler is used as classifier. (5) We conduct the same experiment as ex-
periment 3, except that the RGB space is replaced by I1I2I3 (Karhunen Loeve trans-
form) space.(6) We conduct the same experiment as experiment 4, except that the RGB 
space is replaced by I1I2I3 (Karhunen Loeve transform) space. 

Table 1. Classification result (PCC) of 6 methods on 68 color texture images 

Methods Mean 
PCC 

Standard 
deviation 
PCC 

WDHMT for the gray image of color texture 0.4338 0.3079 
wavelet energy correlation signature 0.7544 0.2707 

WDHMT for modeling color planes (RGB) separately  0.7647 0.2951 

WDHMT for modeling color planes (RGB) jointly 0.8515 0.2256 

WDHMT for modeling color planes (I1I2I3) separately 0.7912 0.2900 

WDHMT for modeling color planes (I1I2I3) jointly 0.8500 0.2483 

Here we use the average percentage of correct classification (PCC) to evaluate the 
classification performance for each method, as shown in Table1. The PCC is computed 
for each class of color textures. So 68 PCCs are obtained. Our table1 just shows the 
average and standard deviation of 68 PCCs. Compared with method 1 (43.38% 
0.3079), method 3 (75.44% 0.2707) and 5 (79.12% 0.2900), method 6 (85% 0.2483) 
and 4 (85.15% 0.2256) gain the better PCC over the 68 color textures, and overall better 
numerical stability. Method 1 fails to consider the color information, while the later 
four methods gain their improvement by considering color and structure information 
together. This proves that we can obtain a more effective characterization of color 
texture by combining color and structure information. Moreover, the later four methods 
also outperform energy signature method (75.44% 0.2707). The reason for this is that 
hidden Markov models can represent the statistics of wavelet coefficients more pre-
cisely than energy signature method, which only captures the mean and covariance 
matrix of the wavelet vector. Besides, the WD HMM methods can capture the de-
pendences across scales. 

We also observe that method 4 outperforms method 3, because method 3 ignores 
the correlated information of different color components. However, method 5 gains 
better PCC than method 3. This situation can be explained by the statistical 
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un-correlation of different color components in I1I2I3 color space and thus the de-
pendencies between different color planes are weaker than in RGB color space. 
Therefore, ignoring dependencies between color planes may cause little information 
loss. 

6   Conclusions 

In this paper, we have extended the wavelet domain hidden Markov model method 
to color texture analysis. And among the four wavelet-based methods, the proposed 
HMT for color texture provides the best classification results, because it not only 
captures the dependencies between scales but also take into account the interactions of 
the three color components. We can obtain over 85% average PCC, which has nearly 
much improvement over the HMT for luminance image. Besides, this approach has 
better numerical stability than other methods. However, we ignored the dependences 
across the three orientations and the computational complexity is still a big disadvan-
tage. This would render it inappropriate for the image retrieval systems. In the future, 
we intend to simplify the computation by investigating K-L distance and other meth-
ods, and at the same time, modify our approach to capture the interactions of orienta-
tions and color planes together.  
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Abstract. We exploit the merits of C4.5 decision tree classifier with two stack-
ing meta-learners: back-propagation multilayer perceptron neural network and 
naïve-Bayes respectively. The performance of these two hybrid classification 
schemes have been empirically tested and compared with C4.5 decision tree us-
ing two US data sets (raw data set and new data set incorporated with domain 
knowledge) simultaneously to predict US bank failure. Significant improve-
ments in prediction accuracy and training efficiency have been achieved in the 
schemes based on new data set. The empirical test results suggest that the pro-
posed hybrid schemes perform marginally better in term of AUC criterion. 

1   Introduction 

Prior research studies [2, 9, 10] on classification and clustering fields have generally 
concluded that the optimum solution of using classification techniques on a given 
problem is underpinned on the combination of multifaceted efforts. The efforts in-
clude specification of classification model structures, selection of training data, repre-
sentation of input features and definition of search space.  

Real-world data contain a large number of features, some of which are either 
redundant or irrelevant to a given task. The presence of redundant or irrelevant 
features can mask or obscure the distribution of truly relevant features for a target 
concept [6, 7]. Besides, high dimensional feature space may give rise to the feature 
interaction problems. Consequently, it is difficult for classification methods to 
learn concepts effectively and efficiently [9]. One solution is to transform original 
feature space into a more appropriate representation by constructing new features. 
Domain knowledge plays an important role in helping effective construction as 
well as efficient search of the input feature space [5]. In the process of feature con-
struction, a high-dimension feature space is projected to a low-dimension space 
such that most information of original feature set is retained. One of the motiva-
tions of our study is to discover how domain knowledge would improve the per-
formance of classification of bank failure.  
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AI research has suggested that hybridizing two or more AI techniques can en-
hance the classification accuracy compared with using just one individual technique. 
For example, decision tree algorithm has high executing efficiency and good compre-
hensibility with the analysis process can be checked and adequately explained [12], 
but its performance degrades when the data samples contain numeric attributes, miss-
ing values, and unobservable noises. By introducing the stacking meta-learner of 
back-propagation mulitlayer perceptron neural network (BP-MLP NN) and naïve-
Bayes respectively, the resulting hybrid classifier can exploit the learning power of 
neural network, and the discretization ability and missing-values-immunity of naïve-
Bayes with the salient characteristics of C4.5 decision tree kept intact. 

The rest of the paper is organized as follows. In Section 2, the principle of stacked 
generalization and choice of classifiers are explained. In Section 3 we describe the 
data samples and their representation. Empirical test results are provided in Section 4. 
Section 5 concludes the paper with a summary of our main findings. 

2   Stacked Generalization 

Every classifier that uses different knowledge representation has different learning 
biases. The learning biases of various classifiers can be effectively integrated through 
a technique, called stacking [8] (or abbreviated as stacked generalization) to yield 
improved performance by the resultant hybrid classifier. When stacking is used for 
classification, instances is first fed into the level-0 model (base-learner), which is used 
to classify the instances in the training data set, and the predictions are then fed into 
the level-1 model (meta-learner). To allow level-1 classifier to make full use of the 
training data, cross-validation will be adopted for level-0 learner [11]. 

ROC curve is employed in identifying the appropriate learning technique to use in 
the level-0 and level-1. ROC curve, a plot of true positive rate against false positive rate 
across a series of decision thresholds, is a good visualization way for performance 
evaluation. A point on the curve is a measure of the prediction accuracy at a particular 
decision threshold. One classifier has better performance than other if its ROC point is 
positioned to the north-west (TP rate is higher, FP rate is lower) of the other [3]. The 
two measures of interests (TP- and FP-rate) can be computed as True positive rate= 
TP/(TP+FN) and False positive rate=FP/(FP+TN). True Positive (TP) means a positive 
instance is classified as positive. False Positives (FP) means a negative instance is classi-
fied as positive. False Negative (FN) means a positive instance is classified as negative. 
True Negative (TN) means a negative instance is classified as negative.  

The AUC (area under the ROC curve) is a single measure of performance that is 
invariant to the decision threshold chosen [1]. The larger AUC of a classifier means 
the probability that the classifier will rank a randomly chosen positive instance higher 
than a randomly chosen negative instance [3].  By choosing the classifier that has the 
best AUC as base-learner, and another one that has relative better ROC in some spe-
cific thresholds as meta-learner in a stacking scheme, a hybrid classifier that has im-
proved AUC can be acquired. 

In this study, C4.5 decision tree will be the base classifier, naïve-Bayes and back-
propagation multi-layer perceptron network will serve as meta-learner respectively 
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that combining the guesses of level-0 learner into the final prediction. WEKA (Wai-
kato Environment for Knowledge Analysis) is employed to build the classifiers and 
implement stacking. 

3   Data Representation and Domain Knowledge  

The raw data set including 19 features (table 1) is taken from the call reports pub-
lished by the Federal Deposit Insurance Corporation (www.fdic.gov).  

Table 1. Input Features in Raw Data Set 

Data Sources Features Description 
Balance Sheet (Schedule RC) 
RCON0081+RCON0071                                             
RCON2145+RCON2160 
RCON2170 
RCON2200 
RCON6636 
RCON6631 
RCON3190 
RCON3210 

 
Cash_due 
Pre_oth_asset 
Asset 
Deposit 
Int_dep 
No_int_dep 
Borrow 
Equity 

 
Cash and due from bank 
Premises and other assets 
Total Asset 
Deposits 
Interest-bearing deposit 
Noninterest-bearing deposit 
Borrowing 
Equity capital 

Securities (Schedule RC-B) 
RCONA549+ROCNA550+RCONA551+RCONA555+
RCONA556+RCONA557+RCONA561 
RCONA552+ROCNA553+RCONA554+RCONA558+
RCONA559+RCONA560+RCONA562 

 
Short_sec 
 
Long_sec 

 

 
Short-term securities  
 
Long-term securities 

 

Loans and Lease (Schedule RC-C) 
RCON1616 
RCONA570+ROCNA571+RCONA572+RCONA573+
RCONA574+RCONA575 
RCONA564+ROCNA565+RCONA566+RCONA567+
RCONA568+RCONA569 

 
High_loans 
Med_loans 
 
Fix_loans 

 

 
High variable loans 
Medium variable loans 
 
Fixed-rate loans 

 
Income Statement (RC-I) 
RIAD4107 
RIAD4073 
RIAD4079 
RIAD4093 
RIAD4302 
RIAD4340 

 
Int_inc 
Int_exp 
Noint_inc 
Oth_exp 
Tax 
Net_inc 

 
Revenues 
Interest expenses 
No interest income  
Other expenses 
Taxes 
Net Income 

Data in table 1 consists of bank data of year 1990 including 127 banks failed in 
1991, 122 banks failed in 1992, and 249 non-failed banks that have been matched 
respectively with the failed banks by states, institution class, total asset, deposit and 
number of offices. The matching is needed for eliminating the influence of local eco-
nomic conditions and a bank’s operating environment. A second data set hereafter 
referred to new data set (table 2) is created using the return and risk measurements 
based on return-on-equity model [4], which includes 10 financial ratios (features) 
representing domain knowledge (incorporated into the data representation). 
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Table 2. Input Features in New Data Set 

Variable Name Description 
Return Measurements 
(Int_inc-Int_exp)/(Asset-Cash_due-Pre_oth_asset) 
 
Net_inc/ Int_inc 
Int_inc/ Asset 
Net_inc/ Asset 
Asset/ Equity 
Net_inc/ Equity 

 
Interest margin=(Interest income – Interest 

 expenses)/Earning assets 
Net margin=Net income/Revenues 
Asset utilization=Revenues/Assets 
Return on asset=Net income/Assets 
Leverage multiplier=Assets/Equity 
Return on capital=Net income/Equity 

Risk Measurements 
Short_sec/ Deposit 
(Short_sec+High_loans + Med_loans) 
/(Int_dep+ Borrow) 
Med_loans/ Asset 
Equity 
/( High_loans+ Med_loans+ Fix _loans+ Long_sec)

 
Liquidity risk=Short-term securities/ Deposits 
Interest rate risk=Interest-sensitive assets 

/Interest-sensitive liabilities 
Credit risk=Medium loans/Assets 
Capital risk=Capital/Risk assets 

4   Empirical Test Results  

Empirical tests are conducted on the two data sets using C4.5 decision tree, BP-MLP 
NN, naïve-Bayes and two stacking schemes with C4.5 decision tree as base-learner 
and the other two classifiers as meta-learner respectively. Ten-fold cross-validation is 
applied in this experiment because a single partition of training and test sample would 
not yield a reliable estimator of the true prediction accuracy of classification methods 
on a limited data set [10]. The averaging of ten-fold trainings yields more representa-
tive result. 

Table 3 lists the evaluation indicators of the tests, including several numeric 
measures reflecting the aggregated prediction accuracy, TP Rate and FP rate of bank 
failure, and value of AUC etc. Figures 1-4 compare the ROC curves of the hybrid 
classifier with two single classifiers (serve as base- or meta-learner in the stacking 
scheme) using the two data sets respectively. 

5   Conclusion 

Our empirical test results suggest the following five conclusions. 

• In both bank failure prediction data sets, C4.5 decision tree is the best single 
classifier, which justifies base-learner for the stacking schemes; 

• Naïve-Bayes and BP-MLP NN have better classification accuracy than C4.5 
decision tree when lower thresholds in ROC curves are adopted. ROC curves 
for  the stacking schemes are approximately convex hull for their base-learner 
and meta-learner, causing AUC values of the stacking schemes to be higher 
than single classifiers (Figures 1-4); 
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Table 3. Indicators of Prediction Accuracy 

Raw Data Set New Data Set 
 

NN NB C4.5 NN+C4.5 NB+C4.5 NN NB C4.5 NN+C4.5 NB+C4.5 

Correctly Classified 
instances(%) 

68.3333 52.9167 82.7083 82.7083 82.7083 82.5 75.625 87.5 87.7083 87.7083 

Incorrectly Classified 
Instances(%) 

31.6667 47.0833 17.2917 17.2917 17.2917 17.5 24.375 12.5 12.2917 12.2917 

Kappa statistic 0.3667 0.0583 0.6542 0.6542 0.6542 0.65 0.5125 0.75 0.7542 0.7542 

Mean absolute error 0.4103 0.4707 0.201 0.2769 0.1938 0.2114 0.2425 0.1527 0.2 0.1324 

Root mean squared 
error  

0.4581 0.6302 0.3916 0.3764 0.3908 0.3541 0.4545 0.3236 0.3158 0.3334 

Relative absolute 
error(%)  

82.0638 94.1429 40.1984 55.3794 38.7592 42.2871 48.4977 30.5339 39.9912 26.489 

Root relative squared 
error(%)  

91.6144 126.05 78.3198 75.2795 78.1618 70.8178 90.8921 64.7238 63.1601 66.68 

Time taken  
(seconds) 

13 0.03 0.17 2.13 1.06 3.8 0.02 0.03 1.5 0.38 

TP rate 0.608 0.217 0.846 0.85 0.85 0.838 0.521 0.892 0.879 0.892 

FP rate 0.242 0.158 0.192 0.196 0.196 0.188 0.008 0.142 0.125 0.138 

AUC 0.7344 0.5707 0.821 0.8467 0.8349 0.8983 0.8843 0.9012 0.9181 0.9272 

Notes: C4.5+ NN denotes stacking scheme with C4.5 decision tree as base-learner and back-
propagation multi layer perceptron network as meta-learner; 

           C4.5+ NB denotes stacking scheme with C4.5 decision tree as base-learner and naïve-
Bayes back as meta-learner. 
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• Two stacking schemes have slightly good performance over C4.5 decision tree 
in respect of AUC value, though it is hard to distinguish their advantages by 
referring to the four error measures. When BP-MLP NN serves as meta-
learner, tradeoffs between absolute errors and squared errors (volatility) are 
found when adjusting the momentum value. For example, increasing the mo-
mentum constant lead to rise of root squared error and drop of absolute error, 
which justifies the stabilising effect of momentum constant; 

• All classification methods perform better on the data incorporated domain 
knowledge, which is demonstrated by higher correctly classified rate, Kappa 
statistic, AUC value, lower error rates and time taken in the experiments; and  

• Smaller data set contains one year failed bank data with 244 records has been 
used in previous experiments, and even ambiguous difference is found among 
the classifiers.  It is reasonable to infer that given larger data set the distinction 
between the different classifiers may become more significant. 
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Abstract. There are a great many metrics available for measuring the
interestingness of rules. In this paper, we design a distinct approach
for identifying association rules that maximizes the interestingness in
an applied context. More specifically, the interestingness of association
rules is defined as the dissimilarity between corresponding clusters. In
addition, the interestingness assists in filtering out those rules that may
be uninteresting in applications. Experiments show the effectiveness of
our algorithm.

Keywords: Interestingness, Association Rules, Clustering.

1 Introduction

Association rule mining does not discover the true correlation relationship, be-
cause high minimum support usually generates commonsense knowledge, while
low minimum support generates huge number of rules, the majority of which are
uninformative [8]. Therefore, many metrics for interestingness have been devised
to help find interesting rules while filtering out uninteresting ones.

The interestingness is related to the properties of surprisingness, usefulness
and novelty of the rule [5]. In general, the evaluation of the interestingness of
discovered rules has both an objective (data-driven) and a subjective (user-
driven) aspect [6]. Subjective approaches require that a domain expert work on
a huge set of mined rules. Some adopted another approach to find “Optimal
rules” according to some objective interestingness measure. There are various
interestingness measures, such as φ-coefficient, Mutual Information, J-Measures,
Gini indes, Conviction, collective strength, Jaccard, and so on [11].

To the best of our knowledge, for a rule A → B, most existing interestingness
measures are computed with P (A), P (B) and P (A,B). In a quite different way,
we devise a measure of interestingness by clustering. By clustering the items,
the distances or dissimilarities between clusters are computed as the interesting-
ness to filter discovered rules. Experiments show that many uninteresting rules
can be filtered out effectively and rules of high interestingness remain. Then a
domain expert can select interesting patterns from the remaining small set of
rules.

The rest of the paper is organized as follows. In Section 2, we introduce the
related work in studying the interestingness of association patterns. The idea of
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using clustering to measure the interestingness is described in detail in Section
3. Section 4 shows our experimental results. Conclusions are made in Section 5.

2 Related Work

The measures of rule interestingness fall into two categories, subjective and ob-
jective. Subjective measures focus on finding interesting patterns by matching
against a given set of user beliefs. A rule is considered interesting if it conforms to
or conflicts with the user’s beliefs [2, 9]. On the contrary, objective ones measure
the interestingness in terms of their probabilities.

Support and confidence are the most widely used to select interesting rules.
With Agrawal and Srikant’s itemset measures [1], those rules which exceed a
predetermined minimum threshold for support and confidence are considered to
be interesting.

In addition to support and confidence, many other measures are introduced
in [11], which are φ-coefficient, Goodman-Kruskal’s measure, Odds Ratio, Yule’s
Q, Yule’s Y, Kappa, Mutual Information, J-Measure, Gini Index, Support, Con-
fidence, Laplace, Conviction, Interest, Cosine, Piatetsky-Shapiro’s measure, Cer-
tainty Factor, Added Value, Collective Strength, Jaccard and Klosgen. Among
them, there is no measure that is consistently better than others in all application
domains. Each measure has its own selection bias.

Three interest measures, any-confidence, all-confidence and bond, are intro-
duced in [10]. Both all-confidence and bond are proved to be of downward clo-
sure property. Utility is used in [2] to find top-K objective-directed rules in
terms of their probabilities as well as their utilities in supporting the user de-
fined objective. UCI (Unexpected Confidence Interestingness) and II (Isolated
Interestingness) are designed in [3] to evaluate the importance of an association
rule by considering its unexpectedness in terms of other association rules in its
neighborhood.

3 Measuring Interestingness by Clustering

3.1 Basic Idea

There are many algorithms for discovering association rules. However, usually a
lot of rules are discovered and many of them are either commonsense or useless.
It is difficult to select those interesting rules from so many rules. Therefore,
many metrics have been devised to help filter rules, such as lift, correlation,
utility, entropy, collective strength, and so on [2, 7, 11].

In a scenario of supermarket basket analysis, if two items are frequently
bought together, they will make a frequent item set. Nevertheless, most frequent
item set are commonsense. For example, people who buy milk at a supermar-
ket usually buy bread at the same time, and vice versa. So “milk→bread” is a
frequent pattern, which is an association rule of high support and high confi-
dence. However, this kind of “knowledge” is useless because everyone know it.
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The itemset composed of hammer and nail is another example. On the contrary,
the rule “beer→diaper” is of high interestingness because beer has little rela-
tion with diaper in the commonsense and they are much dissimilar with each
other.

From the above examples, we can see that the itemsets which are composed of
“similar” items are uninteresting. That is to say, the frequent itemsets consisting
of “dissimilar” items are interesting. Therefore, the dissimilarity between items
can be used to judge the interestingness of association rules. It is difficult to judge
the dissimilarity between items manually. Moreover, it is not easy to design a
formula to compute the dissimilarity. Fortunately, the clustering technique can
help us to do so. Since the function of clustering is grouping similar objects
together, it can help us to know the dissimilarity between objects.

From this point, we devise a strategy to measure the interestingness by clus-
tering. By taking each item as an object, the items can be clustered into a couple
of groups. After clustering, the items in the same cluster are similar to each other,
while two items from two different clusters are dissimilar, and the dissimilarity
between them can be judged with the dissimilarity between the two clusters.
When all rules have been set interestingness, those rules with high interesting-
ness can be output if a threshold is given. An alternative way it to output the
top-k rules with high interestingness, and the user can choose the number of
interesting rules to output. Based on the above idea, the interestingness of rules
is defined in the following.

Definition 1 (Interestingness). For an association rule A → B, the inter-
estingness of it is defined as the distance between the two clusters, CA and CB,
where CA and CB denote the clusters where A and B are in respectively. Let
Interest(A → B) stand for the interestingness of A → B, then the formula for
interestingness is as follows.

Interest(A → B) = Dist(CA,CB) (1)

where Dist(CA,CB) denotes the distance between cluster CA and CB .
The above definition is for the simplest rule, where there is only one item in

the antecedent. However, many rules may have several items in the left. For this
kind of rules, an expanded definition is given in the following.

Definition 2 (Interestingness). For an association rule A1,A2, ...,An → B,
its interestingness is defined as the minimal distances between clusters CAi and
CB, where CAi

and CB denote the clusters where Ai (1 ≤ i ≤ n) and B are in
respectively.

Interest(A1,A2, ...,An → B) =
n

min
i=1

{Dist(CAi
,CB)} (2)

For those kinds rule who have multiple items in the consequent, it is easy to
expand the above definition for them.
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INPUT: a rule set R, an item set I,
and an interestingness threshold T or the number of rules (k)

OUTPUT: a set of interesting rules

Cluster the itemset I with an existing algorithm (e.g. k-means) for clustering;
FOR each pair of clusters Ci and Cj

Set Dist(Ci, Cj) to the distance between the centroids of Ci and Cj ;
ENDFOR
FOR each rule A1, A2, ..., An → B in the rule set R

Interest(A1, A2, ..., An → B) = minn
i=1{Dist(CAi , CB)}

ENDFOR
Output those rules whose interestingness is greater than the threshold T,
or those top-k rules with high interestingness;

Fig. 1. Algorithm for Measuring the Interestingness of Rules by Clustering

Our approach tries to measure the interestingness by clustering items, while
most other measures by analyzing the transaction set. Hence, our approach com-
plements other measures of interestingness.

3.2 Our Algorithm

Our algorithm for measuring interestingness by clustering is given in detail in
Figure 1.

3.3 How to Choose the Algorithm for Clustering

There are many algorithms for clustering. Which one is suitable for a given appli-
cation? It should be chosen according to the specific scenario and the requirement
of users. Generally speaking, the algorithm should be capable to handle hybrid
data. The reason is that most data for association analysis are of hybrid data, so
the algorithm for clustering is required to be able to cluster data both of numeric
attributes and categorical ones.

On the other hand, since the dissimilarity between clusters will be used as the
interestingness of rules, the dissimilarity or distance should be easy to judge or
compute. There are mainly four categories of algorithms for clustering, namely,
partitioning, hierarchical, density-based and grid-based approaches. For density-
based and grid-based ones, the clusters are generated by expanding the densely-
populated regions or combining dense neighboring cells, so it is difficult to judge
the dissimilarity between clusters. Fortunately, for partitioning and hierarchi-
cal algorithms, the clusters are usually compact and it is easy to compute the
dissimilarity between clusters. For k-means or k-medoids algorithms, the mean
or medoid is used to represent a whole cluster, so the dissimilarity can be eas-
ily computed as the distance between the means or medoids. For hierarchical
approaches, single linkage, average linkage, complete linkage, and mean linkage
are main measures for calculating the distances between clusters, and they can be
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used as the dissimilarity. Therefore, partitioning and hierarchical algorithms can
be readily used in our approach, while density-based or grid-based ones are not.

In our approach, k-means is used as the algorithm for clustering. Since the k-
means algorithm is only for numeric attributes, we adapt it for clustering hybrid
data in the following way. The mean is used for numeric attributes, while the
mode is used for categorical attributes. The distance between two clusters is
defined as the weighted sum of all attributes. Actually, many other algorithms
for clustering (see [4]) can be used or can be adapted for our approach.

The shortcoming of our approach is that it is only suitable for clusters of
spherical shapes, not for clusters of arbitrary shapes. Therefore, the algorithms
which discovers clusters of spherical shapes is needed in our approach. For al-
gorithms which discover clusters of arbitrary shapes, an effective way to cal-
culate the dissimilarity between clusters should be devised to be used in our
approach.

4 Experimental Results

In our experiment, we will show the effectiveness of our approach to filter rules of
low-interestingness. The real data from supermarket is used in our experiment.
There are two datasets: an item set and a basket dataset. The item dataset are
of 460 items and seven attributes, and we choose the weight, price, category, and
brand as the features for clustering. An attribute of average price is derived from
weight and price. In addition, the category is split into three new attributes, with
each standing for a level in the hierarchy of category. The first two attributes
are numeric, while the last two are categorical. K-means is used for clustering,
and we adapt it for hybrid data. For numeric attributes, the representative of a
cluster is set to the mean, while it is set to the mode for categorical attributes.
As to the three new attributes of category, the high-level category is assigned
with great weight while the low-level category with small weight.
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Fig. 2. Experimental Result

All together 5800 association rules with both
high support and high confidence are discovered
with APRIORI algorithm from the transaction
data. By clustering the itemset with k-means (k
is set to 10), the items are partitioned into ten
clusters. The dissimilarities between clusters are
computed as the interestingness of corresponding
rules. The top rule with highest interestingness
is “#33 → #283”, while item #33 is “Run Te”
shampoo, and item #283 is “Hu Wang” sauce of
1000ml. Since shampoo and sauce are from totaly
different categories, the rule is of high interesting-
ness (0.909). In contrast, rule “#254 → #270” is
of very low interestingness (0.231). Item #254 and #270 are respectively sausage
and vinegar. The rule is uninteresting because both of them are cooking mate-
rials.
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The count of rules remained when measuring the interestingness by clustering
is shown in Figure 2. The value of interestingness ranges from 0 to 1.17. If the
interestingness threshold is set to 0.5, then 3167 out of 5800 rules remain because
of high interestingness. If those with interestingness less than 1.0 are filtered
out, then 1763 rules remain. If the threshold is set to 1.14, only 291 rules remain
while all others are filtered out. After filtering, rules of low interestingness are
removed. The remaining rules of high interestingness, which are much less than
the original rules, can then be judged and selected by domain experts.

5 Conclusions

In this paper, we have presented a new way to judge the interestingness of
association rules by clustering. With our method, the interestingness of rules are
set to be the dissimilarity of the clusters which the antecedent and the consequent
are in respectively. Since the items from different clusters are dissimilar, the rules
composed of items from different clusters are of high interestingness. Our method
can help to filter the rules effectively, which has been shown in our experiments.

In our future research, we will try to combine existing measures of interesting-
ness with clustering to make it more effective. In addition, subjective measures
will be taken into account when clustering. For density-based and grid-based
algorithms, it is not easy to judge the dissimilarity between clusters, and we will
try to adapt them for measuring the interestingness of rules.
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Abstract. Classification is an important data mining problem. Emerg-
ing Patterns (EPs) are itemsets whose supports change significantly from
one data class to another. Previous studies have shown that classifiers
based on EPs are competitive to other state-of-the-art classification sys-
tems. In this paper, we propose a new type of Emerging Patterns, called
Maximal Emerging Patterns (MaxEPs), which are the longest EPs sat-
isfying certain constraints. MaxEPs can be used to condense the vast
amount of information, resulting in a significantly smaller set of high
quality patterns for classification. We also develop a new “overlapping”
or “intersection” based mechanism to exploit the properties of Max-
EPs. Our new classifier, Classification by Maximal Emerging Patterns
(CMaxEP), combines the advantages of the Bayesian approach and EP-
based classifiers. The experimental results on 36 benchmark datasets
from the UCI machine learning repository demonstrate that our method
has better overall classification accuracy in comparison to JEP-classifier,
CBA, C5.0 and NB.

Keywords: Emerging Patterns, classification, Bayesian learning, maxi-
mal Emerging Patterns.

1 Introduction

Classification is one of the fundamental tasks in data mining, and has also been
studied substantially in statistics, machine learning, neural networks and expert
systems over decades. Emerging Patterns (EPs) [1] are defined as multivariate
features (i.e., itemsets) whose supports (or frequencies) change significantly from
one class to another. By aggregating the differentiating power of EPs, the con-
structed classification systems [2, 3] usually achieve high classification accuracy
and demonstrate consistent effectiveness on a variety of datasets.

Previous EP mining algorithms [3, 4] usually focus on finding minimal pat-
terns satisfying the growth-rate constraint. A huge number of patterns (e.g., 109)
may be generated, which makes efficient mining of EPs infeasible. The require-
ment of EPs being minimal is driven by their use in classification [3], because
usually short EPs have high support and they are easy to match unknown in-
stances. During the classification phase, the validity of any EP with respect to
a test instance is determined by whether the EP is fully “contained” in the test
instance. The aggregation of many minimal EPs may implicitly cause duplicate

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1062–1068, 2004.
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counting of individual EP’s contribution, which in turn lead to decreased
accuracy.

In this paper, we propose to use Maximal Emerging Patterns (MaxEPs) for
classification. MaxEPs are the longest EPs, namely, supersets of MaxEPs will
not be EPs any more. Using the concept of MaxEP, we are able to condense a
very large number of EPs to yield a much smaller set of MaxEPs. We also turn to
a new direction in terms of classification. Instead of “containment” requirement,
we exploit the “intersection” relationship between a MaxEP and a test instance.
The larger the overlap between them, the higher the possibility that the test be-
long to the class of the MaxEP. We use MaxEPs in this probabilistic approach
for classification. By using the new “overlapping” mechanism to exploit strong
discriminative power of Maximal Emerging Patterns, we solved the problems
suffered by previous EP-based classifiers, such as low mining efficiency, dupli-
cate contribution in classification, normalization relying on manual tuning [2].
The experiments confirm that our new classifier, called Classification by Maxi-
mal Emerging Patterns (CMaxEP), generally outperforms other state-of-the-art
classification methods, such as JEP-classifier, C5.0, CBA and NB.

2 Maximal Emerging Patterns

Suppose a data object obj = (a1, a2 · · · an) follows the schema (A1,A2 · · ·An),
where A1,A2 · · ·An are called attributes. Attributes can be categorical or con-
tinuous. For a categorical attributes, we assume that all the possible values are
mapped to a set of consecutive positive integers. For a continuous attributes, we
assume that its value range is discretized into intervals, and the intervals are also
mapped to consecutive positive integers. We call each (attribute, integer-value)
pair an item. Let I denote the set of all items in the encoding dataset D. A set
X of items is also called an itemset, which is defined as a subset of I. We say
any instance S contains an itemset X, if X ⊆ S. The support of an itemset X
in a dataset D, suppD(X), is countD(X)/|D|, where countD(X) is the number
of instances in D containing X.

Given two different classes of datasets D1 and D2, the growth rate of an item-
set X from D1 to D2 is defined as GrowthRate(X) = supp2(X)

supp1(X) (where 0
0 = 0 and

>0
0 = ∞). Given a growth rate threshold ρ > 1, an itemset X is said to be an ρ-

emerging pattern (ρEP or simply EP) from D1 to D2 if GrowthRate(X)≥ ρ. An
EP with high support in its home class and low support in the contrasting class
can be seen as a strong signal indicating the class of a test instance containing
it. The strength of an EP X is defined as strength(X) = GR(X)

GR(X)+1 ∗ supp(X).
A Maximal Emerging Pattern (MaxEP) is the longest Emerging Pattern, i.e.,

it is not a subset of any other Emerging Pattern.

Definition 1 (Maximal Emerging Pattern). Given a minimum growth-rate
threshold ρ > 1 and a minimum support threshold ξ, an itemset X is said to be a
Maximal Emerging Pattern (MaxEP) if (1) supp(X)≥ ξ; (2) GrowthRate(X)≥ ρ;
(3) there exists no pattern Y such that X ⊂ Y and GrowthRate(Y)≥ ρ.
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Condition 1 ensures that a MaxEP covers a certain number of training in-
stances, hence statistically reliable for prediction. Condition 2 makes sure that
each MaxEP has sharp discriminating power. Condition 3 prefers those EPs with
the longest length - MaxEPs are the longest patterns that appear frequently in
one class of data but not frequently (determined by high growth rates) in the
other class.

The set of MaxEPs is a subset of the set of all EPs and also much smaller.
Let us consider an extreme case. Suppose two classes P and N , described by
k attributes. P contains one instance only and N has a number of instances.
Suppose we look for MaxEPs with ξ = 1 (in absolute count) and ρ = ∞. There
is only one MaxEP of class P , that is, the P instance itself, because it appears
once in P and can not appear in N (assuming that the same instance can not
have different class labels) and it has reached the maximum length. However,
there are usually many (up to 2k) JEPs of class P , as long as a subset does not
appear in N .

From the above example, we can see that a small number of Maximal Emerg-
ing Patterns can condense the discriminating power of many individual EPs and
represent a comprehensive description of essential distinguishing characteristics
of the target class. Our experiments confirm that not only the number of Max-
EPs is much fewer than the number of minimal EPs, but also MaxEPs are high
quality predictive patterns.

A backtracking algorithm is used to efficiently generate Maximal Emerging
Patterns. The detailed description of the algorithm can be found in [5].

3 Classification by Maximal Emerging Patterns

Bayes’ theorem provides an optimal way to predict the class of a previously
unseen instance, given a training data set. The chosen class should be the one
which maximizes P (Ci|T ) = P (T,Ci)/P (T ) = P (Ci)P (T |Ci)/P (T ), where Ci

is the class label, T = {a1a2 · · · an} is the test case, P (Y |X) denotes the condi-
tional probability of Y given X, and probabilities are estimated from the training
sample. Since classification focuses on discriminate prediction of a single class,
rather than assigning explicit probabilities to each class, the denominator P (T ),
which does not affect the relative ordering of the classes, can be omitted. So
the class is chosen with the highest probability P (T,Ci) = P (Ci)P (T |Ci). Be-
cause in practice it is very hard to calculate the exact probability P (T,Ci),
one must use approximations under some certain assumptions. The Naive Bayes
(NB) classifier [6] provides the simplest and computationally efficient approach
by assuming all attributes are mutually independent within each class. To im-
prove NB’s performance, there are many works on remedying violations of the
assumption, such as Large Bayes (LB) [7] and our previous work BCEP [8].

Minimal (shortest) EPs and Maximal (longest) EPs represent two extreme
points in the same spectrum of the discriminating characteristics. Minimal EPs
are suitable to use in “containment” based mechanism, because usually many
minimal EPs can be found “contained” in a test instance. However, for MaxEPs,



Exploiting Maximal Emerging Patterns for Classification 1065

it is very possible that they are not contained in the test. It would be very
unreliable to predict a test without using any EPs. Before we describe how
to use MaxEPs in the Bayesian approach for classification, we discuss a very
different mechanism to use the power of maximal EPs.

3.1 Overlap/Intersection Relationship Between MaxEPs and Tests

This work changes direction in terms of classification - we exploit the “overlap” or
“intersection” relationship between MaxEPs and the test instance. If a test “fully
contains” a long MaxEP, it is very likely the test shares the class membership
with the MaxEP, because the MaxEP is the maximal frequent combination of
discriminating features (right bound of the border of EPs). When the test does
not “fully contain” the MaxEP, we still can use the MaxEP by looking at the
overlap or intersection between them. The larger the overlap, the higher the
possibility of the test case belonging to the MaxEP’s class. If there are sufficient
overlap between a MaxEP and the test instance, it is highly likely that the test
belongs to the class of the MaxEP. Under this new scheme, we are able to make
good use of a small set of maximal patterns for classification.

Example 1. Suppose we have discovered a set of MaxEPs: {{a, b, c}, {b, c, d},
{b, c, e}}. These MaxEPs can represent many minimal EPs: {{a, b}, {b, c}, {a, c},
{b, d}, {c, d}, {b, e}, {c, e}}. To classify a test instance T = {a, b, c, e, f}, using
previous “containment” mechanism, we can select many minimal EPs, but only
two MaxEPs {a, b, c} and {b, c, e}. However, by using the new “overlapping”
mechanism, in addition to the above two MaxEPs, we are able to exploit the
power of {b, c, d} because there is sufficient overlap between the MaxEP and T .

3.2 Classification by Maximal Emerging Patterns (CMaxEP)

We show CMaxEP classifier in Algorithm 1. We first obtain the overlapping
itemsets between T and all discovered MaxEPs (line 1). Note that the over-
lapping itemsets are subsets of MaxEPs. Because many subsets of MaxEPs are
actually EPs, there is good chance that the overlapping itemsets are also EPs.
There are some cases when overlapping itemsets do not satisfy the growth-rate
threshold (non-EPs), they may be filtered by the following maximization process
(line 2). We admit that there are few chances that some non-EPs still remain.
Our experiments show that using few non-EPs experiences no degradation in
predictive accuracy. The explanation is that these non-EPs are reliable (note
that they must satisfy the support threshold) and have certain growth rates but
less than the predefined threshold. From O, select only the maximal patterns
from the overlapping patterns (line 2), that is, remove patterns that are subsets
of other patterns. This is the final set (B) of patterns that will be used later in
product approximation.

After computing the final set B, CMaxEP incrementally selects one pattern
at a time into the solution according to its ranking (function next(), line 5).
The selection of patterns is based on the following priorities: (1) the selected
pattern must have items that have not been covered so far; (2) the selected
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pattern should have the least number of items that have not been covered so far;
(3) prefer a longer pattern; (4) prefer a pattern with larger strength.

Algorithm 1: Classification by Maximal Emerging Patterns (CMaxEP)

input : a set of MaxEPs F and a test instance T

output : the classification of T

/*O is the overlapping patterns between T and MaxEPs */
1 O = {s ∩ T |s ∈ F};
2 B ← the maximal patters from O;
3 covered = numerator = denominator = ∅;
4 while covered ⊂ T do

5 e = next(covered,B);
6 numerator = numerator ∪ e;
7 denominator = denominator ∪ {e ∩ covered};
8 covered = covered ∪ e;

end
9 for each class do

10 P (T, Ci) = P (Ci)

∏
u∈numerator

P (u,Ci)∏
v∈denominator

P (v,Ci)
;

end
11 output the class with maximal P (T, Ci);

4 Experimental Evaluation

To evaluate the accuracy and efficiency of CMaxEP, we have performed an
extensive performance study on 36 datasets from the UCI Machine Learning
Repository [9]. We compare CMaxEP against four popular classification meth-
ods: Naive Bayes (NB) [6], decision tree induction C5.0 [10], Classification Based
on Association (CBA) [11] and JEP-C [3]. For MaxEPs, there are two impor-
tant parameters, the minimum support ξ and growth rate ρ thresholds. In our
experiments, ξ = 1% and ρ = 2.5.

For lack of space, we only present a summary of results. Our CMaxEP clas-
sifier achieves the highest average accuracy (85.93%) on the 36 datasets, com-
pared with CBA (85.35%), JEP-C (85.01%), C5.0 (84.37%) and NB (81.28%).
Among the 36 datasets, CMaxEP achieves the best accuracy on 10 datasets,
while JEP-classifier wins on 7, NB wins on 8, C5.0 win on 9, CBA wins on 5.
From Figure 1, The number of MaxEPs is much smaller (on average 10 times
smaller) than minimal JEPs. Our method is able to use much fewer patterns to
achieve higher accuracy than JEP-classifier (we beat it 19 times, draw 2 times,
and lose 14 times).
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Fig. 1. Comparison of Number of JEPs and MaxEPs used in classification

5 Conclusions

We have introduced a new type of knowledge pattern called Maximal Emerging
Patterns (MaxEPs). Instead of presenting a large number of fragmentary compo-
nents (minimal EPs), MaxEPs represent a concise yet comprehensive description
of essential discriminative knowledge between different classes of data. We use
a new “overlapping” mechanism to exploit strong discriminative power of Max-
EPs to build accurate and efficient classifiers, which solves common problems
suffered by previous EP-based classifiers. Our experimental results on 36 bench-
mark datasets demonstrate that our classifier has better overall classification
accuracy in comparison with JEP-Classifier, CBA, C5.0 and NB.

Acknowledgements. We would like to thank Thomas Manoukian for providing
the JEP-Classifier source code and promptly answering many questions.
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Abstract.  In this paper, we present a new approach to learning the classifica-
tion of questions. Question classification received interest recently in the con-
text of question answering systems for which categorizing a given question 
would be beneficial to allow improved processing of the document to identify 
an answer. Our approach relies on relative simple preprocessing of the question 
and uses standard decision tree learning. We also compared our results from 
decision tree learning with those obtained using Naïve Bayes. Both results 
compare favorably to several very recent studies using more sophisticated pre-
processing and/or more sophisticated learning techniques. Furthermore, the fact 
that decision tree learning proved more successful than Naïve Bayes is signifi-
cant in itself as decision tree learning is usually believed to be less suitable for 
NLP tasks. 

Keywords: Question classification, feature extraction for text classification, 
decision tree learning, Naïve Bayes classifier. 

1   Introduction 

With the increase of textual information on the web, automatic processing of natural 
language is becoming increasingly important. Finding relevant information either in 
form of a complete document or in form of a single paragraph, sentence or even 
smaller chunks represents the major challenge in effectively utilizing the WWW. 
Work on automatic open-domain question answering has received new interest re-
cently, see e.g. [8, 10]. Question answering is a more difficult task than that addressed 
by Internet search engines, as a concise answer to a question needs to be found in-
stead of producing an entire, possibly very long document containing the answer. The 
task in the TREC question answering track is to find to a given question a short an-
swer of no more than 50 bytes in a document library of 5 Gigabytes. A question 
might be ‘How far can a kangaroo jump?’ or ‘Which Japanese city has the largest 
population?’ In order to extract an answer to a question from a document it proved 
useful to differentiate different types of questions such that for each type one searches 
for different linguistic patterns surrounding the answer in the text [7]. The task of 
automatically classifying a question into the correct category has become known as 
question classification. Besides being useful for question answering the task of ques-
tion classification can also be used to classify according to an existing list of fre-
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quently asked questions such that an automatic answer can be automatically be found. 
This has potential for automatic help desks applications, etc. Question classification is 
very different from text classification as questions are typically very short. Hence, a 
word frequency based classification approach is less likely to succeed. While there is 
a substantial body of research of learning text classification, learning the classifica-
tion of questions has received very little attention so far. A notable exception is the 
very recent work in [4], which focussed on learning a hierarchical question classifier 
that was guided by a layered semantic hierarchy of answer types using Winnow, a 
linear threshold function learner [6]. 

In this paper we show how machine learning can be used effectively to develop 
high-quality question classifiers based on a relatively simple representation using a 
small number of extracted features.  Our results favour decision tree learning over 
Naïve Bayes classifiers and achieve average classification accuracies of more than 
90%. Our results also compare favourably against the work on hierarchical question 
classifiers in [4] as we obtain higher accuracies from comparable number of training 
instances using less sophisticated pre-processing and much fewer extracted features. 

The paper is organized as follows: The next section describes our approach and 
discusses the used pre-processing in detail. In section 3 we describe our experimental 
set-up. Section 4 presents the results we obtained. In section 5 we present our discus-
sion and conclusions. 

2   Pre-processing Questions 

Our data set was taken from the Webclopedia [2] question set, which contains  
hand-classified documents. We collected from Webclopedia 18,000 sample questions 
that have been manually tagged by the question's answer (entity) type. These ques-
tions contain 140 categories (Qtargets). Questions can also have multiple classifica-
tions and are then given multiple labels. We regrouped these classes to super-classes 
of  similar  topic  area  using  a  similar  taxonomy  to that used  for Webclopedia. For  

Table 1. 21 different question types used in the study 

Question Type Instances Question Type Instances 

ADDRESS 283 NUMERICAL QUANTITY 1608 

AGENT 264 ORGANIZATION 539 

CIRCUMSTANCE MEAN 209 PROPER PERSON 3234 

CONTRAST 160 PROPER PLACE 1995 

DATE 420 REASON 840 

DEFINITION 231 TEMPORAL QUANTITY 288 

EXPRESSION ORIGIN 164 TEXT 311 

INFO 1555 TRUE OR FALSE 291 

METHOD 828 WHY-FAMOUS 228 

MULTIPLE-CHOICE 498 YES OR NO 1112 

NAME 1780  
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example, PROPER PLACE can have subclasses: River, Lake, Sea, City, State, Coun-
try, Planet, Moon, and District, etc. For this study, we selected the 21 most frequent 
categories as listed in the Table-1.  

2.1   Feature Extraction 

There are many studies on how to extract features from documents. Techniques such 
as term weighting, co-occurrence of words for topic identification, and keyword ex-
traction using term domain interdependence, see e.g. [5], are all statistical methods 
used to select keywords or phrases that may hold meaningful information about the 
text [3].  For the problem of question classification, statistical techniques appeared 
less suitable as a single question is normally rather short and, hence, does not contain 
enough words to allow the creation of meaningful statistics. As a consequence, we 
used the following sequence of steps to create a fixed-length binary feature vector for 
each question class: Part-of-Speech tagging, Stop word removal, Keyword extraction, 
Noun phrase chunking and Head phrase extraction. 

This process resulted in a number of binary features to represent each question. 
For each class of questions, an individually tailored set of features was automatically 
created based on the training data set. The number of features used for an individual 
class ranged between about 30 and 560 depending on the question class considered. 
To determine the feature set for a question class C, only all the questions in the train-
ing set of that class C were selected. 

Part-of-Speech Tagging: We used Brill’s Part-of-Speech Tagger to tag our sentences 
for the following processing.  

Stop Word Removal: We removed stop words, i.e. words that contribute little to the 
meaning of a question such as ‘the’, ‘of’’, ‘it’.  

Keyword Extraction: (Key)words are selected from the pre-classified question set as 
follows. After the removal of stop-words from all question instances in our training 
set, we counted the frequency of each word, noun, verb, adverb, etc, from each ques-
tion class. We ignored all words that appear in more than 95% of the questions in a 
class, less than 0.01% of all instances or less than two times in the question set.   

Noun Phrase Chunking:  We used an LR-Chunker to group words in a sentence to 
generate more meaningful patterns (chunks). Examples include: ‘car batteries’, ‘hard 
time’, ‘human eye’, etc. 

How/WRB far/RB can/MD [a/DT human/JJ eye/NN] see/VB 
How/WRB far/RB can/MD [a/DT kangaroo/NN] jump/VB    

Extracting Head Phrases: In our experiment, we extract the head phrase of each 
question sentence as a feature as it plays an important role in defining the type of the 
question. The head phrase is taken as the first two chunks of the sentence, since the 
first chunk usually contains only the single question word, such as who, what, where, 
etc. The following word appears in many cases to be an important indicator for the 
type of question. 
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3   Experimental Set-Up 

In this section we evaluate the suitability of the features extracted from the training 
data set to learn to accurately classify questions. We used two machine learning algo-
rithms to automatically build classifiers, namely the decision tree learner C4.5 and the 
Naïve Bayes classifier in their implementation within Weka [9].  

Representing the Question Set:  For each class we extracted the corresponding 
features according to the techniques described above, which include keywords, key 
phrases and key head phrases. Once the features were extracted for a particular class, 
all question instances, including the randomly selected negative instances, were rep-
resented by a corresponding binary feature vector, where each vector element indi-
cated the presence or absence of the respective feature. As a consequence, for each 
class a separate binary classifier needed to be learned as different feature sets were 
used for each class. The following example shows how the binary feature vector of a 
question is created. 

Question:  What is the size of the earth? 
Keywords:       [what, how, height, size] 
Key phrase:     [the dimension, the earth] 
Head phrase:   [how long, what is]  

Combined keys:  
   [what, how, height, size, the dimension, the earth,   
     how long, what is]  
Binary vector:  [1, 0, 0, 1, 0, 1, 0, 1]  

Training Set: We took instances from the class C (positive instances) and randomly 
collected the same number of instances from the complete set of questions, which did 
not belong to class C as negative instances.  We extracted keywords and phrases from 
the positive instances; a set of binary vectors was generated for the combined positive 
and negative instances based on whether the keywords/phrase exists. We generated 
the training set for each of the 21 classes that had more than 150 instances.  

Test Set: We used 2-fold and 4-fold cross validation for evaluating the performance 
of the two learning algorithms on the task of question classification. The cross valida-
tion runs were repeated 10 times and averaged to reduce the bias given by the particu-
lar division of the original data set into n folds. In each case were the features selected 
on the basis of the training examples only. The entire set of test cases was represented 
as a binary vector by using the same set of features. The number of test cases varied 
for each question class but ranged between about 160 and 3200 for 2-fold cross vali-
dation and between 80 and 1600 for 4-fold cross validation for each fold. 

4   Results 

The most striking results are shown in Figure 1. Both learning techniques achieved 
accuracies in cross validation on unseen cases averaging at more than 86%. These 
were the averages across the cross validation runs as well as across all 21 classes. The 
two-fold cross validation results (between 86% and 88%) were weaker than those 
achieved using 4-fold cross validation (close to 91% for decision tree learning). The 
lower accuracy for the two-fold cross validation runs is due to the training set being 
smaller (1/2 of the total data set size) than in the 4-fold runs (3/4 of the total data set 
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size). Probably the most interesting aspect of these results is the fact that decision tree 
learning clearly outperformed Naïve Bayes. Furthermore, the performance of both 
techniques exceeded the performance previously obtained in [4], based on another 
learning algorithm, generally considered to be very well suited for learning problems 
in NLP. 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Figure 2 we show the achieved accuracies for each of the 21 individual classes 

obtained from the 4-fold cross validation runs. In almost all the (question) classes, the 
Decision Tree learner outperformed the  Naïve Bayes learner. It is difficult to com-
pare our results to those presented very recently in [4], as that work used more so-
phisticated pre-processing resulting in up to 200,000 features being used. However, 
the average classification accuracy achieved in [4] was 84%, which is substantially 
lower than the accuracy achieved in our work. The reason for that is not quite clear at 
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this stage. In [4] a different learning algorithm, based on Winnow [6], which learns 
linear threshold functions, was used.  

5   Discussion and Conclusions 

While there is a substantial body of work on text classification, there is very limited 
work on the task of question classification. Question classification attracted serious 
interest only recently, when the TREC series included the question answering track. 
In particular in the context of the use information extraction techniques it seems an 
important intermediate step to classify a question into one of a number of classes, 
where for each class a specialized information extractor can be used to obtain the 
answer of interest. But also for other applications, such as answering routing ques-
tions based on a catalogue of frequently asked questions, automated information 
services can be provided. In [1] questions were classified by using manually gener-
ated rules. In the more recent study in [4], questions were classified by an automati-
cally generated classifier using the Winnow learning algorithm [6] and based on a 
vast number of attributes (in the order of magnitude of 200,000 attributes). The re-
sults in that study were inferior to our results. In [4] an average accuracy of about 
84% was achieved while we obtained an accuracy of more than 90% using decision 
tree learning and our pre-processing of the questions. In [10] SVMs were proposed 
with a new type of tree kernel function which assigns weights to words occurrences 
depending on their location within the parse tree of the question. The results reported 
in [10] are again inferior to our results. Our approach produced higher accuracies 
(more than 90%) versus up to 87% using SVMs with the new tree kernel function. 
Furthermore, we used a finer-grained classification scheme (21 classes) while in [10] 
only 5 different question classes were used. 

Overall, we demonstrated that decision tree learning in combination with our pro-
posed preprocessing outperforms more commonly used techniques in text classifica-
tion, such as Naïve Bayes. This is surprising as it is a common belief that for text 
classification applications, decision tree learners are not well-suited because they rely 
on testing a small set of features only (in each node of the tree only a single feature is 
tested). Furthermore, in text classification one usually has to rely on a large number 
of features where each feature contributes partially to justifying the classification. As 
a consequence of this assumption, the most commonly used learning techniques are 
those which take all or many features into account for making a decision. Those tech-
niques include Naïve Bayes as well as Support Vector Machines or other Neural net-
work type techniques, such as the Winnow algorithm used in [4], which is the study 
closest to our own.  

However, a carefully designed pre-processing of the raw questions is necessary to 
allow good generalization. Our approach included Part-of-Speech tagging, Stop word 
removal, Keyword extraction, Noun phrase chunking followed by Head phrase ex-
traction. This proved to be considerably more effective than the preprocessing pro-
posed in other recent work on the problem, such as in [10]. 

Future work will investigate the utility of further pre-processing techniques in-
cluding the extraction of proper names, synonym/hyponym relationships, and word 
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stemming. Word suffixes could also be used to characterize semantic word groups, 
such as words ending with -ate mean some way of causing or making, e.g., liquidate, 
facilitate, associate, stimulate. Words ending with -ary, -ery, -ory relate often to place 
or quality, e.g. aviary, dormitory, stationery, or ordinary.  
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Abstract. This paper addresses the problem of mining exceptions from
multidimensional databases. The goal of our proposed model is to find
association rules that become weaker in some specific subsets of the
database. The candidates for exceptions are generated combining pre-
viously discovered multidimensional association rules with a set of sig-
nificant attributes specified by the user. The exceptions are mined only
if the candidates do not achieve an expected support. We describe a
method to estimate these expectations and propose an algorithm that
finds exceptions. Experimental results are also presented.

1 Introduction

Multidimensional association rules [4] represent combinations of attribute values
that often occur together in multidimensional repositories, such as data ware-
houses or relational databases. An example is given by: (Age = “30−35”) ⇒
(Payment = “credit card”). This rule indicates that consumers who are be-
tween 30 and 35 years old, are more likely to pay for their purchases using credit
card. A multidimensional association rule can be formally defined as follows:

A1 = a1, . . . ,An = an ⇒ B1 = b1, . . . ,Bm = bm ,

where Ai (1 ≤ i ≤ n) and Bj (1 ≤ j ≤ m) represent distinct attributes (dimen-
sions) from a database relation, and ai and bj are values from the domains of Ai

and Bj , respectively. To simplify the notation, we will represent a generic rule
as an expression of the form A⇒ B, where A and B are sets of conditions over
different attributes. The support of a set of conditions Z, Sup(Z), in a relation
D is the percentage of tuples in D that match all conditions in Z. The support of
a rule A⇒ B, Sup(A⇒ B), is given by Sup(A∪B). The confidence of A⇒ B,
Conf(A⇒ B), is the probability that a tuple matches B, given that it matches
A. Typically, the problem of mining association rules consists in finding all rules
that match user-provided minimum support and minimum confidence.
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In this work we propose a human-centered approach to mine exceptions from
multidimensional databases. An example of this kind of pattern is given by:
(Age = “30−35”) −s=⇒ (Payment = “credit card”) [Income = “ < 1K”].
This exception indicates that among the consumers who earn less than 1K, the
support value of the rule (Age = “30−35”) ⇒ (Payment = “credit card”) is
significantly smaller than what is expected.

Proposals for mining exception rules that contradict associations with high
support and confidence can be found in [5, 7]. However, in our work, exceptions
characterize rules that become much weaker in specific subsets of the database.
Our approach was motivated by the concept of negative association rules, pro-
posed in [6, 8], where a negative pattern represents a large deviation between the
actual and the expected support of a rule.

This paper is organized as follows. In Sect. 2 we present the model for mining
exceptions. We propose an algorithm in Sect. 3 and show experimental results
in Sect. 4. Some concluding remarks are made in Sect. 5.

2 Exceptions

In order to explain our approach for mining exceptions, consider the consumers
data set (Table 1). The data objects represent consumers of a hypothetical store.
An association rule mining algorithm can obtain the following pattern from this
database: “Female consumers have children” (Sup = 40% and Conf = 66.67%).
However, note that none of the women who earns more than 3K have children.
Then, it would be interesting to infer the following negative pattern: “Female con-
sumers who earn more than 3K do not have children”. This negative pattern came
from the positive rule “Female consumers have children” and it was obtained be-
cause the support value of “Female consumers who earn more than 3K have chil-
dren” is significantly lower than what was expected. This example illustrates an
exception associated with a positive association rule. It can be represented as:

(Gender = “F”) −s=⇒ (Children = “Y es”) [(Income = “ > 3K”)] .

Definition 1. (Exception). Let D be a relation. Let R : A ⇒ B be a multidimen-
sional association rule defined fromD. Let Z = {Z1 = z1, . . . , Zk = zk} be a set of
conditionsdefinedoverattributes fromD,whereZ∩A∩B = ∅.Z isnamedprobe set.
An exception related to the positive ruleR is an expression of the formA

−s=⇒ B [Z].

Exceptions are extracted only if they do not achieve an expected support.
This expectation is evaluated based on the support of the original rule A ⇒ B
and the support of the conditions that compose the probe set Z. The expected
support for the candidate exception A⇒ B [Z] can be computed as:

ExpSup(A⇒ B [Z]) = Sup(A⇒ B)× Sup(Z) . (1)

An exception E : A
−s=⇒ B [Z] can be regarded as potentially interesting

if the actual support value of the candidate exception A ⇒ B [Z], given by
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Table 1. Consumers data set

Gender(G) Age(A) Income(I) Children(C) Car Owner(CO)
F <18 <1K Yes No
M 26-30 >3K Yes Yes
F 26-30 >3K No Yes
F 18-25 1K - 3K Yes Yes
F 31-40 <1K Yes Yes
M 18-25 >3K Yes No
F 26-30 1K - 3K Yes Yes
F <18 >3K No No
M 18-25 >3K Yes Yes
M <18 <1K No No

Sup(A∪B∪Z), is much lower than its expected support. The IM index (Interest
Measure) is used to calculate this deviation. This measure captures the type of
dependence between Z and A⇒ B.

IM(E) = 1−
(

Sup(A⇒ B [Z])
ExpSup(A⇒ B [Z])

)
. (2)

The IM index value grows when the actual support value is lower and far
from the expected support value, indicating a negative dependence. The closer
the value is from 1 (which is the highest value for this measure), the more the
negative dependence is. If IM(E) ≈ 0, then Z and A ⇒ B are independent. If
IM(E) < 0, the actual support value is higher than the expected support value,
indicating a positive dependence.

Consider the rule R : (G = “F”) ⇒ (C = “Y es”), presented at the beginning
of this section. Two different values of the attribute Income will be used as probe
sets and will be combined with this rule in an attempt to identify exceptions.

The actual support of the candidate C1 : (G = “F”) ⇒ (C = “Y es”) [(I =
“ < 1K”)] is 20%. The support ofR is 40% and the support of the probe set Z1 =
{(I = “ < 1K”)} is 30%. According to (1), ExpSup(C1) = Sup(R)×Sup(Z1) =
40% × 30% = 12%. The exception E1 : (G = “F”) −s=⇒ (C = “Y es”)[(I = “ <
1K”)] is uninteresting because IM(E1) = 1− (0.20÷ 0.12) = −0.67.

The actual support of the candidate C2 : (G = “F”) ⇒ (C = “Y es”) [(I =
“ > 3K”)] is 0%. The support of the probe set Z2 = {(I = “ > 3K”)} is 50%.
The expected support for C2 is calculated as 40%× 50% = 20%. The exception
E2 : (G = “F”) −s=⇒ (C = “Y es”)[(I = “ > 3K”)] is potentially interesting,
because IM(E2) = 1− (0÷ 0.20) = 1.

In the next example, we will show that a high value for the IM index is not
a guarantee of interesting information. Consider the rule “Female consumers
have a car” (Sup = 40% and Conf = 66.67%), obtained from the consumers
data set. Observing Table 1, we can also notice that none of the women who
are under 18 years old have a car. These information could lead us to conclude
that (G = “F”) −s=⇒ (CO = “Y es”) [(A = “ < 18”)] is an interesting negative
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pattern, since the IM value for this exception is 1. However, in reality, none
of the consumers who are under 18 years old have a car, independently if they
are men or women. Suppose these consumers live in a country where only the
ones who are 18 years old or above are allowed to drive. Then, the exception
(G = “F”) −s=⇒ (CO = “Y es”) [(A = “ < 18”)] represents an information that is
certainly obvious and useless. Therefore it should not be mined. The IM index
was not able to detect the strong negative dependence between being under 18
years old and having a car.

Definition 2. (Negative Dependence). Let X = {X1 = x1, . . . , Xn = xn} and
Y = {Y1 = y1, . . . , Ym = ym} be two sets of conditions where X ∩ Y = ∅. The
negative dependence between X and Y , denoted as ND(X, Y ), is given by:

ND(X, Y ) = 1−
(

Sup(X ∪ Y )
ExpSup(X ∪ Y )

)
= 1−

(
Sup(X ∪ Y )

Sup(X)× Sup(Y )

)
. (3)

The DU index (Degree of Unexpectedness) is used to capture how much the
negative dependence between a probe set Z and a rule A ⇒ B is higher than
the negative dependence between Z and either A or B.

DU(E) = IM(E)−max(ND(A, Z), ND(B, Z)) . (4)

The greater theDU value is from 0, the more interesting the exception will be.
If DU(E) ≤ 0 the exception is uninteresting. Consider, again, the rule R : (G =
“F”) ⇒ (C = “Y es”) and the probe set Z2 = {(I = “ > 3K”)}. First we should
compute ND(A, Z) = ND((G = “F”), (I = “ > 3K”)) = (1− (0.20÷ 0.30)) =
0.33; and ND(B, Z) = ND((C = “Y es”), (I = “ > 3K”)) = (1− (0.30÷ 35)) =
0.14; The exception E2 : (G = “F”) −s=⇒ (C = “Y es”) [(I = “ > 3K”)] is, in
fact, interesting because DU(E2) = 1−max(0.33, 0.14) = 0.67. Next, we give a
formal definition for the problem of mining exceptions.

Definition 3. (Problem Formulation). Let MinSup ≥ 0, Imin ≥ 0, and Dmin ≥
0 denote minimum user-specified thresholds for Sup, IM , and DU . The prob-
lem of mining exceptions in multidimensional databases consists in finding each
exception E in the form A

−s=⇒ B [Z], which satisfies the following conditions:

1. (a) Sup(A ∪ Z) ≥MinSup and (b) Sup(B ∪ Z) ≥MinSup;
2. IM(E) ≥ Imin;
3. DU(E) ≥ Dmin.

3 Algorithm

An algorithm for mining exceptions is given in Fig. 1. Phase 1 (line 1) identifies
all probe sets. Phase 2 (lines 2-9) generates all candidate exceptions, combining
each probe set in ProbeSets with each positive association rule in PR (line
5). In order to compute the IM and DU indices, we need to count the actual
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Input: M inSup, Imin, Dmin - threshold values; PR - a set of multidimensional
rules; Atrib - a set of attributes; Output: ME - a set of mined exceptions;

procedure FindExceptions

1. P robeSets = generate all possible probe sets from Atrib;

2. CandidateExceptions = ∅; ConditionsSet = ∅; ME = ∅
3. for each rule R : A ⇒ B in PR do
4. for each probe set Z in P robeSets do
5. CandidateExceptions = CandidateExceptions ∪ (A ⇒ B [Z]);
6. X ′ = {{A}, {B}, {Z}, {A, B}, {A, Z}, {B, Z}, {A, B, Z}} ;
7. ConditionsSet = ConditionsSet ∪ X ′ ;
8. end for;
9. end for;

10. perform a database scan to count the support of all sets in ConditionsSet;

11. for each candidate exception E′ : A ⇒ B [Z] in CandidateExceptions do
12. if Sup(A ∪ Z) ≥ M inSup and Sup(B ∪ Z) ≥ M inSup and

IM(E′) ≥ Imin and DU(E′) ≥ Dmin then ME = ME ∪ (A −s=⇒ B [Z]);
13. end for;

Fig. 1. Algorithm for mining exceptions in multidimensional databases

support values for the following sets: {A}, {B}, {Z}, {A,B}, {A, Z}, {B, Z},
and {A,B, Z}. The data structure ConditionsSet is used to keep counters for
all these sets (lines 6-7). It can be implemented as a hash tree, for example. In
phase 3 (line 10) an algorithm such as Apriori [1] counts the support of the sets
stored in ConditionsSet. Finally, phase 4 (lines 11-13) generates the exceptions.

4 Experimental Results

The proposed algorithm was implemented and a test was carried out on the
Mushrooms data set [2]. This database contains 8124 tuples and 22 attributes
used to describe mushrooms. A target attribute classifies each mushroom as
either edible or poisonous. We use the following threshold settings on the experi-
ment: MinSup = 0.20%, Imin = 0.40, and Dmin = 0.10. The evaluated rule was
(Habitat = “Grasses”) ⇒ (Class“Edible”), with Sup = 17.33% and Conf =
65.55%. It indicates that great part of the mushrooms specimens that grow on
grasses are edible. We use the remaining 20 attributes to form the probe sets.
The maximum size of Z was restricted to 3.

Table 2 shows some of the mined exceptions, ranked by the DU index. The
highest values for the DU measure (exceptions 1 and 3) were able to represent
the best exceptions. The exception 1 shows a very interesting situation: Z is
independent of both A and B. However, Z and the original positive rule are
highly negative dependent (IM = 1). The exceptions 26 and 43 show another
interesting aspect: Z and B are positively dependent. However, once again, the
IM values are high. The exception 100 is less interesting due to the high negative
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Table 2. Experimental results

Rank Z (Probe Set) IM DU NDA,Z NDB,Z

1 (CapShape = “F lat”), 1.0000 0.9286 0.0714 0.0289
(StalkShape = “Enlarging”),
(StalkSurfBelowRing = “Smooth”)

3 (GillColor = “White”), 1.0000 0.8274 -0.0801 0.1726
(StalkSurfBelowRing = “Ibrous”)

26 (Bruises = “True”), 1.0000 0.4600 0.5400 -0.4610
(Ring Number = “Two”)

43 (Population = “Solitary”) 0.8382 0.4214 0.4168 -0.1986
100 (StalkColorBelowRing = “P ink”) 1.0000 0.2909 0.7091 0.4060

dependence between Z and A. The adopted approach for mining exceptions was
also applied to a real medical data set (the results can be found in [3]).

5 Conclusions

In this paper we addressed the problem of mining exceptions from multidimen-
sional databases. The goal is to find rules that become much weaker in some
specific subsets of the database. The exceptions are mined only if the candidates
do not achieve an expected support. As a future work we intend to evaluate
the interestingness of rules with large deviation between the actual and the ex-
pected confidence value. Moreover, the scalability of our algorithm should also
be investigated, varying the parameters MinSup, Imin and Dmin.
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Abstract. We propose a multivariate decision tree inference scheme by
using the minimum message length (MML) principle (Wallace and Boul-
ton, 1968; Wallace and Dowe, 1999). The scheme uses MML coding as
an objective (goodness-of-fit) function on model selection and searches
with a simple evolution strategy. We test our multivariate tree inference
scheme on UCI machine learning repository data sets and compare with
the decision tree programs C4.5 and C5. The preliminary results show
that on average and on most data-sets, MML oblique trees clearly per-
form better than both C4.5 and C5 on both “right”/“wrong” accuracy
and probabilistic prediction - and with smaller trees, i.e., less leaf nodes.

1 Introduction

While there are a number of excellent decision tree learning algorithms such
as CART [2], C4.5 and C5 [13], much research effort has been continuously di-
rected to finding new and improved tree induction algorithms. Most decision
tree algorithms only test on one attribute at internal nodes, and these are often
referred to as univariate trees. One of the obvious limitations of univariate trees
is that their internal nodes can only separate the data with hyperplanes perpen-
dicular to the co-ordinate axes. Multivariate decision tree algorithms attempt
to generate decision trees by employing discriminant functions at internal nodes
with more than one attribute, enabling them to partition the instance space with
hyperplanes of arbitrary slope - rather than only parallel to the co-ordinate axes.

We propose an oblique decision tree inference scheme by using the mini-
mum message length (MML) principle [19, 21, 20, 17]. Test results show our new
oblique decision tree inference algorithms find smaller trees with better (or near
identical) accuracy compared to the standard univariate schemes, C4.5 and C5.

2 MML Inference of Multivariate Decision Trees

MML inference [19, 21, 8, 20, 17, 4, 5, 18] has been successfully implemented in
[22] to infer univariate decision trees (refining [14]) and in [12, 16, 17] to infer
univariate decision graphs, with the most recent decision graphs [16, 17] clearly
out-performing both C4.5 and C5 [13] on both real-world and artificial data-sets
on a range of test criteria - we had better “right”/“wrong” accuracy, substantially

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1082–1088, 2004.
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Fig. 1. The set of hyperplanes (Fig. 1a) defined by vector w ∈ Λ(θ), (Fig. 1b) a partial
sphere of radius θ formed by w ∈ Λ(θ) and (Fig. 1c) the upper bound of θ

better probabilistic score and [17, Table 4] fewer leaf nodes. In this paper, we
use MML to infer multivariate decision trees. The new multivariate, oblique,
decision tree scheme proposed here generalizes earlier MML decision tree work
and re-uses the Wallace and Patrick decision tree coding [22] as part of its coding
scheme. For further implementation details, please see [16].

2.1 Encoding an Internal Split Using a Linear Discriminant
Function

To infer oblique decision trees by the MML principle, we extend the Wallace and
Patrick decision tree coding scheme [22]. The new MML decision tree coding
scheme is able to encode an internal split using a linear discriminant function.
Firstly, the data falling at an internal node is scaled and normalized so that
every data item falls within a D-dimensional unit hyper-cube, where D is the
number of input attributes. A linear decision function d(w, x, b)=0 is written as
(
∑D

i=1 wixi) + b = w · x + b = 0 where w, x ∈ RD, · denotes the dot (or scalar)
product, and the scalar b is often called the bias. The data is divided into two
mutually exclusive sets by the following rules:

If d(w, xj , b) > 0, j ∈ [1, N ], then xj is assigned to set I (denoted ‘1’ or ‘+’).
If d(w, xj , b) < 0, j ∈ [1, N ], then xj is assigned to set II (denoted ‘2’ or ‘−’).

To encode the hyperplane is equivalent to transmitting the vector w and the
bias b. Suppose the desired value of the vector w is wc. If we state wc exactly (to
infinite precision), it will cost infinitely many bits of information in the first part
of the message. So instead, we attempt to state a set of vectors Λ(θ), θ ∈ (0, π

2 ),
which is defined as Λ(θ) = {w : arccos( w·wc

‖w‖·‖wc‖ ) < θ}. This is the set of vectors
which form an angle less than θ with the optimal vector wc as illustrated in Fig.
1b. The probability that a randomly picked vector falls into the set is given by
Vθ

VT
, where Vθ is the volume of a partial sphere of radius θ and VT is the total
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volume of the unit sphere. The value of Vθ

VT
is given [15] by (sin θ)2(D−1), so the

information required to specify the set of the vectors is − log((sin θ)2(D−1)).
By specifying one data point on each side of the hyperplane hc, two hyper-

planes which are parallel to the decision surface d(w,x,b)=0 are also defined. We
denote these two hyperplanes as h+ and h−. These (h+ and h−) and the other
boundaries of the unit cube form a hyper-rectangle as shown in Fig. 1a.

We want to work out the value of θ so that the hyperplanes specified by
vectors in the set Λ(θ) do not intersect with the hyperplanes h+ and h−. We
can imagine a rectangle whose length of one side is the distance between h+ and
h− and whose length of the other side is

√
D, which is the longest diagonal in

a D-dimensional unit cube. As {x: kwx+kb=0} ≡ {x: wx+b=0} for any non-
zero k, we can choose w so that the margin between h+ and h− is equivalent
to 2

‖w‖ . As shown in Figure 1c, given the margin 2
‖w‖ , if θ < α, where α =

arcsin( 2√
D‖w‖2+4

), one can show that the hyperplane hw defined by the vector

w does not intersect with hyperplanes h+ and h− within the D-dimensional
hyper-cube (from Fig. 1a).

2.2 Search for the Optimal Hyperplane

In order to perform faster searches for optimal multivariate splits, we do not use
the search heuristic used in OC1 [10] and SADT [9]. Instead, we implement a
simple evolution strategy as the preliminary search heuristic for our scheme. A
similar approach has appeared in [3], in which promising results were reported.
The search process in our scheme can be summarized as follows. Assuming the
linear discriminant function in our scheme takes the form

∑d
i=1 wixi < wd+1,

for each leaf node L, let M(unsplit) denote the message length of the node L
while the node is unsplit, and let M(T) denote the message length of the subtree
when node L is split by vector wT at round T. The algorithm searches for the
best vector w via the following steps: Set T=0, input R, MaxP, M(unsplit)

1. Re-scale the coefficients of the vector w such that
∑d

i=1 w
2
i = 1.

2. With v ∼ N(0, 1), randomly pick j ∈ [1, d+ 1], wT+1
j = wT

j + v.
3. if M(T + 1) < M(T ), go to step 5
4. wT+1

j = wT
j

5. T=T+1; if T < R, go to step 1.
6. Randomly pick d (in this paper, d is limited to 2 or 3) attributes
7. P=P+1; if P < MaxP , go to step 1
8. if M(R) < M(unsplit), return w, M(R), else return null and M(unsplit).

The search process (from steps 2 and 6) is non-deterministic, thus our algo-
rithm is able to generate many different trees. As such, our algorithm can be
extended to take advantage of this by choosing the best one (i.e., MML tree)
among these trees or by averaging [20, p281] results from these trees.
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3 Experiments

3.1 Comparing and Scoring Probabilistic Predictions

To evaluate our new oblique decision tree scheme, we run experiments on nine
data sets selected from the UCI Repository [1]. The performance of our scheme
is compared with those of C4.5 and C5 [13]. In addition to the traditional
right/wrong accuracy, we are also keen to compare the probabilistic performance
[17, sec 5.1] [7, 6, 11, 16] of the learning algorithms. In a lot of domains, like onco-
logical and other medical data, not only the class predictions but also the proba-
bility associated with each class is essential. In some domains, like finance, (long
term) strategies heavily rely on accurate probabilistic predictions. For C4.5, C5
and our approach, we ascribe class probabilities from frequency counts in leaves
using “+1.0” (Laplace estimation) from [17, sec. 5.1]. To compare probabilistic
prediction performances, we propose a metric called the related (test data) code

length (RCL), defined as RCL = −
∑n

i=1
log(pi)

n log(M) , where n is the total number
of test data, M is the arity of the target attribute and pi is the probability as-
signed to the real class associated with the test instance i by the model. The
related test data code length (RCL) is equivalent to the code length of the test
data encoded by a model divided by the code length encoded by the null theory;
thus normalizing [17, Sec. 5.1] [7, 6, 11, 16] −

∑n
i=1 log(pi). The smaller RCL, the

better the model’s performance on probabilistic prediction.

3.2 Data Sets

The purpose of the experiment is to have our algorithms perform on real world
data, especially on oncological and medical data, such as Bupa, Breast Can-
cer, Wisconsin, Lung Cancer, and Cleveland. The nine UCI Repository [1]
data-sets used are these five, Balance, Credit, Sonar and Wine. For each of
the nine data sets, 100 independent tests were done by randomly sampling 90%
of the data as training data and testing on the remaining 10%.

4 Discussion

We compare the MML oblique tree scheme to C4.5 and C5. The results from
Table 1 clearly suggest that the MML oblique trees are much smaller (fewer
leaves) than the C4.5 and C5 univariate trees. The MML oblique trees perform
significantly better than C4.5 and C5 (which often have RCL scores worse than
the default “random null” of 1.0) on all data-sets. MML oblique trees also have
higher “right”/“wrong” accuracy than C4.5 and C5 except (for very close results)
on the Bupa and Wine (and Cleveland) data, suggesting a possible need to refine
the searches. As expected, none of the algorithms have good results on the Lung
Cancer data - learning from a small set of data with a great number of attributes
remains a great challenge for machine learning algorithms.



1086 P.J. Tan and D.L. Dowe

Table 1. Test Results

Name Metric C4.5 C5 MML Oblique Random
Tree NULL

Accuracy(%) 77.8 ±4.3 77.8 ± 4.5 88.5 ± 4.0 33.3
Balance RCL 0.93±0.12 0.92 ±0.11 0.33 ± 0.08 1.00

Tree Size 81.6±9.7 41.7 ±4.6 10.4 ±0.9 1
Accuracy(%) 65.5 ± 7.4 65.5 ± 7.8 65.1 ± 8.1 50.0

Bupa RCL 1.07±0.22 1.07 ±0.21 0.96 ± 0.15 1.00
Tree Size 49.2±9.8 27.3 ±5.4 6.7 ± 2.6 1
Accuracy(%) 71.2 ± 8.7 71.1 ± 8.4 72.8 ± 8.0 50.0

Breast Cancer RCL 0.88±0.17 0.88 ±0.17 0.84 ± 0.14 1.00
Tree Size 24.2±8.3 13.1 ±4.2 3.0 ± 0.6 1
Accuracy(%) 94.6 ± 2.5 94.8 ± 2.5 96.0 ± 2.3 50.0

Wisconsin RCL 0.26±0.10 0.25 ±0.12 0.21 ± 0.10 1.00
Tree Size 23.7±5.3 12.3 ±2.8 5.5 ± 0.9 1
Accuracy(%) 73.2 ± 4.3 73.3 ± 3.8 75.4 ± 4.7 50.0

Credit RCL 0.88±0.08 0.88 ±0.08 0.79 ± 0.09 1.00
Tree Size 151.4±17.7 77.6 ±9.1 6.5 ± 2.4 1
Accuracy(%) 40.0 ± 23.3 40.7 ± 24.8 46.8 ± 22.4 33.3

Lung Cancer RCL 1.83±0.50 1.86 ±0.65 0.94 ± 0.30 1.00
Tree Size 12.2±2.3 6.6± 1.1 2.2 ± 0.4 1
Accuracy(%) 77.1 ± 7.6 77.2 ± 7.9 77.2 ± 7.8 50.0

Cleveland RCL 0.80±0.24 0.81 ±0.21 0.76 ± 0.22 1.00
Tree Size 36.7±7.2 20.0 ±4.2 7.3 ± 1.8 1
Accuracy(%) 72.8 ± 9.2 73.9 ± 10.0 76.0 ± 9.2 50.0

Sonar RCL 1.07±0.37 1.06 ±0.42 0.98 ± 0.33 1.00
Tree Size 28.2±3.1 14.9 ±1.6 11.6 ± 9.3 1
Accuracy(%) 93.6 ± 5.7 93.2 ± 5.8 93.2 ± 6.1 33.3

Wine RCL 0.42±0.30 0.44 ±0.29 0.28 ± 0.18 1.00
Tree Size 9.6±1.3 5.4 ±0.7 3.6 ± 0.5 1

5 Conclusion and Future Research

We have introduced a new oblique decision tree inference scheme by using the
MML principle. Our preliminary algorithm produces very small trees with excel-
lent performance on both “right”/“wrong” accuracy and probabilistic prediction.
The search heuristic could be (further) improved. Also, as pointed out in section
2.2, the performance of the system may be enhanced by using multiple tree aver-
aging. Further down the track, to use MML coding for internal nodes with SVMs
or nonlinear splits is also an interesting research topic, as is generalising oblique
trees to oblique graphs. We also wish to apply Dowe’s notion of inverse learning
[8] and its special case of generalised Bayesian networks [4, 5] to Dowe’s notion
of a(n inverse) decision graph model where two values of the target attribute
have the same probability ratio in every leaf - e.g., the ternary target attribute
has values (i) Female, (ii) Male whose height rounds to an even number of cm
and (iii) Males whose height rounds to an odd number of cm.
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Abstract. There are three main methods for handling continuous vari-
ables in naive Bayes classifiers, namely, the normal method (parametric
approach), the kernel method (non parametric approach) and discretiza-
tion. In this article, we perform a methodologically sound comparison
of the three methods, which shows large mutual differences of each of
the methods and no single method being universally better. This sug-
gests that a method for selecting one of the three approaches to con-
tinuous variables could improve overall performance of the naive Bayes
classifier. We present three methods that can be implemented efficiently
v-fold cross validation for the normal, kernel and discretization method.
Empirical evidence suggests that selection using 10 fold cross valida-
tion (especially when repeated 10 times) can largely and significantly
improve over all performance of naive Bayes classifiers and consistently
outperform any of the three popular methods for dealing with continuous
variables on their own. This is remarkable, since selection among more
classifiers does not consistently result in better accuracy.

1 Introduction

Naive Bayes classifiers perform well over a wide range of classification problems,
including medical diagnosis, text categorization, collaborative and email filtering,
and information retrieval (see [13] for a pointer to the literature). Compared
with more sophisticated schemes, naive Bayes classifiers often perform better
[5]. Furthermore, naive Bayes can deal with a large number of variables and
large data sets, and it handles both discrete and continuous attribute variables.

There are three main methods for dealing with continuous variables in naive
Bayes classifiers. The normal method is the classical method that approximates
the distribution of the continuous variable using a parameterized distribution
such as the Gaussian. The kernel method [9] uses a non-parameterized approx-
imation. Finally, the discretization methods [6] first discretizes the continuous
variables into discrete ones, leaving a simpler problem without any continuous
variables. In recent years, much progress has been made in understanding why
discretization methods work [8, 13, 14]. In general, it is acknowledged that the
normal method tends to perform worse than the other two methods.

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1089–1094, 2004.
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However, experimental comparisons among all three methods have not been
performed. Also, comparisons among the normal with kernel methods [9] and
normal with discretization methods [6] is based on single runs of cross valida-
tion, which is known to have an elevated Type I error [4] and suffers from low
replicability [2]. In this article, we perform a proper comparison and show how
to select the method that performs well using an efficient method.

In the extended version of this paper [3] we describe the classification prob-
lem, give a technical description of naive Bayes classifiers and the three methods
for dealing with continuous variables. It also deals with selecting the correct
method for a given data set and shows how to do this efficiently. In this ab-
breviated paper, we present experimental results and discuss our findings. We
conclude with recommendations and directions for further research in Section 3.

2 Experiments

Taking 25 UCI datasets with continuous variables [1] (see [3] for properties)
as distributed with Weka [11], we compared naive Bayes using normal distri-
butions with normal kernel distributions [9] and supervised discretization [7].
All experiments were performed with Weka [11] using 10 times 10 fold cross
validation since this guarantees high replicability [2]. Algorithms are pairwise
compared both with uncorrected and variance corrected paired t-tests [10]. The
uncorrected outcomes are presented because most papers use it, which makes
our experiments comparable to others. However, uncorrected tests tend to have
a Type I error an order of magnitudes larger than the desired significance level
while variance corrected tests have a Type I error close to the significance level
[2, 10].

Experiments on Naive Bayes Methods. We compared each of the three
methods on their own (see [3] for full numeric results). Some observations that
could be made: The normal method performs significantly worse for the major-
ity of data sets than the kernel method. The exceptions are German credit and
diabetes, where the normal method outperforms the kernel method significantly.
These results confirm the ones in [9]. However, in [9] reported that colic and
cleveland heart disease performed significantly better than the kernel method,
a result not replicated in our experiment. This can be explained by the experi-
mental method deployed in [9] having low replicability [2], unlike the 10x10 cross
validation method we use here.

Likewise, the normal method performs significantly worse for the majority of
data sets than the discretization method. However, there are six data sets where
the normal method outperforms the discretization method significantly. On the
whole, one can conclude that discretization often helps, so the claims to this
effect [6, 14] are confirmed. It is noteworthy that these six data sets differ from
the two where the normal method outperforms the kernel method.

Though both the kernel method and discretization method outperform the
normal method for the majority of the data sets, there is a large performance
difference between the two methods. For example, on balance scale the accuracy
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Table 1. Average accuracies on 10x10 cross validation experiment for naive Bayes
selection algorithms. Legend: b/o = better/worse than normal, v/* = better/worse
than kernel, w/- = better/worse than discretization, c/n = better/worse than best on
training, d/e = better/worse than best on 10 cv. Single marker indicate significant
difference at 5% for uncorrected test, double markers for corrected test as well

best in
Dataset best on train best on 10 cv best on 10x10 cv literature
anneal 96.0 ± 2.2 bb vv 95.9 ± 2.2 bb vv 95.9 ± 2.2 bb vv 98.2 [12]
arrhythmia 66.0 ± 5.4 b - - 72.2 ± 5.3 bb vv cc 72.2 ± 5.3 bb vv cc n/a
autos 62.3 ±11.5 b - 63.7 ±12.3 b v - c 65.0 ±11.1 bb v c d n/a
balance-scale 91.4 ± 1.3 b ww 91.4 ± 1.4 b ww 91.4 ± 1.3 b ww n/a
breast-wisconsin 97.5 ± 1.7 bb w 97.5 ± 1.7 bb w 97.4 ± 1.8 bb * w n 97.5 [12]
horse-colic 79.3 ± 5.8 79.3 ± 5.9 b 79.4 ± 5.9 b 81.0±2.5[6]
credit-rating 86.2 ± 3.8 bb vv 86.2 ± 3.8 bb vv 86.2 ± 3.8 bb vv 85.9 [12]
german-credit 74.4 ± 3.9 o - 74.8 ± 3.5 o v 74.9 ± 3.6 o v c 75.6±0.9 [6]
pima-diabetes 74.8 ± 5.0 o - 74.9 ± 5.0 o 74.5 ± 5.2 o 76.2±4.8 [8]
ecoli 86.6 ± 5.1 b ww 86.3 ± 5.1 b * ww 86.5 ± 5.2 b * ww 84.0 [12]
Glass 71.9 ± 8.7 bb vv 71.9 ± 8.7 bb vv 71.9 ± 8.7 bb vv 71.5±1.9 [6]
heart-cleveland 84.1 ± 6.8 b 83.2 ± 6.9 * n 83.6 ± 7.1 * n 84.7 [12]
heart-hungarian 84.6 ± 5.9 * 84.4 ± 5.8 * 84.7 ± 5.8 b * 84.1±2.8 [5]
heart-statlog 83.5 ± 6.3 * w 82.8 ± 5.9 o * n 82.9 ± 6.0 * n n/a
hepatitis 84.7 ± 9.4 b 84.3 ± 9.6 * 84.5 ± 9.6 * c 86.6 [12]
hypothyroid 98.2 ± 0.7 bb vv 98.2 ± 0.7 bb vv 98.2 ± 0.7 bb vv 98.6±0.4 [6]
ionosphere 91.8 ± 4.1 bb w 91.8 ± 4.1 bb w 91.8 ± 4.1 bb w 91.5 [12]
iris 95.9 ± 4.9 w 95.6 ± 5.2 * w 96 ± 4.9 w 96.0±0.3 [9]
labor 93.0 ±10.9 w 92.9 ±11.7 w 93.4 ±10.8 w 94.7 [12]
lymphography 83.3 ± 8.5 - 84.0 ± 8.2 b - 84.4 ± 8.3 b v - 81.6±5.9 [5]
segment 91.2 ± 1.7 bb vv 91.2 ± 1.7 bb vv 91.2 ± 1.7 bb vv n/a
sick 97.1 ± 0.8 bb vv 97.1 ± 0.8 bb vv 97.1 ± 0.8 bb vv 95.6±0.6 [6]
sonar 76.5 ± 9.3 bb v 76.4 ± 9.4 bb v 76.4 ± 9.4 bb v 77.2 [12]
vehicle 61.0 ± 3.6 bb 60.9 ± 3.4 bb 60.8 ± 3.3 bb 62.3±2.2 [8]
vowel 70.3 ± 4.9 bb ww 70.3 ± 4.9 bb ww 70.3 ± 4.9 bb ww 64.8 [12]

for the kernel method is 91.44 (1.3) while for the discretization method it is 71.56
(4.77) which is significantly worse. The vowel data shows a similar difference.
On the other hand, for the segment data, the kernel method gives 85.77 (1.82)
while the discretization method gives 91.15 (1.72). So, surprisingly there are
large differences between the performance of those two methods.

Experiments on Selection Methods. Table 1 shows results on a 10x10 cross
validation experiment1 for the three methods of selecting one of the methods
for handling continuous variables. Markers are shown comparing these methods
with the three naive Bayes methods as well. Further, markers are only added
comparing algorithms in columns to the left.

One might expect a method that selects the best of the methods to produce an
accuracy that is equal to one of the two methods. However, in our experiments,
the accuracy of the ’best of both’ methods typically differs from the methods
it selects from. The reason is that the ’best of both’ methods do not always
consistently select the same method for different runs and folds in the 10x10

1 Do not confuse the 10x10 cross validation (cv) experiment with the best on 10x10
cv selector. Note that for the best on 10x10 cv selector in this 10x10 cv experiment,
each naive Bayes method is applied 10,000 times on each of the data sets.
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cross validation experiment. Consequently, the reported accuracy is an average
over a mix of the two methods.

Over all, the best on train selector performs remarkably better than the
simple methods. It only performs significantly worse (corrected test) than the
discretization method on the arrhytmia data set, but otherwise performs equal
or significantly better (corrected test) than the normal, kernel and discretization
method. On its own, this is already an indication that it helps to be selective
about the method for handling continuous variables.

The 10 cv and 10x10 cv selectors perform not significantly worse than the
simple methods on any data set but better on many data sets (corrected test).
Further, they perform significantly better than the best on train on the arrhytmia
data set (corrected). The 10 cv and 10x10 cv selectors perform comparably well,
though there is some weak evidence in favor of 10x10, which performs better on
the autos set and more often outperforms the other methods.

The last column in Table 1 shows the best results reported in the literature
[5, 6, 8, 9, 12] with a wide range of methods for dealing with continuous variables
for naive Bayes classifiers. Methods used are 20 times 66%/33% resampling [5],
5 fold cross validation [6, 8], 10 fold cross validation [9], and 10 times 3 fold cross
validation [12]. So, mutual comparison of the accuracies should be taken with
caution. For example, all but the last method are known to have low replicability
[2] and given that they are the best of the reported experiments, should be
interpreted as somewhat optimistic compared with our 10 times 10 fold cross
validation experiment. Remarkably, all of the best results reported are worse or
within the standard deviation of the selector algorithms (except anneal), but
never are more than 2.3% better. This suggests that our method at least does
not perform worse than the methods reported in the literature.

Summary of Experiments. Table 2 shows the ranking of the algorithms con-
sidered in this paper where the column ’wins’ shows the number of data sets
where a method is significantly better than an other, ’losses’ where it is worse
and ’total’ is the difference between these two. The algorithms are ranked ac-
cording to the total of the corrected tests (note that the uncorrected test gives
the same ranking except that the kernel and discretization would be swapped).
The repeated ten fold cross validation selector stands out considerably accord-
ing to the uncorrected test and only slightly according to the corrected test.
All methods that perform some form of selection perform considerably better
than just the pure method. Since 10 fold cross validation can be performed in
(about) the same time as best on training selection, this is the method of choice
if computation is an issue. Otherwise, repeated cross validation for selecting the
method for dealing with continuous variables is recommended.

We compared the naive Bayes methods with C4.5 on the 25 data sets. C4.5
performs significantly better (corrected) than any of the naive Bayes on some
data, for instance, vowel and segment. However, in the ranking with corrected
tests, C4.5 ended between the simple methods and the selector methods (as
shown in Table 2). So, over all the the simple methods perform worse than C4.5,
while selector methods perform better.
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Table 2. Ranking of naive Bayes classifiers

Method Uncorrected Corrected
total wins losses total wins losses

best on 10x10 cv 29 41 12 24 24 0
best on 10 cv 22 36 14 23 23 0
best on train 22 37 15 17 20 3
C4.5
discretization -4 33 37 6 20 14
kernel method 1 42 41 -15 12 27
normal method -70 15 85 -55 2 57

Furthermore, we performed experiments selecting the best out of the three
naive Bayes methods with C4.5, or nearest neighbor or both. Space prevents us to
present all results here, but in summary the selection methods never consistently
outperformed all classifiers selected among (so sometimes got worse than selec-
tion among the naive Bayes methods without C4.5 and/or nearest neighbor).
This indicates that simply adding methods to select from does not necessarily
increase performance.

3 Conclusions

The contributions of this paper are the following. In this work, we compared
all three methods mutually for the first time as far as we know. We used an
experimental design that does not suffer from the flaws of the previous empiri-
cal comparisons. This comparison shows that all the three methods have their
strengths and weaknesses, and none of the three methods systematically outper-
forms the others on all problems that we considered. We provided a method-
ology for selecting the best of the three methods. We gave empirical evidence
that the method consistently performs at least as good as (according to a 10x10
cv experiment with corrected t-test) any of the other methods on its own. This
is remarkable, since selection among naive Bayes together with other methods
(C4.5 and nearest neighbor) does not consistently result in the best classifier.
Finally, our method is over all better than C4.5 and often appears to perform
better than the best naive Bayes classifier reported in the literature.

We recommend that 10 times repeated 10 fold cross validation is used to
select a method for dealing with continuous variables. However, if this is com-
putationally impractical, a 10 fold cross validation selection can give reasonable
results while being able to be performed in (almost) the same time as selecting
the best method on training data.

Work has been done to explain why discretization works for naive Bayes
classifiers [8, 14]. This work raises a new question: why does selection of con-
tinuous variable handling methods work for naive Bayes classifiers? We sus-
pect that cross validation works well for naive Bayes classifiers because naive
Bayes is a stable classifier, that is, it is not very sensitive to leaving samples out
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of the data set. John and Langley [9] already showed that the learning rate of the
normal method can be slightly better than that of the kernel method
if the generating distribution is indeed Gaussian. Conditions under which any
of the three methods excel is one of the open questions we would like to address
in the future.
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Abstract. With the explosive growth of the Internet, e-mails are regarded as 
one of the most important methods to send e-mails as a substitute for traditional 
communications. As e-mail has become a major mean of communication in the 
Internet age, exponentially growing spam mails have been raised as a main 
problem. As a result of this problem, researchers have suggested many method-
ologies to solve it. Especially, Bayesian classifier-based systems show high 
performances to filter spam mail and many commercial products available. 
However, they have several problems. First, it has a cold start problem, that is, 
training phase has to be done before execution of the system. The system must 
be trained about spam and non-spam mail. Second, its cost for filtering spam 
mail is higher than rule-based systems. Last problem, we focus on, is that the 
filtering performance is decreased when E-mail has only a few terms which 
represent its contents. To solve this problem, we suggest spam mail filtering 
system using concept indexing and Semantic Enrichment. For the performance 
evaluation, we compare our experimental results with those of Bayesian classi-
fier which is widely used in spam mail filtering. The experimental result shows 
that the proposed system has improved performance in comparison with Bayes-
ian classifier respectively. 

1   Introduction 

As the Internet infrastructure has been developed, E-mail is used as one of the major 
methods for exchanging information. Meanwhile, exponentially growing spam mails 
have been raised as a main problem and its rate in users’ mailbox is increasing every 
year [1]. Hence, mail service companies have troubles in managing their storage 
devices and also users have problems that consume time to delete spam mails. Ac-
cording to the recent research from one of the biggest Internet service companies, 
84.4% of total mail was spam mail [2]. To solve the problem, there have been many 
studies using rule-based methods [3] and probabilistic methods such as Bayesian 
classifier. Especially, Bayesian classifier-based systems usually show high perform-
ances of precision and recall. However, they have several problems. First, they have a 
cold start problem, that is, training phase has to be done before execution of the sys-
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tem. Second, the cost of spam mail filtering is higher than rule-based systems [4]. 
Third, if a mail has only a few terms represent its contents, the filtering performance 
is fallen. In previous research, we focused on the last issued problem and proposed a 
spam mail filtering system using Semantic Enrichment with ontology that are con-
structed manually by a domain expert [5]. If there is an email with only a few terms 
those represent its content, we enriched conceptualized terms to emails for robust 
classification tasks through ontology or conceptualized index. However, a domain 
expert who constructs ontology can influence the performance of the system. To 
overcome this problem, in this paper, we adopt concept method, which can lead to the 
construction more accurate spam mail filtering, to generate conceptualized index 
automatically. 

2   Related Work 

Spam mail filtering system has been developed for recent years, and there have been 
lots of studies to increase the performance of the system. Rule-based system is sug-
gested in 1996 to classify spam mails, but this system can be strongly influenced by 
the existence of key terms, specific terms can cause the failure of filtering  [6]. Naïve 
Bayesian classifier is traditionally very popular method for document classification 
and mail filtering system [7]. It uses probabilistic method; it can compute test docu-
ment di’s possible categories, therefore, many spam mail filtering systems currently 
have adopted it. As we mentioned in earlier, there are several problems remained. 
Many researchers also suggested new systems using other methods such as Bayesian 
network enhancing the performance of Bayesian classification [8], and WBC 
(Weighted Bayesian Classifier) that gives weight on some key terms that representing 
the content’s class by using SVM (Support Vector Machine) [9]. 

3   Concept Indexing for Semantic Enrichment  

Originally, semantic enrichment is a process that upgrades the semantics of databases. 
This is usually done by remodeling database schemas in a higher data model in order 
to explicitly express semantics that is implicit in the data [10]. Such an approach can 
lead to construction of much more accurate filters for ambiguous emails containing 
only a few terms. In the previous system, we proposed that the classes on ontology 
which are constructed manually by a domain expert. And we enriched contents with 
terms of ontological classes [5]. In this paper, we adopt concept method to generate 
conceptualized index automatically.  

3.1   Concept Indexing 

There have been several studies using a concept method to represent a document 
topic. Some researcher propose conceptual search among documents by creating a 
representation in terms of conceptual word [14], [15]. And another research designs 
the recommendation system for customer email reply through integration of different 
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concepts and classifications. The advantages of using a concept method are that it 
does away with the feature filtering step and can thus save on feature storage space. 
Moreover, computation complexity is reduced [11].  

We first generate a concept set which is used on testing phase for semantic en-
richment. We train the concept set derived from spam mail and nonspam mail. And 
then compute the importance of the terms for each concept. For example, let us say 
there are two classes, CSpam and CNonspam. Each class has concepts, CSpam={c1,c2,…,cn} and 
CNonSpam={c1,c2,…,cn}, which can be defined as a group of terms that are able to express 
the meanings of email. Each concept is characterized by a set of terms and computed 
as shown in the Eq. (1). 
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where fik is the number of times that term i appears in concept k, N is the total number 
of concepts, and ni is the number of concepts with term i. Wik is the weight of term i 
for a particular concept k and indicates the importance of a term in representing the 
concept. 

3.2   Spam Mail Filtering Using Semantic Enrichment 

By using concept index constructed through training phase, the system can filter test 
mails. If there is a mail with few terms, the system makes it possible to understand 
mail in terms of the semantic content for effective filtering. When we assume E-mail 
as a document, document Dk contains its terms di, and each concept Cm of index also 
contains its terms cj. 
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As shown in Eq. (2), candidate concepts are calculated by cosine similarity 
method. Once the similarity is computed about all concepts, we use these concepts 
according to their rank. And then, the system builds relationships between terms in a 
mail and sub concepts of index. Then the system enriches conceptualized terms from 
candidate concepts. This helps a mail with few terms to be rich contents. According 
to the table 1, the result of traditional system is two - spam and nonspam. But it can 
be a problem for filtering performance because spam and nonspam is disjoint  
concept whereas traditionally trained systems try to learn a unified concept descrip-
tion [12].  

Table 1. Frequency matrix which the system only trained spam and nonspam mail 

 CSpam CNonSpam 
Terms a

1
 a

2
 a

3
 a

4
 a

1
 a

2
 a

3
 a

4
 

Frequency 4 2 1 3 5 3 2 2 



H.-J. Kim et al. 1098 

Table 2. Frequency matrix which the system trained spam and nonspam mail with concept 
indexing. (Candidate concept of CSpam is {c1} and CNonSpam is {c2 ,c3 ,c4}) 

CSpam CNonSpam Category 
Terms  c1 c2 c3 c4 c1 c2 c3 c4 

a
1
 3 0 0 1 1 2 1 1 

a
2
 1 0 1 0 0 1 1 1 

a
3
 0 1 0 0 0 1 0 1 

a
4
 2 0 1 0 0 1 1 0 

a
5
 6 1 2 1 1 5 3 3 

When there is a frequency matrix as shown in Table 1, and a test mail Dk={a1,a2}, 
k=spam, we can get a candidate concept of CSpam= 4+2 and CNonSpam= 5+3. Therefore the 
system will classify Dk as nonspam mail, CNonSpam. 

But if there is another frequency matrix as shown in Table 2, the result can be 
changed. This table contains sub concepts on CSpam and CNonSpam. So we can calculate 
probability more precisely. The first step to classify Dk is finding candidate concepts 
from spam and nonspam classes. The candidate concept is simply computed by co-
sine-similarity method, and then we can find two of most similar sub concepts from 
spam and nonspam classes. The second step is the semantic enrichment. It is executed 
to Dk. As we can see in Fig. 1, each candidate concept is enriched (underlined terms, 
ai is enriched terms). Unlike the result of Table 1 we can get the most reliable concept 
from candidate concepts, its result is different.  In Fig. 3, the most reliable sub con-
cept in spam class is C2 and in nonspam is C1. Finally, the system compares these two 
classes, and it will classify the document Dk as nonspam mail. 

Spam   :  C
1
 = { a

2
, a

3
, a

4
} = {3,1,2} = 6         

NonSpam :  C
2
 = { a

1
, a

2
, a

3
, a

4
} = {2,1,1,1} = 5  

C
3
 = { a

1
, a

2
, a

4
} = {1,1,1} = 3 

C
4
 = { a

1
, a

2
, a

3
} = {1,1,1} = 3 

Fig. 1. Semantic enrichment on each candidate concepts and the result 

Surely, this result will affect on Bayesian classifier because terms’ frequencies are 
directly influence probability of a class. Now we showed a simple example of seman-
tic enrichment based on frequency table. However, since the Bayesian classifier is 
probabilistic model, terms’ frequency has also influence directly on the result.  

4   Experiment 

The proposed system is implemented using Visual Basic, ASP (Active Server Page), 
MS-SQL Server and IIS 5.0 environments. All the experiments are performed on a 
2.4GHz Pentium PC with 256M RAM, running Microsoft Window 2000 Server. We 
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used lingspam mail set which introduced by Androutsopoulos [13]. For the experi-
ment, we trained 329 of spam mails and 247 of nonspam mails. Meanwhile, we tested 
148 of spam mails and 53 of nonspam mails. As shown in table 3, Experiment for 
evaluating the proposed system is comparing our system against Bayesian classifier 
which is widely used in text classification system and previous system which is using 
manually constructed ontology. Through the previous work [5], we found that when 
we enrich 5 of related terms, the performance shows the best. Meanwhile, when we 
enriched more than 12 terms, the performance is begun to down. This means that 
much of the enriched terms can lead to confusion. Therefore, we run experiments in 
performance comparison of semantic enrichment method with Bayesian classifier as 
setting enriched number of terms = 5. 

Table 3. Comparison result between bayesian classifier and two types of proposed system 

 Precision Recall F1-measure 
A Bayesian Classifier 89.21% 77.5% 82.94% 

B1 
Semantic Enrichment with  

manually constructed Ontology 
93.33% 88% 90.58% 

B2 
Semantic Enrichment with  

Concept Indexing 
96.4 89.1 92.6% 

Improved Performance (B1 vs. B2) 3.07% 1.1% 2.02 % 

Experimental result shows that precision, recall and F1-measure of our proposed 
method are improved 3.07%, 1.1% and 2.02% on those of using manually constructed 
ontology respectively. Not only the proposed system shows a better performance than 
previous system, but also it is independent on much kind of domains because this 
system constructs the concept index automatically. As we already mentioned in pre-
vious work [5], this system also showed a stable performance even when the number 
of terms is small. It covers one of major defect of Bayesian classifier. This result 
implied that the proposed system could make the system understandable and improve 
the performance of the classification 

5   Conclusions and Future Work 

In this paper, we proposed a new efficient method for spam mail filtering by using 
Semantic Enrichment technology with concept indexing. The major advantage of the 
system is that ambiguous mails can be filtered by making the system understandable. 
And even when a mail has only few terms, by enriching terms, the system can under-
stand it. In previous work, we manually constructed ontology for enriching related 
terms to original mail context. However in this paper we proposed more intelligent 
method for constructing concept index. Also, through the concept indexing technique, 
we can make a hierarchy for semantic enrichment automatically and more precisely. 
The experimental results showed that the proposed method has better filtering per-
formances compare to the semantic enrichment with manually constructed ontology. 
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As a future work, we will verify the performance of the concept indexing technique 
using different data sets which represent different domains. And we will develop the 
system in aspect of real world adaptation, that is, we need to enhance not only the 
filtering performance but also the computation speed. 
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Abstract. Most documented Bayesian network (BN) applications have
been built through knowledge elicitation from domain experts (DEs).
The difficulties involved have led to growing interest in machine learning
of BNs from data. There is a further need for combining what can be
learned from the data with what can be elicited from DEs. In this paper,
we propose a detailed methodology for this combination, specifically for
the parameters of a BN.

1 Introduction

Bayesian networks (BNs) are graphical models for probabilistic reasoning, which
are now widely accepted in the AI community as intuitively appealing and prac-
tical representations for reasoning under uncertainty. A BN is a representation
of a joint probability distribution over a set of statistical variables. It has both a
qualitative aspect, the graph structure, and a quantitative aspect, marginal and
conditional probabilities. The structure is a directed acyclic graph and formally
represents the structural assumptions of the domain, i.e., the variables compris-
ing the domain and their direct probabilistic dependencies, which are typically
given a causal interpretation. The quantitative aspect associates with each node
a conditional probability table (CPT), which describes the probability of each
value of the child node, conditioned on every possible combination of values of
its parents. Given both the qualitative and the quantitative parts, probabilities
of any query variables posterior to any evidence can be calculated [10].

Most reported BN applications to date (including medical and other diagno-
sis, planning, monitoring and information retrieval - see [6–Ch.5] for a recent sur-
vey) have been built through knowledge elicitation from domain experts (DEs).
In general, this is difficult and time consuming [4], with problems involving
incomplete knowledge of the domain, common human difficulties in specifying
and combining probabilities, and DEs being unable to identify the causal direc-
tion of influences between variables. Hence, there has been increasing interest in
automated methods for constructing BNs from data (e.g., [11, 5]). Thus far, a
methodology and associated support tools for Knowledge Engineering Bayesian
Networks (KEBN) are not well developed. Spiral, prototype-based approaches
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to KEBN have been proposed (e.g., [7, 6]), based on successful software devel-
opment processes (e.g. [2]). However, these provide little guidance on how to
integrate the knowledge engineering of the qualitative and quantitative compo-
nents or again on how to combine knowledge elicitation from DEs and automated
knowledge discovery methods. While there have been attempts at the latter, they
remain rudimentary (e.g., [9, 8]). Here we present a more detailed methodology,
based on the spiral prototype model, for knowledge engineering the quantita-
tive component of a BN. Our methodology explicitly integrates KE processes
using both DEs and machine learning, in both the parameter estimation and
the evaluation phases. The methodology was developed during the knowledge
engineering of an ecological risk assessment domain, described in [12].

2 Quantitative Knowledge Engineering Methodology

A possible methodology for quantitative KEBN is outlined in Figure 1. This
method illustrates possible flows (indicated by arrows) through the different KE
processes (rectangular boxes), which will be executed either by humans (the DE
and the knowledge engineer, represented by clear boxes) or computer programs
(shaded boxes). Major choice points are indicated by hexagons.

The initial stage in the development spiral is Structural Development and
Evaluation, which on the first iteration will produce an unparameterized causal
network; a network structure must exist prior to parameterization and may need
to be reconsidered after evaluation We do not describe this process in any detail,
however it should also proceed in an iterative fashion. Once a BN structure has
been established, the next step is parameter estimation, involving specifying
the CPTs for each node. Figure 1 shows that the parameter estimates can be
elicited from DEs (1),1 or learned from data (2) or, as proposed here, generated
from a combination of both sources (an example is shown in path 3). In early
prototypes the parameter estimates need not be exact, and uniform distributions
can be used if neither domain knowledge nor data are readily available. A detailed
description of the parameter estimation process is provided in Section 3 below.

The second major aspect of quantitative knowledge engineering is quanti-
tative evaluation. Evaluative feedback can be generated using either DEs or
data or both, as we have done here. When data is available, several measures
can be used to evaluate BNs, including predictive accuracy, expected value com-
putations and information reward. DE evaluation techniques include elicitation
reviews and model walkthroughs (see Figure 1). Another kind of evaluation is
sensitivity analysis. This involves analysing how sensitive the network is, in terms
of changes in updated probabilities of some query nodes to changes in param-
eters and inputs. Measures for these can be computed automatically using BN
tools (shown as Sensitivity to Parameters and Sensitivity to Findings
processes, in Figure 1), but these need to be evaluated by the DE in conjunction
with the KE. A detailed description of sensitivity analysis is given in Section 4.

1 This can also include the domain literature as a source of parameter estimates.
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3 Parameter Estimation

During expert elicitation the DEs provide or refine estimates of the BN pa-
rameters. Direct elicitation employs such questions as “What is the probability
that variable A takes this state given these parent values?” Alternatives are to
use frequencies, odds, or qualitative elicitation, using terms such as ‘high’ or
‘unlikely’, with the mapping to actual probabilities calibrated separately. In ad-
dition to eliciting precise parameters, it can also be useful to elicit an acceptable
range for the parameter. As many are familiar with 95% confidence intervals from
statistics, DEs might be comfortable reporting intervals having a 95% chance of
capturing the desired parameter, although other ways of specifying a range of
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values are equally legitimate. Such intervals can be used during later evaluation
to identify parameters needing further attention, as we shall see.

When data is of good quality and voluminous, estimating parameters from the
data is clearly preferable. Many techniques are available for this (see [6–Ch.7]).
Problems with incomplete data can be ameliorated also by incorporating other
sources of information for parameters, such as expert knowledge, before auto-
mated learning. The combination of elicitation and data-based parameterization
requires the elicited information to be weighted relative to the data available.
In Figure 1 this is done in the Assign Expert Experience process, where an
experience weighting is assigned to the expert parameter estimates, based on the
confidence in the estimates obtained during expert elicitation. These are then
treated as equivalent to the size of a hypothetical initial data sample.

After incorporating the data in parameter estimation, the next step is to
compare the new with the original parameterization. In Figure 1 we consider
this to be an automated process, Assess Degree of Changes. As mentioned
above, during parameter elicitation an acceptable range of values can also be
elicited. Any parameters estimated from the data to be outside this range should
be flagged for attention. An alternative method for comparing the parameter-
izations looks at the Bhattacharyya distance [1] between the two probability
distributions. This distance is computed for each possible combination of parent
values; higher distances between conditional distributions trigger further atten-
tion. The DE must then assess whether these flagged parameter refinements
obtained after automated learning are acceptable (in the Accept Changes de-
cision point in Figure 1). If not, an iterative investigation of different mappings
of the expert experience into equivalent sample sizes can be undertaken.

4 Quantitative Evaluation

After parameterization, the second major aspect of quantitative knowledge engi-
neering is evaluation, which guides further iterations of BN development. When
data is available, it can be used for evaluation. Where the data is also being used
to learn the structure or the CPTs, it is necessary to divide it into training data
and test data, so that evaluation is not done with the very same data used for
learning. The most common method of evaluation is to determine the predictive
accuracy of the BN, which measures the frequency with which the modal node
state (that with the highest probability) is observed to be the actual value.

Even when adequate data is available, it is important to involve the DE in
evaluation. If expert elicitation has been performed, a structured review of the
probability elicitation is important. This procedure could involve: comparing
elicited values with available statistics; comparing values across different DEs
and seeking explanation for discrepancies; double-checking cases where proba-
bilities are extreme (i.e., at or close to 0 or 1), or where the DEs have indicated
a low confidence in the probabilities when originally elicited.

We now review two different types of sensitivity analysis and discuss how we
adapted them into algorithms suitable for our purposes. One type of sensitivity
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study looks at how the BN’s posterior distribution changes under different ob-
served conditions, in a “sensitivity to findings” study. The other looks at how the
model’s distribution changes when particular parameters are altered. Curiously,
researchers thus far appear to have employed one or the other of these, but not
both in any one study (e.g., [3, 7]). Both are needed for a careful investigation
of the properties of a network.

Sensitivity to Findings Analysis. The properties of d-separation can be used
to determine whether evidence about one variable may influence belief in a query
variable. It is possible to measure this influence and rank evidence nodes by how
much of an effect they have. This information can be used to provide guidance
for collecting the most informative evidence or as a check on whether the model
reflects the DE’s intuitions.

Sensitivity to findings can be quantified using two types of measures, en-
tropy and mutual information. Entropy, H(X), is commonly used to eval-
uate the uncertainty, or randomness, of a probability distribution H(X) =
−
∑

x∈X P (x) logP (x). We can measure the effect of one variable on another
using mutual information (MI) I(X|Y ) = H(X)−H(X|Y ). We have imple-
mented this type of sensitivity to findings (see [12]). Our algorithm computes
and displays both the entropy of a specified query node and the ranked mutual
information values for a specified set of interest nodes, given a set of evidence for
some other observed nodes. The user can subsequently investigate how changes
to the evidence will affect the entropy and MI measures. This process allows the
DE to identify whether a variable is either too sensitive or insensitive to other
variables in particular contexts, which in turn may help identify errors in either
the network structure or the CPTs.

Sensitivity to Parameters Analysis. Identifying sensitive parameters in a
BN is important for focusing the knowledge engineering effort, for it will focus
effort in refining parameterization on those values which have the biggest impact
on the target variables. How best to identify these sensitivities remains a current
research topic. Sensitivity analysis could be done using an empirical approach,
by altering each of the parameters of the query node and observing the related
changes in the posterior probabilities of the target node. However, this can be
extremely time consuming, especially on large networks. Coupé and Van der
Gaag [3] address this difficulty by first identifying a “sensitivity set” of variables
given some evidence. These are those variables which can potentially change,
meaning the remaining variables can be eliminated from further analysis. The
sensitivity set can be found using an adapted d-separation algorithm (see [12]).
Coupé and Van der Gaag also demonstrated that the posterior probability of a
state given evidence under systematic changes to a parameter value can be given
a functional representation, either linear or hyperbolic.

We have implemented this type of sensitivity to parameters (see [12]). When
a particular evidence instantiation is set, our algorithm identifies the type of
sensitivity function for the parameters by checking whether the query node has
any observed descendant nodes. Once the sensitivity function is determined for
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a parameter, its coefficients can be computed. If the plotted sensitivity function
does not behave as the DE expects (its slope, direction or range is unexpected),
then this could indicate errors in the network structure or CPTs.

KE Decision: Accept Prototype. Quantitative evaluation can be used to
identify problems with the BN structure and parameters. After the model has
been evaluated using a particular technique, the KE and DE must determine
whether the prototype is to be accepted for the next stage of development. This
decision is not intended to be the end of the knowledge engineering, or even
prototyping, process. If the prototype is not sufficiently validated for prototype
acceptance, Further evaluation is one option for the KE and DE. It will often
be necessary to use multiple evaluation techniques to validate the model: for
example, sensitivity to findings and parameter analyses evaluate different aspects
of the model with little overlap, and hence don’t substitute for each other. If
problems with either the structure or the parameters have been identified, it will
be necessary to re-visit the relevant KE processes, Structural Development
& Evaluation or Parameter Estimation respectively, via the main spiral
iteration in Figure 1.

5 Conclusion

This study presents a practical approach to the knowledge engineering of Bayesian
networks, specifically focusing on their parameterisation. In many real-world ap-
plications neither human expertise nor statistical data will suffice to generate
parameters reliably. Our methodology incorporates both sources in an iterative
prototyping approach, which is guided by quantitative evaluation techniques. We
have employed this method successfully in our ecological risk assessment model,
which has been accepted for use [12]. In future work we will continue to develop
the methodology in application to our ERA model and in other domains.
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Abstract. Rough set theory (RST) was introduced into radar emitter signal 
(RES) recognition. A novel approach was proposed to discretize continuous  
interval valued features and attribute reduction method was used to select the 
best feature subset from original feature set. Also, rough neural network (NN) 
classifier was designed. Experimental results show that the proposed hybrid 
approach based on RST and NN achieves very high recognition rate and good 
efficiency. It is proved to be a valid and practical approach. 

1   Introduction 

Radar Support Measures (ESM) and Electronic Intelligence (ELINT) involve the 
search for, interception, location, analysis and identification of radiated electromag-
netic energy for military purposes. ESM and ELINT hereby provide valuable infor-
mation for real-time situation awareness, threat detection, threat avoidance, and for 
timely deployment of counter-measure. [1] Radar emitter signal (RES) recognition is 
a key procedure in ESM and ELINT. [1-2] Because rough set theory (RST), a new 
fundamental theory of soft computing, can mine useful information from a large 
number of data and generates decision rules without prior knowledge [3-5], it be-
comes an attractive and promising method in feature selection and data mining in 
recent years. To enhance recognition rate and efficiency, this paper combines RST 
with neural network to propose a novel approach to recognize RESs when signal-to-
noise rate (SNR) varies in a big range. This approach includes a novel discretization 
method, feature selection using RST and rough neural network classifier. A large 
number of experiments verify the validity and practicality of the introduced approach. 

2   Discretization Method and Feature Selection 

Affected by multiple factors such as noise in RES recognition, features are often inter-
val values varied in a certain range instead of fixed-point values. Existing methods  

                                                           
1 This work was supported by the National Defence Foundation (No.51435030101ZS0502). 
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[6-8] cannot deal with them effectively. So a new discretization method is propose to 
solve the problem. 

Decision system , , ,S U R V f= , where { }R C d= is attribute set, and the sub-

sets 
1 2

( { , , , })
m

C C c c c= and { }d are called as condition attribute set and decision 

attribute set, respectively. 
1 2

{ , , , }
n

U x x x= is a finite object set, i.e. universe. For 

any ( 1, 2, , )
i

c i m C= ∈ , there is information mapping 
ic

U V→ , where 
i

c
V is the 

value domain, i.e. 

min maxmin max min max
1 1 2 2{[ , ],[ , ], ,[ , ]}n n

i i i i i i i

x xx x x x

c c c c c c cV v v v v v v=  (1) 

Where 
min max

, , ( 1, 2, , )j j

i i

x x

c c
v v R j n∈ = . For attribute ( )

i i
c c A∈ , all objects in universe 

U are partitioned using class-separability criterion function ( )
i

c
J V  and an equiva-

lence relation 
i

c
R is obtained, that is, a kind of categorization of universe U is got. 

Thus, in attribute set C , we can achieve an equivalence relation family ,P
1

( { ,
a

P R=  

2

, , })
m

a a
R R  composed of m  equivalence relations 

1 2

, , ,
m

c c c
R R R . So the equiva-

lence relation family ,P defines a new decision system , , , ,P P PS U R V f=  where 

( ) , , {0,1, }Pf x k x U k= ∈ = . After discretization, the original decision system is 

replaced with the new one. 
The core of the definition is that continuous attribute discretization is regarded as a 

function or a mapping that transforms continuous attribute values into discrete attrib-
ute values. The function is called as class-separability criterion function to indicate 
that the separability of classes is emphasized in the process of discretization. The key 
problem of interval valued attribute discretization is to choose a good class-sepability 
criterion function. When an attribute value varies in a certain range, in general, the 
attribute value always orders a certain law. In this paper, only the decision system in 
which the attributes have a certain law is discussed. To extracted features, the law is 
considered approximately as a kind of probability distribution. We introduce the be-
low class-separability criterion function in feature discretization. 

2 2

( ) ( )
1

( ) ( )

f x g x dx
J

f x dx g x dx
= −

⋅
 

(2) 

The detailed explanation of function J is given in Ref.[9]. The algorithm for interval 
valued attribute discretization is described as follows. 

Step 1. Deciding the number n of objects in universe U and the m of attributes. 
Step 2. All attributes are arrayed into a two-dimensional table in which all attribute 

values are represented with an interval values. 
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Step 3. Choosing a threshold Th of class separability. The threshold decides the over-
lapping part of probability functions of two classes. 

Step 4. For the attribute ci (in the beginning, i=1), all attribute values are sorted by the 
central values from the smallest to the biggest and sorted results are v1,v2,…,vn. 

Step 5. The position, where the smallest attribute value v1 in attribute ci is, is encoded 
to zero (Code=0) to be the initial value of discretization process. 

Step 6. Beginning from v1 in the attribute ci, the class-separability criterion function 
value Jk of vk and vk+1 (k=1,2,…,n-1) is computed by the sorted order v1,v2,…,vn 
in turn. If Jk>Th, which indicates the two objects are separable completely, the 
discrete value of the corresponding position of attribute vk+1 adds 1, i.e. 
Code=Code+1. Otherwise, Jk<Th,, which indicates the two objects are unsepa-
rable, the discrete value of the corresponding position of attribute vk+1 keeps 
unchanging. 

Step 7. Repeating step 6 till all attribute values in attribute ci are discretized. 
Step 8. If i m≤ , which indicates there are some attribute values to be discretized, 

i=i+1, the algorithm goes to step 4 and continues until i m> , implying all 
continuous attribute values are discretized. 

Step 9. The original decision system is replaced with the discretized one to be used in 
attribute reduction. 

3   Classifier Design and Experimental Result Analysis 

The structure of rough neural network (RNN) is shown in Fig.1. First of all, training 
set samples are used to construct attribute table. Interval valued attribute discretization 
(IVAD) method is employed to discretize the attribute table. Then, attribute reduction 
method based on discernibility matrix and logical operation [10] is applied to deal 
with the discrete attribute table and all possible reducts can be got. Feature extraction 
complexity is introduced to select the final reduct with the lowest cost from multiple 
reudcts. According to the final reducts obtained, Naïve Scaler algorithm [10] is used to 
discretize the attribute table discretized by using IVAD and decide the number and 
position of cutting points. Thus, all cutting-point values are computed in terms of the 
attribute table before discretization using IVAD and the discretization rule, i.e. the 
preprocessing rule of NN, is generated. When NN classifiers (NNC) are tested using 
testing set samples, input data are firstly dealt with using preprocessing rule and then 
are applied to be inputs of NN. The structure of NNC adopts three-layer feed-forward 
network. The number of neurons in input layer is the same as the dimension of selected 
feature subset. 15 neurons are used and ‘tansig’ is chosen as the transfer function in hid-
den layers. The output layer has the same number of neurons as RESs to be recognized 
and transfer function is ‘logsig’. We choose RPROP algorithm [11] as the training 
algorithm. Ideal outputs are “1”. Output tolerance is 0.05 and training error is 0.001. 

10 typical RESs are chosen to make the experiment. The 10 signals are represented 
with x1,x2,…,xn, respectively. The universe U is composed of the 10 signals. In our 
prior work [12-14], 16 features of 10 RESs have been studied. Attribute set is made 
up of 16 features that represented with a1,a2,…,a16. When SNR varies from 5 dB to 20 
dB, 16 features extracted  construct  the  attribute  table  shown  in  Table 1, in which 
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Fig. 1. Structure of rough neural network classifier 

all attributes are interval values, and two terminal values of each interval value, i.e., 
the minimal value and the maximal value, are given. The discretized attribute table is 
shown in Table 2. In the process of discretization, the parameters n=10, m=16, 
Th=0.99 and all attribute values are regarded as Gaussian functions. After the attrib-
utes are discretized, attribute reduction method based on discernibility matrix and 
logic operation [10] is used to reduce the Table 2 and the result is a10(a3+ a5+ a6) 
(a12+ a13+ a14+ a16). There are 12 reducts of the decision table corresponding to 12 
feature subsets. We introduce feature extraction complexity to select the final feature 
subset. After computing the complexities of all reducst, the feature subset composed 
of a5, a10, a12 has the lowest complexity.  

Table 1. Attribute table before discretization. (‘A’ is abbreviation of ‘attribute’) 

A a1 a2 a3 a4 a5 a6 a7 a8 
x1 [0.690,0.707] [1.402,1.404] [0.122,0.125] [0.271,0.272] [0.435,0.436] [1.961,2.301] [0.952,1.021] [0.420,0.433] 

x2 [0.671,0.682] [1.429,1.576] [0.115,0.162] [0.214,0.277] [0.362,0.428] [1.088,2.991] [1.115,1.261] [0.405,0.455] 

x3 [0.546,0.598] [1.582,1.586] [0.292,0.304] [0.225,0.226] [0.374,0.375] [0.726,1.111] [0.691,0.755] [0.534,0.549] 

x4 [0.893,0.896] [1.437,1.490] [0.373,0.652] [0.989,1.00] [0.856,0.867] [11.74,20.22] [2.157,2.960] [0.198,0.201] 

x5 [0.897,0.909] [1.561,1.768] [0.200,0.223] [0.725,0.727] [0.330,0.337] [6.817,7.748] [2.899,3.130] [0.198,0.202] 

x6 [0.419,0.453] [1.219,1.224] [0.562,0.585] [0.141,0.142] [0.243,0.244] [2.618,2.967] [0.195,0.309] [0.772,0.786] 

x7 [0.396,0.413] [1.281,1.284] [0.080,0.082] [0.039,0.040] [0.000,0.001] [6.404,6.726] [0.257,0.326] [0.676,0.687] 

x8 [0.657,0.684] [1.479,1.483] [0.066,0.067] [0.182,0.191] [0.115,0.129] [2.147,3.314] [1.423,1.664] [0.393,0.413] 

x9 [0.521,0.562] [1.394,1.400] [0.078,0.081] [0.706,0.729] [0.584,0.612] [17.35,19.07] [0.921,0.977] [0.504,0.524] 

x10 [0.905,0.908] [1.384,1.458] [0.332,0.348] [0.625,0.630] [0.556,0.561] [0.345,4.67] [3.114,3.737] [0.202,0.211] 
         

A a9 a10 a11 a12 a13 a14 a15 a16 
x1 [41.02,41.15] [25.51,25.87] [15.42,15.73] [23.01,23.37] [2.459,2.542] [3.681,3.775] [11.72,11.97] [22.52,22.88] 

x2 [41.19,50.26] [29.27,36.34] [10.40,15.44] [23.64,31.04] [0.947,5.257] [3.139,5.668] [7.478,9.556] [21.54,26.25] 

x3 [109.0,110.8] [80.45,82.09] [28.45,28.84] [66.86,68.40] [13.55,13.74] [2.009,2.292] [7.038,7.240] [5.718,5.867] 

x4 [1.569,1.591] [1.567,1.575] [0.000,0.024] [1.555,1.577] [0.000,0.013] [0.000.0.012] [0.000,0.012] [1.546,1.576] 

x5 [1.583,1.613] [1.585,1.591] [0.000,0.024] [1.574,1.589] [0.000,0.015] [0.000,0.012] [0.000,0.013] [1.562,1.584] 

x6 [462.5,478.1] [361.2,373.9] [101.5,104.0] [235.5,244.8] [125.6,129.2] [51.88,52.89] [49.62,51.09] [85.06,89.04] 

x7 [273.5,275.1] [204.1,205.5] [69.32,69.88] [127.4,128.5] [76.20,77.58] [40.94,41.37] [28.18,28.41] [43.69,44.42] 

x8 [38.32,40.15] [28.34,29.58] [9.963,10.58] [17.69,18.28] [10.67,11.13] [2.333,2.516] [7.618,8.073] [14.35,14.66] 

x9 [117.0,119.3] [96.44,98.11] [20.48,21.26] [71.09,71.98] [25.30,26.18] [13.29,13.86] [7.162,7.381] [51.58,52.14] 

x10 [1.769,1.877] [1.769,1.848] [0.000,0.030] [1.761,1.823] [0.022,0.119] [0.000,0.015] [0.000,0.016] [1.718,1.771] 
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Table 2. Attribute table after discretization. (‘A’ is abbreviation of ‘attribute’) 

A a1 a2 a3 a4 a5 a6 a7 A8 a9 a10 a11 a12 a13 a14 a15 a16 
x1 1 2 0 0 1 0 2 1 2 2 1 3 1 2 1 3 
x2 1 2 0 0 1 0 2 1 2 3 1 3 1 2 1 3 
x3 0 2 1 0 1 0 1 1 3 4 3 4 3 1 1 6 
x4 2 2 1 1 2 1 2 0 0 0 0 0 0 0 0 0 
x5 2 2 0 1 1 1 2 0 0 0 0 0 0 0 0 0 
x6 0 0 1 0 1 0 0 3 6 7 5 7 6 5 3 7 
x7 0 1 0 0 0 1 0 2 5 6 4 6 5 4 2 4 
x8 1 2 0 0 1 0 2 1 2 3 1 2 2 1 1 2 
x9 0 2 0 1 1 1 2 1 4 5 2 5 4 3 1 5 
x10 2 2 1 0 1 0 2 0 1 1 0 1 0 0 0 1 

Table 3. Recognition results obtained by using OFS, FSS and RNN. (%) 

Types BPSK QPSK MPSK LFM NLFM CW FD FSK IPFE CSF 
OFS 100 75.25 98.95 100 100 100 99.97 100 100 85.92 
FSS 100 97.80 95.61 100 100 100 100 100 98.26 100 
RNN 100 100 99.80 100 100 100 100 100 99.80 100 
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Fig. 2. Changing curves of ARR                         Fig. 3. Changing curves of ATG 

For every RES, 150 samples are generated in each SNR point of 5dB, 10dB, 15dB 
and 20dB. Thus, 600 samples of each RES in total are generated. The samples are 
classified into two groups: training group and testing group. The training group, 
which consists of one third of all samples, is applied to train NNC. The testing group, 
represented by other two thirds of samples, is used to test trained NNC. Because the 
reduced result has three features, the structure of NNC is 3-15-10. To bring into com-
parison, original feature set (OFS) composed of 16 features is used to recognize the 10 
signals. The structure of NNC is 16-25-10. After 50 experiments, average recognition 
rates (ARR) are shown in Table 3 in which the total ARR is 95.17%. Then, feature 
subset selected (FSS) is used to recognize the 10 signals. When the input data are not 
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processed using RST, i.e. only NNC are used, the statistical results of 50 experiments 
are shown in Table 3. When the input data are preprocessed using RST, i.e. RNN 
classifiers are used, the statistical results of 50 experiments are also shown in Table 3. 
To compare training time, and classification and generalization capabilities of NN 
with those of RNN, 10, 20, 30 and 40 samples are respectively applied to train NN 
and RNN. Also, testing samples of 5 dB, 10 dB, 15 dB and 20 dB are respectively 
used to test trained NN and RNN. After 50 experiments, changing curves of ARR of 
NN and RNN as the number of samples are shown in Fig. 2 and changing curves of 
average training generations (ATG) of NN and RNN as the number of samples are 
shown in Fig.3. 

From Table 3, feature selection using RST not only lowers the dimension of origi-
nal feature set greatly, but also simplifies classifier design and enhances recognition 
efficiency and recognition rate. The total ARR obtained by using FSS and by using 
RNN are respectively 99.96% and 99.17% which are higher 4.79% and 4.00% respec-
tively than that obtained by using OFS. From Table 3 and Fig. 3 and 4, the introduc-
tion of RST decreases the average training generation of NNC and heightens the ARR 
of NNC. 

5   Concluding Remarks 

This paper introduces RST into RES recognition for the first time and proposes a 
novel approach to recognize different RESs. Experimental results show that  
the approach is valid and feasible in improving recognition rate and recognition  
efficiency. 
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Abstract. In Kernel based Nonlinear Subspace (KNS) methods, the
subspace dimensions have a strong influence on the performance of
the subspace classifier. In this paper, we propose a new method of sys-
tematically and efficiently selecting optimal, or near-optimal subspace
dimensions for KNS classifiers using a search strategy and a heuristic
function termed as the Overlapping criterion. The task of selecting op-
timal subspace dimensions is equivalent to finding the best ones from a
given problem-domain solution space. We thus employ the Overlapping
criterion of the subspaces as a heuristic function, by which the search
space can be pruned to find the best solution to reduce the computation
significantly. Our experimental results demonstrate that the proposed
mechanism selects the dimensions efficiently without sacrificing the clas-
sification accuracy. The results especially demonstrate that the compu-
tational advantage for large data sets is significant.

Keywords: Kernel based Nonlinear Subspace (KNS) Classifier, Sub-
space Dimension Selections, State-Space Search Algorithms.

1 Introduction

The subspace method of pattern recognition is a technique in which the pattern
classes are not primarily defined as bounded regions or zones in a feature space,
but rather given in terms of linear subspaces defined by the basis vectors, one for
each class [4]. The length of a vector projected onto the subspace associated with a
class is measured by the Principal Components Analysis (PCA). Since the PCA is
a linear algorithm, it essentially limits the use of subspace classifiers. To overcome
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Engineering Foundation, and the second author was partially supported by NSERC,
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this limitation, a kernel Principal Components Analysis (kPCA) was proposed in
[7]. The Kernel-based Nonlinear Subspace (KNS) method is a subspace classifier,
where the kPCA is employed as the specific nonlinear feature extractor [1], [3].

In KNS methods, there are three important factors to be addressed, which
are: (1) The selection method of subspace dimensions, (2) The kernel function
type to be employed, and (3) Parameter optimizations of the kernel function.
Among these factors, the subspace dimensions have a strong influence on the
performance of subspace classifiers. To obtain a high classification accuracy, a
large dimension is required. However, designing the classifier with dimensions
which are too large leads to a low performance due to the overlapping of the
resultant subspaces. Also, since the speed of computation for the discriminant
function of subspace classifiers is inversely proportional to the dimension, the
latter should be kept small.

Various dimension selection methods have been reported in the literature [2],
[4]. Two representative schemes are: (1) A selection method of considering the
cumulative proportion, and (2) An iterative selection method using a learning
modification. The details and drawbacks of these methods are omitted - they can
be found in [1], [2] and [4]. Suffice it to mention that unfortunately, no formal
algorithmic method for finding the most suitable dimensions (i.e., the indices of
eigenvalues) from the cumulative proportion has been reported.

In this paper, we consider this problem as a search problem, and propose
to utilize AI search methods (such as the Breadth-First Search (BFS) and the
Depth-First Search (DFS) methods (descriptions of which are well known in the
literature [6])) to select the most appropriate dimensions. It is well known that
the choice of a heuristic function is problem dependent, and in this case, we use
one which is called the Overlapping criterion, defined by the angle between the
subspaces specified by the eigenvector columns. In other words, if the optimal
subspace dimensions are used, there is no overlap between the subspaces. Thus
we propose to use combinations of the Overlapping criterion, and the BFS and
DFS, and enhancements of the latter schemes, to lead to dimension-selection
strategies. Viewed from a computational perspective, since the optimality of
our decision process is finally based on classification errors, we can say that the
“Overlap Criterion” is not an optimality criterion, but, rather a pruning criterion.
The rationale for the Overlapping Criterion is omitted here, but are in [1]1.

1.1 The Overlapping Criterion

Let U = (U1, · · · ,Upu
) and V = (V 1, · · · ,V pv

) be two subspaces defined by the
eigenvectors corresponding to the eigenvalues λ1 ≥ · · · ≥ λpu

and λ′
1 ≥ · · · ≥ λ′

pv

respectively. First of all, observe that if U and V are column vectors of unit
length, the angle between them is defined as arccos(U ·V ). However, in the more

1 Informally speaking, the main thrust of the theoretical result in [5] is that whenever
we seek to find an heuristic solution for a problem, it is always advantageous to
utilize heuristic functions that use “clues” which, in turn, lead to good solutions
with high probability.
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general case, if U and V are matrices2, the angle between them is related to the
projection of one subspace onto the second. Observe that it is not necessary that
the two subspaces U and V be of the same size in order to find this projection,
Projection(U ,V ). Geometrically, this is computed in terms of the the angle
between two hyper-planes embedded in a higher dimensional space, and in the
case of subspaces, this projection between the two subspaces specified by the two
matrices of column eigenvectors U and V , respectively, can be computed directly
using the subspace function of a package like MATLAB3, θ = subspace(U ,V ),
and is a direct function of the projection of the first subspace on the second.

The θ gives us a measure of the amount of overlap between the two subspaces.
To utilize this criterion, we estimate the optimal subspace dimensions as:

θ(pi, pj) = subspace(U(pi),U ′(pj)), (1)

where U(pi) = (U1, · · · ,Upi
) and U ′(pj) =

(
U ′

1, · · · ,U ′
pj

)
are the column

eigenvectors of class i and class j, computed from a characteristic equation as in
[1] and pi and pj are the numbers of columns, respectively. To achieve this using
the Overlapping Criterion, we define an Overlapping Matrix O as:

O =

⎛⎜⎜⎝
θ(1, 1) θ(1, 2) · · · θ(1, pj)
θ(2, 1) θ(2, 2) · · · θ(2, pj)
· · · · · · · · · · · ·

θ(pi, 1) θ(pi, 2) · · · θ(pi, pj)

⎞⎟⎟⎠ , (2)

where 0 ≤ O(k, l) ≤ π
2 , 1 ≤ k ≤ pi and 1 ≤ l ≤ pj .

2 Systematic Methods for Subspace Dimension Selection

2.1 A Method Based on Overlapping and Breadth-First (OBF)

The problem of selecting a subspace dimension (pi, pj) for a given n dimensional
application (n: # of sample vectors), is a problem of selecting an integer pair (k, l)
from the n × n integer space. A systematic method to achieve this is to search
the whole solution space to select optimal or near-optimal subspace dimensions
using a BFS or a DFS. In order to enhance the search, we propose to use the
Overlapping criterion to prune the potentially useless regions of the search space.
A “hybrid” procedure based on utilizing the Overlapping criterion in conjunction
with a BFS (referred to here as OBF) can be formalized as follows, where the
training set is given by T , and the pi-dimensional subspace is given by U(pi).

1. Compute the kernel matrix4, K, with T and a kernel function for each
class i. From the K, compute the eigenvectors, U = (U1, · · · ,Upi), and
the eigenvalues, λ1 ≥ · · · ≥ λpi

;

2 U and V need not be of the same size, but they must have the same number of rows.
3 http://www.mathworks.com/
4 In kPCA, to map the data set T into a feature space F , we have to define an n × n

matrix, the so-called kernel matrix. Details for the matrix can be found in [1], [7].
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2. Compute the overlapping matrix O(k, l), 1 ≤ k ≤ pi, 1 ≤ l ≤ pj , for a
class i and a class j with the constraint that O(k, l) ≤ ρ.
Then, set pm = argmax{maxl{maxk{O(k, l)}}};

3. Evaluate the accuracy of the subspace classifier defined by U(k) and U ′(l)
by traversing all values of l and k, 1 ≤ k ≤ pm, 1 ≤ l ≤ pm ;

4. Report the dimensions by selecting (pi, pj) with the highest accuracy.

In Step 2, pm, is determined by the parameter, ρ, which is a parameter used
to prune the upper area of the search space so as to reduce the corresponding
CPU-time. However, it turns out that almost all the processing CPU-time is
utilized in Step 3, the evaluation step. In order to further reduce the processing
time, Step 3 can be replaced by a pruning scheme (described in more detail in
[1]), which limits the feasible values of ρ to lead to a lower bound value, ρ′. Thus,
we can also prune off the lower search area, which corresponds to values of k
and l which are too small. We refer to this as Constrained OBF (COBF).

2.2 A Method Based on Overlapping and Depth-First (ODF)

Since the OBF is time consuming, we propose another approach in which the
optimal or near-optimal subspace dimensions are selected by searching the so-
lution space in a specified direction, namely, that is determined by using the
overlapping matrix. This scheme can reduce the searching time significantly.
The procedure can be formalized as follows, where the training set is given by
T , and the pi dimensional subspace is represented in U(pi).

1. This step is the same as Step 1 in OBF.
2. This step is the same as Step 2 in OBF.
3. By increasing q from unity to pm in steps of unity per epoch Do:

3.1 Set (k, l), where (k, l) = argmax{O(q − 1, q), O(q, q), O(q, q − 1)} or
(k, l) = (1, 1) if q = 1;

3.2 Evaluate the accuracy of the subspace classifiers defined by U(k) and
U ′(l) with the T , and record the evaluation results;

4. This step is the same as Step 4 in OBF.

As in the case of the OBF, almost all the processing CPU-time of ODF is
utilized in executing Step 3, the evaluation step. So, again, in order to further
reduce the processing time, we can prune the search space in a manner identical
to the way we achieved it in devising the COBF scheme, above. We refer to this
modified scheme as CODF, whose details can be found in [1].

3 Experimental Results

We tested our methods with numrous data sets. In the interest of brevity, we
report here the results of two artificial data sets, “Non normal 3” (in short,
“Non n3”) and “Non linear 3” (in short, “Non l3”), generated with testing and
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training sets of cardinality 5,000, and a real-life benchmark data set, “Arrhyth-
mia” (in short, “Arrhy”), cited from the UCI Machine Learning Repository5.

The data set named “Non n3” was generated from a mixture of four 8-
dimensional Gaussian distributions as follows: p1 (x ) = 1

2 N (µ11 , I8 ) + 1
2 N (µ12 ,

I8) and p2 (x ) = 1
2 N (µ21 , I8 ) + 1

2 N (µ22 , I8 ), where µ11 = [0, 0, · · · , 0], µ12 =
[6.58, 0, · · · , 0], µ21 = [3.29, 0, · · · , 0] and µ22 = [9.87, 0, · · · , 0]. In these expres-
sions, I8 is the 8 -dimensional Identity matrix. The data set named “Non l3”,
which has a strong non-linearity at its boundary, was generated artificially from
a mixture of four variables as shown in [1] and [3]. The “Arrhy” data set con-
tains 279 attributes, 206 of which are real-valued and the rest are nominal. In
our case, in the interest of uniformity, we merely attempted to classify the total
instances into two categories, namely, “normal” and “abnormal”.

Table 1 shows the experimental results for “Non n3”, “Non l3”, and “Arrhy”.
In the table, each result is the averaged value of the training and the test sets,
respectively6. Also, to be objective in this task, we compared the proposed meth-
ods and the traditional schemes7 using three criteria, namely, the classification
accuracy (%), Acc, the selected subspace dimensions, (p1, p2), and the processing
CPU-times and classification times, t1 and t2, (in seconds), respectively.

From the results for the high-dimensional data set of “Arrhy” and from the
large data sets of “Non n 3” and “Non l 3”, we observe that the CODF is
uniformly superior to the others in terms of the classification accuracy, Acc,
while requiring a marginal additional “dimension selection” time, t1.

4 Conclusions

In this paper we propose the first reported algorithmic strategy for systemati-
cally and efficiently selecting optimal or near optimal KNS classifier subspace
dimensions using AI-based search strategies and a heuristic function termed as
the Overlapping criterion. The proposed methods have been tested on artificial
and real-life benchmark data sets, and compared with conventional schemes.
The experimental results for both data sets demonstrate that one of the newly

5 http://www.ics.uci.edu/mlearn/MLRepository.html
6 For every class j, the data set for the class was randomly split into two subsets of

equal size. One of them was used for training the classifiers as explained above, and
the other subset was used in the validation (or testing) of the classifiers. The roles
of these sets were later interchanged.

7 In CCM (Conventional Cumulative Method), we randomly selected a pi as the
subspace dimension based on the cumulative proportion [1]. In CPE (Cumulative
Proportion and Evaluation method), which is one of the systematic methods based
on the conventional philosophies, we selected pi as the subspace dimension obtained
by considering classification errors for candidate dimensions as suggested in [1]. Thus,
the reported CCM time does not include any search in the “dimension space”. In
CODF, on the other hand, we select the dimensions systematically using our heuris-
tic criterion, but without any a priori knowledge of the “dimension space”. Indeed,
the result of the CCM is presented as a reference for the classification accuracy.
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Table 1. The experimental results of the proposed methods for the artificial data sets,
“Non n3” and “Non l3”, and for the real-life data set, “Arrhy”. Here, Acc, (p1, p2),
t1, t2, etc. are as described in the text. The final column gives the experimental
Parameters, where ∆α =α(pi + 1) − α(pi), k0, ρ′, and pm are those of the corre-
sponding algorithm, and ∆k and ρ’s for the three data sets are 0.001, 0.0001, 0.001
and 0.99, 0.999, 0.998, respectively. In the columns of (p1, p2) and pm, the first one is
for the training sets, and the second one is for the test sets. For the other columns such
as Acc, t1 and t2, the results are the averaged values of the two data sets, respectively

Datasets Methods Acc (p1, p2) t1 t2 Parameters

CCM 94.86 (2, 2) (2, 2) 5,550.00 2,384.30 ∆α ≤ 0.001
CPE 94.86 (2, 2) (2, 2) 54,244.00 2,340.50 k0 = 0.98;

Non n3 OBF 94.86 (2, 2) (2, 2) 44,009.50 2,324.50 pm = 2, 5
ODF 94.86 (2, 2) (2, 2) 17,127.00 2,358.50 pm = 2, 5
COBF 94.86 (2, 2) (2, 2) 28,629.40 2,380.00 ρ′ = 0.7; pm = 2, 5
CODF 94.86 (2, 2) (2, 2) 14,813.00 2,377.50 ρ′ = 0.7; pm = 2, 5
CCM 89.70 (5, 5) (5, 5) 5,523.40 2,403.80 ∆α ≤ 0.001
CPE 85.73 (3, 3) (3, 3) 33,232.00 2,361.00 k0 = 0.999;

Non l3 OBF 86.95 (5, 5) (3, 3) 430,819.50 2,413.50 pm = 17, 3
ODF 86.95 (5, 5) (3, 3) 36,999.00 2,362.00 pm = 17, 3
COBF 86.95 (5, 5) (3, 3) 1,294,357.00 2,373.50 ρ′ = 0.9; pm = 33, 3
CODF 86.95 (5, 5) (3, 3) 33,366.00 2,375.00 ρ′ = 0.9; pm = 17, 3
CCM 99.56 (73,103) (75,102) 5.22 40.08 ∆α ≤ 0.0001
CPE 98.90 (67,66) (74,71) 827.57 23.63 k0 = 0.98;

Arrhy OBF 98.46 (1, 1) (7, 7) 4,997.55 6.75 pm = 21, 30
ODF 98.46 (1, 1) (7, 7) 197.92 6.62 pm = 21, 30
COBF 97.13 (6, 9) (7, 7) 2,455.35 6.70 ρ′ = 0.9; pm = 21, 30
CODF 97.13 (9, 9) (7, 7) 198.70 6.77 ρ′ = 0.9; pm = 21, 30

proposed schemes, a Constrained version which utilizes the Overlapping matrix
and Depth-First strategy (CODF), can select subspace dimensions systemati-
cally and very efficiently without sacrificing the accuracy. However, the entire
problem of analyzing the efficiency of the heuristic function remains open.

References

1. S.-W. Kim and B. J. Oommen, “On Utilizing Search Methods to Select Subspace
Dimensions for Kernel-based Nonlinear Subspace Classifiers”. To appear in IEEE
Trans. Pattern Anal. and Machine Intell., 2004.

2. J. Laaksonen and E. Oja, “Subspace dimension selection and averaged learning sub-
space method in handwritten digit classification”, Proceedings of ICANN, Bochum,
Germany, pp. 227 - 232, 1996.

3. E. Maeda and H. Murase, “Multi-category classification by kernel based nonlinear
subspace method”, in the Proceedings of the IEEE International Conference on
Acoustics, Speech, and Signal Processing (ICASSP 99), IEEE Press, 1999.

4. E. Oja, Subspace Methods of Pattern Recognition, Research Studies Press, 1983.



Selecting Subspace Dimensions for KNS Classifiers 1121

5. B. J. Oommen and L. Rueda, “A Formal Analysis of Why Heuristic Functions
Work”. To appear in The Artificial Intelligence Journal, 2003.

6. E. Rich and K. Knight, Artificial Intelligence, Second Edition, McGraw-Hill Inc.,
1991.

7. B. Schölkopf, A. J. Smola, and K. -R. Müller, “Nonlinear component analysis as a
kernel eigenvalue problem”, Neural Comput., vol. 10, pp. 1299 - 1319, 1998.



Using Machine Learning Techniques to
Combine Forecasting Methods
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Abstract. We present here an original work that uses machine learning
techniques to combine time series forecasts. In this proposal, a machine
learning technique uses features of the series at hand to define adequate
weights for the individual forecasting methods being combined. The com-
bined forecasts are the weighted average of the forecasts provided by the
individual methods. In order to evaluate this solution, we implemented a
prototype that uses a MLP network to combine two widespread methods.
The experiments performed revealed significantly accurate forecasts.

1 Introduction

Time series forecasting has been widely used to support decision-making. Com-
bining forecasts from different forecasting methods is a procedure commonly
used to improve forecasting accuracy [1].

An approach that uses knowledge for combining forecasts is based on expert
systems, such as the Rule-Based Forecasting system [2]. This system defines a
weight for each individual method according to the features of the series being
forecasted. The combined forecasts are then the weighted average of the forecasts
provided by the individual methods. Despite its good results, developing rules in
this context may be unfeasible, since good experts are not always available [3].

In order to minimize the above difficulty, we proposed the use of machine
learning techniques for combining forecasts. In the proposed solution, each train-
ing example stores the description of a series (i.e. the series features) and the
combining weights that empirically obtained the best forecasting performance
for the series. A machine learning technique uses a set of such examples to relate
time series features and adequate combining weights.

In order to evaluate the proposed solution, we implemented a prototype that
uses MLP neural networks [4] to define the weights for two widespread meth-
ods: the Random Walk and the Autoregressive model [5]. The prototype was
evaluated in a large set of series and compared to benchmarking forecasting pro-
cedures. The experiments revealed that the forecasts generated by the prototype
were significantly more accurate than the benchmarking forecasts.

Section 2 presents some methods for combining forecasts, followed by section
3 that describes the proposed solution. Section 4 brings the experiments and
results. Finally section presents some conclusions and the future work.
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2 Combining Forecasts

The combination of forecasts is a well-established procedure for improving fore-
casting accuracy [1]. Procedures that combine forecasts often outperform the
individual methods that are used in the combination [1].

The linear combination of K methods can be described as follows. Let Zt(t =
1, . . . ,T ) be the available data of a series Z and let Zt(t = T + 1, . . . ,T +H) be
the H future values to be forecasted. Each method k uses the available data to
generate its forecasts Z̃k,t. The combined forecasts Z̃C,t are defined as:

Z̃C,t =
K∑

k=1

wk ∗ Z̃k,t (1)

The combining weights wk(k = 1, . . . ,K) are numerical values that indicate
the contribution of each individual method in the combined forecasts. Eventually
constraints are imposed on the weights in such a way that:

K∑
k=1

wk = 1 and wk ≥ 0 (2)

Different approaches for defining combining weights can be identified [1]. An
very simple approach is to define equal weights (i.e. wk = 1/K), which is usually
referred as the Simple Average (SA) combination method. Despite its simplicity,
the SA method has shown to be robust in the forecasting of different series.

A more sophisticated approach for defining the combining weights was pro-
posed by [6], by treating the linear combination of forecasts within the regression
framework. In this context, the individual forecasts are viewed as the explanatory
variables and the actual values of the series as the response variable.

An alternative approach for the combination of forecasts is based on the
development of expert systems, such as the Rule-Based Forecasting system [2].
The rules deployed by the system use the time series features (such as length,
basic trend,...) to modify the weight associated to each model. In the experiments
performed using the system, the improvement in accuracy over the SA method
has shown to be significant.

3 The Proposed Solution

As seen, expert systems have been successfully used to combine forecasts. Unfor-
tunately, the knowledge acquisition in these systems depends on the availability
of human forecasting experts. However, good forecasting experts are often scarce
and expensive [3]. In order to minimize this difficulty, the use of machine learn-
ing techniques is proposed here to define the weights for combining forecasts.
The proposed solution is closely related to previous works that used learning
algorithms to select forecasting methods [3][7][8]. In our work, the learning al-
gorithms are used to define the best linear combination of methods.
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Fig. 1. System’s architecture

Figure 1 presents the architecture of a system following our solution. The
system has two phases: training and use. In the training phase, the Intelligent
Combiner (IC) uses a supervised algorithm to acquire knowledge from a set
of examples E in the Database (DB). Each example ei ∈ E stores the values
of P features Y1, . . . , YP for a particular series and the adequate combining
weights w1, ...,wK for K methods. Each feature Yj(j = 1, . . . ,P ) is either: (1) a
descriptive statistic or; (2) a contextual information. The IC module uses the set
E to build a learner L that associates the features and the combining weights.

In the use phase, the system’s user provides an input problem I (i.e. time
series data and contextual information). The Feature Extractor (FE) module
extracts the description y = Y1(I), . . . , YP (I) (i.e. the time series features) for
the input problem. The learner L uses these values to predict the adequate
weights for the input problem: L(y) = {w1(I), . . . ,wK(I)}.

In order to verify the viability of the proposal, we implemented a prototype
which define the combining weights for K = 2 methods: the Random Walk (RW)
and the Auto-Regressive model (AR) [5]. The prototype was applied to forecast
the yearly series of the M3-Competition [9], which provides a large set of time
series related to certain economic and demographic domains and represent a
convenient sample for expository purposes.

3.1 The Feature Extractor

In this module, the following features were used to describe the yearly series of
the M3-Competition:

1. Length of the time series (L): number of observations of the series;
2. Basic Trend (BT): slope of the linear regression model;
3. Percentage of Turning Points (TP): Zt is a turning point if Zt−1 < Zt > Zt+1

or Zt−1 > Zt < Zt+1. This feature measures the oscillation in a series;
4. First Coefficient of Autocorrelation (AC): large values of this feature suggest

that the value of the series at a point influences the value at the next point;
5. Type of the time series (TYPE): it is represented by 5 categories, micro,

macro, industry, finances and demographic.

The first four features are directly computed using the series data and TYPE
in turn is a contextual information provided by the authors of M3-Competition.
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3.2 The Intelligent Combiner

The IC module uses the Multi-Layer Perceptron (MLP) network [4] (one hid-
den layer) as the learner. The MLP input layer has 9 units that represent the
time series features. The first four input units receive the values of the numeric
features (i.e. L, BT, TP, AC). The feature TYPE was represented by 5 binary
attributes (either 1 or 0 value), each one associated to a different category.

The output layer has two nodes that represent the weights associated to
the RW and AR models. In order to ensure that the final combining weights are
non-negative and sum to one (see eq. 2), the outputs of the MLP are normalized.

The MLP training is performed by the standard BackPropagation (PB) al-
gorithm [4] and follows the benchmark training rules provided in Proben [10].
The BP algorithm was implemented using the Neural Network Toolbox [11].

3.3 The Database

An important aspect to be considered in the prototype is the generation of the
training examples. In order to construct an example using a specific series Z, the
following tasks have to be performed. First, the series data is divided into two
parts: the fit period Zt(t = 1, . . . ,T ) and the test period Zt(t = T+1, . . . ,T+H).
The test period in our prototype consists on the last H = 6 years of the series and
the fit period consists on the remaining data. The fit data is used to calibrate the
RW and AR models. The calibrated models are used to generate the individual
forecasts Z̃k,t(k = 1, 2)(t = T + 1, ...,T + 6) for the test data.

In the second task, we defined the combining weights wk(k = 1, 2) that
minimize the Mean Absolute Error (MAE) of the combined forecasts Z̃C,t(t =
T + 1, ...,T + 6). This task can be formulated as an optimization problem:

Minimize:

MAE(Z̃C,t) =
1
6

T+6∑
t=T+1

|Zt − Z̃C,t| =
1
6

T+6∑
t=T+1

|Zt −
2∑

k=1

wk ∗ Z̃k,t| (3)

Subject to:
2∑

k=1

wk = 1 and wk ≥ 0 (4)

This optimization problem was treated using a line search algorithm imple-
mented in the Optimization toolbox for Matlab [12].

In the third task, the features (see section 3.1) are extracted for the fit period
of the series. The features of the fit period and the weights that minimized the
forecasting error in the test period are stored in the DB as a new example.

4 Experiments and Results

In this section, we initially describe the experiments performed to select the
best number of hidden nodes for the MLP. In these experiments, we used the 645
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Table 1. Training results

Number of SSE Training SSE Validation SSE Test
Hidden Nodes Average Deviation Average Deviation Average Deviation

2 65.15 1.87 69.46 0.80 68.34 1.03
4 64.16 1.97 69.49 0.87 67.78 1.20
6 64.22 1.81 69.34 0.86 67.14 1.28
8 64.13 2.28 69.29 0.67 66.74 1.35
10 64.37 2.62 69.56 1.03 67.54 1.32

yearly series of the M3-Competition [9] and hence 645 training examples. The set
of examples was equally divided into training, validation and test sets. We trained
the MLP using 2, 4, 6, 8 and 10 nodes (30 runs for each value). The optimum
number of nodes was chosen as the value that obtained the lowest average SSE
error on the validation set. Table 1 summarizes the MLP training results. As it
can be seen, the optimum number of nodes according to the validation error was
8 nodes. The gain obtained by this value was also observed in the test set.

We further investigated the quality of the forecasts that were generated using
the weights suggested by the selected MLP. In order to evaluate the forecasting
performance across all series i ∈ test set, we considered the Percentage Better
(PB) measure [13]. Given a method Q, the PB measure is computed as follows:

PBQ = 100 ∗ 1
m

∑
i∈test

T+6∑
t=T+1

δQit (5)

where

δQit =
{

1, if |eRit| < |eQit|
0, otherwise (6)

In the above definition, R is a reference method that serves for comparison.
The eQit is the forecasting error obtained by Q in the i-th series at time t, and
m is the number of times in which |eRit| < |eQit|. Hence, PBQ indicates in
percentage terms, the number of times that the error obtained by the method
R was lower than the error obtained using the method Q. Values lower than 50
indicate that the method Q is more accurate than the reference method.

The PB measure was computed for three reference methods. The first one is
merely to use RW for forecasting all series and the second is to use AR for all
series. The third reference method is the Simple Average (SA) combination. The
table summarizes the PB results over the 30 runs of the best MLP. As it can be
seen, the average PB measure was lower than 50% for all reference methods, and
the confidence intervals suggest that the obtained gain is statistically significant.

5 Conclusion

In this work, we proposed the use of machine learning techniques to define the
best linear combination of forecasting methods. We can point out contributions
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Table 2. Comparative forecasting performance measured by PB

Reference PB Measure
Method Average Deviation Conf. Interv. (95%)

RW 42.20 0.26 [42.11; 42.29]
AR 40.20 0.44 [40.04; 40.36]
SA 43.24 1.45 [42.72; 43.76]

of this work to two fields: (1) in time series forecasting, since we provided a new
method for that can be used to combine forecasts; (2) in machine learning, since
we used its concepts and techniques in a problem which was not tackled yet.

In order to evaluate the proposal, we used MLP networks to combine two
forecasting models. The experiments performed revealed encouraging results.
Some modifications in the current implementation may be performed, such as
augmenting the set of time series features and optimizing the MLP design.
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Abstract. It is indubitable that we can obtain numerous discovered patterns us-
ing a Web mining model. However, there are many meaningless patterns, and 
also some discovered patterns might include uncertainties as well. Therefore, 
the difficult problem is how to utilize and maintain the discovered patterns for 
the effectiveness of using the Web data. This paper presents a Web data mining 
and reasoning model for this problem. The objective of mining is automatic on-
tology extraction; whereas, the objective of reasoning is the utilization and 
maintenance of discovered knowledge on the ontology.  The model also deals 
with pattern evolution. 

1   Introduction 

There are two fundamental issues regarding the effectiveness of using the Web data 
[6] [9]: mismatch and overload. The mismatch means some interesting and useful data 
has not been found (or missed out), whereas, the overload means some gathered data 
is not what users want. Currently, the application of data mining techniques to Web 
data, called Web mining, is used to find interesting knowledge from Web data [2] 
[10]. It is indubitable that we can discover knowledge in terms of discovered patterns 
using a Web mining model. However, there is a gap between the effectiveness of us-
ing the Web data and Web mining. One reasoning is that there exits many meaningless 
patterns in the set of discovered patterns [11]. Another reason is that some discovered 
patterns might include uncertainties when we extract them form Web data [9].  

An ontology-based Web mining model has been presented for the above question, 
which uses ontologies to represent the discovered patterns in order to remove uncer-
tainties from discovered patterns [6] [7] [9]. In this paper, we attempt to create a 
bridge between the effectiveness of using the Web data and Web mining. We extend 
the ontology-based Web mining model by combining data mining and data reasoning 
in a single umbrella. The objective of mining is automatic ontology extraction; 
whereas, the objective of reasoning is the utilization and maintenance of discovered 
knowledge on the ontology. It also deals with pattern evolution.  Using this model 
some meaningless patterns can be removed from the set of discovered patterns. Also 
uncertainties in inadequate discovered patterns can be detected and removed.  
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2   Automatic Ontology Extraction 

Let T = {t1, t2, …, tm} be a set of terms, and D be a set of documents. A set of terms is 
referred to as a termset. A set of term frequency pairs, P, is referred to as a pattern if t 
denotes a term and f denotes the number of occurrences of the term in a given docu-
ment for all pairs (t,  f)∈P; and support(P) is its specificity, the greater the specificity 
is, the more important the pattern is.  

We call termset(P) the termset of P, which satisfies:  termset(P) = {t |  (t,  f) ∈ P}. 
In this paper, a pattern P1 equals to a pattern P2 if and only if termset(P1)=termset(P2). 
A pattern is uniquely determined by its termset (that is why we call it as an id some-
times).  Two patterns may be composed if they have the same termset. In this paper, 
we use a composition operation, ⊕, to generate new patterns. In general, patterns can 
be discovered using clustering analysis or association rule mining. The special case is 
that every pattern only includes a termset.  

Let P1 and P2 are two patterns. We call P1 ⊕ P2 the composition of P1 and P2 which 
satisfies: 

}),()),()(())()((|),{(

}),(,),(|),{(

212121

22112121

P PftPtermsetPtermsetPtermsetPtermsettft

PftPftfftPP

∪∈∩−∪∈
∈∈+=⊕

(1) 

Support(P1 ⊕ P2) = Support(P1) + Support(P2).   
 

Table 1.  Pattern example 

Name Pattern   
P1 {(GERMAN, 1), (VW, 1)}  

P2 {(US, 2), (ECONOM, 1), (SPY, 1)}  

P3 {(US, 1), (BILL, 1), (ECONOM, 1), (ESPIONAG, 1)}  
P4 {(US, 1), (ECONOM, 1), (ESPIONAG, 1), (BILL, 1)}  

P5 {(GERMAN, 1), (MAN, 1), (VW, 1), (ESPIONAG, 1)}  

P6 {(GERMAN, 2), (MAN, 1), (VW, 1), (SPY, 1)}  

 
 

 
 
 
 
 

Fig. 1. Ontology example 

Table 1 is an example of discovered patterns. A new pattern P7 = P3 ⊕ P4 can be 
generated since two patterns (P3 and P4) have the same termset. The composition 
operation is necessary to compose the two subtopics into one. 

P1 P2 P7

P3 P4P5 P6 
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Let PN is the set of patterns, we now have PN = {P1, P2, P3, P4, P5, P6, P7}, where 
P7 = {(US, 2), (BILL, 2), (ECONOM, 2), (ESPIONAG, 2)} by using Equation (1). 

Figure 1 illustrates the result of automatic ontology extraction for this example, 
which includes seven patterns and a composition and two is-a relations since term-
set(P1)⊂termset(P5) and termset(P1)⊂termset(P6).  Apart from is-a relation and com-
position, there exists correlation between patterns. We will discuss the correlation in 
next section. 

3   Data Reasoning on Ontology 

We should remove redundant patterns first before we use the knowledge in the ontol-
ogy. The patterns used for the compositions are redundant.  For example, there are 
two redundant subtopics in Figure 1: P3 and P4. After pruning we have PN = {P1, P2, 
P5, P6, P7}. To illustrate the correlation between patterns, normalizations are neces-
sary to exam patterns in a common hypothesis space. Given a pattern P = {(t1, f1),  (t2, 
f2), …,  (tr, fr)}, its  normal form can be determined using the following equation: 

=
r

j

i
i

f

f
f

1

  for all i ≤  r  and  i ≥ 1 . 

After normalization, we have termset(P) = {t |  (t, f) ∈ P} and 1
),(

=
∈Pft

f . We 

also need to normalize support, which satisfies: 

support: PN→ [0, 1], such that 

∈

=
PNP j

j

Psupport

Psupport
Psupport

)(

)(
)(          (2) 

for all PNP ∈ . The common hypothesis space is  = T × [0, 1]. According to the con-
straints on the patterns, there is a mapping  from PN to 2Θ, which satisfies: 

}{2: ∅−→ ΘPN β , Θ⊆≠∅ )(Pβ , and )(Pβ  is P’s normal form. 

 
 
 
 
 
 
 
 
 

Fig. 2. The correlation between subtopics 
 
Therefore, the correlation can be described as a pair (support,), which is also 

called an extended random set [5] [8].  Figure 2 illustrate the correlation between 
patterns in Figure 1. 

 

P2 

P7 
P5 P6 

P1
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To utilize discovered knowledge on the ontology, we transform the discovered 
knowledge into a computable function, for instance, a probability function in this 
research. Using the results from extended random sets (see [5] or [8]), we can obtain 
a probability function prβ on T, the projection of the common hypothesis space, such 
that 

 =)(tprβ ∈∈
×

)(),(,
)(

Pwt PNP
wPsupport

β
  for all t ∈ T.              (3) 

For an incoming document, d, we use a joint probability to evaluate its relevance, 
which satisfies: 

),()(),|( dttprdTRPr
Tt

τ=
∈

β , where 
∈

=τ
otherwise  

yx if   
yx

0

1
),(  

We also use the following formula to decide a threshold, which is complete [9]:  

threshold = }{
)(

)(
∈∈ Ptermsett

tprNPPmin β                          (4) 

4   Knowledge Evolution 

Some patterns may be meaningless or may include uncertainties since there are a lot 
of noises in the training data. Increasing the size of the training set is not useful be-
cause of the noises. In this paper, we present a method for tracing errors made by the 
system. The method provides a novel solution for knowledge evolution. The ontology 
we constructed includes only relevance patterns, which come directly from the rele-
vant data. A document is called negative one if it is marked in relevance by the sys-
tem but it is actually non-relevant data.  

To eliminate meaningless patterns and uncertainties, we use a method to trace the 
cause of the occurrences of negative documents. For a given negative one, nd, we 
check which patterns have been used to give rise to such error. We call these patterns 
offenders of nd. The set of offenders of nd can be determined by the following equa-
tion: })()({ ∅≠∩∈=∆ ndtermsetPtermset | PNPnd , where termset(nd) =  T ∩ nd. 

There are two kinds of offenders: total conflict offenders whose termsets are sub-
sets of termset(nd), and partial conflict offenders whose termsets are not subsets of 
termset(nd) but join with termset(nd). For example, we obtain the following two 
negative documents (Notice: using Equations (3) and (4) they are relevant):    

nd1: GERMANY FOCUS VW unveils new Passat says sales. 
nd2: SWITZERLAND Red Cross rejects US wartime spying quot charges. 

Using the above definition, we also have: 
1nd∆ = {P1} and 

2nd∆ = {P2, P6, P7}. 
According to the above definition, P1 is a total conflict offender of nd1, and P2, P6 and 
P7 are partial conflict offenders of nd2. 

Figure 3 illustrates the relationship between patterns and negative documents. In 
this figure we only show the important relations: is-a relation and composition. This 
figure also indicates that pattern P1 is a meaningless pattern since its derived concepts 
(e.g, nd1) can be non-relevant.    
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In this research, we remove all total conflict offenders (e.g., P1). We also need to 
refine partial conflict offenders (e.g., P2, P6 and P7) to remove uncertainties. 

 
 

 

 

 

Fig. 3. The relationship between patterns and negative documents 

For each partial conflict offender, we first determine the offering of the offender 
from the joint part of its termset and termset(nd) using the following equation:  

offering: nd∆ → [0,1], such that 
∈∈

=
)(),(),(

)(
ndtermsettPwt

wPoffering
β

 

for all partial conflict offenders P ∈ nd∆ . We also reshuffle the partial conflict of-
fender’s frequency distribution by shifting ( µ/1 )of the offering to the rest of part of 
its termset, where is an experimental coefficient and  ≥2 (see [9] for more details). 

5   Performance Analyses 

We use TREC2002 (Text REtrieval Conference) data to evaluate the proposed model, 
where topics are R101, R102 … and R109. We select the most popular Rocchio clas-
sification and probabilistic model, as reference models in our testing. We use only the 
positive set in the training set for Rocchio method, where each document is repre-
sented as a vector of tf*idf weights. The probabilistic model considers both the pres-
ence of search terms in documents and their absence from documents. It also assumes  

Table 2. Top precision and breakeven point 

WMR: after evolution  Rocchio 
classifi-
cation 

Prob-
abilistic 
model 

WMR: before 
evolution 

µ = 2 µ = 16 µ = 8 

Avg top 
Precision 

 
57.8% 

 
62.2% 

 
61.3% 

 
65.33% 

 
65.78% 

 
65.33% 

Avg break-
even point 

 
0.498 

 
0.524 0.510 0.526 0.528 0.536 

 
that the distribution of terms in relevant documents is independent and their distribu-
tion in non-relevant document is independent.  

P2 P7 

P3 P4 P5 P6 

nd1 nd2 

P1 
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Instead of drawing many precision recall curves, we use both top 25 precision and 
breakeven points in the experiment. Table 2 illustrates the results of the experiment. It 
is no less impressed by the performance of the proposed model (WMR model) since it 
gains a significant increase in both top 25 precision and breakeven point for effec-
tiveness while  = 8.   

6   Related Work and Conclusions 

Association mining has been used in Web text mining, which refers to the process of 
searching through unstructured data on the Web and deriving meaning from it [3][4]. 
The main purposes of text mining were association discovery, trends discovery, and 
event discovery [1]. The association between a set of terms and a predefined category 
(e.g., a term) can be described as an association rule. The trends discovery means the 
discovery of phrases, a sort of sequence association rules. The event discovery is the 
identification of stories in continuous news streams. Usually clustering based mining 
techniques can be used for such a purpose. However there are two difficult problems 
in the effectiveness of using the Web data: meaningless patterns and uncertainties in 
patterns [11] [9]. 

This paper presents a Web data mining and reasoning model in order to build a 
bridge between the effectiveness of using the Web data and Web mining, which in-
cludes automatic ontology extraction, data reasoning on the ontology and pattern 
evolution. An experimental is conducted to test the proposed model and the result 
show that all objectives we expect for the model are achievable. 
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Abstract. In this paper, we address the problem of disambiguating a sequence 
of semantically overloaded icons. We formulate the problem as a constraint  
satisfaction problem and discuss the knowledge representation required to  
facilitate checking of constraints. Our algorithm helps in reducing the size of 
vocabulary and hence makes these interfaces more usable for the disabled popu-
lation.  

1   Introduction and Motivation 

Iconic environments are ubiquitous in communication and assistive gadgets. These are 
mainly used to facilitate cross language communication. In assistive systems, they are 
used to help cognitively and language impaired population. By being visual and unor-
dered, they provide a method of communication, which does not require any formal 
education and is independent of the idiosyncrasies of the language.  

However, to utilize this strength and richness, we need to interpret iconic language 
sentences.  The generation of natural language messages from a sequence of icons is a 
non-trivial task. Use of simple icons makes the disambiguation easier. However, it 
increases the size of the vocabulary. Use of syntax directed methods presupposes the 
knowledge of different case-roles. Semantically overloaded icons, being polysemous, 
reduce the size of the vocabulary, which implies less search overhead.  This is possi-
ble only if these interfaces are supplemented by robust and rich inference mechanisms 
to disambiguate them. The contribution of this paper is towards the specification of 
knowledge representation for this disambiguation. In particular, we formulate the 
problem of disambiguation of a sequence of random and ambiguous icons as a con-
straint satisfaction problem, show that ensuring the semantic consistency of sentences 
is equivalent to checking these constraints and specify the knowledge, which must be 
represented to check these constraints effectively. 

We formulate the problem in the next section. In section 3, we describe how this 
problem reduces to checking of some constraints. We discuss the results and conclude 
in section 4. 

                                                           
* This work is supported by grants from Media Lab Asia. 
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2   The Problem 

The problem we seek to address is to disambiguate an unordered sequence of semanti-
cally overloaded icons. For example, consider the following sample input. 

                       

Given this input, the system should output the following sentences. 

• The child is playing in the room. 
• The children are eating in the room. 
• The child is playing on the bed. 

We note that the problem of disambiguation consists of marking the following 
types of sentences as semantically anomalous.    

1. He hid the cupboard in the cup. 
2. The bird threw the elephant. 
3. He slept on the bed in the playground. 

While the first sentence violates our intuition about spatial consistency, the mean-
inglessness of the second sentence stems from our naïve knowledge about the world. 
The meaningfulness of the third sentence varies with different contexts. It is not im-
possible to conceive a situation in which a ‘bed’ exists in a ‘playground’. However, it 
is common knowledge that such a situation has inherently low probability of occur-
rence. In this paper, we will discuss methods to deal with the above-mentioned  
problems.  

3   Semantic Consistency as Constraint Satisfaction 

The input to the inference engine is a sequence of icons with their associated senses. 
For example, for the first icon shown on this page, the input to the inference engine 
will be: ‘Icon-1: Bed, Sleep, Room’. The central thesis of this paper is that the consis-
tency of a sentence can be reduced to the problem of checking some constraints over 
the case-roles of the verbs. For the meaningfulness of a sentence, following types of 
constraints must be checked. 

1. Ontological constraints, which arise because of the ontological commitments 
of the different case roles of the verbs. 

2. Dependencies between the case roles of the verb. 
3. Spatial constraints, which arise because of our world knowledge of the struc-

ture of space around us. 
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The verbs are represented as a collection of semantic fields and their associated se-
lectional constraints. The nouns are represented as frames. Therefore, they have a 
location in ontology and are a collection of slot-value pairs. The selectional con-
straints of the verbs are in terms of membership in some ontological category or some 
condition on the slot values of the concepts. The process of generating correct sen-
tences can be seen as finding all possible solutions of the constraint satisfaction prob-
lem, where the variables are the semantic fields of the verbs. The domains of these 
variables are decided by checking the selectional constraints of each of the associated 
semantic fields. The constraints of this constraint satisfaction problem are the depend-
encies between the different case-roles of the verb. These constraints are checked by 
comparing the slot values of the corresponding frames. The ontology, which we use, is 
shown in figure 1. Similar ontologies have been used in [2, 5].  

Entity  Physical v Abstract v Temporal v Sentient 
Physical (Stationary v Non-Stationary) && (Living v Non-Living) 

&& (Solid v Liquid v Gas) && (Natural v Artifact) 
Sentient  Human v Organization 

Temporal  Relational v Non-Relational 
Relational  State v Action 

Action  Physical-Action v Mental-Action 
Living  Human v Animals v Plants 

Human  Male v Female 
Non-Stationary  Self-Moving v Non-Self-Moving 

Fig. 1. The Ontological Schema 

A high level description of the algorithm, which essentially finds the solution of 
the constraint satisfaction problem of the spatial and non-spatial fields separately and 
takes all possible unions of these solutions, appears in figure 2.     

Intuitively, steps 3-7 find all possible sentences by the verb ‘v’. Step 3 finds in-
stantiations for non-spatial semantic fields whereas step 4 does the same for spatial 
fields. All possible combinations of these solutions are computed in step 5. We need 
to retain sentences, which contain at least one concept from each icon. This is done in 
step 6.  

We use the notion of a landmark to find the location of an object. Intuitively, these 
landmarks are immobile, significant entities and their locations are likely to be known 
to the hearer. We use the following heuristic to infer the locations of objects.  

Non-Stationary(x), Size(x) > k  Location(x)                                          (1) 

Here k is a pre-determined constant. This rule has parallels in research in linguis-
tics [3]. Formally, 

Stationary(x), Size(x)>k, Non-Stationary(y)  At(y, x).                              (2) 

Other spatial relations are more difficult to infer. Here we discuss two of the most 
important spatial relations, ‘in’ and ‘on’.  Our treatment of spatial relations consists of 
inference of relations ‘in’ and ‘on’, followed by checking their consistency by calcula-
tion of extensions. 
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Algorithm: Disambiguate 
Input: A Set of icons chosen by the user and their 
associated senses, I and a set of constraints on 
the model of the world, C 
Output: The set of conceptual representations of 
all possible sentences, S. 

1. S=  
2. For each verb, v in I repeat steps 3-7 
3. Let A be the solution of the constraint sat-

isfaction problem induced by the non-spatial 
semantic fields solved by the arc-consistency 
algorithm [3]. 

4. B=Spatial-Scenarios(I, v, C) i.e. B is the 
solution of the constraint satisfaction prob-
lem induced by the spatial fields of the 
verb.  

5. Let C=A x B i.e. C is the instantiations of 
all semantic fields for the verb v. 

6. For each c in C, C=C\{c} if, c does not con-
tains concepts from each of the icon chosen.  

7. S=S U C 
8. Return S 

Fig. 2. The Algorithm Disambiguate 

We categorize physical objects as ‘Objects’, ‘Containers’ or ‘Surfaces’. The infer-
ence of possible ‘in’ and ‘on’ relations is done by checking the following rules for all 
pair of objects. 

Non-Stationary(x), Container(y), Volume(x)< Volume(y)   In(x, y).                      (3) 
Non-Stationary(x), Surface(y), Volume(x) < Volume(y)  On(x, y).                        (4) 

A high-level description of the algorithm, which finds all possible spatial combina-
tions of the objects involved, appears in Figure 3. It takes a model of the world as 
input. This model is in the form of connectivity and containment constraints. For ex-
ample, we might have the following constraints: 

C= {Disconnected (Moon, Earth), Disconnected (Playground, Kitchen), In (Bed, 
Bedroom)} 

For example, for the icons shown on the second page, the checking of selectional 
constraints for the verb ‘sleep’ will lead to a problem space like: 

Verb: Sleep                        Agent: Children, Child 

Time:  ϕ                              Location: Room, Playground 

Algorithm: Spatial-Scenario 
Input: A set of icons and their associated senses, I, a 
set of constraints C and a verb, v 
Output: The set of all consistent spatial relations for 
the spatial fields of v. 
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1. P=  
2. For all pairs of objects infer whether In (x, y) 

and On (x, y) are true using rules 3 and 4. 
3. Represent the concepts and relations as a directed 

graph where the concepts are the nodes and the arcs 
represent the relations. 

4. Add arcs and nodes corresponding to the constraints 
in C. 

5. Perform a topological sort over the nodes of the 
graph. 

6. Let the set of lowest ranked nodes of Q by E and 
the set of remaining nodes of Q be F. Repeat steps 
a-c until E=  and F=   

a. Find all consistent path p, from an element 
in E to an element in F. It can be ensured by 
traversing to those nodes if and only if 
there is no arc marked ‘Disconnected’ from 
the nodes already traversed in the path. Each 
such path is an extension.  

b. Add each such path to P, if all constraints 
in C are satisfied in it. Let V= the set of 
nodes on the path p.  

c. Update E=E\V and F=F\V. 
7. Return P. 

Fig. 3. The Algorithm Spatial-Scenario 

4   Results and Conclusion 

Our work is concerned with the generation of the semantically correct sentences with a 
random sequence of concepts. The evaluation of the above-mentioned algorithms 
should be based on their ability to remove a large set of semantically anomalous sen-
tences and the usability of the interface. We have presently implemented an icon-
based system, which deals with concepts from the stamp-book of Indian Institute of 
Cerebral Palsy. The method adopted and algorithms used are sufficient to generate all 
and only semantically correct sentences. The sentences generated from the system are 
fed to a text-to-speech system for the speech impaired. Our system has icons, which 
display real-world events. Due to large overloading factor, the size of the vocabulary 
is reduced by 67%. This is because of the fact that generally each icon represents at 
least three concepts. Moreover, the user is not supposed to reason with the input to 
benefit from the overloading.  Earlier approaches of overloading ([1]) defined compo-
sition operators for overloading. Since, cognitively challenged users cannot be ex-
pected to have the knowledge of how these operators work, the utility of such systems 
reamins suspect. Our approach of overloading the icons and methods to disambiguate 
them are a novel contribution for such interfaces.     
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Abstract. In this paper, we developed an intelligent grading system,
which scores descriptive examination papers automatically, based on
Probabilistic Latent Semantic Analysis (PLSA). For grading, we esti-
mated semantic similarity between a student paper and a model paper.
PLSA is able to represent complex semantic structures of given contexts,
like text passages, and are used for building linguistic semantic knowl-
edge which could be used in estimating contextual semantic similarity. In
this paper, we marked the real examination papers and we can acquire
about 74% accuracy of a manual grading, 7% higher than that from the
Simple Vector Space Model.

1 Introduction

Bang et. al. [1] developed a descriptive exam grading system running in an
Internet environment. After receiving student exam papers, the system request
human examiners to mark the exam paper and inform the grading results made
by human examiners. In this paper, we proposed an intelligent system which
makes it possible to mark exam papers automatically. We mapped the problem
space into a vector space, and we constructed a semantic kernel [2] to estimate
the similarity between student and model papers. In this paper, we utilized
Probabilistic Latent Semantic Analysis (PLSA), which is based on a statistical
model called an aspect model [3]. PLSA model could evaluate the similarity by
considering the shared concepts or topics inside two documents [4].

For the construction of the PLSA-based semantic kernel, we indexed terms
from a large corpus and formed vectors of documents. The vectors are construct-
ing a matrix of a semantic kernel to transfer an input vector to a feature vector
of papers. We evaluate the similarity between two papers by using the vectors
and semantic kernels from PLSA algorithm, and we try to classify the paper into
one of two classes, one for correct paper class and the other for incorrect class.
For the experiments, we evaluate the performance of our system, comparing to
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that of Simple Vector Space Model (SVSM) [5] and Generalized Vector Space
Model (GVSM) [6].

2 Semantic Kernel Construction Based on PLSA

In this section, we explain the Probabilistic Latent Semantic Analysis model
which is used for the construction of a semantic kernel.

Probabilistic Latent Semantic Analysis (PLSA) is a statistical technique for
the analysis of two-mode and co-occurrence data. PLSA is based on aspect model
where each observation of the co-occurrence data is associated with a latent class
variable z ∈ Z = {z1, z2, . . . , zK} [7]. For text documents, the observation is an
occurrence of a word w ∈W in a document d ∈ D, and each possible state z of
the latent class represents one semantic topic.

A word-document co-occurrence event, (d,w), is modelled in a probabilistic
way where it is parameterized as in

P (d,w) =
∑

z

P (z)P (d,w|z)

=
∑

z

P (z)P (w|z)P (d|z). (1)

Here, w and d are assumed to be conditionally independent given a specific
z. P (w|z) and P (d|z) are topic-specific word distribution and document distri-
bution, respectively.

The parameters P (z),P (w|z), and P (d|z) are estimated by maximization of
the log-likelihood function

L =
∑
d∈D

∑
w∈W

n(d,w) logP (d,w). (2)

and this maximization is performed using the EM algorithm as for most la-
tent variable models. Details on the parameter estimation are referred to [7].
To evaluate similarity between a query and a document, a learner paper and
an examiner paper in this research, P (w|z) is used for its semantic kernel. In
equation (3), P (w|zi) are extracted and are formed as a vector like,

< P (w|z0),P (w|z1), . . . ,P (w|zk) > . (3)

where k is a dimension size of the latent class variables, and the vocabulary
size is assumed to be n. We can construct n × k matrix with vectors for the
kernel called Pk in this section. And finally the similarity between a query and
a document is measured as follows.

sim(d, q) = cos(PT
k d,P

T
k q) =

dTPkPkq

|PT d||PT q| . (4)
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Fig. 1. The whole structure of the intelligent grading system

3 An Intelligent Grading System

Figure 1 is showing the whole structure of the intelligent grading system designed
in this research. This system can be accessed through an internet by any users
who want to take exams. This system has a web server which takes care of the
communication with individual users. The server is composed of the two main
parts, one takes charge of communication with individual users and the other
for communication inside the grading system.

The server hands in questions to users and gathers the answer papers for
transferring papers to the intelligent grading part. The grading part is also com-
posed of two main parts, one is a vectorization part and the other is a similarity
evaluation part. The vectorization part transforms the user-submitting exam
papers to vectors with Korean Morphological Analyzer (KMA) and an indexed
term dictionary. The indexed terms are selected from a very large corpora, ac-

Fig. 2. Summarization of the whole process for the intelligent grading
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cording to frequency in the corpus. The terms are stored in Databases. Databases
manipulate two kinds of data, one is for the indexed terms and the other is for
exam questions and their model papers. The vectorization part transforms the
model papers to vectors, too. The similarity evaluation part estimates the simi-
larity between two kinds of vectors transformed in the vectorization part. When
evaluating the similarity, semantic kernel is used for transferring the input raw
vectors, that are from user and model papers, to feature vectors representing
the latent semantic structure of the papers. If the similarity value is higher than
threshold, which is determined experimentally, the user paper is decided to be
correct one, and otherwise that is incorrect one.

Figure 2 shows the whole process for the intelligent grading briefly.

4 Experimental results

4.1 Data and Experiment

For the experiments, we extracted 30 descriptive questions from a book named
’Proverbs’ (in Korean ’Ko-Sa-Seong-Eo’) [9]. 100 students were connected to
the grading system and took exams and 3,000 descriptive exam answer paper
examples were built for the experimental data. And we collected more than one
model papers for a question in consideration of the usage of synonym words by
users. We collected 38,727 Korean newspapers articles for the corpus. And we
extracted 40,376 indexed terms from the corpus by using the Hangul (Korean
characters) Morphological Analyzer[8]. And we decided the dimension size of
PLSA to be 200 and the iteration number for the EM algorithm of the PLSA to
be 50.

And we added another experiment of their simple ensemble model expressed
like,

Ens = wsf(sims) + wgf(simg) + wpf(simp). (5)

where wα means an weight value for α model, such as SVSM (s), GVSM (g),
and PLSA (p) and the same as simα. The weight value is extracted from
‘(100 − Total)/100’ in table 1. And f(β) is a function returning 1 if β ≥
thresholdα, meaning that the model decided that the answer paper is correct,
and 0 otherwise. Finally, if Ens ≥ thresholdens then the paper could be decided
to be correct. The value of each threshold is decided empirically. A term ‘Ens’
appearing in tables below means the simple ensemble model constructed by an
expression (5).

For the question “What is the meaning of Koo-Sa-Il-Saeng(‘a narrow escape
from death’ in English)”, there may be several model answers including “to have
a narrow escape after undergoing many crises to death”. After taking exams, the
system receives various answer papers including “to be barely brought to life”
and “to overcome difficulties with troubles” from users. The first answer gets
score of 0.35, 0.64, and 0.80 from SVSM, GVSM and PLSA respectively. And
the second one gets 0, 0, and 0.41. Finally the system decides the first one to be
correct and the second one to be incorrect because the score from PLSA is less
than empirical threshold value of 0.7.
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Table 1. Failure Ratio. Numbers in each cell mean the ratio of failure. In the second
row(‘correct’), the numbers of each cell mean the failure ratio of papers decided as
correct ones by models. The third row shows the same one as the second one, except
that the papers are to be decided as incorrect ones. The last row means the total failure
ratio of each model

SVSM GVSM PLSA Ens
correct 3.3 6.3 7.5 4.4

incorrect 54.2 60.8 46.8 46.6
total 33.47 42.67 26.8 26.4

Table 2. The number of each cell means the percentage numbers showing the propor-
tion of each reason of failures in each model

VSM GVSM PLSA Ens
1 42.37 53.75 70.97 61.54
2 44.07 37.5 12.9 15.38
3 1.69 2.5 6.45 7.69
4 6.78 3.75 6.45 11.54
5 5.08 2.5 3.23 3.85

4.2 Evaluation of Experiments

Table 1 shows the failure ratio in marking results.
In table 1, the intelligent grading system has much failure when grading the

paper to be incorrect. It tells that the intelligent algorithms have much difficulties
in understanding the latent semantics in papers. However, PLSA has the best
performance in finding the latent semantics. The deficiency of data needed in
building semantic kernels is seemed to be the major reason of the failure.

And we analyzed the cause of grading failure generated from each model.
The followings are the causes of the failure.

§1. Indexed terms were omitted in a semantic kernel.
§2. Model papers did not include various synonym terms used in students

papers.
§3. No special reason to be classified.
§4. Learners’ answer papers did not include keywords required by human exam-

iners.
§5. A human examiner could not find syntantic errors in papers.

Table 2 shows the proportion of above cases in each models’ failure.
In case 1, PLSA has much distinguishable result compared to other models. It

says that PLSA is much affected by indexed terms. For the better accuracy, the
size of indexed terms should be increased. However, PLSA has lower proportion
of case 2 than other models. PLSA is more robust when the learner’s paper and



1146 Y.-S. Kim et al.

the examiner’s paper don’t have shared terms. From the result, we can infer that
the performance of PLSA is less affected by the model papers directly written
by examiners. And PLSA reflects the latent semantic structure in collected data
better than other models.

5 Conclusion

We constructed an intelligent grading system based on a latent semantic kernel
of PLSA. We found that the PLSA has similar properties to human examiners
and represents the latent semantic space better than other models. For future
work, we, firstly, should build corpus for a strong semantic kernel, with a larger
volume and more various domain-specific characteristics. Secondly, more robust
semantic kernel models are required to be designed by extending and combining
the existing kernel models like PLSA. And finally, a method of combining syn-
tactic structure of papers should be found for overcoming the limitation of bag
of words methodology.
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Abstract. The conversational agent understands and provides users with proper 
information based on natural language. Conventional agents based on pattern 
matching have much restriction to manage various types of real dialogues and 
to improve the answering performance. For the effective construction of con-
versational agents, we propose a domain-adaptive conversational agent that in-
fers the user’s intention with two-stage inference and incrementally improves 
the answering performance through a learning dialogue. We can confirm the 
usefulness of the proposed method with examples and usability tests. 

1   Introduction 

Conversational agents have been studied as an effective interface to understand and 
respond to users. Conversations are not only convenient but also abundant and flexi-
ble for users to express what they want [1]. Pattern matching, one of popular methods 
for constructing the conversational agent, works favorably at a sentence, but it is not 
feasible to understand a dialogue in which context should be considered [2]. And the 
performance of conversational agents is mainly subject to the quality of dialogue 
management and the quantity of knowledge-base. Even with an excellent dialogue 
manager, the answer performance might be limited by the size of knowledge-base. 
Constructing knowledge-base has many difficulties encountered in knowledge engi-
neering for expert systems. Scripts are usually designed by hand, and it costs much 
time and effort [3]. Furthermore, designers should be intelligent in analyzing the 
domain and designing scripts, since the quality of scripts affects on the answering 
performance.  

For the construction of effective conversational agents, at first in this paper, we de-
velop the architecture of two-stage dialogue management. Then, we propose an inter-
active knowledge acquisition method to construct scripts for the pattern matching of 
the proposed conversational agent.  

2   Knowledge Acquisition from Natural Language Sources 

As a basic means of the representation of information, natural language sources are 
obtainable in large quantities from the web and other materials. It might be successful 
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when we utilize them to construct the knowledge base of intelligent agents instead of 
manual processing. If the data are static, the acquisition of information from them 
might be easy. In many cases, however, natural language sources are variable so that it 
is very difficult to extract useful information from them [4]. The knowledge acquisi-
tion from natural language sources has long been studied, and recently there are many 
works on extracting semantic or structural information from web pages [5]. 

Model-based approach is a conventional knowledge acquisition method, which 
employs in constructing the knowledge base of expert systems [4]. It defines the static 
knowledge representation of a target domain as a model, and collects necessary infor-
mation from documents to complete the model. It uses templates or frames on the 
target domain to effectively process information, and it provides a brief process to 
understand [6]. Recently, the knowledge acquisition using the ontology awakes inter-
est. Comparing with the model-based approach, it extracts rather deep semantic and 
structural information from documents. Especially it is now applied to acquire infor-
mation by analyzing semantic structures not only within a web page but also between 
web pages [7]. 

There are some other works on the knowledge acquisition from dialogue not from 
simple natural language documents. Lauria et al.[8] tried to construct the course of the 
movement of a robot by natural language instructions. However, it just manages the 
dialogues of lower level such as simple commands, contrary to real conversation. 

3   Proposed Conversational Agent  

As shown in Fig. 1, the proposed conversational agent is composed of two parts: dia-
logue manager and knowledge manager. Dialogue manager deals with and responds to 
the  user’s  query using the inference engine. If dialogue manger dose not understand a 
 

 

Fig. 1. The proposed conversational agent 

 

Fig. 2. Overview of the two-stage dialogue 
management 

 
query, the query is regarded as a learning dialogue and knowledge manager is exe-
cuted. With a series of knowledge acquisition procedures, a script composed of pat-
terns and responses is generated to be appended to knowledge-base. Since knowledge 
acquisition is conducted by conversation, it is easy to construct a domain-adaptive 
knowledge-base. 
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3.1   Two-Stage Inference for Dialogue Management 

For efficient inference, useful words are extracted from the input query by  
preprocessing. These words are used to infer the user’s intention as shown in Fig. 2. 
The inference process is divided into two steps: Bayesian network and pattern match-
ing. Analyzing queries in stages makes it feasible to infer the detailed intention of the 
user and to model the context of conversation. Dividing knowledge-base, furthermore, 
improves the scalability and portability of conversational agents. 

3.1.1   Topic Inference Using Bayesian Network 
As a counter proposal of simple pattern matching, Bayesian network has been applied 
to dialogue management for the effective and accurate response. We design Bayesian 
network to infer the topic of conversation, which leads to define the scope of dialogue. 
Bayesian network is hierarchically constructed with three levels based on their func-
tions: keyword, concept, and topic. Keyword level consists of words related to topics 
in the domain. Concept level is composed of the entities or attributes of the domain, 
while topic level represents the cases of entities whose attributes are defined. It is 
sometimes failed to infer the intention at one try, rather accumulating information 
through conversation is more efficient to infer the intention. 

Words extracted from preprocessing are used as evidences in this paper. 
Through inference, the highest probabilistic topic node is selected if the probability 
is over threshold. Then pattern matching associated with a topic selected is exe-
cuted to select a proper answer. If a topic is not selected, the proposed method tries 
mixed-initiative interaction to understand the user’s intention. Since concept level 
contains a part of information, the agent asks the user to collect more information. 
After the user provides more information about his intention, the agent attempts 
inference again. 

3.1.2   Answer Selection Using Pattern Matching 
Once a topic is selected as the topic of an input query, pattern matching using knowl-
edge-base  associated  with  the topic is performed to select an answer. When there are  

<SCRIPT> 
<TOPIC> topic </TOPIC> 
<PATTERN> words </PATTERN> 
<RESPONSE> answer </RESPONSE> 
</SCRIPT> 
<SCRIPT> 
<TOPIC> The location of school </TOPIC> 
<PATTERN> where is school </PATTERN> 
<PATTERN> know location school  </PATTERN> 
<RESPONSE> The school is located in Shinchon Dong. </RESPONSE> 
<RESPONSE> It is in Shinchon Dong. </RESPONSE> 
</SCRIPT> 

Fig. 3. Definition of a script 
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lots of scripts, the performance declines because of the redundancy of information. In 
this paper, we divide scripts into several groups based on their topics so as to reduce 
the number of scripts compared. A script is stored as XML form, and Fig. 3 shows the 
definition and example of a script. 

3.2   Pattern-Response Pairs Learning Through Dialogue 

The pattern of a script is composed of the topic and a set of words. The topic of a 
query is obtained by Bayesian network, while words are extracted by preprocessing. 
Therefore, a pattern is simply defined by combining them and generating the pattern 
part of a script. 

 

 

 

 
 

Fig. 4. Structure of the answer template 

 

Fig. 5. Overall procedure of the knowledge manager 

We consider the dialogue act of an input query to select a proper answer template 
for the generation of scripts. An automaton extracts a dialogue act, and 30 automata 
are designed for 30 dialogues. The subsumption architecture is adopted to select one 
dialogue act for a query. Each dialogue act has the corresponding answer template for 
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constructing a response. An answer template is defined as shown in Fig. 4, of which 
“class” means the dialogue act, and “question” is a sentence to collect information. 
An answer script is constructed by filling “requirement (information collected from 
the user)” into “answer (a template).” In this paper, we define 64 templates: three 
templates for each question dialogue act, and six positive/negative templates for each 
statement dialogue act. After all, an answer is constructed by completing the template, 
and saved as the response part of a script. 

The pattern-response pair is generated with a pattern and the responses. Fig. 5 
shows the overall procedure of the generation of a pattern-response pair. 

4   Experiments 

4.1   Examples 

The change of topics is common in real conversation, and the agent has to maintain 
the context of dialogue. Bayesian network of the proposed method models the context, 
and Dialogue 1 shows the example. Dialogue 2 shows the example of knowledge 
acquisition. Contrary to manual operations, a user only needs to provide what the 
agent requires through dialogue. It automatically performs all processes such as 
stemming words, defining dialogue act, and constructing answers.  

User: What is your professor’s 
telephone number? 

 Word (what, number, telephone, 
professor) 

 BN (topic: Professor’s phone number) 
Agent: Our professor’s phone number is 

2123-XXXX. 
User: What about you? 
 Word (what, you) 
 High probability nodes (phone-number, 

professor) 
 BN (topic: The phone number of Agent) 
Agent: I’m sorry, I don’t have any 

phone. 
User: Hmm, so what about email 

address? 
 Word (what, email, address) 
 High probability nodes (phone-number, 

Agent) 
 BN (topic: The email address of Agent) 
Agent: My email address is 

chatbot@sclab.yonsei.ac.kr. 

Dialogue 1. Context maintenance using 
Bayesian network 

User:   Where is the laboratory? 
Agent:  Hmm, I don’t know. Change mode to 

Knowledge acquisition. 
  analyzing query 
Agent:   Where is it? 
User:    It locates at 529, the 3rd engineering  

building, 134, Yonsei university. 
analyzing answer (requirement: 529, the 3rd 

engineering building, 134, Yonsei university) 
  generating the pattern-response pair 

<SCRIPT> 
<TOPIC> Laboratory’s location </TOPIC> 
<PATTERN> where laboratory </PATTERN> 
<RESPONSE> It locates at 529, the 3rd engineering building, 

134, Yonsei university </RESPONSE> 
<RESPONSE> 529, the 3rd engineering building, 134, Yonsei 

university </RESPONSE> 
<RESPONSE> It is at 529, the 3rd engineering building, 134, 

Yonsei university </RESPONSE> 
</SCRIPT> 

User:   Where is the laboratory? 
Agent:  It locates at 529, the 3rd engineering 

building, 134, Yonsei university 

Dialogue 2. Knowledge acquisition by the pro-
posed method 
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4.2   Usability Test 

At first, we have collected a number of dialogues from 8 subjects performing 3 tasks 
that request to search information. 25 simple queries, 11 context-maintaining dia-
logues, and 11 mixed-initiative dialogues are collected. These numbers show that 
missing or spurious words are included in real conversation. We have compared with 
simple pattern matching (SPM) using these dialogues, and Table 1 shows the result. 
The result shows that the proposed method is superior to SPM, since it manages vari-
ous types of dialogues while SPM fails to respond.  

Table 1. Comparative result with simple pattern matching 

Task 1 Task 2 Task 3 Retrieval rate (RR) 
Average interactions (AI) RR AI RR AI RR AI 

Training 92.5% 1.5 95% 2.7 93.2% 4.4 
SPM 

Test 87.3% 1.6 86.3% 2.7 87.7% 4.6 
Training 100% 1.2 100% 2.1 100% 4.0 Proposed 

method Test 92.3% 1.4 96% 2.3 91.7% 4.5 

For knowledge acquisition, we have experimented the usability test comparing 
with the manual construction of the knowledge base. 50 dialogues are used as training 
data to construct pattern-response pairs, while other 50 dialogues are used as test data. 
Experts and novices perform the experiment. Table 2 shows the result of the usability 
test for knowledge acquisition. 

Table 2. Result of the usability test for knowledge acquisition 

Manual construction Proposed method 
 

Experts Novices Experts Novices 

Pattern-response pairs 
generated 

50 50 44 44 

File size 28 KB 30 KB 24 KB 24 KB 

Construction time 20 min. 1 hour 5 min. 8 min. 

Training 92% 84% 100% 96% 
Accuracy 

Test 84% 82% 88% 86% 
User satisfiability (0~5) 2 1 4 4 

For queries having the same pattern, designers do not recognize them manually 
while they notice that case with the proposed method. Therefore, it reduces the size of 
knowledge base. In terms of construction time and the users’ satisfiability, the pro-
posed method is outstandingly superior to the manual construction. 
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5   Concluding Remarks 

In this paper, we have constructed the conversational agent using two-stage dialogue 
management and its knowledge acquisition. Bayesian network used in dialogue man-
agement provides more flexible and detailed inference to manage various types of 
dialogues. In order to construct domain adaptive conversational agents, we have also 
proposed interactive knowledge acquisition. It is familiar and effective to collect 
useful knowledge to construct pattern-response pairs from learning dialogues. The 
example and the usability test have demonstrated the usefulness and power of the 
proposed method comparing with conventional approaches, especially for novices. 
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Abstract. We present a new feature extraction method for robust speech
recognition in the presence of additive white Gaussian noise. The pro-
posed method is made up of two stages in cascade. The first stage is de-
noising process based on the wavelet domain hidden Markov tree model,
and the second one is reduction of the influence of the residual noise in
the filter bank analysis. To evaluate the performance of the proposed
method, recognition experiments were carried out for noisy speech with
signal-to-noise ratio from 25 dB to 0 dB. Experiment results demonstrate
the superiority of the proposed method to the conventional ones.

1 Introduction

The performance of speech recognition systems generally degrades severely when
training and testing are carried out in different environments. Even when training
and testing are carried out in the same environment, improvement of recognition
performance cannot be achieved for additive background noise with a signal-to-
noise ratio (SNR) less than 10 dB [1]. To minimize the drop of performance
for speech corrupted by background noise, various methods have been proposed
[2–4] have presented a new framework for statistical signal processing based
on wavelet domain hidden Markov model (HMM) that concisely models the
statistical dependencies and non-Gaussian statistics encountered in real-world
signals.

In this paper, we propose a new feature extraction method for robust speech
recognition. It is made up of two stages in cascade. The first stage is denoising
process based on the wavelet domain hidden Markov tree (HMT) model, and
the second one is reduction of the influence of the residual noise in the filter
bank analysis. In the first stage, the noise is estimated from the noisy signal us-
ing the HMT-based denoising method. Then, for feature parameter extraction,
weighted filter bank analysis is performed with the weighting value to subtract
some amount of energy proportional to the energy of estimated noise at each
band. The proposed method shows remarkable performance improvement com-

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1154–1159, 2004.
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pared to the commonly used spectral subtraction method in the recognition
experiments.

This paper is organized as follows. Section 2 describes the HMT-based de-
noising method and the residual noise remained in the enhanced speech. Then
the proposed feature extraction scheme using the HTM-based denoising and
weighted filter bank analysis is explained in section 3. Experimental condition
and results are shown with our discussions in section 4. Finally the conclusion
is given in section 5.

2 HMT Based Denoising and Residual Noise

The locality and multiresolution properties of the wavelet transform have proven
very useful for removing noise components from the noisy signal [6, 7]. The HMT
model represents wavelet coefficients as state variables across scale. It is a graph,
as shown in Figure 1, with tree-structured dependencies between state variables.
A signal denoising method based on the HMT model presented in [5] is given
in Figure 2. We applied this method to removal of noise components from the
noisy speech. For this an eight-scale wavelet decomposition with ’db7’ mother
wavelet is performed, and the number of possible states at each node was set to 2.
Figure 3 shows an example of noisy and enhanced speech signals for a sentence.
In this figure, it is shown that considerable amounts of noise still remain in the
enhanced speech.

Fig. 1. Tiling of the time-frequency
plane and tree structure for HMT
model

Fig. 2. Block diagram for HMT-based
denoising in [5]

Figure 4 shows typical temporal sequences of log filter bank energy (FBE)
for clean speech, enhanced speech, estimated noise, and the residual noise. We
can see that the residual noise has a great variance at initial and final silence
regions, short pause intervals in the sentence while variance is small in the regions
of having large speech energy, i.e., high SNR regions. The estimated noise also
shows similar patterns in the silence regions of residual noise. Therefore it would
be helpful for robust feature extraction if we can reduce the influence of residual
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Fig. 3. An example of noisy speech (top)
and enhanced speech (bottom) for SNR
of 10 dB

Fig. 4. Typical temporal sequences of
logFBE for clean speech(solid), enhanced
speech(dashed), estimated noise(dotted),
and residual noise(dotted bottom) after
HMT-based denoising

noise in the filter bank analysis stage. We can do this by subtracting some
amount of energy at each band depending upon the variance of residual noise.
Since a priori knowledge about the residual noise is not available in real situation,
however, the estimated noise obtained from the HMT-based denoising stage can
be used for it.

3 Proposed Feature Extraction Scheme

In the previous section, we have shown that the residual noise in the enhanced
speech has much influence on the band where signal energy is low. To reduce the
influence of the residual noise in feature extraction, we propose a new feature
extraction method using the HMT-based denoising and weighted filter bank
analysis. Figure 5 shows the block diagram of the proposed method. First noisy
speech, y(m) is separated into enhanced speech, x̂(m) and estimated noise, n̂(m)
using the HMT model. Through the filter bank analysis for the estimated noise,
n̂(m), the weighting value λi is computed for each band. Then, mel-frequency
cepstral coefficients(MFCC) are computed from the weighted filter bank analysis
outputs as robust features.

Figure 6 shows the block diagram of filter bank analysis to get the weighting
value in the weighted filter bank analysis from the estimated noise signal. The
estimated noise frame, n̂(m), where 1 ≤ m ≤ N , is transformed into frequency
domain by applying a short-time Fourier transform (STFT), and then, power
spectrum, PN̂ (k) is calculated. Once power spectrum for each frame is found,
filter bank energy, ei is calculated through ith mel-scaled bandpass filter, Φi(k),
which is a normalized rectangular window function having the same area for all
filters. After logarithm is applied to the filter bank energies, weighting value, λi

is obtained from Equation (1).
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Fig. 5. Block diagram of the proposed feature extraction method

Fig. 6. Filter bank analysis with an estimated noise signal for computation of the
weighting value

λi =
log(ei)∑T

j=1 log(ej)
(1)

where T is the number of me-scaled normalized rectangular bandpass filters.
Once weighting value for each band is calculated, weighted filter bank analysis
is performed to reduce the influence of residual noise in log FBE domain with
Equation (2).

Weighted LogFBEi = (1− λi)LogFBEi (2)

where FBEi is ith filter bank energy of enhanced speech. Finally, a discrete co-
sine transform (DCT) is applied toWeighted LogFBEi to extract mel-frequency
cepstral coefficients for robust speech recognition.

4 Experimental Results

To evaluate the performance of the proposed method, recognition experiments
were carried out using Korean address database (DB). This corpus consists of
phrases containing connected three words, which is "city name - district name
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Table 1. Recognition results depending on SNR conditions (recognition rate of sen-
tence and word, respectively)

SNR Baseline SS HMT-based Proposed
method denoising method

25 dB 87.95 92.11 96.49 96.49
92.73 95.28 98.37 98.37

20 dB 60.78 84.21 94.24 94.61
75.94 91.19 97.58 97.74

15 dB 20.13 53.20 84.84 88.10
55.30 78.29 92.69 94.86

10 dB 0.57 10.35 64.79 71.80
34.56 54.70 82.71 86.63

5 dB 0 0.22 19.70 22.21
12.12 30.40 54.58 55.83

0 dB 0 0 0.54 0.39
0 15.63 23.08 23.25

- block name" in order. Here we regard a phrase as a sentence for convenience.
Each sentence contains short period of silence region before and after clean
speech region. All the data were digitized with sampling rate of 16 kHz, and
16 bits/sample quantization. This DB consists of 7176 training sentences from
36 male and female speakers and 800 testing sentences from 4 male and female
speakers. To simulate various noisy conditions, the testing sentences were cor-
rupted by the additive white Gaussian noise with SNR conditions from 25 dB
to 0 dB.

The baseline recognition system was implemented on HTK [8] with contin-
uous density HMM models. Triphone model was used as a basic acoustic unit.
Each unit has a five-state continuous mixture HMM having a simple left-to-right
structure with skipping. Each state has 5 Gaussian mixtures with a diagonal
covariance matrix. Finite state network was constructed for connected 3-word
strings. Using a hamming windowed analysis frame length of 20 ms, a 13th-order
static cepstral coefficient vector was obtained with a set of 24 Mel-spaced rect-
angular filters at a frame rate of 100 Hz. The resulted 13-dimensional features
plus their delta and delta-delta features, in other word, totally 39-dimensional
features were used for speech recognition.

To evaluate the recognition performance of the proposed feature extraction
method as well as HMT-based denoising method, they were compared with the
commonly used spectral subtraction (SS) method. Table 1 shows the correct
recognition rate of sentence and word, respectively, for each method as a function
of the signal-to-noise ratio. It is shown that at the SNR of 25 dB both proposed
method and HMT-based denoising method achieved almost the same accuracy
as that of the clean speech with a baseline system. When the SNR is 15 dB, the
proposed method improved the sentence recognition rate from 20.13 % to 88.10
% , and word recognition rate from 55.30 % to 94.86 % while SS method achieved
53.20 % and 78.29 % for sentence and word, respectively.
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The experimental results indicate that the proposed method achieves remark-
able performance improvement especially when the SNR is low. It says that the
proposed method that subtracts some amount of energy proportional to the
energy of estimated noise at each band is a reasonable and good approach to
reduce the influence of residual noise, and to increase the robustness of the ex-
tracted features. When the SNR becomes extremely low like 5 dB or less, the
recognition rate gets very poor even though the proposed method shows better
performance than other ones. It is believed that this is due to the difficulty of
accurate estimation of the noise from the noisy signal.

5 Conclusions

In this paper, a new feature extraction method that combines both HMT-based
denoising and weighted filter bank analysis is proposed for robust speech recogni-
tion. It makes use of the estimated noise signal to obtain the weighting value that
is needed for weighted filter bank analysis. Experimental results for noisy speech
showed remarkable performance improvement compared to the commonly used
spectral subtraction method. The proposed method showed more performance
improvement especially when the SNR becomes low.
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Abstract. For a free-word order language such as Korean, case mark-
ing remains a central topic in generative grammar analyses for several
reasons. Case plays a central role in argument licensing, in the signalling
of grammatical functions, and has the potential to mark properties of
information structure. In addition, case marking presents a theoretical
test area for understanding the properties of the syntax-morphology in-
terface. This is why it is no exaggeration to say that parsing Korean sen-
tences starts from work on the case system of the language. This paper
reports the project that develops a Korean Resource Grammar (KRG,
Kim and Yang 2004), built upon the constrain-based mechanisms of fea-
ture unification and multiple inheritance type hierarchies as an extension
of HPSG (Head-driven Phrase Structure Grammar), and shows that the
results of its implementation in the Linguistic Knowledge Building Sys-
tem (cf. Copestake 2002) prove its empirical and theoretical efficiency in
parsing case-related phenomena.

1 Formation of Case-Marked Elements

Nominal expressions allow various particles (including case markers) to be at-
tached but in strict ordering relationships, as exemplified in the traditional tem-
plate in (1)a and one example in (1)b (Kim 1998):

(1) a. N-base – (Hon) – (Pl) – (PostP) – (Conj) – (X-Delim) – (Z-Delim)
b. sensayng + (nim) + (tul) + (eykey) + (man) + (i)

teacher + Hon + Pl + Postp + only + NOM
‘to the (honorable) teachers only’

As observed in (1)a, the GCASE markers such as NOM, ACC, and GEN
can appear only in the final position, called Z-Delim(iter) position, whereas the
SCASE markers (GOAL, LOC, etc) occupy the PostP position. We treat the
particles as suffixes attached to the nominal stems in the lexicon by a step-by-step
process based on the hierarchy in (2). The building process of nominal elements
thus starts from the basic lexical elements of the type nom-lxm (nominal-lexeme),
moving up to a higher type while any of these processes can be skipped and

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1160–1166, 2004.
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then directly be realized as (pumped up to) a word element in syntax.1 Thus the
attachment of the plural suffix to the nom-lxm will generate nom-pl, and that of
a postposition suffix will produce a nom-p element.

(2) nominal

nom-zdel-stem v-ger

nom-xdel-stem nom-zdel

nom-conj-stem nom-xdel n-cmkr n-dmkr

nom-p-stem nom-conj

nom-pl-stem nom-p

nom-lxm nom-pl

The constraints on each type place restrictions on the ordering relationship
among nominal suffixes, as exemplified in (3):

(3) a. nom-p → [STEM nom-pl-stem]
b. nom-zdel → [STEM nom-xdel-stem]

These constraints mean that the type nom-p requires its STEM value to be
a type of nom-pl-stem, and the type nom-zdel specifies its STEM value to be
nom-xdel-stem. These constraints explain why (4)a is well-formed, but not (4)b:

(4) a. [nom−p [nom−pl sensayngnim-tul]-eykey] ‘teacher-PL-DAT’
b. *[nom−p [nom−zdel sensayngnim-nun]-eykey] ‘teacher-TOP-DAT’

The type nom-pl in (4)a is a subtype of nom-pl-stem, and this thus observes
the constraint in (3)a. However, in (4)b, the type nom-zdel cannot serve as the
STEM value of the postposition -eykey according to (3)a since it is not a subtype
of nom-pl-stem.

2 Case Constraints in Syntax

Once we have the right generation of nominal elements with case information,
the next issue is how argument-selecting heads and grammar rules contribute
their case information to nominal elements. Phenomena such as case alternation
illustrated in (5) make it hard to attribute to the case as lexical properties:

1 This is one main difference from verb-lxm. As noted, only v-free elements can become
a v-word that can appear in syntax.
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(5) a. John-i nokcha-ka/*lul coh-ta
John-NOM green.tea-NOM/*ACC like-DECL
‘John is fond of green tea.’

b. John-i nokcha-lul/*ka coh-a hanta
John-NOM green.tea-ACC/*NOM like-COMP do
‘John likes green tea.’

Our analysis adopts the lexeme-based lexicon where all the verbal lexemes
will minimally have the following information:

(6)
⎡⎢⎢⎣

v-lxm
ORTH 〈ilk-〉
ARG-ST 〈NP

[
GCASE vcase

]
, NP
[
GCASE vcase

]
〉

⎤⎥⎥⎦
This means that any element in the ARG-ST gets the value vcase as its

GCASE value: the vcase value can be either nom or acc in syntax. The elements
in the ARG-ST will, in accordance with a realization constraint, be realized as
SUBJ and COMPS in syntax as indicated in the following:

(7)
⎡⎢⎢⎢⎢⎢⎢⎢⎣

〈ilk-ess-ta ‘read-PST-DECL’ 〉

SYN

⎡⎢⎣HEAD | POS verb

VAL

[
SUBJ 〈 1 〉
COMPS 〈 2 〉

]⎤⎥⎦
ARG-ST 〈 1 NP

[
GCASE vcase

]
, 2 NP

[
GCASE vcase

]
〉

⎤⎥⎥⎥⎥⎥⎥⎥⎦
With this declarative verb ilk-ess-ta ‘read-PST-DECL’, the SUBJ element

can be nom whereas the COMPS can be acc, but not the other grammatical
case value as noted in (8):

(8) John-i/*ul chayk-ul/*i ilk-ess-ta
John-NOM/ACC book-ACC/NOM read-PST-DECL
‘John read a book.’

Then, the question is which part of the grammar makes sure the SUBJ is
nom whereas COMPS is acc. The determination of case value in the VAL is not
by a lexical process but imposed by syntactic rules. That is, we assume that
Korean X′ syntax includes at least the Head-Subject Rule encoded in the LKB
as the following feature description:

head-subj-rule := hd-arg-ph &
[ SYN.VAL [ SUBJ <>,

COMPS #2 ],
ARGS < #1 & [ SYN.HEAD [ CASE.GCASE nom, PRD - ] ],

[ SYN.VAL [ SUBJ < #1 >,
COMPS #2 ] ] > ].
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The rule simply says that when a head combines with the SUBJ, the SUBJ
element is nom. As for the case value of a complement, it is a little bit more
complicated since there are cases where the nonsubject argument gets NOM
rather than ACC as in (5). In the language, nonagentive verbs like coh- assign
NOM to their complements. Reflecting this type of case assignment, we adopt
the head feature AGT (AGENTIVITY) and ramify the Head-Complement Rule
into two as the following:2

(9) a. Head-Complement Rule A:[
hd-comp-ph

]
⇒ 1

[
CASE | GCASE acc

]
, H

⎡⎣HEAD | AGT +

COMPS
〈
..., 1 ,...

〉⎤⎦
b. Head-Complement Rule B:[
hd-comp-ph

]
⇒ 1

[
CASE | GCASE nom

]
, H

⎡⎣HEAD | AGT −
COMPS

〈
..., 1 ,...

〉⎤⎦
Within this system, we then do not need to specify nom to the nonsubject

complement of psych verbs, diverging from the traditional literature. Just like
other verbs, the complement(s) of such psych verbs like coh-ta ‘like-DECL’ will
bear just vcase, as a general constraint on verbal elements as represented in
(10)a:

(10)
⎡⎢⎢⎢⎣

HEAD

[
POS verb
AGT −

]
ARG-ST

〈
NP
[
GCASE vcase

]
, NP
[
GCASE vcase

]〉
⎤⎥⎥⎥⎦

This lexical information would then project the following structure for (5):

(11)
VP⎡⎣hd-comp-ph

HEAD 1

SUBJ 〈 2 〉

⎤⎦

3 NP [ GCASE nom ]

V

⎡⎢⎣HEAD 1 [ AGT − ]
COMPS 〈 3 〉
ARG-ST 〈 2 [vcase], 3 [vcase] 〉

⎤⎥⎦
nokcha-ga coh-ta

2 The positive value of the AGT (AGENTIVITY), similar to STATIVITY, is assigned
to the verbs that have an external argument whereas the negative value is assigned
to those with no external argument.
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As noted here, the verb coh-ta ‘like’ bears the head feature [AGT −]. This
means that the complement of this verb will get NOM even though in the ARG-
ST its case value is vcase. This is guaranteed by the Head-Complement Rule B
in (9).

3 Some Merits of the Feature Unification

3.1 Two Nominative Cases

One tricky case pattern in the language is the double occurrence of nominative
markers:

(12) sensayngnim-kkeyse-man-i o-si-ess-ta
teacher-HON.NOM-only-NOM came
‘Only the honorable teacher came.’

The marker -kkeyse here functions as a honorific subject marker and falls the
same morpholoigcal slot as the postposition marker. This marker cannot mark
nominative objects or adjuncts: It marks only honorable nominative subjects.
This implies that the stem produced by the attachment of kkeyse carries at least
the following information:

(13)
⎡⎢⎢⎢⎣

〈sensayngnim-kkeyse ‘teacher-HON.NOM’〉

HEAD

⎡⎣POS noun
HON +
CASE | GCASE nom

⎤⎦
⎤⎥⎥⎥⎦

The [GCASE nom] value accounts for why this stem can combine only with
the nominative marker. If we attach an accusative marker there will be a clash
between [GCASE acc] and [GCASE nom]. This is not a possible feature unifica-
tion:

(14)

*

⎡⎢⎢⎢⎢⎢⎢⎣
〈sayngkakha-kkeyse-man-ul ‘teacher-HON.NOM-DEL-ACC’〉

HEAD

⎡⎢⎢⎢⎣
POS noun
HON +

CASE

[
GCASE nom
GCASE acc

]
⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎦
3.2 Case Omission and Delimiters

Another welcoming consequence of the present analysis in which the unification
and subsumption operations of feature structures play key roles in the KRG
comes from phenomena where case markers are not realized or replaced by de-
limiters. One main property of case markers is that they can be omitted or can
be replaced by delimiters in proper context:
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(15) haksayng-(tul) chayk-(to) ill-ess-e
student-PL book-even read
‘Students even read a book.’

The basic lexical entries for the words in (15) would be something like the
following:

(16)

a.

⎡⎢⎢⎣
〈ilk-ess-e ‘read-PST-DECL’ 〉
HEAD | AGT +

ARG-ST 〈NP
[
GCASE vcase

]
, NP
[
GCASE vcase

]
〉

⎤⎥⎥⎦

b.

⎡⎢⎢⎢⎢⎣
〈
haksayng-tul ‘student-PL’

〉
HEAD

⎡⎣POS noun

CASE
[
GCASE gcase

]⎤⎦
⎤⎥⎥⎥⎥⎦ c.

⎡⎢⎢⎢⎢⎣
〈
chayk-to ‘book-also’

〉
HEAD

⎡⎣POS noun

CASE
[
GCASE gcase

]⎤⎦
⎤⎥⎥⎥⎥⎦

Note that the nouns here, projected to NPs, are not specified with any gram-
matical case value even though they may have semantic information coming from
the delimiters. The present analysis generates the structure (17) to the sentence
(15). As represented in the tree structure, since gcase is supertypes of nom and acc,
there is no unification failure between the case information on the lexical element
and the case requirement imposed by the Head-Subject and Head-Complement
Rule. For example, in accordance with the Head-Complement Rule A, the com-
plement of the agentive head must be acc, but the complement itself bears gcase.
Since gcase is the supertype of acc, there is no feature clash. The case hierarchy,
together with the feature unification and subsumption, thus allows us to capture
no realization of the case markers in a straightforward manner.

4 Testing the Feasibility of the System and Conclusion

The KRG we have built within the typed-feature structure system and well-
defined constraints, eventually aiming at working with real-world data, has been
first implemented into the LKB. In testing its performance and feasibility, we
used the 231 (grammatical and ungrammatical) sentences from the literature
and 292 sentences from the SERI Test Suites ’97 (Sung and Jang 1997) designed
to evaluate the performance of Korean syntactic parsers:

(17)

# of Sentences # of Words # of Lexemes
SERI 292 1200 2679
Literature 231 1009 2168
Total 523 2209 4847

Of the 2209 words, the number of nominal elements is 1,342. These nominal
elements include total 1,348 particles, which can be classified as follows:
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(18) NOM ACC GEN Delimiter Semantic cases Vocative Total
Number 514 401 14 152 265 2 1,348

As the table shows, the system correctly generated all the GCASE or SCASE
marked words as well as delimiter-marked elements in the literature and Test
Suites. The KRG lexicon, build upon the type hierarchy with relevant constraints
on each type, generate all these elements and the Case Constraints in syntax
properly licensed these in the grammar. In terms of parsing sentences, the KRG
correctly parsed 274 sentences out of 292 Seri Test Suites and 223 out of 231 liter-
ature sentences, failing 26 sentences (497 out of 523 sentences). Failed sentences
are related to the grammar that the current system has not yet written. For
example, the SERI Test Suites include examples representing phenomena such
as honorification, coordination, and left dislocation of subject. It is believed that
once we have a finer-grained grammar for these phenomena, the KRG will re-
solve these remaining sentences. Another promising indication of the test is that
its mean parse (average number of parsed trees) for the parsed sentences marks
2.25, controlling spurious ambiguity at a minimum level.

As noted here, the test results provide clear evidence that the KRG, built
upon typed feature structure system, offers high performance and can be ex-
tended to large scale of data. Since the test sentences here include most of the
main issues in analyzing the Korean language, we believe that further tests for
designated corpus will surely achieve nearly the same result of high performance
too.
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Abstract. The Belief-Desire-Intention (BDI) model of agency is an architecture
based on Bratman’s theory of practical reasoning. Hierarchical Task Network
(HTN) decomposition on the other hand is a planning technique which has its roots
in classical planning systems such as STRIPS. Despite being used for different
purposes, HTN and BDI systems appear to have a lot of similarities in the problem
solving approaches they adopt. This paper presents these similarities.A systematic
method for mapping between the two systems is developed, and experimental
results for different kinds of environments are presented.

1 Introduction

The Belief-Desire-Intention (BDI) [1] agent development framework (e.g. JACK [2] and
PRS [3]) appears in many ways to be very similar to the Hierarchical Task Network
(HTN) approach to planning (e.g. UMCP [4], SHOP [5]), although the former arises
out of the multi-agent systems community, while the latter arises out of the planning
community.

Both BDI and HTN systems use a notion of decomposition, and flexible composition
of parts, although BDI systems are primarily used for deciding goal directed agent actions
in dynamic environments, while HTN systems are used for formulating a plan which is
later executed.

Earlier research (e.g. [6, 7]) mentions similarities between HTN planning and BDI
style execution. The work most closely related to ours is in the ACT formalisms of the
Cypress system [7]. Work done for Cypress is different to our work in that ACT is an
interlingua that enables the two systems to share information, whereas we provide a
mapping between HTN and BDI systems. Furthermore, the HTN planner in Cypress is
a partial-order HTN planner, whereas we use a total-order (hereafter referred to simply
as HTN) HTN planner.

Despite the close similarities of HTN and BDI systems, there does not appear to be
any work done which systematically contrasts and compares the core approaches and
algorithms developed in the two communities. This paper provides a detailed comparison
between the two approaches, including a mapping from HTN to BDI representations. We
also explore the efficiency of the underlying algorithms of the two kinds of systems, via
experimentation in varying situations. This work provides a basis on which application

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1167–1173, 2004.
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developers can choose the preferred implementation platform, as well as providing some
insights into how frameworks in either paradigm may be improved.

2 Similarities and Differences Between HTN and BDI

Both HTN planners and BDI agent execution systems create solutions by decomposing
high level tasks (or goals) into more specific tasks and primitive actions. The tasks as
well as the decomposition methods (or plans) are specified by the programmer in both
cases.

However, the systems (usually) serve a different purpose in that HTN planners are
used to efficiently find a plan, which can then be executed, whereas BDI systems are
used to guide execution in real time. There is some work on interleaving planning and
execution, using HTN planners [6], which is then very similar in style to BDI execution
and is therefore suitable for guiding actions in dynamic environments. BDI systems
can also be used to search for a solution before executing it, in situations where this is
appropriate or desirable.

PayDriverEftposPayDriverCashPayDriverCashWait

Wait−At−Stop Pay−Driver

Bus Walk Taxi

Pay−Driver

Go−To−Destination

VisitPlaces

Visit

Fig. 1. Goal-plan hierarchy in BDI or Task-network in HTN

An example of a goal-plan hierarchy in BDI or a task network in HTN is shown in
Figure 11. In this Figure, circles represent BDI goals or HTN abstract tasks and rectangles
represent BDI plans or HTN methods. The hierarchy begins by having a goal/task to
make a visit which can be achieved by (decomposed into) the VisitPlaces plan (method).
This plan (method) has a goal (task) to go to the destination which in turn can be achieved
by (decomposed using) one of the three plans (methods): Bus, Walk or Taxi, etc.

The fact that this structure can equally well represent an HTN task network, or a BDI
goal-plan tree, indicates a certain similarity between the systems. Also, the approach
of returning to try an alternative path through the tree if difficulties are encountered, is
similar in both cases.

However reasons for “backtracking” in this structure are subtly different. BDI sys-
tems will backtrack only if there has been some failure - usually caused by some change
in the environment, or by the lack of complete predictability of actions. HTN systems
backtrack when a solution that has been pursued, turns out not to work. There is no op-
portunity for discovering problems within the environment, during the planning process.

1 This example was taken from [5] and extended.
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If we are to compare execution of HTN and BDI systems we need to choose a
particular HTN and BDI system to work with, and then map programs between the two
systems. The HTN system we use is JSHOP which is a Java version of the SHOP planner.
JSHOP is being used by the Naval Research Laboratory for Noncombatant Evacuation
Operations2. SHOP2 is a generalization of SHOP/JSHOP that won one of the top four
prizes in the 2002 International Planning Competition.

We have developed a systematic translation that we have used to convert JSHOP
programs to JACK programs. The translation deals with the main entities of JSHOP,
which are methods, operators and axioms [5], whereas the main entities of BDI according
to [8], are plans, goals or events and beliefs3.

3 Experimental Comparison

In its original form, BDI systems were designed for use in highly dynamic environments,
and HTN systems were designed for use when guaranteed solutions were necessary.
Some research also focussed on building hybrid systems that combine the useful (e.g. [6,
7]) properties of each system. In this section, we provide emperical foundations for past
and future work, by analysing how each system performs in different environments.
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Fig. 2. A: Solution time for JACK and JSHOP with increasing number of blocks, B: and C: JSHOP
and modified JSHOP (respectively) in a dynamic environment

In order to compare the performance of BDI and HTN algorithms under differing
problem sizes and environmental situations, we took examples of blocks world encoding
provided with JSHOP, extended these, and mapped to JACK, using the mapping men-
tioned previously. We then ran experiments to explore time and memory usage in static
and dynamic environments. The Blocks World domain was used because it can easily
be scaled to a range of problem sizes, and also because tested JSHOP encodings [5] for
the problem were already provided.

2 http://www.cs.umd.edu/projects/shop/description.html
3 We leave out the details due to space restrictions. See http://www.cs.rmit.edu.au/ ldesilva for a

more detailed paper.



1170 L. de Silva and L. Padgham

The JSHOP blocks-world domain representation as well as sample problems from
10 blocks to 100 blocks was provided with the JSHOP planner (originally obtained
from [9]). We used the problems provided and created additional problems for 110, 120,
130, 140 and 150 blocks by combining the 100 blocks problem with 10 blocks problems
(including block renumbering). We randomly selected one problem of each size, for
problems of size 10-100. Each problem was specified in terms of the start position of all
blocks, and a goal state specifying the position of all blocks.

The program encoding consisted of one compound task move, with four different
decompositions for achieving it, each having a different precondition. The primitive
actions consisted of four operators; pickup, putdown, stack and unstack. Due to space
constraints, refer to [9] for full details. An axiom was used to indicate whether a block
needed to be moved. This need-to-move(x) axiom (where x is a block) evaluates to true
or false based on whether one of a number of conditions are met. For example, need-
to-move(x) would be true if x is on the table and there is a goal state requiring x to be
on some other block. This heuristic allowed problems in this particular encoding of the
blocks-world to be solved without needing HTN style lookahead, since standard BDI
reasoning is not capable of such lookahead.

The mapping techniques we had developed were then used to translate from JSHOP
to JACK representation for each problem.

The experiments were run on a dedicated machine, running Linux Red Hat 8.0,
with an Intel Pentium IV - 2GHz CPU, and 512MB of memory. Each experiment was
an average of 10 runs. Measurements taken were time4/memory required to create a
solution. In JACK, the solution is found through execution in a simulator, whereas
JSHOP produces the solution as a list of actions, which is then executed in the simulator.

The experiments performed explored: 1) Runtime in static environments of size
10-150 blocks, 2) Runtime in dynamic environments of size 30 - 50 blocks, 3)
Memory usage in environments of size 10-100 blocks.

3.1 Runtime in Static Environment

The first experiment compared the time taken in both systems to find one solution, with
an increasing number of blocks. Figure 2A shows these results.

For Figure 2A, DeltaGraph5 showed that the time taken by JSHOP is approximately
0.03x2, which is quadratic, while time taken by JACK is approximately 0.02x, which
is linear. Statistical results also confirmed that these two graphs were significantly
different.

Further experiments to understand JSHOP’s quadratic performance revealed that
JSHOP’s precondition evaluation algorithm took at least 75 percent of the processing
time, in particular, its unification algorithm used from within theorem prover. The uni-
fication algorithm was not complex in itself, but had a high frequency of calls. A more
complete analysis of runtime in a static environment is left as future work.

Experiments for the memory usage of JSHOP and JACK using problem sizes of
10-100 blocks showed the same pattern as that of Figure 2A for unmodified JSHOP.

4 Using the time command, the CPU + system times spent in execution.
5 http://www.redrocksw.com/deltagraph/
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3.2 Runtime in Dynamic Environment

For these experiments a dynamic Blocks World environment was used, where a random
move action was introduced periodically. This simulated a situation where the environ-
ment is changing outside of the control or actions of the agent. The externally introduced
move action was selected by randomly choosing (source and destination) from among
the blocks that were currently clear. Differing rates of change were used, with the slowest
rate being the time taken to execute the entire solution in a static environment. We call
this time the optimal time (refer to Figure 2A). Slower change than this would of course
have no effect. The dynamism was increased each time by 10 percent of the slowest
rate.

For these experiments, executing the solution found by JSHOP was significant in
order to determine whether it actually reached the goal, given the changing environment6.
Failure could occur either when a planned action failed (for example due to a block to
be picked up, no longer being clear), or when the whole plan had been executed, but on
checking the goal had actually not been accomplished, due to environmental changes.
At the point of failure, JSHOP replanned from the new environmental state.

Figure 2B shows the time taken by JSHOP to find a solution for a problem of size
50 blocks, as the dynamism in the environment decreases.7 The horizontal dotted line
crossing the y axis at y=11.4, in Figure 2B, is the optimal time. As the dynamism
increases, the time taken to find a solution also increases at a rate of approximately x3.

This is because every time the environment changes, JSHOP has to replan for the new
environmental state, although usually it would have moved somewhat closer to the goal.
Therefore as the dynamism increases, the number of plans generated in order to find a
solution is likely to increase. The large standard deviation (dashed vertical lines) as the
dynamism increases is due to the variability in how much of an effect the environmental
change has on plans being created, due to whereabouts in a plan, a failure occurs.

Experiments with JACK in the same dynamic environment was linear, which showed
that the behaviour of JACK does not appear to be significantly affected by the rate at
which the environment changes (figure not shown due to space constraints). This is to be
expected as plans are chosen in the current environment immediately prior to execution.
In addition a plan choice commits only to relatively few steps, and so if it is affected
by environmental change, only relatively little time is lost. Experiments also shows that
there is not much standard deviation in the results, and that the standard deviation is
consistent, even with an increasing rate of change.

There is an increasing amount of work in adapting HTN planners to interleave ex-
ecution with planning (e.g. [6]), making them operate in some ways more like BDI
agent systems. We adapted JSHOP to execute each method directly after decompo-
sition, obtaining the experimental results shown in Figure 2C. Note that y=8.5 sec-
onds was the optimal time for finding a solution, when the first decomposition (with at
least one action) was immediately executed (as opposed to forming a complete
solution).

6 The changing environment here means the external environment that JSHOP finds solutions
for and not changes to the initial state during planning.

7 Results were similar for 30 and 40 blocks.
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We found the degradation of the system as dynamism increases to be similar to
that of JACK. Further, statistical tests showed that the behaviour of modified JSHOP is
significantly different to the behaviour of the original version of Figure 2B.

4 Discussion and Future Work

On the examples tested, the growth rate of JACK of finding a solution, compared to
JSHOP as problem size increases, is linear as opposed to polynomial. This has a signifi-
cant impact for large applications. Future work could include an analysis of JACK’s com-
plexity, in particular, its context condition evaluation, for a comparison with JSHOP’s
complexity in [4]. A complexity analysis may also enable HTN systems to benefit from
faster algorithms used by BDI systems (or at least by JACK).

Although our comparison used a single implementation of a BDI and total-order
HTN each system, we emphasise that we considered the formalisms [8, 5] of two state
of the art systems for our mapping.

Due to the similarity of the core mechanisms in the two paradigms, each can borrow
some strengths from the other. Since BDI systems allow real time behaviour in quite
dynamic domains, HTN systems can be made to behave like BDI systems in dynamic
domains by executing methods immediately after decomposition. Alternatively, BDI
agents could use HTN planning in environments when lookahead analysis is necessary to
provide guaranteed solutions. In situations where the environment is not highly dynamic,
BDI agents could use HTN lookahead to anticipate and avoid branches in the BDI
hierarchy that would prevent the agent from achieving a goal.

We also acknowledge that both types of systems have strengths and functionality not
covered in this work, which may well make them the system of choice for a particular
application.
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Abstract. This paper presents a formal method based on the high-level
semantics of processes to reason about continuous change. With a case
study we show how the semantics of processes can be integrated with
the situation calculus. Our aim is to overcome some limitations of the
earlier works and to realize the automated reasoning about continuous
change.

1 Introduction

In the real world a vast variety of applications need logical reasoning about
physical properties in continuous systems, e.g., specifying and describing physi-
cal systems with continuous actions and changes. The early research work on
this aspect was encouraged to address the problem of representing continu-
ous change in a temporal reasoning formalism. The research standpoint con-
centrated on specialized logical formalisms, typically of the situation calculus
and its extensions[7, 8, 6].

Whereas these previously described formalisms have directly focused on cre-
ating new or extending already existing specialized logical formalisms, the other
research direction consists in the development of an appropriate semantic as the
basis for a general theory of action and change, and applied to concrete calculi
[9, 1, 10, 11, 2].

In this paper, we present a formal method of integrating the semantics of
processes with the situation calculus to reason about continuous change. With
a case study we show how the semantics of processes can be integrated with the
situation calculus to reason about continuous change. In section 2, the semantics
of processes is described briefly. In section 3, an example domain is introduced,
and a conventional mathematical model is constructed. Section 4 shows the
method how to represent the semantics of processes in the situation calculus. In
section 5, we have the concluding remarks for this work.

2 The Semantics of Processes

In this section, we introduce the high-level semantics of processes [3] for reasoning
about continuous processes, their interaction in the course of time, and their
manipulation.
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Definition 1. A process scheme is a pair 〈C,F 〉 where C is a finite, ordered set
of symbols of size l > 0 and F is a finite set functions f: IRl+1 → IR.

Definition 2. Let N be a set of symbols (called names). A process is a 4-tuple
〈n, τ , t0, p〉 where

1. n ∈ N;
2. τ = 〈C,F 〉 is a process scheme where C is of size m;
3. t0 ∈ IR; and
4. p = (p1, . . . , pm) ∈ IRm is an m-dimensional vector over IR.

Definition 3. A situation is a pair 〈S, ts〉 where S is a set of processes and ts
is a time-point which denotes the time when S started.

Definition 4. An event is a triple 〈P1, t,P2〉 where P1 (the precondition) and
P2 (the effect) are finite sets of processes and t ∈ IR is the time at which the
event is expected to occur.

Definition 5. An event 〈P1, t,P2〉 is potentially applicable in a situation 〈S, ts〉
iff P1 ⊆ S and t > ts.

Definition 6. Let ε be a set of events and 〈S, ts〉 a situation, then the successor
situation Φ(〈S, ts〉) is defined as follows.
1. If no applicable event exists in ε then Φ(〈S, ts〉) = 〈S,∞〉;
2. if 〈P1, t,P2〉 ∈ ε is the only applicable event then Φ(〈S, ts〉) = 〈S′, ts〉 where

S′ = (S \ P1) ∪ P2 and ts′ = t;
3. Otherwise Φ(〈S, ts〉) is undefined, i.e., events here are not allowed to occur

simultaneously.

Definition 7. An observation is an expression of the form [t] ∝ (n) = r where
1. t ∈ IR is the time of the observation;
2. ∝ is either a symbol in C or the name of a function in F for some process

scheme 〈C,F 〉;
3. n is a symbol denoting a process name; and
4. r ∈ IR is the observed value.

Definition 8. A model for a set of observations Ψ (under given sets of names
N and events E ) is a system development 〈S0, t0〉, Φ(〈S0, t0〉), Φ2(〈S0, t0〉), . . .
which satisfies all elements of Ψ . Such a set Ψ entails an (additional) observation
ψ iff ψ is true in all models of Ψ .

3 An Example: Pendulum and Balls Scenario

We illustrate how an example, the interaction between a pendulum and balls that
travel along a 1-dimension space, can be formalized. As described in Figure 1,
a pendulum collides at angle ϕ = 0 with a ball being at position y = yc at the
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same time. We need to find appropriate equations describing various possible
movements and interactions. Supposing the damping factor is neglected, the
motion of the pendulum can be described by the following differential equation.

m · l2 · d
2ϕ

dt2
= −m · g · l · sin ϕ− l2 · dϕ

dt

where l is the length of the pendulum, m is the mass of the pendulum, and g
is 9.8 m

s2 . Solving the differential equation results in the angle of the pendulum
ϕ, the angular velocity ϕ′ and the angular acceleration ϕ′′. ϕmax denotes the
maximum angle of the motion of the pendulum, TP0 the starting time of the
motion of the pendulum, and γ the time constant of the pendulum.

y

x

   z

B

A

ϕ
ϕ

P

=0
max

−ϕmax

(x   , y   , z   )c c c

Fig. 1. Pendulum and balls A and B in positions

Here we define two different types of events. The first is the collision of two
balls A and B , caused by identical locations at a certain time. The second type
of event is the collision between one of the balls and the pendulum P , defined
by the angle of the pendulum being zero while the ball’s position is at the y-axis
position of the pendulum yc, at the same time. The pendulum is assumed to
be of much larger mass than the balls, such that the collision will simply be an
elastic impact with one of the balls (reflection into opposite direction) while the
pendulum keeps moving continuously.

For ball A and ball B moving along the y-axis, we use the process scheme
τmove = 〈C,F 〉, namely, C = {y0, v} and F = {y = y0 + v·(t − t0)}. As the
process scheme for the motion of the pendulum we obtain τpendulum = 〈C ′,F ′〉
where C ′ = {ϕmax, γ, yc} and F ′ = {ϕ, ϕ′, ϕ′′}.

4 Representing the Process Semantics in the Situation
Calculus

4.1 Situation Calculus with the Branch Time

The situation calculus is the most popular formalism designed to represent the-
ories of action and change[5]. The situation calculus does not yet provide a very
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rich temporal ontology. Pinto and Reiter proposed the concept of a time line to
extend the original situation calculus by incorporating the basic elements of a
linear temporal logic [7, 8]. For reasoning about time in the situation calculus, a
predicate actual is incorporated. A situation is actual if it lies on the path that
describes the world’s real evolution.

A new sort is incorporated into the situation calculus, interpreted as a con-
tinuous time line. The sort is considered isomorphic to the non-negative real.
Intuitively, each situation has a starting time and an ending time. Actions occur
at the ending time of situations. This is captured by the following axioms.

(∀s, a) end (s, a) = start (do (a, s)).
(∀s, a) start (s) < start (do (a, s)).
start (S0) = 0.

The predicate occurs is introduced as describing a relation between action
types and situations.

occurs (a, s) ≡ actual (do (a, s)).

To establish the relation between actions that occur and the time at which
they occur, the predicate occursT is defined as

occursT (a, t) ≡ (∃s) occurs (a, s) ∧ start (do (a, s)) = t.

4.2 An Axiomatization of Pendulum and Balls Scenario

In the pendulum and balls scenario, we suppose that two balls move toward each
other along the y-axis. A pendulum maybe will collide at its suspension point
with one of balls. The successor state axioms and action precondition axioms
are suitable for formalizing the motion processes of the balls and the events. We
have the following the successor state axioms:

Poss (a, s) → holds (moving (ball, τmove,T , (l, v)), do (a, s)) ≡
(a = impetus (ball, (l, v)) ∧ occursT (a,T ) ∧ f = F (l, v, t,T )) ∧
∨ (holds (moving (ball, τmove,T , (l, v)), s) ∧
¬(a = impetus (ball, (l, v)))).

Poss (a, s) → holds (sway (Pendulum, τpendulum,TP0, (ϕmax, γ, yc)), do (a, s))
≡ (a = starting (Pendulum, (ϕmax, γ, yc)) ∧
occursT (a,TP0) ∧ ϕ = −ϕmax · cos( 2π

γ · (t− tP0))) ∧
∨ (holds (sway (Pendulum, τpendulum,TP0, (ϕmax, γ, yc)), s)
∧¬(a = starting (Pendulum, (ϕmax, γ, yc)))).

We formalize the actions with the action precondition axioms as follows.

Poss (starting (ball, (l, v)), s) ≡
occursT (impetus (ball, (l, v)),T ) ∧ start (s) < T.

Poss (starting (Pendulum, (ϕmax, γ, yc)), s) ≡
occursT (starting (Pendulum, (ϕmax, γ, yc)),TP0) ∧ start (s) < TP0.
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Poss (collide ((Pendulum, ball), ((ϕmax, γ, yc), (lnew, vnew)), t), s) ≡
holds (sway (Pendulum, τpendulum,TP0, (ϕmax, γ, yc)), s) ∧
holds (moving (ball, τmove, t, (lold, vold)), s) ∧ t = yc−lold

vold
+ t0

∧ lnew = yc ∧ vnew = −vold ∧ vold �= 0.
Poss (collision ((ballA, ballB), ((l′A0, v

′
A0), (l

′
B0, v

′
B0)), t), s) ≡

holds (moving (ballA, τmove,TA0, (lA0, vA)), s) ∧
holds (moving (ballB, τmove,TB0, (lB0, vB)), s) ∧
t = (lB0 − lA0 + vA · TA0 − vB · TB0)/(vA + vB) ∧
l′A0 = l′B0 = lA0 + vA · (t− TA0) ∧
v′

A0 = v′
B0 = vA + vB ∧ start (s) < t.

There are two natural actions that may occur in this scenario:

natural (a) ≡ a = collide ((Pendulum, ball), ((ϕmax, γ, yc), (lnew, vnew)), t) ∨
a = collision ((ballA, ballB), ((l′A0, v

′
A0), (l

′
B0, v

′
B0)), t).

Suppose that ball A starts from position 0m at time 2sec to move with speed
0.4m/sec, while ball B starts from position 4m at time 4sec with speed -0.3m/sec.
If there is no other event to occur, the two balls A and B which move toward each
other along y-axis would have a collision at time 10sec. We start the pendulum
with suspension point xc = 1m, yc = 0.3m, zc= 0, time constant γ = 1 and
starting angle ϕmax = 10 at time TP0 = 1. The natural action (event) of the
collision between the pendulum and ball A will occur at time t = (yc−yA0)/vA+
tA0 = 2.75 sec.

This nearest event results in the pendulum moving unchanged while the ball
A moves into the opposition direction, and avoids the collision possibility of the
balls A and B. Here we describe the initial facts and equality constraints as
follows.

F : y = y0 + v · (t− t0); F ′ : ϕ = −ϕmax · cos( 2π
γ · (t− tP0))

Furthermore, the occurrence axiom can be described as follows.

occurs(starting (Pendulum, (ϕmax, γ, yc)), S1) ∧ occurs(impetus (ballA,
(yA0, vA)), S2) ∧ occurs(impetus (ballB, (yB0, vB)), S3)
where start (S1) = 1sec∧start (S2) = 2sec∧start (S3) = 4sec, S0 < S1 < S2 < S3.

Let AXIOMS be the axioms given in Subsection 4.1 with the action precon-
dition and the successor state axioms. It is easy to see that for any model M of
AXIOMS it holds that M |= S1 = do (starting (Pendulum, (ϕmax, γ, yc)), S0)
∧S2 = do (impetus (ballA, (yA0, vA)), S1) ∧S3 = do (impetus (ballB, (lB0, vB)), S2).

From the occurrence axiom and the ordering statement, we infer thatM satis-
fies occursT (impetus (ballA, (yA0, vA)), tA0)∧ occursT (impetus (ballB, (yB0, vB)),
tB0) ∧ occursT (starting (Pendulum, (ϕmax, γ, yc)), tP0) and tP0 < tA0 < tB0.

The natural action collide will occur in the time t which the equation t =
(yc − yold)/vA0 + tA0 ∧ ynewA = yc ∧ vnewA = −vB will be true.

Thus, occursT (collide ((Pendulum, ballA), ((ϕmax, γ, yc), (ynewA, vnewA)), t))
will hold in the model M. By using the successor state axiom for sway and
the action precondition axioms, we obtain M |=
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S4 = do (collide ((Pendulum, ballA), ((ϕmax, γ, yc), (ynewA, vnewA)), t), S3) ∧
holds (sway (Pendulum, τpendulum,TP0, (ϕmax, γ, yc)) S4) ∧
holds (moving (ballA, τmove,TA0, (ynewA, vnewA)), S4).

5 Concluding Remarks

This paper presents a formal method based on the high-level semantics of pro-
cesses to reason about continuous change. With a case study we show how to
integrate the semantics of processes with the situation calculus for reasoning
about continuous changes. Our method carries on some important properties of
Pinto and Reiter’s temporal situation calculus, and implements the automated
reasoning about continuous change in the logical programming framework. The
main difference is that we adopt a more general concept of the process, which is
more appropriate to the semantic description in the case of continuous change.
We have proved the soundness and completeness of the situation calculus with
respect to the process semantics and implemented logic programs supporting
the process semantics based on the situation calculus in Prolog under the envi-
ronment of Eclipse. Because of space restrictions we here omit the proof of the
soundness and completeness and the implementation of logic programs (for the
interested reader, see [4] in detail). The current limitation of our method is not
to consider events that occur simultaneously. If two or more simultaneous events
involve identical objects, then the overall results might not by the combination
of the results of the involved events. This requires more sophisticated means to
specify suitable state transitions. Yet, this is left as future work.
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Abstract. We present a time and energy optimal controller for a two-wheeled 
differentially driven robot.  We call a mission the task of bringing the robot 
from an initial state to a desired final state (a state is the aggregate vector of the 
position and velocity vectors).  The proposed controller is time optimal in the 
sense that it can determine the minimum amount of time required to perform a 
mission. The controller is energy optimal in the sense that given a time 
constraint of n seconds, the controller can determine what is the most energy 
efficient sequence of accelerations to complete the mission in n seconds.   

1   Introduction 

The fast paced nature of robotic soccer necessitates real time sensing coupled with 
quick behaving and decision-making, and makes robotic soccer an excellent test-bed 
for innovative and novel techniques in robot control [1]. This paper concentrates on 
the design of a low level controller to perform elementary missions. We show how to 
compute off-line optimal trajectories using quadratic programming and how to use 
these results to build a real time controller. 

The remainder of the paper is organized as follows. In Section 2, review related 
work.  In Section 3, we describe our quadratic programming approach. In Section 4, 
we present some experimental results.  

2   Previous Work 

Many low-level robot controllers create some virtual potential to guide the motion of 
robots.  Recent work based on repulsive potential fields by researchers from LAAS-
CNRS [3] is representative of this approach. These potential methods handle well 
obstacle avoidance and path planning.  Each obstacle produces an additive virtual 
potential field. The robot follows the gradient vectors to travel in the lower valleys of 
the potential field. The non-holonomic path deformation method [6] is a generic 
approach of the on-line trajectory deformation issue. It enables to deform a trajectory 
at execution time so that it moves away from obstacles and that the non-holonomic 
constraints of the system keep satisfied.  Perturbations are also represented with 
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potential fields. Potential fields can be stacked up. For robot soccer [9], a base field is 
built where potential values decrease towards the opponent goal to force robots to 
play closer to that area. A robot’s position field encourages the robots to remain in 
their role positions to provide better robot dispersion around the playing field.  
Another field is used to represent obstacles and clear path to the ball.  Low-level 
navigation controllers can be integrated in SLAM (Simultaneous Mapping and 
Localisation) method [4,5]. In [4], large scale non-linear optimization algorithms and 
extended Kalman filters were used to compute trajectories.  In [10], a new path 
planning technique for a flexible wire robot is presented. The authors introduced a 
parametrization designed to represent low-energy configurations and three different 
techniques for minimizing energy within the self-motion manifold of the curve.  In 
[2], a differential evolution algorithm is used to solve the path planning problem by 
finding the shortest path between start and goal points. This is the closest method to 
ours.  But, the method presented in [2] does not guarantee the optimality of the 
returned solution (as it relies on an evolution algorithm). 

3   A Quadratic Programming Approach 

Energy efficient path planning can be formulated as a quadratic problem [7]. As the 
source of power of a mobile robot is an on-board battery, energy is a limited resource 
that should be consumed sparingly over a whole soccer game. By minimising the sum 
of the accelerations subject to some constraints, we obtain the most economical 
(energy-efficient) sequence of accelerations. An added benefit of this approach is that 
the robot trajectory is very smooth.  

The dynamics of a punctual robot follow Newton’s laws. A trajectory of such a 
robot is completely determined by the initial state of the robot (position and velocity) 
and subsequent sequence of accelerations.  The variables P , V  and A  will denote 

respectively the position vector, velocity vector PV =  and acceleration vector 

VA = .  The trajectory is discretized into n time steps of duration ∆ .  The 

derivation of iP , the position vector at time i , and iV  the velocity vector at time i  

is straightforward.  As 
=

∆+=
i

j

ji AVV
1

0 and 
=

∆+=
i

j

ji VPP
1

0 , it follows that 

( )( )
=

−−∆+∆+=
i

j

ji AjiiVPP
1

200 1 . Treating the x and y coordinates 

separately presents several computational benefits including a dimension reduction.  
A 2D path is a linear combination of two 1D paths (Newton Laws are linear).  A 
mission is the task of bringing in an energy efficient way the state of the robot from an 

initial state ( )00 ,VP  to a desired final state ( )ff VP ,  in a given number n  of time 

steps.  Two problems can be distinguished.  The first problem is to find the minimum 

0n  such that the mission can be completed in 0n  time steps given the physical 

limitations of the robots (maximum possible speed and acceleration). The second 
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problem is, given 0nn ≥ , find the sequence of accelerations that minimizes the 

energy consumption.  The cost function to be optimized is 
=

n

k

kA
1

2
min . To solve 

a 2D mission, we solve two 1D missions.  Considering the initial state 0S  

represented by the couple of values ( 0P , 0V ), we want to find out the sequence of 

accelerations to reach the final state nS =( nP , nV ) while minimizing the energy 
consumed.  In order to be able to recombine the two 1D solutions, the two 1D 
solutions must have the same number of steps.  Fig. 1 sketches the recombination 
process. After computing the two initial 1D solutions, we must ensure that they have 

the same number of steps yx NN =  in order to recombine be able to merge them. 

We recompute the shortest (with respect to the number of time steps) solution with 

the maximum of xN  and yN . If there exists a feasible solution in 0N  time steps, 

then a feasible solution exists for every 0NN ≥ .  In the rest of the paper, we only 

consider 1D mission. 

 

Fig. 1. 2D solution are derived from 1D solutions 

There are three different constraints that must be satisfied. The final state fS  

(position fP , velocity fV ) of the robot must be reached after a given number of 
steps n .  The norm of velocity vector must be bounded at any time to reflect the 
physical capabilities of the robot.  This constraint is itself translated into constraints 

on the acceleration vectors; [ ] max,;1 AAni i ≤∈∀ , [ ] max,;1 VVni i ≤∈∀ , 
fn PP =  and fn VV = . 

The first method, we investigate uses quadratic programming. We will translate 

the constraint that the robot must be in state fS  at time n , and the bounded velocity 
constraints into a system of linear inequalities. Notice, that for ease of computation, 
we will use the norm 1 instead of the Euclidian norm. The position constraint 

expressing that the robot must be in state fS  at time n  yields 
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( )( ) 2

00

1

1
∆

∆−−=−−
=

VnPP
Ajn

fn

j

j . This equality is of the form bAM = , 

where [ ]11−= nnM  and 
2

00

∆
∆−−= VnPP

b
f

. Similarly, the final 

velocity constraint yields that f
n

j

jn VAVV =∆+=
=1

0 . That is, 

∆
−=

=

0

1

VV
A

fn

j

j . Again, a constraint of the form bAM = . The bounded 

velocity constraints yields another system of inequalities of the form bAM ≤ . To 

estimate the minimum number of steps 0n  needed to perform the mission, a binary 

search is used.  Starting with a small value for n , we first search an upper bound that 
give a feasible solution.  Then, we perform a standard binary search. 

In the second method we investigated, we reduce the search for an optimal 
sequence of accelerations to a shortest path problem in a graph.  The shortest path can 
be computed using Dijsktra algorithm.  Let discretize the state space. The vertices of 
the graph are the possible states of robots.  Some states are not be reachable from the 
current state. The current velocity determines the range of states we can reach the next 
time step.  We set the length of the arcs (when they exist) between states with the 
square acceleration values. The minimal number of steps required for a mission is the 
number of arcs of the shortest path. 

4   Experiments 

In the modelling, we assumed that the robot was a punctual point.  However our real 
robot has two wheels.  We have to relate the acceleration of the punctual robot and the 
wheel speed commands of the real robot.  The optimizer provides the next 
acceleration vector that the centre of mass of the robot should have to follow the 

optimal trajectory.  The wheel speeds L and R  (left and right) must satisfy 

θ×−= + dVL i 1   and  θ×+= + dVR i 1  , where d  is the distance between the 

centre of the robot and a wheel, and θ  is the angular speed. We have 

⋅
⋅=

+

+−

ii

ii

VV

VV

1

11cosθ . The sign of θ  is determined with cross product between 

1+iV  and iV . We used Matlab optimisation toolbox to implement the quadratic 

programming method.  In the example below, the initial position is at (0; 0) with a 
velocity of (0; 0.4). The final state is at position (0.4; 0) with the same velocity (0; 
0.4).  Both methods return the same optimal number of steps although the optimal 
paths are slightly different due to the discretization of the graphical method.  
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Fig. 2. s1.0=∆ , 1
max .1 −= smV , 2

max .40 −= smA . Left; quadratic programming solution. 

Right; dynamic programming (graph) solution 

Experiments were also done on a Mirosot soccer field (dimensions set by FIRA 
[1]).  Our experimental method requires tracking the position of the robot (with an 
overhead camera) at each step for a given mission. At each time step, the control 
system determines the closest mission amongst the one computed off-line by the 
optimizer and retrieves the next acceleration vector and applies it to the robot. To sort 
and access data, we use a fast tree indexing system that was introduced in [8]. The 
position and velocity estimates of the robot returned by the vision system used were 
noisy. But, as the mission is updated at each frame, the controller can handle 
inaccurate estimates. A more robust approach would be to used a Kalman filter to 
track the robot. 

5   Conclusion and Future Work 

The quadratic programming formulation for robot control was first introduced in [7] 
for simulated robots.  At that time, we had not realized that the 2D missions could be 
reduced to 1D missions. The other innovation of the present paper is the resolution of 
the optimization problem with dynamic programming (Dijsktra algorithm). This is 
also the first time, that we have applied the control system to a real robot (and 
demonstrated that it works as well as in simulation). Our approach can be easily 
extended to 3D problems (for aircrafts or submarines).  

An extended version of this paper is available at http://www.fit.qut.edu.au/~maire  
For the future, we plan to implement the object interception behaviours that we 

described in [7] on a real robot.  

References 

[1] FIRA, Federation of International Robot-soccer Association, http://www.fira.net/ Mirosot 
robot-soccer competition, http://www.fira.net/soccer/mirosot/overview.html 

[2] Hélder Santos, José Mendes, Path Planning Optimization Using the Differential Evolution 
Algorithm, Universidade de Tras-os-Montes e Alto Douro, Departamento de Engenharias, 
http://robotica2003.ist.utl.pt/main/Docs/Papers/ROB03-S1-4.pdf, 2003 



S. Ancenay and F. Maire 1186

[3] Florent Lamiraux, David Bonnafous, Carl Van Geem, Path Optimization for Nonholomic 
Systems: Application to Reactive Obstacle Avoidance and Path Planning, CNRS, France, 
2002. 

[4] P. Newman, J. Leonard, Pure Range-Only Sub-Sea SLAM, Massachusetts Institute of 
Technology, USA, 2002. 

[5] Robert Sim, Gregory Dudek, Nicholas Roy, Online Control Policy Optimization for 
Minimizing Map Uncertainty during Exploration, 2003. 

[6] Olivier Lefebvre, Florent Lamiraux, Cedric Pradalier, Obstacles Avoidance for Car-Like 
Robots Integration And Experimentation on Two Robots, CNRS-INRIA, France, 2002. 

[7] Frederic Maire, Doug Taylor, A Quadratic Programming Formulation of a Moving Ball 
Interception and Shooting Behaviour and its Application to Neural Network Control, 
CITI, Faculty of IT, QUT, Australia, 2000. 

[8] Sebastian Bader, Frederic Maire, A Fast And Adaptive Indexing System For Codebooks, 
ICONIP’02, November 18-22, 2002,  

[9] Gordon Wyeth and Ashley Tews, Using Centralised Control and Potential Fields for 
Multi-robot Cooperation in Robotic Soccer, University of Queensland, Australia, 1998. 

[10] Mark Moll, Lydia Kavraki, Path Planning for Minimal Energy Curves of Constant 
Length, Department of Computer Science, Rice University, Houston, USA, 2003. 



Inheritance of Multiple Identity Conditions in
Order-Sorted Logic

Nwe Ni Tun and Satoshi Tojo

Japan Advanced Institute of Science and Technology

Abstract. Guarino and Welty have developed the notion of identity
condition (IC) as a subsumption constraint of ontological analysis, that
is, IC must be inherited or carried among sorts. In practical cases, a sort is
often regarded to carry more than one identity condition via inheritance.
Thus, we provided the idea of multiple ICs in [8]. Here, we extend our idea
in order-sorted logic because this logic is one of the most promising ways
to treat a sort ontology. For this purpose, we reconsider the definition
of identity and rigidity in terms of order-sorted language and possible
world semantics. Then, we propose an inheritance mechanism of identity
conditions in order to solve subsumption inconsistency among sorts. We
present a practical example of knowledge management to illustrate the
advantages of our formalism.

1 Introduction

The efficiency of knowledge reuse and sharing became related much to the re-
sult of ontological analysis [13]. Guarino and Welty provided a framework of
ontological analysis based on some philosophical notions such as rigidity, iden-
tity, and so on in [9, 11, 12, 10]. Our contribution of multiple ICs is motivated by
the subsumption ambiguity on their analysis work. There was an incompatible1

IC between some properties even though they are satisfied by subsumption con-
straints defined in [9]. Unfortunately, it was not clearly solved. Thus, we provided
multiple ICs and introduced a framework of subsumption consistency checking
via ICs in [8].

Order-sorted logic is rigorous to support hybrid knowledge representation sys-
tems with taxonomical knowledge and assertional knowledge [5, 7]. The reasons
why we employ multiple ICs in order-sorted logic are as follows:

– A subsumption declaration between two sorts (φ � ψ) is quite natural for
taxonomy.

– A characteristic function can be defined by a function in the logic.
– A meta-property can be defined by a predicate in the logic.

Moreover, we can construct the inheritance mechanism of ICs in this logic
concerning with the greatest lower sort and the least upper sort subsumption.

1 There is an IC which is not relevant to a next IC in the IC set of a property.

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1187–1193, 2004.
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The rest of this paper is organized as follows: Section 2 revises the definition of
IC and rigidity in terms of sorted signature in possible world semantics. Section
3 presents inheritance mechanism of ICs. In Section 4, we discuss about rigid
sorts and their subsumption through possible worlds by illustrating a practical
example of knowledge management. Finally, we summarize our contribution.

2 Order-Sorted Logic in Possible World Semantics

Here, we extend the signature of order-sorted logic [3, 4, 6] to present a sortal
taxonomy in a more algebraic formalism. In order to embed an order-sorted
language in modal logic, we need to attach w to every component of signature
as an index to each possible world in a given Kripke frame. A signature of an
order-sorted language is a tupple 〈Nw, Xw, Sw,��w, Iw,Pw,Vw〉 (w ∈ W), each
of which is a set of names, a set of name variables, a set of sortal properties
or sorts including the greatest element(-) and the least element (⊥), a set of
subsumption or partial order relations between two sorts in Sw, a set of predi-
cates2 , a set of characteristic functions, and a set of characteristic value symbols
in w ∈ W, respectively. With this signature, we present the formal syntax and
semantics for a sortal taxonomy in Table 1.

Table 1. Formal Syntax and Semantics for a Sortal Taxonomy

Syntax Semantics

�w (∈ ��w) φ �w ψ iff [[φ]]w ⊆ [[ψ]]w
a : φ (φ ∈ Sw, a ∈ Nw) [[a: φ]]w = [[a]]w if [[a]]w ∈ [[φ]]w

sortal(a : φ) (sortal ∈ Pw) [[sortal(x: φ)]]w = 1 iff φ has an IC
ι(a : φ) (ι ∈ I w) [[ι(a: φ)]]w ∈ Vw

In the formal language, we provide the following definitions.

Definition 1 (Characteristic Function). A function ι is a characteristic
function of sort φ iff:

∀x, y[x = y ↔ ι(x: φ) = ι(y: φ)].

This means a characteristic function of a sort should provide a unique value
for each of its individuals. For example, StudentID for student.

Definition 2 (Identity Condition). A characteristic function ι is an identity
condition of sort φ iff:

For any w and w′, ∀x[[[ι(x: φ)]]w = [[ι(x: φ)]]w′ ].

2 We consider sortal ∈ Pw is a predicate corresponding to the identity.
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IC retains its value through all accessible worlds. For example, FingerPrint
for person.

Actually, multiple ICs contribute not only to the membership problem but
also to the correct position of a property in a sortal taxonomy. For that purpose,
we introduce the definition of subsumption and incompatibility in terms of IC
sets as follows.

Definition 3 (IC-Subsumption). For such two sorts φ and ψ that φ �w ψ,
φ IC-subsumes ψ iff Iw(ψ) ⊆ Iw(φ).

It said a subsumption between two sorts are consistently existed with the
inclusion of their relevant ICs.

Definition 4 (Incompatible IC). For a sort φ, If two ICs ι1 and ι2 cannot
coexist, we call them incompatible, denoting ι1 .φ ι2.

By the above definitions, we solve the problem of inconsistent IC between
two sorts. In addition, we detect an inadequate link of subsumption by the
incompatibility.

3 Sorts and ICs Inheritance

In a sortal taxonomy, every sort φ is defined by a set of characteristic functions,
that is generally called an IC set of φ, Iw(φ) ⊆ Iw. We can distinguish the IC
set of a sort by the set of own-identity and that of carrying identities, denoting
I+O

w (φ) and I+I
w (φ) respectively. The meaning of each set can be interpreted as

follows.

– I+O
w (φ): The set of own ICs of φ that can be supplied to its subsorts including

itself.
– I+I

w (φ): The set of ICs that φ carries.

If a sort φ supplies an IC, that is φ has +O, I+O
w (φ) = {ι1, ι2, ....} where all

ιi’s are its own ICs. If φ has −O, then I+O
w (φ) = ∅. Iw(φ) is a set of all the

possible ICs for φ. Similarly, if φ has −I, then I+I
w (φ) = ∅. In general, there are

the following inclusion relations for a sort φ:

I+O
w (φ) ⊆ I+I

w (φ) ⊆ Iw(φ) ⊆ Iw .

According to the above definition, the following relations would be found.
For any two sorts φ and ψ,

φ+O �w ψ iff Iw(φ) ⊇ ( I+I
w (ψ) ∪ I+O

w (φ)), (1)

φ+I �w ψ iff Iw(φ) ⊇ ( I+I
w (ψ) ∪ I+I

w (φ)), (2)

χ / (φ �w ψ)3 iff Iw(χ) ⊆ ( I+I
w (φ) ∩ I+I

w (ψ)), (3)

χ � (φ �w ψ)4 iff Iw(χ) ⊇ ( I+I
w (φ) ∪ I+I

w (ψ)). (4)
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We illustrate the advantages of IC inheritance represented in order-sorted
signature as follows:

Example 1. Let us consider the signature of a sortal taxonomy for a world
w ∈ W such that

Sw = {person, student, researcher, research student},
��w = {student �w person, researcher �w person, research student �w

student, research student �w researcher},
Iw = {fingerprint, studentID,memberID},
Iw(person) = {fingerprint}, Iw(student) = {fingerprint, studentID},
Iw(researcher) = {fingerprint,memberID},
Iw(research student) = {fingerprint, studentID,memberID}.

By Definition 3, we can check the consistency of given subsumption relation-
ships concerned on their IC sets.

student �w person iff Iw(person) ⊆ Iw(student).
researcher �w person iff Iw(person) ⊆ Iw(researcher).
research student �w researcher iff Iw(researcher) ⊆ Iw(research student).
research student �w student iff Iw(student) ⊆ Iw(research student).

In the given taxonomy, person is the least upper sort of student and researcher,
student�w researcher, and research student is the greatest lower sort of student
and researcher,student �w researcher. By (1) – (4),

Iw(person) ⊆w ( Iw(student) ∩ Iw(researcher) ),
Iw(person) ⊆w ( Iw(student) ∪ Iw(researcher) ),
student+I �w person iff ( I+I

w (person) ∪ I+I
w (student) ) ⊆ Iw(student)

According to the IC inclusion relations,

I+O
w (student) = { }, I+I

w (student) = {fingerprint},
I+O

w (student) ⊆ I+I
w (student) ⊆ Iw(student) ⊆ Iw.

It is also similar for person, researcher and research student.

4 Rigid Sorts and Knowledge Management

In Kripke frame for predicate logic [2], it is required that for any predicate φ:

[[φ]]w ⊆ [[φ]]w′ if wRw′. (5)

as well as φ is rigid. However, we loosen this restriction for sorts, and admit that
some sorts may be non-rigid or anti-rigid.

3 φ �w ψ is the least upper sort that subsumes both φ and ψ.
4 φ �w ψ is the greatest lower sort that is subsumed both by φ and by ψ.
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Definition 5 (Rigidity). A sort φ is:

rigid iff |= �∀x[sortal(x: φ) → �sortal(x: φ)] (+R)
non-rigid iff it is not rigid (¬R)
anti-rigid iff |= �∀x[sortal(x: φ) → �¬sortal(x: φ)] (∼R)

A sort φ is rigid iff necessarily x : φ necessarily exists if x : φ exists. For
example, every person should be necessarily a person in every accessible world,
that is, person is rigid.

Definition 6 (Backbone Taxonomy). Given a Kripke frame, the set of sub-
sumption relations between rigid sorts, which appear in every world, is called
backbone taxonomy.

We will show a practical example with regard to this idea in Fig. 1.

The rigid sorts from  world w1 are 
transferred to w2 consistently.

The backbone taxonomy of ontology
 in w0 is opened to  worlds w1 and w2.

Ontologies are updated dependent on worlds.

w1

craft{1,2}

hovercraft{1,2,4}aircraft
{1,2,3}

pontoon plane
{1,2,3,4,5}

vehicle{1}

{6 != 4}
craft{1,2}

vehicle{1}

hovercraft
{1,2,4}

vessel
{1,2,6}

boat{1,2,6,7}
aircraft
{1,2,3}

motorboat
{1,2,6,7,8}

pontoon plane
{1,2,3,5,6}

{6 != 4}
craft{1,2}

vehicle{1}

hovercraft
{1,2,4}

vessel{1,2,6}

boat{1,2,6,7}

aircraft
{1,2,3}

motorboat
{1,2,6,7,8}

airplane
{1,2,3,9}

seaplane
{1,2,3,10}

pontoon plane
{1,2,3,5,6,10}

K=<W,R>, W={w0,w1,w2},
R={w0Rw0,w1Rw1,w2Rw2,w0Rw1, 
w0Rw2,w1Rw2}

w0

w2

Fig. 1. Consistent Knowledge Management in Multiple Worlds

Suppose that there are multiple local knowledge bases; among them one
knowledge base may consult the others but may not in the reverse directions.
We can illustrate such a situation with a Kripke frame 〈W,R〉 where W =
{w0,w1,w2}, R = {w0Rw0,w1Rw1,w2Rw2,w0Rw1,w0Rw2,w1Rw2}. In every
world, the consistency checking is performed by Definition 3 and 4 whenever a
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new sort or subsumption is appended to each domain ontology. The rigid sorts
from world w1 are backbone properties and they are able to be transmitted to
world w2, by w1Rw2. The ICs set and subsumption of each sort has been changed
dependent on worlds. In the process of knowledge management, any subsump-
tion with incompatible IC must be deleted. As an example, the subsumption by
hovercraft is possible to be deleted in case of pontoon plane. Additionally, the
updating process must confirm that the parents of a sort should not be subsumed
to each other. For example, pontoon plane is subsumed by aircraft in w1 and it is
also subsumed by seaplane in w2. However, seaplane is subsumed by aircraft in
w2. Finally, pontoon plane should be subsumed by only seaplane. By Definition
3 and 4, the structure of taxonomy in world w2 is updated in order to maintain
consistency of subsumption among all sorts as shown in Fig. 1.

5 Conclusion

In this study, we formalized the idea of multiple ICs in order-sorted logic. The
inheritance mechanism of ICs has been provided in the logic with regard to
subsumption consistency. Thus, the formalization of sortal taxonomy becomes
structured with their IC sets as well as conventional set-theoretical inclusion.
Moreover, the logic would allow us to offer dynamic sorts [7] in a sort ontology,
being coupled with the axiomatic knowledge base. That is beneficial for us to
alter the positions of sorts in taxonomy dynamically. In future work, we will
present a sound foundation of IC set algebra for ontological analysis.
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Abstract. Fuzzy system modeling approximates highly nonlinear systems by 
means of fuzzy if-then rules. In the literature, different approaches are proposed 
for mining fuzzy if-then rules from historical data. These approaches usually 
utilize fuzzy clustering in structure identification phase. In this research, we are 
going to analyze three possible approaches from the literature and try to 
compare their performances in a medical diagnosis classification problem, 
namely Aachen Aphasia Test. Given the fact that the comparison is conducted 
on a single data set; the conclusions are by no means inclusive. However, we 
believe that the results might provide some valuable insights. 

1   Introduction 

In the decision making process, one often needs to introduce soft computing 
techniques in order to understand the structure and the behavior of a system that is 
highly nonlinear. Amongst the soft computing techniques, fuzzy system modeling 
(FSM) provides valuable knowledge to the decision maker in terms of linguistic (and 
therefore easily comprehensible) fuzzy if-then rules that relate the inputs to the 
corresponding outputs. In earlier approaches, the fuzzy if-then rules were determined 
a priori from other sources such as experts' knowledge. However this methodology is 
highly subjective. Therefore, recent research is on modeling approaches for objective 
identification of the structure in the data in terms of fuzzy if-then rules [4,5,6,7,9]. 

Many different approaches have been proposed to date for the structure 
identification phase of FSM.  Generally speaking, these algorithms can be classified 
into three broad approaches in terms of the structure of the consequents in the fuzzy 
if-then rules they generate. In this paper we will focus on the ones that have constants 
or fuzzy sets as the consequents. Those algorithms usually utilize fuzzy clustering in 
order to determine the fuzzy if then rules. The aim of this research is to compare three 
algorithms with three different perspectives of utilizing the fuzzy clustering.  

In the following section we will first introduce the notation that will be used in 
this paper and later provide more details on different fuzzy if-then rule structures. In 
the third section we will summarize the FSM algorithms that will be used in the 
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analysis. Section 4 will be the part where we will conduct an experimental analysis 
based on Aachen Aphasia Test data.  Later we will present some concluding remarks. 

2   Fuzzy If-Then Rules Structures 

The following mathematical notation is used in the paper. 
Let X1, X2,...,XNV be NV (number of variables) fuzzy linguistic variables in the 

universe of discourse U1, U2,..., UNV  and Y be a fuzzy linguistic variable in the universe 
of discourse V. We will use j as the index for input variables, i.e., j=1,..., NV 

Let Ri be a fuzzy relation (i.e., fuzzy rules) in U1× U2×...× UNV×V. We will denote 
the number of rules with c. We will use i as the index for the rules, i.e., i=1,..,.c. 

Each fuzzy linguistic variable can be partitioned into fuzzy sets called fuzzy 
linguistic labels. We will denote these fuzzy sets with Aij, the fuzzy linguistic label of 
the jth

 fuzzy input variable associated with ith fuzzy rule. 
Let xk=[ xk,1,..., xk,NV] denote the input vector of the kth data , where 

k=1,...,ND and yk is the output of the kth data. 
In general the fuzzy if-then rule bases has the following structure: 

ii

c

i
consequentTHENantecedentIFALSOR (:

1=
 (1) 

The antecedent part of the rules is as follows; 

Antecedenti = NV
jAND 1=  xj ∈ Xj isr (is related to) Aij (2) 

Broadly speaking, there are three different rule structures based on the 
consequents of the rules. In Takagi-Sugeno-Kang (TSK) [8], the consequent part of 
fuzzy rules are represented by using a linear function of input variables. Thus, the rule 
base is: 

)(
1

i
T

iii

c

i
bxayTHENantecedentIFALSO +=

=
 (3) 

where x=[ x1,...,xNV] is the input data vector, ai=[ a1,..., ai,NV] is the regression line 
coefficient vector associated with the ith rule, aji is the regression line coefficient in ith 
rule associated with jth input variable and bi is the scalar offset in the ith rule.  

On the other hand, in Mamdani type approaches the consequents are fuzzy sets 
[7].  Sugeno-Yasukawa (S-Y) utilized these rules and proposed a qualitative 
modelling algorithm [7].  A typical fuzzy rule base in S-Y like algorithms is as 
follows; 

)(
1

iii

c

i
BisryTHENantecedentIFALSO

=  

(4) 

The third type of fuzzy rule structure is known as the simplified fuzzy rule, or 
Mizumoto type rules. In this rule base structure the consequent is a scalar: 

)(
1

iii

c

i
byTHENantecedentIFALSO =

=
 

(5) 
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Note that Mizumoto type rules are actually a special version of both Mamdani 
type rules and TSK type rules. In a classification problem, where the consequent 
fuzzy sets are actually scalar, Mizumoto and Mamdani rules would have the same 
structure. For a TSK consequent where the regression line coefficient vector is a null 
vector, TSK and Mizumoto rules would be equivalent. In fuzzy control theory more 
interest is given to TSK type rules. However, these rules are not descriptive and the 
determination of the optimal regression line coefficients is costly. Therefore in data 
mining applications more emphasize is given to Mamdani type rules.  

The analysis in this paper is based on a medical diagnosis classification problem. 
Hence we focus on Mamdani models (therefore Mizumoto) rather than TSK models. 

3   Fuzzy System Modelling Algorithms 

In FSM literature, fuzzy clustering is extensively utilized at the structure 
identification phase. There are three possible alternatives for incorporating the fuzzy 
clustering. First one, as proposed originally by Sugeno-Yasukawa [7], is based on 
clustering first the output space. The relation of the input variables with the output is 
obtained after the projection of the output clusters onto input space. A second 
approach is clustering the NV dimensional input space, projecting them onto each 
input variable and relating the output variables to each input clusters based on the 
degree of possibility [4]. A third possible approach is clustering the NV+1 
dimensional space, i.e. input and output space together, and projecting the obtained 
clusters onto each variable in order to obtain the fuzzy if-then rules [9]. Let’s provide 
some more details of the structure identification phase of these algorithms. 

3.1   Sugeno-Yasukawa Approach and the Modified Algorithm 

There are four basic steps of the Sugeno-Yasukawa (S-Y) algorithm [7]. First step is 
clustering the output variable. This is achieved by the well-known Fuzzy C-Means 
(FCM) algorithm proposed by Bezdek [3]. Next step is determining the significant 
input variables via a search algorithm. Third step is constructing the antecedent part 
of the rules. This is achieved by projecting the output membership degrees onto 
significant input variables. The fourth step is the fuzzy inference.  

The major drawback with this approach is in the third step. While projecting the 
output fuzzy clusters onto input space, the natural ties among the input variables is 
broken and each input variable is partitioned separately. The modified algorithm  
(M-A) [6] addresses this problem and solves it by partitioning the input space into  
n-dimensional clusters. In the M-A, the output clusters are projected onto NV-
dimensional input space. Hence, the antecedenti structure is as follows;  

antecedenti =  xk ∈ Xk isr (is related to) Ai (6) 

where Ai is an NV-dimensional fuzzy set. This rule structure, keeps the natural ties 
among the input variables. Furthermore, M-A does not assume any pre-specified 
shape of membership functions unlike S-Y. Note that, fitting a curve or a line to the 
projected data points is usually a source of misrepresentation. The unimodal and 
convex fuzzy set assumption of S-Y does not hold in many real life cases. Readers 
may find more details of the S-Y algorithm in [7] and M-A in [6]. 
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3.2   Castellano et al. Approach 

Castellano et al. [4] methodology has three major stages. The first stage is clustering 
the NV-dimensional input space where the number of multidimensional clusters is 
referred to as number of prototypes (NP). Later the multidimensional prototypes are 
projected on each dimension, where they are clustered into a number of one-
dimensional clusters per variable. Number of fuzzy sets (NS) per dimension may be 
chosen a value different than NP. Hence at the end of the first stage, there is NP 
multidimensional clusters, and NS single dimensional clusters per input variable. 

The second stage constructs the antecedents of the fuzzy rules, which are formed 
as a Cartesian product of one-dimensional fuzzy sets and expressed as conjunction of 
linguistic labels. Only those relations that represent the prototypes are retained, while 
all others are discarded, therefore NP is an upper bound for the number of rules.  

The final step of the algorithm is obtaining the consequent part of the fuzzy rules. 
A fuzzy relation is obtained by assigning a possibility measure based on weighted 
occurrences of each output class. Among the set of data vectors that satisfies the 
antecedent parts of each fuzzy relation that is obtained after the second stage, the 
weighted occurrences of each class is obtained, and these occurrences becomes the 
consequent part of the fuzzy rules. The rule structure of this approach is as follows; 

)( ,1
1

mimi
M
mi

c

i
vwithbyORTHENantecedentIFALSO ==

=
 (7) 

where bm’s are possible output classes, and vim’s are the possibility measures 
representing the weighted occurrences of the mth output class associated with the ith 
fuzzy rule. Further details of the algorithm are provided in [4]. 

3.3   Uncu and Turksen Approach 

Uncu and Turksen [9] propose to cluster the NV+1 dimensional data, i.e., augmented 
input variables and the output variable, by executing the FCM algorithm. Later the 
obtained clusters centers are projected onto NV-dimensional input space and the 
corresponding memberships are projected onto output space in order to be able to 
calculate the center of gravity of the induced output fuzzy sets. Thus, if we assume vi 
= (vi,1, vi,1,…, vi,NV, vi,NV+1) as the ith cluster center identified by FCM, the cluster center 
of the antecedent in ith rule can be written as vi

inp = (vi,1, vi,1,…, vi,NV), where vi

inp is the ith 
input cluster (i.e., the cluster center associated with ith rule) . The cluster center of the 
consequent of the ith rule is calculated by projecting the membership values of ith 
NV+1 dimensional cluster on the output space and by taking the center of gravity of 
the induced output fuzzy set. Hence Mizumoto type rules with scalar outputs are 
obtained. Note that, the number of fuzzy rules is equal to the number of clusters. 
Further details of the algorithm are available in [9]. 

4   Experimental Analysis 

The performances of the three algorithms are compared with the Aachen Aphasia Test  
(AAT) (http://fuzzy.iau.dtu.dk/aphasia.nsf/PatLight). Aphasia is the loss or 
impairment of the ability to use or comprehend words – often a result of stroke or 
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head injury. Data of 256 aphasic patients, treated in the Department of Neurology at 
the RWTH Aachen, were collected in a database since 1986. The database consists of 
the clinical diagnosis as well as the diagnosis of the aphasia type and AAT profiles. 
The original AAT has 30 attributes, including AAT scores, nominal values and 
images of the lesion profiles. The full detail of the data set is in [1]. 

Castellano et al. conducted some analysis in [4] for the AAT dataset. Therefore, 
we decided to conduct the same experimental design suggested by Castellano et al. in 
order to make a fair comparison of the three approaches. In [4], the data is 
preprocessed and only 146 cases corresponding to the four most common aphasia 
diagnoses were selected. These diagnoses are: Broca (motor or expressive aphasia), 
Wernicke (sensory or receptive aphasia), Anomic (difficulties in retrieval of words) 
and Global (total aphasia). The authors selected AAT scores suggested in [2] for the 
analysis; hence we also used the same attributes in the analysis. These attributes are 
the AAT scores on Articulation and prosody (melody of speech), Syntactic structure 
(structure of sentences), Repetition, Written Language (reading loud). To sum up, 
final database consisted of 146 cases, 4 attributes and the diagnoses. 20-fold stratified 
cross validation strategy is used in the experiments as suggested by the authors. 

Castellano et al. [4] provides the results based on different even number of 
prototypes varying from 2 to 24. As NP (number of protypes) - and consequently the 
number of rules- increases classification error decreases. Similar analysis is conducted 
with varying “number of fuzzy sets per input” from 2 to 7. As number of fuzzy sets 
per input increases first the classification error decreases, however for higher number 
of fuzzy sets per input the classification error increases. The best pair of NP and 
number of fuzzy sets per input is 18 and 4, respectively, with classification error of 
12%. Note that the average percentage of success is 78.4% for this algorithm. 

M-A classified correctly 131 cases (misclassified only 15 cases) in the database of 
146 data vectors yielding approximately 89.8% of success rate (or 10.2 % of 
classification error). This result is better than even the best result obtained by 
Castellano at al algorithm and Uncu-Turksen algorithm. Note that in the 20-fold cross 
validation strategy we conducted 20 different experiments. The number of fuzzy rules 
in M-A in these experiments were 2,3 and 4 in different experiments. Hence this 
algorithm yields the best classification error with very small fuzzy rule bases.  

The Uncu-Turksen algorithm that is based on NV+1 dimensional clustering 
misclassified 24 cases out of 146 data vectors. This result corresponds to 83.6 % 
success rate (or 16.4  % classification error). Again the number of fuzzy rules varies 
for each one of the 20 different experiments. Broadly speaking, 15 to 20 rules were 
obtained in this algorithm in different experiments.  

To sum up, M-A algorithm seems to be the best performing algorithm in terms of 
classification error. M-A is the one that yields least number of rules among the three. 
However neither of the algorithms requires extensive number of rules, which could be 
a problem. 

5   Conclusion 

In this paper we analyzed three FSM algorithms that covers all possible ways of 
utilizing fuzzy clustering. These are; clustering the output data first (M-A), clustering 
the input data first (Castellano et al.), and clustering the augmented input and output 
data together (Uncu-Turksen).  
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M-A outperforms the other two in terms of classification performance in AAT 
data. The advantage of this approach is the fact that it keeps the natural ties among the 
variables. On the other hand, it is not possible to graphically represent NV-
dimensional antecedents of the fuzzy rules. Therefore, lacks the descriptive rule base 
advantage of the FSM algorithms. This is also a problem with the Uncu-Turksen 
approach. One may overcome this problem by utilizing the S-Y approach (projecting 
onto individual dimensions) in order to represent a rule base, while carrying out the 
calculations in NV-dimensional space. The Castellano et al. approach assumes 
unimodal convex fuzzy sets, which limits the modelling capability of the algorithm in 
many real life cases. Finally, our experience with Uncu-Turksen suggests that, the 
multidimensional clusters obtained may lead to rules where the consequents are 
coinciding with each other, which result in unrealistic rule bases. 

The experiments are based on a single data set; hence these results are limited and 
shouldn’t be generalized. Yet they provide valuable insights. Future work will include 
utilizing other benchmark data, which might lead to more general conclusions. 
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Abstract. A component neural networks parallel training algorithm PLA is 
proposed, which encourages component neural network to learn from expected goal 
and the others, so all component neural networks are trained simultaneously and 
interactively. In the stage of combining component neural networks, we provide a 
parallel weight optimal approach GASEN-e by expanding GASEN proposed by 
Zhou et al, which assign weight for every component neural network and bias for 
their ensemble. Experiment results show that a neural networks ensemble system is 
efficient constructed by PLA and GASEN-e.  

1   Introduction 

Neural network ensemble is a paradigm where a collection of a finite number of neural 
networks is trained for the same task[1]. In general, a neural network ensemble includes the 
following two steps mainly, one is how to generate the component neural networks and the 
other is how to combine the multiple component neural networks’ predictions.  

Boosting [2] and Bagging [3] are the most important techniques to generate the 
ensemble’s individual component neural networks. When the technique of Bagging 
generates the ensemble’s individual networks, there is no information communication 
among the component networks. The technique of Boosting has the information 
communication among the component networks through the generation of training set. 
The latter trained component networks absorb the previous trained component networks’ 
information only, without transferring any information to the previous ones. Min et al. [4] 
presented the observation learning algorithm for neural network ensemble(OLA). The 
information is communicated among different component networks during their training. 
This method improves the individual networks’ precision by increasing the training 
sampling points, but decreases the networks’ diversity.  

While the neural network is applied in the regression evaluation, the ensemble’s output 
is usually generated according to all networks’ outputs through the simple averaging or 
weighted averaging [5]. The key for the weighted averaging is to determine the component 
networks’ weights. Zhou et al. [5] use the genetic algorithm to determine the weights of 
component neural network (GASEN) and achieve the wonderful neural networks 
ensemble result.  

This paper propose a parallel training method for the ensemble’s component network, 
meeting the requirement not only of its precision but also of its diversity with other 
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component networks. On the component neural networks’ ensemble this paper improves 
the parallel weights determination method (GASEN) proposed by Zhou et al. [5], and 
presents a new weights determination method (GASEN-e) which decreases the 
generalization error of network ensemble effectively.  

This paper is organized as follows. Section 2 present the parallel learning algorithm 
(PLA) of ensemble’s component networks. Section 3 presents an improved component 
network’s weights determination method - Gasen-e. Section 4 gives the experimental 
results comparing several existing component network generation methods and neural 
network ensemble methods with the one presented in this paper. Section 5 summarizes this 
paper’s work. 

2   Parallel Learning Approach for Component Neural Network 

Suppose the goal of neural network ensemble’s learning is to approximate the function of 
nm RRf →: . The neural network ensemble is composed of N neural 

networks Nfff ,,, 21 , and each network is assigned the weight of ),,2,1( Nii =ω , 

where 0≥iω , 
=

=
N

i
i

1

1ω . The neural network ensemble’s output is generated by 

weighted averaging all component neural network outputs.  
Assume all the networks’ weights are equal. After the component networks’ training 

has been finished, the method introduced in Section 3 will be used to determine the 
ensemble’s component networks’ weights.  

Suppose the training sample set of ),,2,1( Nif i =  is: 

{ }))(),((,)),2(),2(()),1(),1(( iii LdLXdXdXD =  

where mRX ∈ , d  is the target output as a scalar quantity, iL  is the training samples’ 

number.  
The ensemble’s output of networks except if  with the n th sample is written by:  

                                                           
≠

− −
=
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N
nf )(

1

1
)( .                                                      (1) 

The error function of if  with the n th training sample is defined as iEa : 

                                        22 ))()((
2

1
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2

1
nfnfndnfEa iiii −−−−= βα                           (2) 

According to (2) the derivative of iEa  with the n th training sample output )(nf i  of if  is: 
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−−−−=
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∂ βα                      (3) 

When 2=α and 1=β , the training of if considers both the target output and the 

other networks ensemble’s output. In the experiments we suppose 2=α , 1=β .  
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After the error function has been determined, the algorithm of BP is used to train all 
component networks simultaneously. The error function of iEA and the algorithm of BP 

form the neural networks ensemble’s component network parallel learning algorithm 
(PLA). 

3   Component Network Weight Determination Method GASEN-e 

Suppose ),,2,1(' Niff iii =+= δ , iδ is a constant to be decided. '

if is generated by 

adding the bias constant iδ  to 
i

f and '

if  is also a neural network.  

Now assume the neural network ensemble is composed of N  neural networks 

of ''

2

'

1 ,,, Nfff . The neural networks ensemble’s output with the input of x  is 

                                                                    
=

∧

=
N

i
ii xfxf

1

' )()( ω                                                       (4) 
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i
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δωδ  and )()(
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xfxf
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i
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= ω , then it can be got from formula (4)  
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The above formula show that the ensemble output of neural network ),,2,1(' Nif i =  

is the sum of ensemble output of if andδ . 

Suppose the generalization of neural networks ensemble ),,2,1(' Nif i =  is 

−=
∧∧

2))()()(( xdxfxdxpE                                              (6) 

Then it is got from Formula (5) and (6) 

−+=
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Making the bias derivative of 
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E onδ results in 
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Suppose 0=
∂
∂

∧

δ
E

, then it is got 

−−= ))()()(( xdxfxdxpδ                                              (9) 

Zhou et al. [4,5] presented the method of GASEN using the genetic algorithm to optimize 
the component network weights. During the network weight’s optimization, the reciprocal of 
E is used as the individual adaptive value. We also use the genetic algorithm to optimize the 
component network weights, and in the component network weights’ evolution the 
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reciprocal of 
∧

E is used as the individual adaptive value after δ  has been estimated with 
Formula (9). This method is the extension of GASEN, and written by GASEN-e. 

4   Empirical Study 

We use four data sets to perform testing. These data sets belong to the type of regression 
analyses including the following: 

Data set 1(Friedman#1) was introduced by Friedman [3]. Every input vector contains five 
components and is generated according to formula (10).  

επ +++−+= 54

2

321 510)5.0(20)sin(10 xxxxxy                       (10) 

Where )5,,2,1( =ixi  obeys the uniform distribution on ]1,0[ , ε obeys the normal 

distribution )1,0(N . 

Data set 2(Plane) was introduced by Ridgeway et al. [6]. Every input vector contains 2 
components and is generated according to formula (11). 

                      ε++= 21 3.06.0 xxy                                                 (11) 

Where )5,,2,1( =ixi  obeys the uniform distribution on ]1,0[ , ε  obeys the normal 

distribution )1,0(N . 

Data set 3(Friedman#2) was introduced by Friedman[3]. Every input vector contains 4 
components and is generated according to formula (12).  

                    2

42

32

2

1 ))
1

((
xx

xxxy −+=                                          (12) 

Where 1x  obeys the uniform distribution on ]100,0[ , 2x  obeys the uniform distribution 

on ]560,40[ ππ , 3x  obeys the uniform on ]1,0[ , 4x  obeys the uniform on ]11,1[ . 

Data set 4(Multi)was introduces by Hansen[7] , used to compare several ensemble 
methods. Every input vector contains 5 components and is generated according to formula 
(13). 

543524121 06.242.356.127.179.0 xxxxxxxxxy ++++= .         (13) 

Where )5,,2,1( =ixi  obey s the uniform distribution on ]1,0[ . 

4.1   Experimental Process and Parameters Setup 

In our experiment, every data set contains 1000 samples. 5-foid method is used to test the 
neural network ensemble’s performance. The component network’s training set and the 
validating sets needed in the component network’s training and network ensemble are all 
generated by bootstrap sampling the initial training sets [3]. 
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Table 1. The initial training step and re-training step 

 Data set of 
Friedman#1 

Data set of 
Plane 

Data set of 
Friedman#2 

Data set of 
Multi 

Initial training epochs 50 10 20 25 
Re-training epochs  150 60 70 70 

Total training epochs  200 70 90 95 

The component neural network adopts the three-layer feed-forward structure and the 
middle layer (hidden layer) contains 10 neural cells. The size of the network ensemble is 
supposed to be 20.  

To the component network training method proposed by us, the ensemble performance stability 
is the criterion to stop training. In experiments we find that this method’s performance is based on 
that the component network has the certain accuracy. So after the initial training of component 
network this method is used to continue training the component network interactively. The initial 
training epochs of component network is set as the quarter of single neural network’s training epochs. 
To determine the continuous training epochs of component network we perform the experimental 
test. The detailed assigned steps are shown in Table 1. 

4.2   Experimental Result 

To evaluate the generalization error of neural network ensemble, we adopt the performance 
comparison method for neural network ensemble proposed by Zhou et al.[5] to compare their 
relative generalization error. For a specific data set one neural network is trained, and the 
relative generalization error of network ensemble is the quotient of practical generalization 
error divided by this neural network’s generalization error.  

To the component neural network training method, the experiment compares PLA with 
Bagging [3] and OLA [4]. The ensemble of component neural networks adopts mostly the 
simple averaging [4] and weighted ensemble [5]. Zhou et al. [5] use the genetic algorithm to 
determine the weights of component neural network (GASEN) and achieve the wonderful 
neural networks ensemble result. We improve their method and present the new neural 
network ensemble method (GASEN-e). In experiment the simple averaging method of 
neural networks ensemble (abbr. Ave), GASEN and GASEN-e are compared. The 
experimental results are shown in Table 2 – 5.  

It is found from experimental results that the component network generated using PLA 
can always achieve relatively good ensemble result, the reason for this is that PLA can 
guarantee the component network precision and simultaneously keep the diversity between 
component network and other network in the component network generation process. 

Table 2. Data set of Friedman#1                                                     Table 3. Data set of Plane 

 Ave GASEN GASEN-e 
 Bagigng 1.0456 0.8880 0.8428 

OLA 1.0236 0.9880 0.8428 
PLA 0.8234 0.8190 0.8152 

 Ave GASEN GASEN-e 
Baging 0.8308 0.8198 0.8134 
OLA 0.8289 0.8193 0.8132 

CNNPLA 0.8263 0.8259 0.8122 
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Table 4. Data set of Friedman#2                                    Table 5. Data set of Multi 

The neural networks ensemble method of GASEN-e assigns a bias value to each 
component network generated in training, increasing the quantity of component networks 
selected and adjusting the generalization error of ensemble. Experiments show that GASEN-
e is superior to GASEN.  

5   Conclusion 

This paper presents a parallel learning component network generation method of PLA. The 
method of PLA improves continuously the component network prediction precision in the 
component network training process, and simultaneously adjusts the diversity between it and 
other networks to decrease the generalization error of network ensemble. To the component 
network ensemble we improve the component neural network ensemble weights parallel 
determination method proposed by Zhou [5]. Assigning a bias value to the component 
network output can increase the quantity of component networks selected and decrease the 
generalization error of neural network ensemble.  
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Bagigng 0.9946 0. 8243 0.8215 
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Abstract. The use of microcontroller in neural network realizations is cheaper 
than those specific neural chips. In this study, an intelligent gas concentration 
estimation system is described. A neural network (NN) structure with tapped 
time delays was used for the concentration estimation of CCl4 gas from the 
trend of the transient sensor responses. After training of the NN, the updated 
weights and biases were applied to the embedded neural network implemented 
on the 8051 microcontroller. The microcontroller based gas concentration 
estimation system performs NN based concentration estimation, the data 
acquisition and user interface tasks. This system can estimate the gas 
concentrations of CCl4 with an average error of 1.5 % before the sensor 
response time. The results show that the appropriateness of the system is 
observed.  

1   Introduction 

General hardware implementations of neural networks are the application specific 
integrated circuits. The application specific neural chips and general purpose ones are 
more expensive than a microcontroller [1-3]. 

Usage of a microcontroller to realize a neural network has program dependent 
flexibility with cheapest hardware solution. However, realization of complicated 
mathematical operations such as sigmoid activation function is difficult via 
microcontrollers. A flexible and software dependent method is required to realize 
complicated activation functions on microcontrollers [3]. On the other hand, a neural 
network (NN) can be coded and trained in a high level language like C with floating 
point arithmetic, and then this NN structure can be embedded to a microcontroller 
with updated weights and biases. So the NN structures can be easily adapted to the 
handle systems including microcontrollers. 

The volatile organic compounds in ambient air are known to be reactive photo-
chemically, and can have harmful effects upon long-term exposure at moderate levels. 
These type organic compounds are widely used as a solvent in a large number of the 
chemical industry and in the printing plants [4]. Developing and designing sensors for 
the specific detection of hazardous components is important [5].  

Usually, the steady state responses of the sensors are used for concentration 
estimations of the gases. Steady state response means no signal varying in time. But, 
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for realizing the determination of the concentrations before the response times and 
decreasing the estimation time, the transient responses of the sensors must be  
used [6-9]. 

In this study, a microcontroller based gas concentration estimation system for 
realizing the determination of CCl4 gas concentrations from the trend of the transient 
sensor responses is proposed The performance and the suitability of the method are 
discussed based on the experimental results. 

2   Frequency Shift Measurement Circuit 

The principle of the Quartz Crystal Microbalances (QCM) sensors are based on 
changes ∆f in the fundamental oscillation frequency to upon ad/absorption of 
molecules from the gas phase. To a first approximation the frequency change ∆f 
results from increase in the oscillating mass ∆m [10]. A Calibrated Mass Flow 
Controller was used to control the flow rates of carrier gas and sample gas streams. 
Detailed information about QCM sensor and flow controller can be found in [6]. 

 

Fig. 1. Block diagram of the frequency shift measurement circuit 

The transducers employed for the frequency shift measurement system were QCM 
with fundamental of 10 MHz. The set up consisted of two QCM, one of them as 
reference QCM. The other QCM was coated with a sensitive layer [6]. Figure 1 shows 
the block diagram of the frequency shift measurement circuit. In this study, the 
frequency shifts (Hz) versus concentrations (ppm) characteristics were measured for 
CCl4. At the beginning of each measurement gas sensor is cleaned by pure synthetic 
air.   

3   Training of the Neural Network for Concentration Estimation 

A multi-layer feed-forward NN with tapped time delays is used for determination of 
the concentrations of CCl4 from the trend of the transient sensor responses. The neural 
network structure is shown in Figure 2. The input, ∆f is the sensor frequency shift 
value and the output, PPM is the estimated concentration. The networks have a single 
hidden layer and a single output node.The activation functions for the hidden layer 
nodes and the output node were sigmoid transfer functions. Data sampling rate (ts) 
was equal approximately to 2 sec. 
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Fig. 2. The training diagram of neural network with a time delayed structure 

The inputs to the networks are the frequency shift and the past values of the 
frequency shift. The information about the trend of the transient sensor responses can 
be increased by increasing the number of data. This requires additional neural 
network inputs. For illustrating the effect of the numbers of inputs, four different 
numbers of inputs to the networks are used. These are, 

• the frequency shift and the two past values of the frequency shift  (three inputs), 
• the frequency shift and the four past values of the frequency shift  (five inputs), 
• the frequency shift and the seven past values of the frequency shift  (eight inputs), 
• the frequency shift and the nine past values of the frequency shift  (ten inputs). 

The three different numbers of the hidden layer nodes (five, eight and ten nodes) 
were used. The optimum numbers of inputs and hidden layer nodes were determined 
according to the training results of the NN and these values were selected for 
microcontroller implementation. 

In this study, the BP algorithm with momentum [11]  was used for updating the 
neural network weights and biases. The measured steady state and transient sensors 
responses were used for the training and test processes. Two measurements were 
made using same QCM sensor for this purpose. One measurement was used as 
training set and other measurement was used as test set. For the performance 
evaluation, we have used the mean relative absolute error, E(RAE) [6].  

4   Microcontroller Based Concentration Estimation System 

The 8051 (DS 5000 32-16) microcontroller was used as an embedded processor, 
based on its cost effectiveness, programming features. Microcontroller based 
concentration estimation system performs the frequency shift data acquisition, 
implements the NN to estimate the concentration and displays the result. Block 
diagram of the system can be seen in Figure 3.  
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Fig. 3. Block diagram of the microcontroller based gas concentration system 

The embedded neural network structure was coded in C language. Once the 
network has been trained to estimate gas concentration, the estimation process is a 
relatively straightforward operation. After training of the NN with tapped time delays 
to estimate gas concentration, the updated weights and biases are then applied to the 
embedded neural network implemented on the 8051 microcontroller. Since the 
embedded NN was coded in C with floating point arithmetic, four address locations 
were reserved for floating point number in the microcontroller memory.    

 
Fig. 4. The scheme of the NN based modelling of microcontroller based system 

The tapped time delay structure of the used neural network (8:8:1) was 
implemented via data memory as seen in Figure 4. Each new ∆f floating point data is 
stored to the 2000h memory address as four byte, while the past ∆f values are moved 
to the next location. This process resembles the pipeline process. Once the memory 
locations between 2000h and 2020h (eight input values) are filled, the NN will have 
new inputs for each new ∆f frequency shift data. The microcontroller based system 
makes the first estimation approximately 16 seconds after the reading of the first ∆f 
frequency shift data. This is because of that, the first eight inputs of the NN are stored 
to memory approximately at this time interval (8*ts ≈ 16 seconds).   In this NN based 
model, scaling factors SFi and SFo were used for normalization of the inputs and 
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calculation of estimated concentration respectively. The weights, biases, activation 
functions and calculations of the embedded neural network were stored to program 
memory. 

6   Results and Discussions 

For determining the optimum number of the hidden layer nodes, three different values 
of the hidden layer nodes were used.  Figure 5 shows the effects of hidden neurons on 
the performance of the NN. According to Figure 5, the optimum number of hidden 
layer nodes can be taken as eight. From the same figure, it’s also shown that the 
increasing number of NN inputs results improving accuracy at the concentration 
estimations and optimum value can be taken as eight. These optimum values for the 
number of hidden layer nodes and number of NN inputs were used for microcontroller 
implementation. 

 

Fig. 5. Error (%) for numbers of hidden neurons versus numbers of NN inputs graph 

After training of the selected neural network (8:8:1) coded in C with floating point 
arithmetic, C program codes of the network were converted to the 8051 assembly 
codes by using C51 C compiler. These 8051 assembly codes and the updated weights 
and biases of the NN are then stored to the program and data memories of the 
microcontroller respectively.  

Table 1. Estimation results of the microcontroller based system for CCl4 

True concentrations 
(ppm) 

Average concentration estimations (ppm) of the 
microcontroller based system  

E(RAE)    
(%) 

1000 1023 3.92 
3000 2992 0.76 
5000 4908 1.55 
8000 8011 0.85 

10000 9963 0.52 
Average E(RAE) (%)  →  1.52 
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The performance of the microcontroller based system is summarized in Table 1. 
As seen in this table, acceptable good results were obtained for all the concentration 
values. The microcontroller based system estimates the concentration values at 
approximately 16 seconds, because of the tapped time delay structure of the neural 
network. This is because of that the frequency shift and the seven past values of the 
frequency shift takes approximately 16 seconds.  On the other hand, the QCM sensor 
response time is approximately 250 seconds. This means that the determination of the 
concentrations of CCl4 from the trend of the transient sensor responses is achieved 
before the response time using the microcontroller based system. 

The microcontroller based gas concentration estimation system performs NN 
based concentration estimation, the data acquisition and user interface tasks. This 
system can estimate the gas concentrations of CCl4 with an average error of 1.52 % 
before the sensor response time. 

In this study, it is seen that acceptable good estimation results can be achieved for 
the estimation of the CCl4 gas concentrations before the steady state response of the 
QCM sensor using the microcontroller based system including embedded neural 
network structure. 

As a result, the obtained acceptable good results show that, the neural network 
structures can easily be realized via microcontroller for the handle gas detection 
systems. And the cost of this realization will be lower than that of the realization via 
specific neural chips. In addition to neural network based concentration estimation, 
this microcontroller based gas concentration estimation system performs the data 
acquisition and user interface tasks. 

This intelligent estimation system can be easly adapted to the quantitative 
classification of gas compounds in their mixtures especially for the compounds 
developed for chemical warfare applications.  
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Abstract. In this paper we introduce an Ant Colony Optimisation (ACO)  
algorithm to find solutions for the well-known Knight’s Tour problem. The al-
gorithm utilizes the implicit parallelism of ACO’s to simultaneously search for 
tours starting from all positions on the chessboard. We compare the new algo-
rithm to a recently reported genetic algorithm, and to a depth-first backtracking 
search using Warnsdorff’s heuristic. The new algorithm is superior in terms of 
search bias and also in terms of the rate of finding solutions. 

1   Introduction 

A Knight’s Tour is a Hamiltonian path of a graph defined by the legal moves for a 
knight on a chessboard. That is, a knight must make a sequence of 63 legal moves 
visiting each square of an 8x8 chessboard exactly once. Murray [1] traces the earliest 
solutions to this problem back to an Arabic text in 840 ad. Leonhard Euler carried out 
the first mathematical analysis of the problem in 1759 [2]. Other well-known mathe-
maticians to work on the problem include Taylor, de Moivre and Lagrange. 

There is interest in finding both open and closed tours. A closed tour has the extra 
property that the 63rd move ends on a square that is a knight’s move away from the 
start square, so that the knight could complete a Hamiltonian circuit with a 64th move. 
Closed tours are more difficult to find. An upper bound of the number of open tours 
was found to be approximately 1.305x1035 [3]. Löbbing and Ingo [4], calculated the 
number of closed tours, later corrected by McKay to be 13,267,364,410,532 tours [5]. 
Though there are many tours, the search space is even larger, at around 5.02x1058. 

A depth-first search, with backtracking, is perhaps the most obvious search 
method, though rather slow. A heuristic approach due to Warnsdorff in 1843, is the 
most widely known approach [6]. Using Warnsdorff’s heuristic, at each move, the 
knight moves to a square that has the lowest number of next moves available. The idea 
is that the end of the tour will visit squares that have more move choices available.  

A recent approach to finding knight’s tours used a genetic algorithm [7]. This used 
a simple genetic algorithm [8], encoding a knight’s tour as a sequence of 63x3 bits. 
Each triple represents a single move by the knight, with the fitness being defined by 
the number of legal moves (maximum = 63) before the knight jumps off the board or 
revisits a square. If a candidate tour leads to an illegal move, a repair operator checks 
the other seven possible knight’s moves, replaces the illegal move with a legal move if 
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there is one, and then attempts to continue the tour, repairing as needed. Without re-
pair, the genetic algorithm found no complete tours. With repair, the maximum num-
ber of tours reported in a single run of 1,000,000 evaluations was 642.  

2   The Ant Colony Algorithm 

Ant colony optimization (ACO) algorithms are based on the observation that ants, 
despite being almost blind and having very simple brains, are able to find their way to 
a food source and back to their nest, using the shortest route. ACO’s were introduced 
by Marco Dorigo [9], [10]. In [10] the algorithm is introduced by considering what 
happens when an ant comes across an obstacle and has to decide the best route to take 
around the obstacle. Initially, there is equal probability as to which way the ant will 
turn in order to negotiate the obstacle. Now consider a colony of ants making many 
trips around the obstacle and back to the nest. As they move, ants deposit a chemical 
(a pheromone) along their trail. If we assume that one route around the obstacle is 
shorter than the alternative route, then in a given period of time, a greater proportion 
of trips can be made over the shorter route. Thus, over time, there will be more 
pheromone deposited on the shorter route. Now the ants can increase their chance of 
finding the shorter route by preferentially choosing the one with more pheromone. 
This sets up a positive feedback cycle, known stygmergy or autocatalytic behaviour. 

This idea has been adapted to derive various search algorithms, by augmenting 
pheromone trails with a problem specific heuristic. In the most famous example, ants 
can be used to search for solutions of the traveling salesman problem (TSP). Each ant 
traverses the city graph, depositing pheromone on edges between cities. High levels of 
pheromone indicate an edge that is in shorter tours found by previous ants. When 
choosing edges, ants consider the level of pheromone and a heuristic value, distance to 
the next city. The combination determines which city an ant moves to next. 

We now present the new ACO algorithm that we use to discover knight’s tours. As 
for the TSP, ants traverse a graph, depositing pheromones as they do so. In this case 
of the Knight’s Tour Problem, the vertices of the graph correspond to the squares on a 
chessboard, and edges correspond to legal knight’s moves between the squares. Each 
ant starts on some square and moves from square to square by choosing an edge to 
follow, always making sure that the destination square has not been visited before. An 
ant that visits all the squares on the board will have discovered a knight’s tour.  

We found it best to search for solutions from all starting squares simultaneously. 
We hypothesise that an ant starting on one square can utilize the knowledge gained by 
ants starting on more remote squares – knowledge that is harder to obtain from other 
ants starting on the same square. 

We need some notation to describe the algorithm in detail. First, we define 

kcolrowT ,,  to be the amount of pheromone on the kth edge from the square in row row 

and column col. For squares near the edge of the chessboard, some moves would take 
the knight off the board and are illegal. We set 0,, =kcolrowT  for those edges. We use 

kcolrowdest ,, to denote the square reached by following edge k from square ( )colrow, . 
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Initialising the Chessboard. Initially, some pheromone is laid on each edge. In our 

simulations we used 6
,, 10−=kcolrowT for all edges corresponding to legal moves. 

Evaporating Pheromones. Pheromones evaporate over time, preventing levels be-
coming unbounded, and allowing the ant colony to “forget” old information. We im-
plemented this by reducing the amount of pheromone on each edge once per cycle, 
using: 

kcolrowkcolrow TT ,,,, )1( ×−→ ρ  

where 10 << ρ  is the called the evaporation rate. 

Starting an Ant. Each ant has a current square ( )colrow,  and a tabu list, which is the 

set of squares that the ant has visited so far. Initially, ( )startColstartRowcolrow ,),( = , 

and ( ){ }startColstartRowtabu ,= . Each ant also remembers her start square, and her 

sequence of moves. Initially, =<>moves , an empty list. 

Choosing the Next Move. To choose her next move, an ant computes, for each edge 
leading to a square not in her tabu list, the following quantity: 

α)( ,, kcolrowk Tp =  

where 0>α , the strength parameter, is a constant that determines how strongly to 
favour edges with more pheromone. She then chooses edge k with probability: 

∉

=

tabudestj
j

k
k

jcolrow

p

p
prob

,,:

 

Moving to the New Square. In some ACO algorithms, ants deposit pheromone as 
they traverse each edge. Another alternative, which we use in our algorithm, is for no 
pheromone to be deposited until the ant has finished her attempted tour. Hence, hav-
ing chosen edge k, she simply moves to kcolrowdest ,, , and sets: 

{ }kcolrowdesttabutabu ,,∪→ , and 

><+→ kmovesmoves  
Keep Going Until Finished. Eventually, the ant will find herself on a square where 
all potential moves lead to a square in her tabu list. If she has visited all the squares on 
the chessboard, she has found a valid knight’s tour, otherwise a partial tour. 

Lay Pheromone. When she has finished her attempted tour, the ant retraces her steps 
and adds pheromone to the edges that she traverses. In order to reinforce more suc-
cessful attempts, more pheromone is added for longer tours. We have found that we 
obtain slightly better results by reinforcing moves at the start of the tour more than 
those towards the end of it. Specifically, we define, for each ant a, for each row and 
column, and each edge k: 

)63(

)(
,,, i

imoves
QT kcolrowa −

−
×=∆ , if ant a’s ith move used edge k from row, col, and 
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0,,, =∆ kcolrowaT , otherwise 

where the parameter Q is the update rate, and the value 63 here represents the length 
of a complete open tour. Thus, each ant contributes an amount of pheromone between 
0 and Q. Once all ants complete their attempted tours, we update the pheromone using 
the formula: 

∆+→
a

kcolrowakcolrowkcolrow TTT ,,,,,,, . 

3   Experiments and Results 

In this section we describe the experiments that we conducted and present the results 
we obtained. While the Knight’s Tour is a puzzle or mathematical curiosity, it is a 
special case of an important NP-complete graph theoretic problem - that of finding a 
Hamiltonian path in a graph. In many applications, one is interested in finding Hamil-
tonian paths that optimize some figure of merit (such as tour length in TSP), so algo-
rithms that generate Hamiltonian paths for evaluation are required. (Though in the 
case of TSP, finding paths is not the hard part, as the graph is usually well connected.) 
With this in mind, the aim of these experiments is to gather evidence on how well the 
ant colony algorithm does at generating as many knight’s tours as possible. In addi-
tion, it is desirable that the algorithm achieves coverage of the complete set of knight’s 
tours, and not be biased towards generating particular kinds of tours. 

Firstly, we ran searches using a standard depth-first search with a fixed ordering of 
moves, and similar searches using Warnsdorff’s heuristic to determine candidate 
moves. These experiments provide a baseline, indicating how difficult it is to locate 
complete tours. We then ran searches using our ant colony algorithm. 

A naïve depth-first search was implemented, using the fixed move ordering given 
in [7]. For each possible starting square, we ran the search until 100,000,000 tours had 
been tried. The algorithm found an average of 308.6 complete tours for each square, 
all open. 

We also implemented a variant of depth-first search using Warnsdorff’s heuristic, 
in which a move is only considered valid if it obeys the heuristic. All these searches 
ran to completion, so we effectively enumerated all tours that obey the heuristic. The 
total number of “Warnsdorff tours” was found to be 7,894,584 - a tiny fraction of the 
total number of tours. About 15% (1,188,384) of these are closed tours. This variant is 
clearly very efficient in generating knight’s tours, but it is also highly biased - indeed 
it is unable to reach most of the search space. The high proportion of closed tours 
found suggests that the portion of the search space that is reached is highly atypical.  

For the ant colony algorithm, we first did some experimentation to discover a good 
set of parameters, settling on the following: evaporation rate 25.0=ρ ; update rate 

0.1=Q ; strength 0.1=α ; in each cycle, start one ant from each start square; and 

greater pheromone update for moves near the end of a tour. If the evaporation rate is 
too low, there is not enough exploration, whilst if it is too high, there is not enough 
exploitation. Strength also affects this balance. Starting ants from all start squares in 
each cycle produces an order of magnitude more solutions compared to running the 
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search once for each starting square. For the update rule, we also tried adding a con-
stant amount of pheromone to each edge of a partial tour, or adding an amount propor-
tional to the length of the partial tour. Both were inferior to the chosen formula. 
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Fig. 1. Mean performance of the ant colony algorithm 

  

Fig. 2. Pheromone patterns at the completion of two runs of the ant colony algorithm 

With these choices made, we ran the ant colony algorithm 20 times for 100,000 
cycles each time. The mean number of unique complete tours found in each run was 
488,245.4 (with, on average, 9,192.0 closed tours), three orders of magnitude better 
than the genetic algorithm. A better competitor is the heuristic depth-first search, 
which is more efficient than the ant colony, but only finds Warnsdorff tours.  

Fig. 1 shows the mean number of unique tours discovered and the number of re-
peated tours for progressively more cycles. It also shows the “production rate” - the 
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number of new tours found per cycle. Production rate increases for about the first 
20,000-25,000 cycles, while the ant colony is learning a good pheromone pattern. 
After this, repeated tours are found, and the production rate slowly falls. A remedy 
might be to restart the algorithm after a few thousand cycles. We tried this idea, run-
ning the algorithm multiple times for 5,000 cycles each time. In no case were any 
tours discovered in more than one run. Fig. 2 shows pheromone patterns from two 
typical runs when the patterns have more or less converged. Each pattern has eight 
8x8 grey scale rectangles. Each rectangle shows pheromone levels for one of the eight 
knight’s moves at each square on the chessboard, darker grey indicating more phero-
mone. Patterns for different runs are quite different from each other.  

4   Conclusion 

We have introduced a new ant colony algorithm for discovering knight’s tours on an 
8x8 chessboard. The new algorithm is able to discover tours efficiently, without  
the bias of existing heuristic approaches. Just as graph theory itself was developed in 
the 18th century to study problems such as the Konigsberg Bridge Problem and the 
Knight’s Tour Problem, this algorithm should be adapted easily to solve other prob-
lems involving Hamiltonian paths or cycles in other graphs. 
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Abstract. Based on the Antibody Clonal Selection Theory of immunology, we 
put forward a novel artificial immune system algorithm, Immune Clonal Selec-
tion Algorithm for Multiuser Detection in DS-CDMA Systems. The perform-
ance of the new detector, named by ICSMUD, is evaluated via computer  
simulations. When compared with Optimal Multiuser detection, ICSMUD can 
reduce the computational complexity significantly. When compared with detec-
tors based on Standard Genetic Algorithm and A Novel Genetic Algorithm, 
ICSMUD has the best performance in eliminating multiple-access interference 
and “near-far” resistance and performs quite well even when the number of ac-
tive users and the packet length are considerably large. 

1   Introduction 

In recent years, Direct-Sequence Code-division multiple-access(DS-CDMA) systems 
have emerged as one of prime multiple-access solutions for 3G. In the DS-CDMA 
framework, multiple-access interference (MAI) existing at the received signal creates 
“near-far” effects. Multiuser detection (MUD) techniques can efficiently suppress 
MAI and substantially increase the capacity of CDMA systems, so it has gained sig-
nificant research interest since the Optimal MUD (OMD) was proposed by Verdu[1]. 
Reference [2] to [4] respective proposed their multiuser detectors based on BP Neural 
Network, Hopfield Neural Network and genetic algorithm. All of them can reduce the 
computational complexity significantly and get good performances. They provided 
new ideas and techniques for solving MUD. Antibody Clonal Selection Theory is 
very important for the immunology. Some new algorithms based on Clonal Selection 
Theory have been proposed successively[5][6][7].  

A novel clonal selection algorithm for MUD based on Antibody Clonal Selection 
Theory, named by ICSMUD, is presented in this paper. The performances of 
ICSMUD is evaluated via computer simulations and compared with that of SGA and 
A Novel Genetic Algorithm based on Immunity[8] as well as with that of the OMD 
and Conventional Detector in asynchronous DS-CDMA systems. 
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2   Problem Statements 

Consider a base-band digital DS-CDMA network with K active users operating with a 
coherent BPSK modulation format. The signal received at the output of the sensor is: 

1

b
0 1

( ) ( ) ( ) ( ) ( , ) ( )
M K

k k k
i k

t A b i s t iT t t t
−

= =

= − + = +r n S b n  (1) 

here ( )tn  is the additive white noise vector whose standard deviation is σ , bT  is the 

symbol interval, M is the packet length, Ak is the signal’s amplitude of the kth user, 
b mk ( )  is the mth coded modulated symbol of the kth user and b mk ( ) { }∈ ±1 , s tk ( )  is 

the kth user’s signature sequence. 
The matched filter output corresponding to the mth bit of the kth user is given by: 

( ) ( ) ( )k k b ky m t s t mT dtτ
∞

−∞
= − −r  (2) 

If set T
1 2( ) [ ( ), ( ) , ( )]Km y m y m y m=y , T

1 2( ) [ ( ), ( ), , ( )]Km b m b m b m=b , 

1 2( ) diag( , ,..., )Km =A A A A , T
1 2( ) [ ( ), ( ), , ( )]Km n m n m n m=n  and ( ) ( ( ))kl K Kq qρ ×=R , where 

( ) ( ) ( )
k

k

T

kl k k l lq s t s t qT dt
τ

τ
ρ τ τ

+
= − + −  then  

= +y RAb n  (3) 

where T[ ( ), ( 1) , ( 1)]m m m M= + + −y y y y , T[ ( ), ( 1), , ( 1)]m m m M= + + −b b b b ,  

( ( ), ( 1),..., ( 1))diag m m m M= + + −A A A A  and T[ ( ), ( 1), , ( 1)]m m m M= + + −n n n n . 

The OMD produces an estimate for the information vector transmitted at the dis-
crete-time instant m. In the asynchronous systems it holds that 

{ }
( )

T T
optimal

{ 1, 1}
1 , 1

ˆ arg max 2
m

kb
k K m M

∈ −
≤ ≤ ≤ ≤

= −b b Ay b ARAb  (4) 

Note that, if solved by Viterbi algorithm, its computational complexity will in-
crease exponentially with the number of users and the packet length. 

3   Immune Clonal Selection Algorithm for Multiuser Detection 

The Antibody Clonal Selection Theory (F. M. Burnet, 1959) was proposed as the 
basic features of an immune response to an antigenic stimulus[9]. Inspired by the 
Antibody Clonal Selection Theory, we proposed a novel clonal selection algorithm 
for multiuser detection. 

Assume that K active users share the same channel and the packet length is M, 
then the question (4) can be described as a combination optimization problem as 

{ }T T(P): max ( ) 2 :f = − ∈b b Ay b ARAb b I  (5) 
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where { }(1) (1) (1) ( ) ( ) ( )
1 2 1 2[ , , ] , , [ , , ]M M M

K Kb b b b b b=b , { }( ) 1 , 1m
kb ∈ −  is the variants 

to be optimized, I denotes the antibody space. Set the antigen f  as an objective func-

tion, and set I 

n denotes the antibody population space as 

{ }1 2: ( , , , ), , 1n
n k k n= = ∈ ≤ ≤I B B b b b b I  (6) 

in which 1 2{ , , , }n=B b b b  is the antibody population, n is the size of the anti-

body population, and antibody { }1 1 1
1 2 1 2
( ) ( ) ( ) ( ) ( ) ( )[ , , ] , , [ , , ]M M M

i i i Ki i i Kib b b b b b=b . 

Then the novel clonal selection algorithm can be implemented as Fig 1. 

Immune Clonal Selection Algorithm for Multiuser Detection (ICSMUD) 
begin 

k := 0; 
initialize kB( ) and algorithm parameters; 

calculate affinity of kB( ) : { } { }1 2( ( )) ( ( )), ( ( )), ( ( ))nf k f k f k f k=B b b b ; 

while not finished do 
k := k + 1; 
generate kB( )  from 1k −B( )  by the Clonal Selection Operator including 

Clonal Operating C
cT , Clonal Mutation Operating C

mT , Clonal Selection 

Operating C
sT and Clonal Death Operating C

dT ; 

calculate the affinity of kB( ) , namely, evaluate kB( ) ;  

end 
end 

Fig. 1. The Immune Clonal Selection Algorithm for Multiuser Detection 

The major elements of Clonal Selection Operator are presented as follows. 

Clonal Operating C
cT : Define 

C C C C T
c c 1 c 2 c( ) ( ( )) [ ( ( )) ( ( )), , ( ( ))]nk T k T k T k T k= =Y B b b b  (7) 

where C
c( ) ( ( )) ( ) , 1, 2, ,i i i ik T k I k i n= = × =Y b b , iI  is qi dimension row vector and 

c( ) ( , ( ( )))i iq k g N f k= b  (8) 

Nc>n is a given value relating to the clone scale. After clone, the population becomes: 

( ) { ( ), ( ), , ( )}1 2 nk k k k=Y Y Y Y  (9) 

where { } { }1 2( ) ( ) ( ), ( ), , ( )
ii ij i i iqk k k k k= =Y y y y y  and ( ) ( ) , 1, 2, ,ij i ik k j q= =y b . 
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Clonal Mutation C
mT : According to the mutation probability mp , the cloned antibody 

populations are mutated as follows: 

C
m( ) { ( )} { ( ( ))} {( 1) ( )}mrandom p

i ij ij ijk k T k k≤= = = −Z z y y  (10) 

( 1) ( )mrandom p
ij k≤− y  means each number of the antibody ( )ij ky  multiplies -1 with 

probability of mp .  

Clonal Selection Operating C
sT : ni ,2,1=∀ , if there are mutated antibodies 

{ } { }( ) max ( ) ( ) | max ( ( )) 1, 2, ,i i ij ij ik k k f k j q′ = = =b Z z z , the probability of 

( )i k′b  taking place of i k k∈b B( ) ( )  is:  

( )k
s

1 when ( ( )) ( ( ))
( ) ( )

0 when ( ( )) ( ( ))
i i

i i
i i

f k f k
p k k

f k f k

′<′= =
′≥

b b
b b

b b
 (11) 

Clonal Death Operating C
dT : After the clonal selection, the new population is: 

1 21 1 1 1 1i nk k k k k′+ = + + + +B b b b b( ) { ( ), ( ), , ( ), , ( )}  (12) 

where 1 1 1i jk k k i j′ + = + ∈ + ≠b b B( ) ( ) ( )  and 1 1i jf k f k′ + = +b b( ( )) ( ( )) , in which 

1j k +b ( )  is one of the best antibodies in 1k +B( ) . Whether 1( )i k′ +b  should be can-

celed or not depends on the clonal death proportion T%. 
We have proved that the algorithm of ICSMUD is convergent with probability of 

1 based on Markov Chain.  
In this contribution, we succeeded in reducing the complexity of the Optimal 

MUD by employing the sub-optimal ICSMUD, which performs only 2(( ) )O K M×  

search.  

4   Simulation Results  

In this section, we present some simulation results and comparisons that demonstrate 
the advantage of our algorithm. The performance of the ICSMUD is evaluated via 
computer simulations and compared with that of Standard Genetic Algorithm 
(GAMUD) and A Novel Genetic Algorithm based on Immunity [8] (IAMUD) as well 
as with that of Optimal Multiuser Detector (OMD) and conventional Matched Filters 
Detector (MFD) in asynchronous DS-CDMA systems. 

It is assumed that the number of users is K and the packet length is M, Gold se-
quences of length 31 are used as code sequences. The signal to noise ratio of the kth 

user is 2 2/k kSNR A σ= . For ICSMUD, IAMUD and GAMUD, we will terminate the 

search at the Yth generation where 1.5Y K M= × × . In GAMUD and IAMUD, the size 
of population is 25, the selection probability 0 4rP = . , the cross probability c 0.6P =  
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and the mutation probability m 0.05p = . In ICSMUD, the size of population is 5, 

clonal scale is 5, % 50%T =  and m 1/( )P K M= × . We take all the experiments based 

on 10000 bits signals. Our performance metric is the average Bit Error Ratio (BER). 
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   (c)                                                                (d) 

Fig. 2. The simulation results. (a) The performances in ‘near-far’ resistance; (b) The perform-
ances in eliminating noise’s disturbing; (c) The performances in accommodating users; (d) The 
performances in accommodating packet length 

A. In order to gain the results of the OMD, we assumed that K=3, M=3, SNR=10 dB. 
The first user is the desired user while other users are disturbing users and all users 
have the same power. The ratio of power between disturbing users and desired user 
denotes the ratio of ‘near-far’. The performances in ‘near-far’ resistance of mentioned 
receivers are shown in Fig 2(a).  
B. It is assumed that K=10, M=10. All users have the same power. Changing the 
value of SNR from -2 dB to 14 dB. The performances in eliminating noise’s disturb-
ing of mentioned receivers are shown in  Fig 2(b). 
C. It is assumed that M=10, SNR=10 dB, the number of users is changed from 5 to 30, 
all users have the same power. The performances in accommodating users of men-
tioned receivers are shown in Fig 2(c). 
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D. It is assumed that SNR=10 dB, K=10, the packet length is changed from 5 to 30, 
all users have the same power. The performances in accommodating packet length of 
mentioned receivers are shown in Fig 2(d). 

As we can see from Fig 2(a), the conventional detector produces the receivable es-
timate only when powers of the users are close to each other. The GAMUD and 
IAMUD are better than conventional detector. But their performances are unaccept-
able either when powers of disturbing users are much larger than that of desired user. 
As we expect, ICSMUD exhibits the best performance and seldom fails to produce 
the correct estimate for the transmitted symbols, so its performance is almost the 
same good as the OMD. When the cumulative BER is evaluated versus the value of 
the SNR of all the users, from Fig 2(b) we can see that ICSMUD receiver achieves 
acceptable performance, whereas the performances of conventional detector, 
GAMUD and IAMUD are very poor. When the number of users or the transmitted 
packet length is relatively large, the advantage of ICSMUD can be seen in Fig 2(c) 
and Fig 2(d). The simulations suggest that, ICSMUD detector still performs quite 
well when K and M are relatively large. 

5   Conclusions 

In this paper, a novel multiuser detection receiver based on Immune Clonal Selec-
tion Algorithm was proposed. Monte Carlo simulations show that the new algo-
rithm could significantly reduce the computational complexity and achieve better 
performance in eliminating MAI and “near-far” resistance over other algorithms 
such as the conventional detection, SGA and improved GA. It greatly improves the 
system capacity in acceptable computational cost for practical implementation in 
CDMA systems.  
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Abstract. Immune clone selection algorithm is a new intelligent algorithm 
which can effectively overcome the prematurity and slow convergence speed of 
traditional evolution algorithm because of the clonal selection strategy and 
clonal mutation strategy. We apply the immune clonal selection algorithm to 
the process of modeling normal behavior. We compare our algorithm with the 
algorithm which applies the genetic algorithm to intrusion detection and applies 
the negative selection algorithm of the artificial immune system to intrusion de-
tection in the dataset kddcup99. The experiment results have shown that the 
rule set obtained by our algorithm can detect unknown attack behavior effec-
tively and have higher detection rate and lower false positive rate. 

1   Introduction 

With the rapid development of Internet, the computer network has been widely used 
and become the most important basic instrument, and Internet has brought us great 
economic benefits. However, the threat to information assurance is on the rise, and 
the network security has become a very important issue. Intrusion detection system 
which is a component of network security measure is more and more concerned. 

Evolutionary Computation (EC) is a term covering Genetic Algorithms (GAs), 
Genetic Programming (GP), Evolutionary Strategies and Evolutionary Programming. 
Recently there has been some works within the GAs and GP communities and there 
have been several works that have attempted to produce classifier rules[1][2][3] using 
evolutionary techniques. For example, Gomez[4] and Gonzalez[5] use genetic algo-
rithm to build classification rules for intrusion detection. Forrest[7] applies the nega-
tive selection algorithm of the human immune system to intrusion detection.  

A novel intrusion detection based on Immune Clonal Selection Algorithm[6] 
(ICSA) is proposed in this paper. We apply the immune clonal selection algorithm to 
the process of modeling normal behavior. Experiment results have shown that our 
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algorithm can detect novel attack behavior effectively and has higher detection rate 
and lower false positive rate in testing the rule sets obtained. 

2   Intrusion Detection Based on Immune Clonal Selection  
Algorithm 

In the rule set the if-part of each rule is a conjunction of one or more conditions to be 
tested and the then-part of the rule describes the class label of the rule. kim[8]uses a 
kind of the expression of the rule.  

This kind of genotype representation allows a single attribute of each rule to have 
more than one value. Because each gene is comprised of nucleotides and the existing 
attribute values determine the number of nucleotides, the chromosome length corre-
sponding to the presentation is too long and the search space is too large. 

According to the analysis above, a rule genotype and phenotype presentation 
method (Figure 1) is proposed in the paper. The rule genotypes consist of a number of 
genes where each gene presents an attribute of the rule phenotype. Each gene is com-
prised of a nucleotide. Each nucleotide is an integer whose value indicates the index 
value of the corresponding attribute value of rule phenotype. 

 

Fig. 1. Rule genotype and phenotype which this paper put forward 

Each nucleotide is an integer whose value indicates the index value of the corre-
sponding attribute value of rule phenotype. A gene is equal to the index value that the 
corresponding attribute of rule phenotype may be equal to any value, which means 
that the attribute is a redundant attribute. The rule genotype and phenotype presenta-
tion which we put forward decrease sharply the chromosome length and the search 
space. 
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The aim applying the immune clonal selection algorithm to evolve the rule sets is 
to extract the predicted rule set which describes the normal behavior of network traf-
fic data, so we designed an affinity function formula (1): 

( )
1

TP
f Antigen

FN
=

+
 

(1) 

where TP is true positive rate, FN is false negative rate. 
The algorithms applying the immune clonal selection algorithm to evolve the rule 

set is presented as follows:  

Step 1. All the training samples are the antigen and the initial antibody population 
( C k( ) ) is generated randomly; 

Step 2. Initialize algorithm parameters and set k=0; 
Step 3. Repeat; 
Step 4.  Calculate the affinity ( )C k of and generate ( 1)C k +  from ( )C K  by Clonal 

Selection Operator including Clonal Operating C
cT , Clonal Mutation Oper-

ating C
mT , Clonal Selection Operating C

sT  
Step 5.  k=k+1; 
Step 6. Until the condition is satisfied. 

The elements of Clonal Selection Operator are introduced as follows:  
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where α >0 is a value related to the population diversity. So the antibody population 
is updated, and the information exchanging among the antibody population is realized. 

The detection method is presented as follows: 

Step 1. A number of rules are extracted from the rules which are evolved by the 
immune clonal selection algorithm, so the new rule set is established; 

Step 2. The rule genotypes in the new rule set is converted into the rule phenotype; 
Step 3. The testing samples are tested by the rule phenotype, if a testing sample 

matches anyone in the new rule set, then it is recognized as normal, else it 
is recognized as abnormal. 

3   Experiments Results and Analysis 

The dataset used in the experiments is the KDD CUP 1999 data, which is a version of 
the 1998 DARPA intrusion detection evaluation data set prepared and managed by 
MIT Lincoln Labs. The raw data includes the training data and test data and consists 
of a great deal of normal and attack network traffic data. It is important to note that 
the test data is not from the same probability distribution as the training data, and it 
includes specific attack types not in the training data. 

One hundred thousand samples are randomly selected from the 10% data set, 
which is composed of our training samples. Then one hundred thousand samples are 
randomly selected from the rest of the 10% data set, which is composed of our testing 
samples test1. The other two testing sample sets test2 and test3 are selected from the 
test data to examine if novel attack behavior can be detected with our algorithm effec-
tively. Five thousand samples are selected from the novel attack types data of the test 
data, and ninety five hundred thousand samples are selected from the rest of the test 
data, which is composed of our testing samples test2. Similarly our testing samples 
test3 is selected from the test data. 

Because the raw data has continuous and discrete value, the recursive minimal en-
tropy discretisation algorithm proposed by Fayyad and Irani[9] is used to discretize 
the continuous attributes. Dougherty[10] compare several discrete algorithms, his 
experiments have showed that the algorithm improved the classification accuracy of 
c4.5 and naïve-Bayes algorithm on various data sets. 

In the training phase, our algorithm is compared with the method in bibliogra-
phy[7] and the method applying the genetic algorithm to evolving the rule set. The 
parameter setting in the experiments is showed as following: a population size of 400 
was used. In our algorithm, the iterative times of 800 is used, Nc =600,   =0.2 
and mp =0.65. In the genetic algorithm, the iterative times of 800 are used, the cross-
over probability is 0.65 and the mutation probability is 0.1. In the method in bibliog-
raphy[7], the detectors of 100 is used, the activation threshold is 10 and the match 
length is 12. 

In the training phase, the average results of 20 times which are generated by our 
algorithm and genetic algorithm is shown as figure 2(a). It is obvious that the conver-
gence speed of our algorithm is faster than that of genetic algorithm and our algo-
rithm effectively overcomes the prematurity of the genetic algorithm. 
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In the testing phase, our algorithm is compared with the other two methods. The 
predicted rule sets with the varying rule number are composed of the best rule and 
other unrepeated rules extracted from the evolved rule set in terms of affinity. For 
example, a rule in the predicted rule set is shown as following: 

if duration=0 and protocol_type=tcp and ... and dst_host_rerror_rate =0 then  
normal 

The average results of 50 times which are generated by the three algorithms with 
the testing samples test1 are shown in the figure2(b) and figure2(c). It is shown that 
when the rule number of 20 is used, the higher detection rate and the lower false posi-
tive rate are obtained. The detection rate and false positive rate are greatly influenced 
by the rule number of the predicted rule set generated by the method in bibliogra-
phy[7]. When the rule number of 80 is used, the higher detection rate and the lower 
false positive rate are obtained. 

0 100 200 300 400 500 600 700 800
0

0.1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

0 .8

0 .9

1

it erat ive t im es

T
P

/(
1

+
F

N
)

I CSA
GA

 
(a) 

1 10 20 30 40 50 60 70 80 90 100
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Rule num ber in the rule set

D
e

te
ct

io
n

 R
a

te

I CSA
GA
Method in b ibliography[7 ]

1 10 20 30 40 50 60 70 80 90 100

1

2

3

4

5

6

7

8

9

10

Rule num ber in the rule set

F
a

ls
e

 p
o

si
ti

v
e

 r
a

te
(%

)

ICSA
GA
met hod  in bib liography[ 7]

 
(b)                                                                      (c) 

Fig. 2. The experiment results 
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According to the experiment results above, there are 20 rules all together extracted 
from the rules evolved by our algorithm and genetic algorithm and 80 rules by the 
method in bibliography[7]. When the parameters are set as above, the average results 
of 50 times are shown in table 1, which are generated to detect known attack and 
unknown attack by the three algorithms with the testing samples test2 and test3. It is 
obviously that our algorithm is better than the other two algorithms and the detection 
rate on the novel attack behavior obtained by our algorithm is about eighty four per-
cent, which indicates that novel attack behavior can be detected with our algorithm 
effectively. 

Table 1. The comparison of detection rate for detecting known and novel attack behavior 

Algorithms Test2 Test3 
 Known 

attack (%) 
Novel at-
tack (%) 

Known 
attack (%) 

Novel at-
tack (%) 

Our algorithms 98.60 84.20 98.31 83.64 
Genetic algorithms 93.54 50.63 92.42 49.10 
Method in bibliogra-
phy[7] 

95.84 60.42 95.33 65.11 

4   Conclusion 

Immune clone selection algorithm overcomes the prematurity and slow convergence 
speed of traditional evolution algorithm. We apply the immune clonal selection algo-
rithm to the anomaly detection. The experiment results show that novel attack behav-
ior can be detected effectively and higher detection rate and lower false positive rate 
are obtained while testing our predictive rules with our algorithm. 
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Abstract. Salinity is a growing problem that affects millions of hectares of 
agricultural land. Due to the devastating effects of dryland salinity, land 
owners, the government and catchment groups require cost effective 
information in the form of salinity maps. This paper investigates the use of a 
backpropagation neural network to map dryland salinity in the Wimmera region 
of Victoria, Australia. Data used in this research includes radiometric readings 
from airborne geophysical measurements and satellite imagery. The results 
achieved were very promising and indicate the potential for further research in 
this area. 

1   Introduction 

Since European settlement, many environmental changes have occurred in Australia. 
Trees were cleared to promote agricultural practices, resulting in the environmental 
balance being broken. Shallow-rooted vegetation was unable to absorb sufficient 
water from rainfall, resulting in the unused water sinking to the groundwater, causing 
watertables to rise. As watertables rise towards the earth’s surface, the salts carried 
within the groundwater also rise, causing non-salt tolerant plants to die. When 
groundwater reaches near to the surface, the land is considered unsuitable for 
agricultural practices due to its salinity content. These events result in dryland 
salinity, which is a form of man-made salinity caused by agricultural practices. The 
extent of the dryland salinity problem within Australia includes the loss of millions of 
hectares of agricultural land and loss of flora affected by rising watertables [1]. In 
addition, dryland salinity increases maintenance costs to infrastructure such as road 
and rail. Due to the devastating effects associated with this growing problem, steps 
have been taken to identify regions at risk of developing dryland salinity. 

The three main research areas involving the problem of dryland salinity are 
mapping, predicting and combating salinity. Mapping salinity is used by catchment 
groups, land owners and the government to identify salinity-affected land. Predicting 
salinity trends is used to indicate areas that may be at risk of developing dryland 
salinity in the future. Combating the problem of dryland salinity involves developing 
strategies or plans in affected areas, such as salt-mining, revegetation and irrigation 
practices [2]. The focus of this study is the mapping of dryland salinity. 
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There is a growing interest in models that can produce accurate salinity maps. 
Traditionally, expert assessments were made on-site by reading soil measurements to 
represent a region of land. This process was initially achieved through the collection 
of soil samples and assessment of electrical conductivity (EC). These techniques are 
considered to be a time-consuming, expensive and incomplete exercise, promoting 
interest in alternative techniques. 

Remotely sensed data is a cost-efficient, complete and accurate method of 
obtaining information about land and soil. Two sources of such data are available: 
satellite imagery and airborne geophysics. Satellites are able to collect data about the 
landform, such as elevation, curvature and slope. Airborne geophysics can take 
measurements of materials at or below the Earth's surface. These include 
measurements such as radiometrics, which have a relationship to salinity risk. This 
study focuses on the use of remotely sensed data to assess a neural network's ability in 
mapping dryland salinity. 

2   Mapping Salinity 

Limited research has been conducted into the problem of mapping salinity using 
remotely sensed data. Statistical methods were used in a study at Kakadu National 
Park, Australia to map soil salinity using Airborne Synthetic Aperture Radar 
(AirSAR) and Landsat TM satellite data [3]. Variables used in this study included 
Electrical Conductivity (EC), percentage ground cover, vegetation height and species 
and leaf litter depth. The salinity map produced classified salinity presence into 9 
different classes, broken up by density of salinity and vegetation. The best level of 
accuracy on test data was 82%. The accuracy of this study was quite high, however 
several of the classes that contributed a small portion of the population were not very 
well classified using this model. Hocking [4] used fuzzy modelling to map dryland 
salinity in the Wimmera Plains, Australia. Data collected for this study included 
radiometrics, DEMs (Digital Elevation Models) and DEM derived data. Factors used 
included the slope of the land, elevation, potassium and thorium content. Assessment 
of salinity risk was not output to ‘crisp’ classifications, but rather towards estimating 
a degree of risk in each study example. The results from the fuzzy techniques were 
poor, with a correlation of 0.32 between the outputs of the fuzzy system to the 
expected result. Evans [5] used Conditional Probabilistic Networks to examine if 
probabilistic relationships could be identified for mapping dryland salinity. The focus 
of this study was to demonstrate that the accuracy of mapping salinity could be 
increased by incorporating prior knowledge of relationships between attributes and 
salinity. Previous years’ attributes were combined with the assessed year to estimate 
salinity risk. The overall results of the study were poor, with many non-saline 
examples being classified as saline. 

Due to the difficulty in mapping dryland salinity using statistical techniques, there 
has been growing interest in exploring a variety of other methods including Artificial



Mapping Dryland Salinity Using Neural Networks 1235 

Intelligence techniques. Research was conducted to investigate the use of decision 
trees for mapping salinity in the Wimmera region [6]. The decision tree was 
developed using C4.5, a software package used for the generation of rule sets [7]. The 
data used was a combination of radiometrics, satellite imagery and DEMs. The 
variables included potassium and thorium content, curvature, elevation and slope. For 
a localised area of the study space, the results were 97% for training examples and 
91% for testing for the classification of salinity. However, when this study space was 
increased to a wider area, the accuracy was reduced to 63.7%. A study was performed 
in Western Australia to investigate the use of decision trees and neural networks in 
mapping dryland salinity [5]. Data collected for this study included satellite imagery, 
DEMs, drainage models and ground truth data. Although the salinity maps produced 
using decision tree approach appeared promising, 7% of non-saline examples were 
recorded as saline. Neural Networks were also used to determine whether the 
technique was a more effective method for the mapping of dryland salinity. The 
technique accurately classified approximately 94% of non-saline regions and 74% of 
saline regions. It was believed that these results may have been influenced by data 
selection. Because the training set contained many non-saline examples, the results 
may have been biased towards non-saline classifications. Artificial Neural Networks 
have been studied in other salinity-based problems including the prediction of 
groundwater activity [8], river salinity [9][10] and dryland salinity [11]. 

3   Data 

The data used was remotely sensed using satellite imagery and airborne geophysics. 
Data was collected from Landsat TM (satellite) and radiometrics in a 34km X 17km 
area of the Western Wimmera region in Victoria, Australia (see Figure 1). Readings 
were taken for each 20m X 20m cell in the study area. The variables used in the study 
are summarised in Table 1 below. 

 

Fig. 1. Map of Australia showing region under study 
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Table 1. Variables available for this study 

Variable Description 
aspect Direction of the downward slope (degrees) 
curvature Curvature of the Earth 
elevation Elevation above sea level (metres) 
potassium Potassium (% by volume) 
slope Slope (%) 
soil Soil composition classification 
thorium Thorium 
TWI Topographic Wetness Index  
target Expert assessment of salinity 

 

Training, testing and validation sets were created to find a relationship between 
the input variables and the target, and assess network accuracy on unseen data. A 
large proportion of the study area was non-saline (98.5%). To help minimise network 
bias towards a particular class, non-saline and saline examples were randomly 
selected in equal numbers for experiments. 

4   Experimentation 

The experimentation conducted in this research examined the potential of neural 
networks to map dryland salinity. This section is divided into two parts: methodology, 
and experimental results and discussion. 

4.1   Methodology 

Before being presented to a network for training, data was preprocessed to aid 
network performance. In addition to the original values for inputs, relative values 
were calculated for the following factors: curvature, elevation (x 2), potassium, slope 
and thorium. Relative measurements were calculated based on readings of nearby 
cells. These were used to indicate changes of land characteristics such as elevation. 
The soil type was the only discrete input, with 8 soil types. A separate input was 
created for each soil type. Based on the distribution of inputs, appropriate scaling 
techniques were applied to the data. Non-linear scaling was applied to the slope. The 
other continuous inputs were scaled linearly. In total, 21 inputs were supplied to the 
network (7 continuous, 6 continuous relative, and 8 discrete soil). The neural network 
architecture and parameters used in the experiments are outlined in Table 2. 
Assessment of training and testing accuracy was made using the percentage of 
samples correctly estimated. 

Examples were either classified as saline or non-saline. The training, testing, and 
validation set each comprised 6,612 examples: with 3,306 non-saline and 3,306 saline 
examples randomly selected. 
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Table 2. Neural network parameters and architecture 

Parameters Values 
No. of hidden layers 1 
Hidden layer neurons 2-30 
NN passes 100,000 – 1,600,000 
Learning rate 0.1 – 0.9 
Momentum 0.1 – 0.9 
Epoch size 1 - 100 
Initial weights ± 0.1 

4.2   Results and Discussion 

Table 3 shows the performance of the neural networks. The best network used 
1,500,000 network passes, 16 hidden layer neurons, a learning rate of 0.4, momentum 
of 0.9 and an epoch size of 5. 

Table 3. Training, Testing and Validation performance 

Training Accuracy  Testing Accuracy Validation Accuracy  

81.2% 79.1% 78.4% 

To assess the significance of this research, the results achieved were compared to 
two previously published studies. The first study was conducted in the Western 
Wimmera to determine if rule induction was a suitable tool for estimating the 
presence of salinity [6]. The second study involved the use of maximum likelihood 
classifiers and neural networks in the agricultural regions of Western Australia using 
multi-temporal data to estimate the presence of salinity [5]. The results of this 
comparison are presented in Table 4. They indicate that the performance for the 
salinity set experiments clearly outperforms the results for the other two studies. It 
should be noted that the results presented in this research are preliminary in nature, 
however they do indicate the potential for further work in this area. 

Table 4. Validation performance compared to other studies 

Technique Validation 

Artificial Neural Networks (Wimmera) 78.4 % 
Decision Trees (Wimmera) [6] 74.0 % 
Maximum Likelihood Class (West Aust) [5] 75.1 % 
Neural Networks (West Aust) [5] 63.7 % 
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5   Conclusion 

Remote sensing techniques have been used as a cost effective technique to collect 
data that may be associated with salinity. The data has been used to reduce the costs 
associated with the production of salinity maps. Mapping salinity using statistical 
approaches on remotely sensed data has been demonstrated to be difficult. Neural 
Networks were used in this study to produce salinity maps, with promising results. It 
is believed that, with further research, the accuracy of this technique could be 
improved. Potential areas for further research include: (a) finding other cost-efficient 
inputs that influence salinity risk; (b) modifying relative data calculations to better 
identify significant readings and show the difference to nearby cells; (c) investigating 
the right balance of saline and non-saline examples to incorporate the large proportion 
of non-saline cases without causing imbalance to neural network training; and (d) 
investigating the application of expert neural networks. 
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Abstract. A new solution to real time signal detection in the noise is presented 
in this paper. The proposed approach uses the modified RBF neural network 
(RBFNN) for the purposes of enhancing the ability of signal detection with low 
signal-to-noise radio (SNR). The characteristics and the advantages of the 
normalized RBFNN are discussed. As an application, the extraction of single-
trial evoked potentials (EP) is investigated. The performance of the presented 
method is also addressed and compared with adaptive and common RBFNN 
methods. Several results are included to show the applicability and the 
effectiveness of the new model. 

1   Introduction 

A significant number of schemes regarding the problem of real-time signal detection 
in noise have been investigated since many measured signals in practice are often 
contaminated with different kinds of background noise. Another problem we face is 
that the transient characteristics of the underlying signal. One of approaches for 
dealing with these problems is called ensemble averaging (EA) technique, but EA 
method fails to real-time track the signal in noise. As we know, evoked potentials 
(EPs) are very special time-varying signals which are totally corrupted by the 
electroencephalograph (EEG). The problem of tracking EPs changes is quite 
important and practical significant in neural science and other areas [1,2]. The 
measurement of the time-varying EPs is always buried in relatively large background 
noise which is the on-going electrical activity of other brain cells known as 
electroencephalograph (EEG). To extract the real-time EPs more effectively from the 
noise, advanced signal processing technique is required. Our main task is to design a 
real-time estimator with which the unwanted contribution of the on-going background 
noise can be filtered out from the observations as much as possible. 

Adaptive noise canceller (ANC) has been widely used to improve the estimate 
result of transient noisy signals, but many of them need a meaningful reference signal 
for its good tracking [3,4,5]. Some researches apply radial basis function neural 
network (RBFNN) as the filter to detect the desired signal since RBFNN enables to 
deal with any nonlinear multidimensional continuous functions [6,7,8,9]. Both ANC 
and RBFNN were much better than EA in the case of tracking real-time response and 
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extracting the temporal information of the measurement. However, when the SNR is 
very low and the response is fast transient, the methods discussed above may not 
provide good behaviors. To overcome this limitation, a modified RBFNN is proposed 
by normalizing the RBFNN to form a new structure with good performance for our 
purpose.  

This paper is organized as follows. In section 2, the proposed modified RBF 
neural network structure and its advantages are discussed. In addition, the simulated 
results for evaluating the performance are compared and demonstrated to prove the 
effectiveness of the presented method in section 3. Finally, some significant results are 
discussed and summarized. 

2   Proposed Approach  

The normalized RBF neural network (NRBFNN) can be obtained in terms of dividing 
each radial function in RBF network by the sum of all radial functions. General RBF 
neural network is a multiplayer feed-forward neural network consisting of input layer, 
kernel layer and output layer. The units in the kernel layer provide an array of 
nonlinear RBF which is usually selected as Gaussian functions. Local basis functions 
have advantages because of the increased interpretability of the network, the ability of 
producing locally accurate confidence limits and the locality [10,11]. Normalization is 
common practice in local linear modeling. The normalization of the basis functions in 
such a network is proposed to obtain a partition of unity across the input space, which 
leads to the basis functions covering the whole of the input space to the same degree, 
i.e. the basis functions sum to unity at every point. Partition of unity means that the 
sum of the normalized basis functions equals unity at any point in the input space. 
Partitioning unity is an important property for basis function networks in many 
applications such as noisy data interpolation and regression. It often results in a 
structure which can be less sensitive to poor center selection and in cases where the 
network is used within a local model structure. Also since the basis function 
activations are bounded between 0 and 1, they can be interpreted as probability values. 
Covered the space between training vectors without excessive overlap, the RBF 
eventually approach either zero or one at the extremes of the input. The effect of the 
normalization also improves the interpolation properties and makes the network less 
sensitive to the choice of the widths parameters [8,10]. The NRBFNN is therefore 
adopted in this paper to detect the signal in the noise and compared with other two 
common methods: ANC and RBFNN algorithms. 

3   Results 

In this section, both ANC and RBFNN are computed and compared with the proposed 
NRBFNN method by employing the simulated data and real EEG signals. We carry 
out the evaluations in the following three aspects: (a) comparing the performance with 
relative mean square error (MSE), (b) evaluating the ability of tracking signal’s 
variation, and (c) testing the signal detection ability with different SNR. 
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Firstly, we generate 50 epochs of 500 samples with input SNR of –20 dB and –40 
dB, respectively, for evaluating the behaviors. All three models, ANC, RBFNN and 
NRBFNN, were tested with the simulated data. Fig. 1 shows the corresponding 
performance of real-time detection at SNR of -40dB.  Though being able to track 
single-trial data rapidly, RBFNN can only achieve it under certain circumstance, such 
as a higher SNR input. In all situations, the normalized RBFNN provides the best 
performance in the fitting ability as well as in the convergence rate. The performance 
of the estimation is also evaluated based on the mean square errors (MSE) that were 
shown in terms of the MSE versus three different types of methods in Fig.2.  The 
behaviors with two kinds of SNR were estimated and compared. It can be seen that 
the NRBFNN is the best as compared to the other models, especially at very low SNR 
condition. Finally, we compared the performance of the signal detection at different 
SNR, varying from –40 dB to 0 dB. Fig.3 illustrated the corresponding results. It is 
clear that the MSE of NRBFNN is the smallest at all noise levels. The NRBFNN 
method effectively eliminates the background noise with the best behavior.  
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Fig. 1. Comparison of the performance of ANC, RBFNN and NRBFNN with SNR of -40dB. 
From top to below: raw noisy signal, true pure signal component, responses detected with 
ANC, RBFNN and NRBFNN. i denotes the trial number 

Based on the preliminary results above, several significant conclusions can be 
drawn. First of all, to overcome the drawback of traditional methods, the proposed 
NRBFNN can obtain the preferable results for real-time signal detection under low 
SNR conditions. By using singular value decomposition algorithm, we investigated 
and optimized the normalized RBF neural network, which enables to eliminate the 
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redundant hidden nodes of the network and to obtain a reasonable network structure. 
Thus the modified RBFNN technique significantly suppresses the additive noises and 
enhances the ability of the real-time signal detection in the noise. In addition, several 
performances of the proposed NRBFNN, comparing with other three different types 
of models, were carried out to prove that the presented algorithm has its best 
behaviors in different aspects such as the relative mean square error, the ability of 
tracking signal variation and the ability of signal detection at low SNR conditions. All 
simulation results show the effectiveness and the applicability of the presented 
NRBFNN model.  
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Fig. 2. Comparison of the three approaches based on MSE with SNR of –20 dB and –40 dB 
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Fig. 3. Comparison of the MSE vs SNR for three different methods 

Secondly, as an example in medical application, we investigated the problem of 
obtaining real-time EPs measurement and tracking EPs’ variations across each 
trial.The visual event-related potentials (ERPs) during processing two kinds of visual 
attention tasks were collected and studied. Event-related potentials are transient 
change in the electroencephalogram (EEG) due to external stimuli or cognitive 
processes triggered by external events. Our particular interest aims at determining the 
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temporal relationship of variations from trial to trial and measuring the response 
synchronously to each visual stimulus. NRBFNN is conducted to estimate visual 
ERPs from actual recordings and to identify how the brain gets to know the visual 
stimuli by providing a direct comparison of visual response from multiple cortical 
areas of individual. Based on the recordings from 100ms stimuli onset to 900ms post-
onset of the 72th electrode, NRBFNN was used to deal with the collected raw EEG 
for two different kinds of visual stimuli, watching O shape and X shape on the 
monitor. Note that it is only one trial input by which NRBFNN can accurately detect 
this ERP response from the large background noises. Fig. 4 (a) and (b) show all trials 
detected by using NRBFNN for the stimulus of O shape with 200 trials and X shape 
with 50 trials, respectively. We can get the different responses in only one trial input 
and the trial-to-trial variations. It shows that NRBFNN significantly improve the 
behavior of the ERPs detection, especially under very low SNR conditions. By 
employing the NRBFNN, the changes of all real-time ERPs from trial to trial can be 
clearly obtained, which significantly help our understanding for many practical 
applications in neural science and cognitive study. Based on the empirical results, the 
NRBFNN is more efficiance to the real-time detection of signals in noise than other 
common schemes. The main reason for that is because the local interpolation 
properties of NRBFNN is greatly improved, which makes the neural network less 
sensitive to the choice of other parameters. The NRBFNN scheme, therefore, 
significantly improved the ability with respect to the responding speed and output 
SNR. 

    
(a)                                                                              (b) 

Fig. 4.  All ERP variations from trial to trial induced from O-shape and X-shape visual stimuli, 
respectively,  by using the normalized RBF neural network 

4   Conclusions 

A new method for signal detection in noise was proposed in this contribution in terms 
of the presented modified RBF neural network. The advantages of the normalized 
RBF neural network were discussed. With the simulations, the performances of the 
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NRBFNN were also evaluated and compared with two different types of common 
methods, ANC and RBFNN. We also focused on an application of extracting each 
visual ERP trial from the collected raw EEG signal. Both simulations and real ERP 
experiment show the success of making use of normalized RBF neural network for 
our problem. The NRBFNN is more applicable to the real-time detection of single-
trial ERPs than other existing methods, such as the nonlinear ANC and common 
RBFNN. The enhancement of SNR enables us to characterize the high variations in 
ERP’s peak amplitude and latency over trials. The NRBFNN successfully solve the 
problem of traditional EA and detect each ERP trial from the raw EEG, which 
supports the single-trial signal estimation with second unit, leading to more reliable 
dynamic ERP study and clinical applications. All significant results have proved the 
effectiveness and the advantage of the presented method. 
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Abstract. An important issue in genetic algorithms is the relationship
between the difficulty of a problem and the choice of encoding. Two
questions remain unanswered: is their a statistically demonstrable rela-
tionship between the difficulty of a problem and the choice of encoding,
and, if so, what it the actual mechanism by which this occurs?

In this paper we use components of a rigorous statistical methodology
to demonstrate that the choice of encoding has a real effect upon the
difficulty of a problem. Computer animation is then used to illustrate
the actual mechanism by which this occurs.

1 Introduction

Genetic algorithm (GA) practitioners report that changing the representation
which is used in GAs affect their performance [1, 2]. However, two important
questions remain unanswered, namely:

1. Is their a statistically demonstrable relationship between the difficulty of a
problem and the choice of encoding or could any observed change in perfor-
mance be simply due to the stochastic nature of the GA; and

2. If the relationship between the difficulty of a problem and the choice of
encoding is a real effect, what is the actual mechanism by which this occurs?

In earlier research [3, 4] we demonstrated that for difficult problems (prob-
lems requiring greater computational resources) high mutation rates are required
and that as a problem became more difficult, due to increased modality (more
local optima), it is generally more likely to demonstrate statistically significant
interaction between crossover and mutation. However, an unexpected result was
that certain problems in our FNn test function series appeared more difficult to
solve despite the fact that they have lower modality. Specifically, FN3 appeared
a more difficult problem to solve than FN4, in contrast to the trend of this test
series of increasing difficulty with increasing modality.

G.I. Webb and X. Yu (Eds.): AI 2004, LNAI 3339, pp. 1246–1252, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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In this paper we use components of our methodology to demonstrate that
the type of encoding used can have a real affect upon the difficulty of a problem.
We then use animation to illustrate the actual mechanism by which this effect
occurs. An extended version of this paper can be found in [5].

2 Methods

A detailed explanation of our statistical approach can be found in [3, 4, 5]. First,
we created a series of test functions, FNn, that increase in modality with n
according to Equation 1:

FNn(x) = Σ2
i=10.5

(
1− cos(

nπxi

100
)e−| xi

1000 |
)

(1)

Secondly, as the variation seen in GA runs is due to the differences in the
starting population and the probabilistic implementation of mutation and cross-
over, which is in turn directly dependent on seed, it was necessary to control
for the effect of seed via the implementation of a randomized complete block
design. Seed is blocked by ensuring that the seeds used to implement items such
as initialization of the starting population of chromosomes, selection, crossover
and mutation are identical within each block. An increase in sample size occurs
by replicating blocks identical except for the seeds so as to assess whether the
effects of parameters are significantly different from variation due to changes in
seed.

Thirdly, in order to compare performances for 2 or more parameters using
a randomized complete block design we use the statistical test for the equality
of means known as the analysis of variance (ANOVA). ANOVA allows for the
testing of significance of individual parameters and allows for the testing of in-
teraction between parameters. Interaction is simply the failure of one parameter
to produce the same effect on the response variable at different levels of another
parameter [6].

Fourthly, in performing statistical tests such as the analysis of variance
(ANOVA) it is important to ensure a balanced design. This requires removing
censored data. In practical terms this means identifying the regions of the GA
parameters where the GA succeeds and restricting statistical analysis to those
regions. An early step in our methodology is therefore to generate dot diagrams
which show the regions of censored data. Moreover, dot diagrams provide an
initial assessment of the difficulty of a problem given our previous experience
that for difficult problems low mutation rates prove to be ineffective [3, 4].

Finally, in order to closely study the behaviour of FN3 and FN4 we imple-
mented an animation of the GA in solving each function in their one-dimensional
(one bit string) forms. We were able to visualize the behaviour of the population
of chromosomes from epoch to epoch after the processes of selection, crossover
and mutation. Our previous work has shown that the best rate of crossover for
FN3 and FN4 is 100% [4]. Thus, we studied the behaviour of the chromosomes
by setting crossover at 100% and varying the rates of mutation in accordance
with the results from dot diagram analysis.
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Fig. 1b. Dot Diagram: FN4

3 Results

3.1 Dot Diagram Analysis of FN3 and FN4

Dot diagram analysis of FN3 and FN4 are shown in Figures 1a and 1b. For FN3
mutation rates of 10% or less were associated with censoring. In contrast, for
FN4 low rates of mutation were not associated with censoring. This suggested
that FN3 was proving a more difficult function to solve than FN4.

3.2 ANOVA Analysis of FN3 and FN4

The results of ANOVA analysis of FN3 and FN4 are described in detail in [4].
It was shown that the interaction between crossover and mutation for FN3 was
significant with a p-value of 0.011 while the interaction term for FN4 was non-
significant with a p-value of 0.933. Thus, ANOVA analysis also suggested that
FN3 was a more difficult problem to solve than FN4.

3.3 Dot Diagram Analysis of One Dimensional Projections

In order to explain the above anomaly we utilized computer animation. Visual-
ization of the behaviour is simpler for a one-dimensional (one bit string) problem.
Since our test function is linear separable, its optimization by a GA can be en-
visaged as decomposable into two independent one-dimensional (one bit string)
sub-problems [7]. Providing those sub-problems exhibit the same phenomenon,
we can confine our study to their one-dimensional (one bit string) forms. These
are denoted as FN31D and FN41D .

Dot diagram analysis of FN31D and FN41D were undertaken and are shown
in Figures 2a and 2b. As can be seen, low mutation rates were associated
with censoring for FN31D , while for FN41D there was an absence of censor-
ing. As these results paralleled those for the two-dimensional (two bit string)
functions we proceeded to study the behaviour of FN31D and FN41D via
animation.
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0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

M
ut

at
io

n 
ra

te

Crossover rate

Fig. 2b. Dot Diagram: FN41D

3.4 Animation Analysis of FN31D and FN41D

We implemented a number of animations of FN31D and FN41D . The observed
behaviour revealed interesting insights into the performance of the GA. As shown
in Figures 3a and 3b, for FN31D , starting with chromosomes outside of the
global optimum, after applying a low mutation rate a number of chromosomes
would lie in the upper part of the global optimum. However, after selection
these chromosomes would be culled and fail to survive into the next generation.
In contrast, as illustrated in Figures 4a and 4b, high mutation rates were able

Fig. 3a. FN31D : Chromosome popula-
tion after applying a low mutation rate

Fig. 3b. FN31D : Chromosome popula-
tion after selection

Fig. 4a. FN31D : Chromosome popula-
tion after applying a high mutation
rate

Fig. 4b. FN31D : Chromosome popula-
tion after selection
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to produce chromosomes lying deep enough in the global optimum to survive
culling and be selected into the next generation. Thus, it appeared for FN31D

that movement from the local optima to the global optimum was a difficult task
that could only be achieved with the use of high mutation rates. In contrast, for
FN41D , low mutation rates were able to produce chromosomes lying deep enough
in the global optimum to survive into the next generation. Thus, this movement
was not as difficult as for FN31D . However, an additional interesting observation
from FN41D , as shown in Figures 5a, 5b and 5c, was that chromosomes appeared
to move with greater ease again from the outer-most local optima to the local
optima adjacent to the global optimum. This was in contrast to chromosomes
moving from the local optima adjacent to the global optimum to the global
optimum itself.

We hypothesized that the difficulty of jumping between local optima was
related to the number of coincident mutations required to make that transition.
The probability of a successful jump would therefore reduce with the product of
the probabilities of each individual mutation required. To test this hypothesis we
examined the Hamming Distances between local optima in FN31D and FN41D .

3.5 Hamming Distances for FN31D and FN41D

For FN31D , as illustrated in Figure 6a, the Hamming Distance between the
local optima and the global optimum was 12. In contrast for FN41D the Ham-
ming Distance between the local optima adjacent to the global optimum and

Fig. 5a. FN41D : Chromosome popula-
tion prior to applying mutation

Fig. 5b. FN41D : Chromosome popula-
tion after applying a low mutation rate

Fig. 5c. FN41D : Chromosome popula-
tion after selection
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the global optimum was only 7. Since mutation probabilities are multiplicative
(for example, 0.17 versus 0.112), there existed a much lower probability of chro-
mosomes moving into a sufficiently fit part of the global optimum to survive
selection for FN31D as opposed to FN41D . This explained why higher mutation
rates were necessary for FN31D . Furthermore, for FN41D the Hamming Distance
between the outer-most local optima and the local optima adjacent to the global
optimum was only 2. Thus, it proved easy for chromosomes to move into the
local optima adjacent to the global optimum. Hence, the fact that FN41D was
more modal than FN31D was of little consequence since the Hamming Distance
between these local optima was comparatively small. These data were a direct
result of the relationship between the encoding and the solution space.

4 Discussion

In this paper we have showed that a lower modality problem can be significantly
more difficult to solve with a Gray encoding than a higher modality problem.
Specifically, dot diagram analysis and ANOVA suggested that FN3 was a more
difficult problem than FN4. In addition, we have demonstrated that the ability
of chromosomes to move between local optima and avoid culling in the two
functions was much more difficult in FN31D than for FN41D because of the
significantly higher Hamming Distances involved. These Hamming Distances are
a direct result of the encoding.

In conclusion, we have statistically demonstrated that there is a real rela-
tionship between the difficulty of a problem and the choice of encoding. We have
also illustrated the mechanism by which this occurs in relation to the different
Hamming Distances occurring at particular regions of the solution space.
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Abstract. The paper proposes the semipublic encrypting scheme for
visual cryptography using the Q’tron neural-network (Q’tron NN) model.
This encrypting scheme hides only the true secret from the public. That
is, the pictorial meaning appearing in a public share describes the public
information in a document while leaving its confidential part undisclosed.
A piece of confidential information is retrievable if and only if a right user
share is available. The method to construct the Q’tron NN to fulfill the
aforementioned scheme will be investigated. An application that uses the
scheme for key distribution in a public area will be demonstrated.

1 Introduction

This paper proposes the so-called semipublic encrypting scheme for visual cryp-
tography [1, 3]. This scheme includes one public share and one or more user
shares. The public share displays the public information of a document only.
Hence, it doesn’t take a risk to divulge any confidential information even being
announced in a public area. However, the right information for the right users
can be retrieved if and only if a right user share is available.

Fig. 1, for example, shows such an application that uses the semipublic en-
crypting scheme for key distribution. Corresponding the figure, the origin doc-
ument describes as: there are four members who use our lab database; they are
Janet, Jenny, Hsunli, and Bill; their key values to access the database are ‘AB’,
‘CD’, ‘XY’, and ‘UV’, respectively. The topmost image in the figure is the pub-
lic share, which symbolically represents the database resource in our lab. It can
be published in a public area, e.g., a web page. The four images in the middle
are user shares for the four lab members. The owner of each user share can be
identified by viewing the context displayed in the share. Respectively stacking
the public share with each user share, the key value belonging to a particular
user account will appear. This key value, for example, can be used as a key for
secure communication.

This paper proposes a neural-network (NN) approach to fulfill visual cryp-
tography. The NN model to conduct the research is the Q’tron NN model [4].
Using the approach, an access scheme can be described completely using a set
of gray images, e.g., see Fig. 1, and only this set of images is needed to be fed
into the NN to produce the desirable shares. The shares, as a result, will be

G.I. Webb and Xinghuo Yu (Eds.): AI 2004, LNAI 3339, pp. 1253–1261, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. The semipublic encryption for key distribution

halftone images that mimic the gray share-images, and stacking each subset of
shares described in the access scheme will produce a halftone image that mimics
the corresponding gray target-image. Relevant researches can be found in [5, 6].

This paper is organized as follows: Section 2 gives a brief review for the
Q’tron NN model. Section 3 describes the strategy to build a Q’tron NN for
visual cryptography. Section 4 describes the method to operate the Q’tron NN
in a question-answering mode for semipublic encryption. Section 5 demonstrates
the experimental results. Finally, we draw some conclusions in Section 6. More
information, including Java applet and source code, related to this research can
be found on http://www.cse.ttu.edu.tw/twyu/vc.

2 The Q’tron NN Model

In this model of NN, the basic processing elements are called Q’tron’s (quantum
neurons) [4]. The Q’tron NN model is a type of energy-driven NN, which is
substantially extended from the Hopfield model [2]. Therefore, the NN model
solves problems by minimizing energy. In the following, the noise-free version of
the model will be introduced.

The Q’trons

Let µi denote the ith Q’tron in a Q’tron NN with n Q’trons. The input stimulus
Hi of µi is

Hi =
n∑

j=1

Tij(ajQj) + Ii, (1)

where ai is the active weight of µi, Qi ∈ {0, 1, ..., qi − 1} (qi ≥ 2) is output-
level of µi, Tij is the connecting strength between µi and µj , and Ii is the
external stimulus fed into µi. Furthermore, each pair of Q’trons in the NN is
symmetrically connected, i.e., Tij = Tji, and Tii is usually nonzero. At each time
step only one Q’tron is selected for level transition subject to the following rule:
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Qi(t+ 1) = Qi(t) +∆Qi(t), (2)

with

∆Qi(t) =

⎧⎨⎩+1 Hi(t) > 1
2 |Tiiai| and Qi(t) < qi − 1;

−1 Hi(t) < − 1
2 |Tiiai| and Qi(t) > 0;

0 otherwise,
(3)

Operating Modes of Q’trons

Each Q’tron can either be operated in clamp mode, i.e., its output-level is
clamped fixed at a particular level, or in free mode, i.e., its output-level is al-
lowed to be updated according to the level transition rule specified in Eq. (2).
Furthermore, we categorize Q’trons in an NN into two types: interface Q’trons
and hidden Q’trons. The former provides an environment to interface with the
external world, whereas the latter is functionally necessary to solve certain prob-
lems. Hidden Q’trons usually run in free-mode only. However, the NN discussed
in the paper doesn’t need any hidden Q’tron. Some examples that require hidden
Q’trons were given in [5]. Interface Q’trons operated in clamp-mode are used to
feed the available or affirmative information into the NN. The other free-mode
interface Q’trons, on the other hand, are used to perform association to ‘fill in’
the missing or uncertain information.

System Energy — Stability

The system energy E embedded in a Q’tron NN is defined as:

E = −1
2

n∑
i=1

n∑
j=1

(aiQi)Tij(ajQj)−
n∑

i=1

Ii(aiQi) +K; (4)

where n is total number of Q’trons in the NN, and K can be any suitable con-
stant. It was shown that the energy E defined above will monotonically decrease
with time. Therefore, if a problem can be mapped into one which minimizes
the function E given in the above form, then the corresponding NN will au-
tonomously solve the problem after E reaches a global/local minimum.

3 The Q’tron NN for Visual Cryptography — (2, 2)

In this section, we will discuss the method to build a Q’tron NN to fulfill the
(2, 2), read as two-out-of-two access scheme, of visual cryptography.

The Q’tron NN Structure

In (2, 2), three informative images are involved. One is for target T , and two are
for shares S1 and S2. In this approach, these images are described using gray
images, denoted as GT , GS1, and GS2, respectively.
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Fig. 2. The Q’tron NN architecture for (2, 2)

The Q’tron NN for (2, 2) to be constructed has the structure of Fig. 2. It con-
tains three pairs of Q’tron planes, i.e., (Plane-Gx, Plane-Hx), x ∈ {T, S1, S2}.
Plane-Gx and Plane-Hx will be used to represent the gray and halftone images
of x, respectively.

The Encrypting Scenario

Clamping images GT , GS1, and GS2 onto Plane-GT , GS1, and GS2, respec-
tively, the NN, as a result, will produce three binary images HT , HS1, and
HS2 in Plane-HT , HS1, and HS2, respectively, when it settles down. Printing
HS1 and HS2, which are the halftone version of GS1 and GS2, respectively, on
transparencies and stacking them together will produce image HT , which is the
halftone version of GT .

Image Representation

We’ll use an integer value between 0 and 255 to represent the pixel value in a
gray image. Unconventionally, however, we will use 0 to represent the pure white
color, and 255 to represent the darkest black color. Similarly, we will use 0 and
1 to represent an white (uninked) pixel and black (inked) pixel in a halftone
image, respectively.

Let µGx
ij and µHx

kl , where x ∈ {T, S1, S2}, represent the ijth Q’tron in Plane-
Gx and the klth Q’tron in Plane-Hx, respectively. It is natural to choose aGx

ij =
1 = aG, qGx

ij = 256 = qG, i.e., QGx
ij ∈ {0, . . . , 255}, aHx

kl = 255 = aH and
qHx
kl = 2 = qH , i.e., QHx

kl ∈ {0, 1}. With these, (aGQGx
ij ) and (aGQGx

ij ) then
represent the effective ‘darknesses’ for the ijth pixel in image Gx and klth pixel
in image Hx, respectively.

The Encryption Rules

Two rules must be satisfied to make the Q’tron NN workable in the aforemen-
tioned scenario. They are
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1. Halftone Rule: Image in Plane-Hx is the halftone version of image in Plane-
Gx for all x ∈ {T, S1, S2}. This implies that the pictorial meaning described
in Gx is preserved in Hx.

2. Stacking Rule: Stacking HS1 and HS2, we hope that the resulted image
equals to HT . This requires that each pixel value in Plane-HT is black if
and only if none of the corresponding pixels in Plane-HS1 and HS2 is black.
For clarity, Fig. 3 shows the costs for all possible stacking patterns. The cost
function is defined by

C(s1, s2, t) = [1.5t− (s1 + s2)]2, (5)

where s1, s2 ∈ {0, 1} represent the pixel values of two share pixels, and
t ∈ {0, 1} represents their stacking result. One can see from the figure that
if a stacking pattern is valid the corresponding cost is relatively low.

The Energy Function

Assume that the image size for the involved images in the scheme is M×N . Then,
the above two rules can be fulfilled by minimizing the following energy function:

E(2,2) = Ehtone + λEstack, (6)

Ehtone =
1
2

∑
x∈P

∑
1≤i≤M
1≤j≤N

⎧⎨⎩ ∑
(k,l)∈Nr

ij

aHxQHx
kl −

∑
(k,l)∈Nr

ij

aGxQGx
kl

⎫⎬⎭
2

, (7)

Estack =
1
2

M∑
i=1

N∑
j=1

{
1.5(aHQHT

ij )− (aHQHS1
ij + aHQHS2

ij )
}2

, (8)

where P = {T, S1, S2}, Nr
ij denotes the r-neighborhood of ijth Q’tron in a

Q’tron plane, defined by

Nr
ij = {(k, l) : 1 ≤ k ≤M, 1 ≤ l ≤ N, |i− k| ≤ r and |j − l| ≤ r}, (9)

and λ > 0. In our experiment, we set r = 1 and λ = 10. The terms in the brace
of Eq. (7) represent the squared-error of total darkness between a pair of small

Fig. 3. Cost function (C) for share pixels (s1 and s2), and their target (t)
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rectangular areas located at the same place in images Gx and Hx. Therefore,
the minimization the total sum of such squared errors, indeed, fulfills the goal
of halftoning. Referring to Fig. 3, one than see that the minimization of Estack

is to prevent from stacking-rule violation.

The Q’tron NN Construction

The other parameters, including the connection strength between each pair
of Q’trons and external stimulus fed into each Q’tron, of the Q’tron NN can
be found by mapping Eq. (6) to Eq. (8) to the energy function for the two-
dimensional Q’tron planes shown in Fig. 2, namely

E = −1
2

∑
x∈P

M∑
i=1

N∑
j=1

∑
y∈P

M∑
k=1

N∑
l=1

(axQx
ij)T

xy
ij,kl(a

yQy
kl)−

∑
x∈P

M∑
i=1

N∑
j=1

Ix
ij(a

xQx
ij),

where P = {GT,HT,GS1,HS1,GS2,HS2}.

4 Applications

In the following subsections, we are going to describe the possible applications
for the NN we constructed. We assume that the histograms for the involved
graytone images in these applications have been properly reallocated [6]. We
also assume that all free-mode Q’trons are randomly initialized before the NN
starts running.

Application — (2, 2)

For (2, 2), the input to the Q’tron NN is a set of graytone images, say GT ,
GS1 and GS2, which are clamped onto Plane-GT , Plane-GS1 and Plane-GS2,
respectively. Therefore, all Q’trons in Plane-GT , Plane-GS1 and Plane-GS2 are
operated in clamp-mode, and all of the other Q’trons are in free-mode. As the
NN settles down, binary images HT , HS1 and HS2 produced in Plane-HT ,
Plane-HS1 and Plane-HS2 will be the halftone versions of GT , GS1 and GS2,
respectively, and the superposition of HS1 and HS2 will be HT . This, hence,
fulfill (2, 2).

Application — Semipublic Encryption

Referring to Fig. 1, the access scheme for semipublic encryption includes three
sets of graytone images. They are

1. PG = {GP} — describes the public share;
2. UG = {GU1, . . . ,GUn} — describes n user shares; and
3. KG = {GK1, . . . ,GKn} — describes n key values.
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In definition, we require that stacking GP with each user share, say, GUi

produces GKi. Applying the procedure described shortly, we will obtain the
following halftone images. They are

4. PH = {HP} — the halftone version of PG; it can be announced in public;
5. UH = {HU1, . . . ,HUn} — the halftone version of UG. HUi is held by the

ith user; and
6. KH = {HK1, . . . ,HKn} — the halftone version of KG; any image, say, HKi

in this set is invisible unless a right user share, say, HUi is available to stack
with public share HP .

To make life easier, we always assign Plane-GS1 and Plane-HS1 for public
share, and Plane-GS2 and Plane-HS2 for user share. One convenient method to
generate the public share, i.e., HP is described as follows. By letting GT = GK1,
GS1 = GP and GS2 = GU1, and applying the operation for (2, 2) described
in the last subsection, two shares will be produced in Plane-HS1 and Plane-
HS2 after the NN settles down. The administrator can then keep the image
appearing in Plane-HS1 as the public share HP . Clearly, HP is visually similar
to GP .

We now describe the most efficient method to generate user shares for each
user by taking advantage of available knowledge. It is affirmative that overlap-
ping a black pixel in one share with a pixel (black or white) in another share
can only produce a black pixel. Therefore, stacking HP with any shares, the
pixels at the positions where HP ’s pixels are black must be also black. With
this knowledge, we can use the following method to produce user shares. Sup-
pose that we now want to produce the ith user share. First, we copy GUi and
GKi to Plane-GS2 and Plane-GT , respectively, and copy HP both to Plane-
HS1 and Plane-HT . All Q’trons in Plane-HS1, Plane-GS2 and Plane-GT are
set to clamp-mode. Additionally, the Q’trons in Plane-HT whose output-levels
now are one, i.e., black pixels, are also set to clamp-mode. All of other Q’trons
are set to free-mode. With such an initial setting, we can then get the desired
user share, i.e., HUi, from Plane-HS2 when the NN settles down. Note that
Plane-GS2 plays no role in this application.

5 Experimental Results

An experimental result for semipublic encryption is shown in Fig. 4. Fig. 4(a) is
the public share. Fig. 4(b) to (e) are user shares. Clearly, the image displayed
in the user shares can be used for authentication purpose. Fig. 4(f) to (i) shows
the superposed image obtained by staking the public share with different user
shares.

6 Conclusions

In the paper, we propose a novel approach for visual cryptography using the
Q’tron NN model, which is a generalized version of the Hopfield NN model [2].
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Fig. 4. An experimental result of semipublic encryption scheme, see text

Using approach, the access schemes of visual cryptography are described us-
ing gray images. This is completely different from the traditional approaches,
which deal with binary images directly. Two main rules, namely, halftone rule
and stacking rule, were adopted to deal with the feasibility of solutions. Each of
them was reformulated as an energy term of a Q’tron NN. Initially, the Q’tron
NN was constructed to fulfill the (2, 2) access scheme of visual cryptography. Ef-
fortlessly, the NN can also be used for another application by simply switching
the operation modes of its Q’trons. We demonstrated such an auto-association
capability, or called auto-reversibility, by applying the NN for semipublic en-
cryption.
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Abstract. Negative selection algorithm is used to generate detector for change 
detection, anomaly detection. But it can not be adapted to the change of self 
data because the match threshold must be set at first. In this paper, inspired 
from T-cells maturation, a novel algorithm composed of positive and negative 
selection is proposed to generate T-detector. Genetic algorithm is used to 
evolve the detectors with lower match threshold. The proposed algorithm is 
tested by simulation experiment for anomaly detection and compared with 
negative selection algorithm. The results show that the proposed algorithm is 
more effective than negative selection algorithm. Match threshold is self-
adapted and False Positive is controlled by parameter S. 

1   Introduction 

As a new area of soft computing, artificial immune system constructs the algorithms 
based on negative selection, immune network model, or clonal selection [1][2][3]. In 
negative selection of T-cells maturation, T-cells which recognize self cells are 
destroyed before leaving the thymus. Similarly, Negative Selection Algorithm (NSA) 
generates detectors randomly and eliminates detectors that detect self [1]. 

NSA is applied to change detection [1], detection for time series data [5]. Several 
extensions are made and applied to network intrusion detection [4]. Real-valued NSA 
is combined with classification system and used to anomaly detection [6]. 

Match rule is one of the most important components in NSA. There are several 
major types [4][7]. But no matter what kind of match rule, the match threshold (r) is 
needed and must be set at first, So NSA can not be adapted to the change of self data. 

T-cells maturation goes through two processes, positive and negative selection [7]. 
Positive selection requires T-cells to recognize self cells with lower affinity, while T- 
cells must not recognize self cells with higher affinity in negative selection. Similarly, 
the minimal distance (selfmin) between detector and selves must be bigger than 0 and 
the maximal distance (selfmax) must be smaller than r. So the value of r is equal to 
selfmax+1, i.e., r can be adapted to the change of self data because selfmax is 
evaluated by the self data. When nonself’s distance with detector is equal to or bigger 
than r (selfmax+1), nonself is detected. Based on this idea inspired from T-cells 
maturation, a novel algorithm which r is self-adapted is proposed to generate T-
detector. Except the self-adapted character, a parameter (S) is introduced to control 
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the number of selves in the maturation process. The bigger S means more selves to 
evaluate selfmax; fewer selves’s distance with detectors is bigger than selfmax, so 
fewer selves are detected. Because False Positive (FP) is equal to (number of selves 
detected by detectors / number of total selves), FP is controlled by S. 

2   The Novel T-Detectors Maturation Algorithm 

2.1   The Model of Algorithm 

In this work, T-detectors Maturation Algorithm based on Genetic Algorithm (TMA-
GA) is proposed. Genetic algorithm is used to evolve detectors with lower selfmax. 

1: initialize the detector population 

2: For gen=0 to maxgen 

3:      children =Reproduction (only mutation)  

4:      DETECTORS ={ DETECTORS ∪ children } 

5:      Fitness scoring(DETECTORS)  

6:      Rank DETECTORS with fitness from big to small 

7:      DETECTORS = Select(PSize) from DETECTORS 

8: End 

Fig. 1. Algorithm of  TMA-GA 

The model of TMA-GA is shown in Fig.1. The variable maxgen is defined as 
maximal generation; gen is as current generation; DETECTORS is as detector 
population; PSize is as size of detector population. Only the mutation operator is 
applied to reproduction of detectors. Based on the affinity maturation process [3], the 
number of bits to be mutated is (l– selfmin) / 2, where l is the number of bits in 
detector. The selector selects the detectors with higher fitness from parents and 
children. The parents are selected when the fitness of parents and children is the same. 
Fitness scoring is shown in Fig.2. Hamming distance match rule is used [7]. S is 
defined as the rate to select self samples from self set; SELF is as self samples; H[ij] 
is as the distance between DETECTORS[i] and SELF[j]; selfmax[i] is as the maximal 
distance between DETECTORS[i] and SELF; selfmin[i] is as the minimal distance; 
Fitness[i] is as the fitness of DETECTORS[i]. Steps 8 simulate the negative selection 
which requires r to be selfmax+1. Steps 9 simulate the positive selection which 
requires selfmin to be bigger than 0. 
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Fitness Scoring (DETECTORS)  

1:Select S*(size of self set) SELF from self set 

2:For each detector DETECTORS[i] 

3:    For each self sample SELF[j]  

4:  Compute H[ij] (the number of the same bits) 

5:         If  H[ij]>selfmax[i] then selfmax[i]=H[ij] 

6:         If  H[ij]<selfmin[i] then selfmin[i]=H[ij] 

7:    End 

8:     r of DETECTORS[i] = selfmax[i]+1 

9:     If selfmin[i]=0 then Fitness[i]=0 

    Else Fitness[i]=l-selfmax[i]  

10:End 

Fig. 2. Fitness Scoring of TMA-GA 

2.2   Experiments for Anomaly Detection 

The objective of the experiment is to: 

1. Compare True Positive (TP) of TMA-GA with TP of NSA. 
2. Evaluate the value of self-adapted r and the range between selfmax and selfmin. 

Table 1. The self data set to test is shown (‘*’ is either 0 or 1) 

 Self  Data 1 Self  Data 2 
Self  Pattern The number of selves The number of selves 

1111************ 2 4 
****1111******** 2 4 
********1111**** 2 4 
************1111 2 4 

In this experiment, binary pattern strings is used to simulate the real selves which 
always have common characters. Table1 shows the self data set. TMA-GA runs for 
ten times. The maximal generation is 2000. Self set is Self data 1 when the program 
starts, and self data 2 is added to self set at 1001th generation. The number of detectors 
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is 5. S is equal to 1. To compare TMA-GA with NSA, NSA is tested on both Self 
Data 1 and the union of Self Data 1, 2. It runs for 100 times with different r. 

Table 2. The average True Positive of  NSA running 100 times with different r 

 Self Data 1 as Self Self Data 1,2 as Self 
R 7 8 9 10 8 9 10 11 
TP 0 0.868 0.841 0.692 0 0.622 0.621 0.405 

Table 3. The average True Positive of TMA-GA when s=1 

 Self Data 1 as Self(1000th) Self Data 1,2 as Self(2000th) 
TP 0.859 0.636 

2.3   Analysis 

1. The Results of TP 

Table 2 shows that TP is the best when r is equal to 8 and 9 in different self set. So 8 
and 9 is taken as the optimized value of r. In this experiment, self data 1 is self set 
before the 1000th generation; self data 1, 2 is self set after that. So TP of TMA-GA at 
1000th and 2000th generation is taken as the best TP in different self set. Table 3 results 
show that neither of TMA-GA and NSA is better than other. 

It is possible that genetic algorithm leads detectors to be more similar. So NSA is 
a little better than TMA-GA when self data 1 is defined as self. The results are 
coincided with that “similar antibodies have a small hamming distance between them 
and this corresponds to an overlapping coverage of antigen space [8]”. 

  
(a) Selfmax,Selfmin, r                                     (b) Average age 

Fig. 3. Results on the self-adapted character of TMA-GA 
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2. The Value of Self-Adapted r and the Range Between Selfmax, Selfmin 

In Fig.3 (a), the distance between detector and selves is between selfmax and selfmin 
because of the effect of T-cells maturation. The value of r converges to the optimized 
value 8, 9 because genetic algorithm evolves detectors with lower r. The results 
indicate that r is self-adapted because the value (selfmax+1) is adapted to the change 
of self set. Fig.3 (b) shows that detectors are adapted to the change of self set after 
1000th generation. 

3   Improvement of TMA-GA 

The results of the experiment above show that r is self-adapted. But genetic algorithm 
sometimes leads detectors to be more similar. To avoid the similarity of detectors, an 
improved algorithm (I-TMA-GA) is proposed. It is known that the difference between 
two strings is evaluated by computing the hamming distance. So it is used to evaluate 
the difference of detectors (called otherness evaluation). The otherness evaluation 
shown in Fig.4 is appended after the fitness scoring. 

1:For each detector DETECTORS[i]  

2:  sum =0 

3:  For each detector DETECTORS[j], j is not equal to i 

4:     Compute H[ij] (the number of the same bits) 

5:     sum =sum+ H[ij]  

6:  End 

7:  Fitness[i]= Fitness[i] +1/sum 

8:End 

Fig. 4. Otherness Evaluation 

  

(a) True Positive                                     (b) Selfmax, Selfmin, r 

Fig. 5.  Reuslts on the effect of otherness evaluation in I-TMA-GA 
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Experiment to test the effect of otherness evaluation is done and the data set is the 
same as the experiment above. In Fig.5 (a), the results show that TP of I-TMA-GA is 
the best whenever generation is before or after the 1000th generation. r is still self-
adapted in Fig.5 (b). So the results indicate that the otherness evaluation is effective. 

4   Conclusion 

In summary, the proposed algorithm TMA-GA is effective with following characters: 

1. S can control the FP. The higher S causes lower FP but less effective because 
the number of selves to evaluate selfmax is more.  

2. The match threshold r converges to the optimized value through genetic 
algorithm. TMA-GA and NSA is almost the same when both r is equal to the 
optimized value.  

3. The match threshold is self-adapted. So it is possible to be applied to dynamic 
environment where the self data changes with time.  

In this work, the holes problem [4] is not considered about. But the match 
threshold is self-adapted, so it is possible to solve holes problem according to “the 
different value of r for each detector can fill the potential holes [9]”. Clonal Selection 
Algorithm can maintain diversity in population [10]. But TMA-GA has no such 
character and is resorted to the otherness evaluation to work better.  Of course, it is 
possible to use the fitness sharing to maintain the diversity in population. But a 
parameter is required to set and the self-adapted ability of TMA-GA will be less 
effective. 
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Prudêncio, Ricardo 1122

Qin, Zhenxing 380
Qing, Xu 332, 955, 1043

Rabideau, Gregg 51
Rahman, M. Masudur 152
Ramamohanarao, Kotagiri 1062
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Türkşen, I.B. 1194
Turlach, Berwin 1246
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