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Preface 

Following the pattern of the Internet growth in popularity, started in the early 
1990s, the current unprecedented expansion of wireless technology promises to  have 
an even greater effect on how people communicate and interact, with considerable 
socio-economic impact all over the world. The driving force behind this growth is 
the remarkable progress in component miniaturization, integration, and also develop- 
ments in waveforms, coding, and communication protocols. 

Besides established infrastructurebased wireless networks (cellular, WLAN, satel- 
lite) ad-hoc wireless networks emerge as a new platform for distributed applications 
and for personal communication in scenarios where deploying infrastructure is not 
feasible. In ad-hoc wireless networks, each node is capable of forwarding packets on 
behalf of other nodes, so that multi-hop paths provide end-to-end connectivity. The 
increased flexibility and mobility of ad-hoc wireless networks are favored for applica- 
tions in law enforcement, homeland defense and military. 

In a world where wireless networks become increasingly interoperable with each 
other and with the high-speed wired Internet, personal communication systems will 
transform into universal terminals with instant access to variate content and able of 
handle demanding tasks, such as multimedia and real-time video. With users roaming 
between networks, and with wide variation in wireless link quality even in a single 
domain, the communications terminal must continue to provide a level of Quality 
of Service that is acceptable to  the user and conforms to a contracted Service Level 
Agreement. 

Taking these into considerations, the network must provide mechanisms for con- 
trolling connection admission, service differentiation, end-to-end communication delay 
and connection data rate. These functions are different aspects of network resource 
management that contribute to provisioning of Quality of Service. 

For some applications, a critical element is application lifetime - the time the ap- 
plication remains operational before energy reserves at network nodes are depleted 
and normal operation is hindered. To extend the application lifetime, it is essential to 
have judicious power management a t  each node and to employ energy-efficient com- 
munication protocols that address the energy efficiency issue a t  the network scale. 
Extensive research has been performed over the last few years in the area of effec- 
tive network resource management, QoS and energy-efficient protocols for wireless 
networks. This book presents a snapshot of representative work in the field and 
targets an audience that includes researchers, faculty members, students and other 
professionals interested in this field. 

The chapters in this book cover key topics from the area of resource management 
and QoS in wireless networks, starting from channel scheduling, QoS-aware medium 
access control, to QoS routing, resource discovery, energy-efficient multicast and ar- 
chitectures for end-to-end QoS. The book content is structured as follows: 



vi Preface 

Section 1 chapters survey resource management architectures for multimedia trans- 
mission, for IP-based ad-hoc wireless networks and for UMTS cellular networks. 
Section 2 presents research on channel allocation, packet scheduling, bandwidth man- 
agement and a framework for end-to-end statistical delay guarantees in ad-hoc wireless 
networks. 
Section 3 addresses issues in resource management and QoS for Medium Access Con- 
trol protocols. The IEEE 802.11e QoS extensions and resource management for Blue- 
tooth networks are analyzed in detail. Novel approaches for Spatial TDMA are in- 
troduced and energy-efficient wireless MAC protocols are surveyed. 
Section 4 provides a comprehensive overview of routing and QoS in mobile and ad- 
hoc wireless networks. Chapters in this section also present research in resource 
localization and discovery for ad-hoc wireless networks. 
Section 5 surveys the state of the art in energy-efficient broadcast and multicast proto- 
cols for ad-hoc wireless networks, increasingly important in the context of multimedia 
and content delivery in emerging 4G wireless networks. 
Section 6 chapters describe techniques for improving the quality of wireless connec- 
tions, a t  the link layer and a t  the transport layer, by improving the performance of 
TCP over wireless networks. 

This book is the collective contribution of top world researchers in the field of 
wireless communications and networking. We would like to take the opportunity to 
thank the authors, the anonymous referees and the publisher who guided us through 
the process and made this book possible. 

Mihaela Cardei, Ionut Cardei and Ding-Zhu Du 

Florida Atlantic University and University of Minnesota 



Contents 

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  v 

SECTION I Resource Management Architectures 

QoS for Multimedia Services in Wireless Networks . . . . . . . . . . . . . . . . . . . . . . .  1 
Hua Zhu and Imrich Chlamtac 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 
2 . Evolution of QoS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 

2.1. From Local Operating Systems to Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 
2.2. From Wireline to Wireless and Mobile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 
2.3. From Centralized to Distributed or Hybrid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 
2.4. From Homogeneous to Heterogeneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 
2.5. From Separate Layer Support to  End-to-End Guarantees . . . . . . . . . . . . . . . . .  5 

3 . Components of QoS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 
3.1. QoS Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 
3.2. QoS Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3. QoS Policies 9 
3.4. QoS Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 
3.5. QoS Monitoring and Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 

4 . Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .. .. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 . Summary 33 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  34 

Cross-Layer Architectures for Bandwidth Management in 
Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  41 

Klara Nahrstedt. Samarth H . Shah. and Kai Chen 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42 
1.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42 
1.2. Focus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42 
1.3. Cross-Layer Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  43 
1.4. Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  43 

2 . Essential Tasks in Bandwidth Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44 
3 . Description of Cross-Layer Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47 

3.1. TIMELY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47 
3.2. Utility-Fair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  48 
3.3. INSIGNIA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  50 
3.4. dRSVP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  51 



... 
vlll Contents 

3.5. SWAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  51 
3.6. Bandwidth Management (BM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  53 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . Comparision 54 
5 . Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55 

5.1. Improving Accuracy of MAC-layer Available Bandwidth Estimation . . . . .  55 
5.2. QoS using IEEE 802.11e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57 
5.3. Network-Layer Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  58 
5.4. Co-ordinated Bandwidth Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  59 

6 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  60 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  60 

Resource Management and Connection Admission 
Control in Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63 

Tuna Tugcu 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63 
2 . Resource Management and Connection Admission Control . . . . . . . . . . . . . . . . . . .  65 

2.1. Managing the Radio Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  65 
2.2. Tradeoff Between Connection Blocking and Connection Dropping Rates . 66 
2.3. Resource Management in UMTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69 
2.4. Quality of Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71 

3 . Connection Admission Control in the Next Generation . . . . . . . . . . . . . . . . . . . . . . .  74 
4 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  References 78 

SECTION I1 Channel Allocation and Scheduling 

Real-Time Guarantees in Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81 
Shengquan Wang. Ripal Nathuji. Riccardo Bettati. and Wei Zhao 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82 
2 . Models of Wireless Networks and Links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  84 

2.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  84 
2.2. Framework of a Wireless Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  85 
2.3. Markov Link Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  86 
2.4. Stochastic Service Curve of a Wireless Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  87 

3 . Trafficc Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  89 
4 . Statistical Delay Analysis in a Wireless Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  90 
5 . Admission Control Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  94 

5.1. Delay-Based Admission Control (DBAC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  95 
5.2. Utilization-Based Admission Control (UBAC) . . . . . . . . . . . . . . . . . . . . . . . . . . .  95 

6 . Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  96 



Contents ix 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.1. WCAU Comparison 97 
6.2. Admission Probability Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  98 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 . Conclusions 99 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100 

Fair Real-Time Scheduling over a Wireless LAN . . . . . . . . . . . . . . . . . . . . . . .  103 
Insik Shin. Sanjeev Khanna. and Insup Lee 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  104 
2 . Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  105 
3 . Scheduling Model and Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  106 

3.1. System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  106 
3.2. Scheduling Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  107 

4 . Theoretical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  108 
5 . Online Scheduling Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  110 

5.1. Online Scheduling Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  110 
5.2. Example of Online Scheduling Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  113 

6 . Wireless Error Handling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  114 
7 . Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115 

7.1. Simulation Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115 
7.2. Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  116 

8 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  119 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  120 

Inter-Domain Radio Resource Management for Wireless LANs . . . . . . .  122 
Yasuhiko Matsunaga and Randy H . Katz 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  123 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 . Regulations and Standardization Activities 124 

2.1. Unlicensed Band . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  124 
2.2. Licensed Band . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127 

3 . Inter-Domain Radio Resource Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127 
3.1. Radio Resource Broker Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127 
3.2. Resource Usage Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  128 
3.3. Radio Resource Redistribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  130 

4 . Workload Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  131 
4.1. Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  131 
4.2. Empirical WLAN Workload Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  132 

5 . Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  134 
5.1. Simulation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  134 
5.2. Dynamic Channel Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  134 



x Contents 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.3. Radio Resource Redistribution 137 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 . Related Work 137 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 . Conclusion 139 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  References 139 

High Performance Broadband Wireless Infrastructure 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Extension Networks 142 

Rene L . Cruz. Arvind Santhanam. and Bongyong Song 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 . Introduction 143 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.1. A Broadband Wirclcss Nctwork 143 

1.2. Comparative Advantages of Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . .  145 
1.3. Technical Challenges facing Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . .  146 
1.4. Approaches to Increase Spectral Efficiency: Link Scheduling and 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Power Control 146 
1.5. Multihop Nctworking using Multiple Antennas . . . . . . . . . . . . . . . . . . . . . . . . .  148 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 . System Model 149 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . Optimal Policy 155 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1. Problcm Formulation : Primal Problem 156 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2. Outline of our approach 156 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . Numerical Examples 157 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 . Closing Remarks 162 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  References 162 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Truthful Computing in Wireless Networks 165 
Xzang- Yang Li and WeiZhao Wang 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 . Introduction 166 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.1. Ad Hoc Wirclcss Nctworks 166 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.2. Why Truthful Computing 167 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.3. Approaches and Challenges 167 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 . Credit Based Methods 168 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . Incentive Bascd Method 171 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1. Mechanism Design 171 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2. Truthful Mechanism Design 172 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3. VCG Bascd Mechanism 173 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4. Network Model 174 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.5. Unicast 174 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.6. Multicast 183 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . Other Problems 189 

4.1. Non-cooperation of Topology Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  190 
4.2. Incentives for Cooperation in Peer-to-Peer Networks . . . . . . . . . . . . . . . . . . .  191 



Contents xi 

4.3. Resource Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  192 
4.4. Cooperation in MAC Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  192 
4.5. Cooperation for TCP/IP on End-node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  193 

5 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  193 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  194 

SECTION I11 Medium Access Control 

Resource Allocation of Spatial Time Division Multiple Access in 
Multi-hop Radio Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  198 

Peter Varbrand and Di Yuan 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  199 
2 . Networking Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  201 

2.1. Notation and Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  201 
2.2. Assignment Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  203 
2.3. Network Throughput . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  203 

3 . Problem Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  204 
4 . Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  206 
5 . Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  208 

5.1. Node-slot and Link-slot Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  208 
5.2. Formulations Based on Transmission Groups . . . . . . . . . . . . . . . . . . . . . . . . . . .  210 

6 . Solution Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  211 
6.1. A Column Generation Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  211 
6.2. A Greedy Heuristic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  213 

7 . Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  214 
8 . Conclusions and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  217 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  219 

QoS Enhancement for the IEEE 802.11e Distributed 
Wireless LANs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  223 

Yang Xiao and Haizhon L i  

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  224 
2 . IEEE 802.11/.11b/.11a/.11g PHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  225 
3 . IEEE 802.11 MAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  227 

3.1. The DCF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  227 
3.2. The PCF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  230 

4 . IEEE 802.11e EDCF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  230 
5 . IEEE 802.11e MAC Enhancements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  233 

5.1. Direct Link Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  233 



xii Contents 

5.2. Block Acknowledgment Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  234 
6 . Related work for the EDCF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  235 

6.1. Service Differentiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  235 
6.2. MAC Enhancements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  236 

7 . Evaluation via Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  236 
7.1. Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  237 
7.2. Throughput, Delay, Fairness Index Factor, and Failure Transmission 

under Small Traffic Load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  237 
7.3. Throughput, Delay, Fairness Index Factor, and Failure Transmission 

under Large Traffic Load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  239 
7.4. Effects of Buffer Size on Delay, Queuing Delay Ratio, Drop Ratio, 

and Buffer Overflow Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  241 
8 . Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  243 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  245 

Time.Domain. Frequency.Domain. and Network Level Resource 
Management Schemes in Bluetooth Networks . . . . . . . . . . . . . . . . . . . . . . . . . . .  252 

Yu-Kwong Kwolc 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  254 
1.1. Bluetooth Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  254 
1.2. Resource Management Motivations and Opportunities . . . . . . . . . . . . . . . . .  257 
1.3. Techniques Based on Different Domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  260 

2 . Resource Management Schemes for Coexistence . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  261 
2.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  261 
2.2. An Integrated Inter-Piconet Interference Avoidance Approach . . . . . . . . . .  262 
2.3. An Inter-Piconet Interference Coping SAR Approach . . . . . . . . . . . . . . . . . .  263 
2.4. MAC Layer Scheduling for Colocated Bluetooth and IEEE 802.11 . . . . . .  264 
2.5. Adaptive Frequency Hopping: A Bluetooth Solo Against 

IEEE 802.11 Interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  265 
2.6. Knowledge Based Bluetooth AFH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  267 
2.7. Overlap Avoidance Traffic Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  269 
2.8. BlueStar Coexistence Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  270 
2.9. Other Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  271 
2.10. Performance Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  271 
2.11. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .. ..... . . . . . . . . . . . . . . . . . . . . . . .  272 

3 . Resource Management Schemes for Connectivity: Piconet and 
Scatternet Time-Slot Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  273 
3.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  273 
3.2. Piconet Queue-State-Dependent Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . .  274 
3.3. Piconet SAR and Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  275 
3.4. Piconet Link-State History Based Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . .  276 



Contents xiii 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.5. Piconet Sniff Scheduling 277 
3.6. Scatternct Nodcs Randomized Rendezvous Scheduling . . . . . . . . . . . . . . . . .  278 
3.7. Locally Coordinated Scheduling in Scatternets . . . . . . . . . . . . . . . . . . . . . . . . .  278 
3.8. Maximum Distance Rendezvous Scheduling in Scatternets . . . . . . . . . . . . . .  279 
3.9. An Integrated Time-Slot Scheduling Approach . . . . . . . . . . . . . . . . . . . . . . . . .  279 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.10. Performance Studies 281 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.11. Discussion 282 

4 . Resource Management Schemes for Connectivity: Scattcrnct 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Formation and Routing 282 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.1. Overview 282 
4.2. BTCP: Bluetooth Topology Construction Protocol . . . . . . . . . . . . . . . . . . . . .  283 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3. Bluetrec Scatternet Formation 284 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.4. Bluenet Scatternet Formation 284 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.5. BlueConstellation Scatternet Formation 285 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.6. Randomized Scatternet Formation 285 

. . . . . . . . . . . . . . . . . . . . . . . . . . .  4.7. Scatternet Formation Bascd on Search Trees 286 
. . . . . . . . . . . . . . . . . . . . . .  4.8. Scatternet Formation Based on dc Bruijn Graphs 287 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.9. BlueRing Scatternet Formation 288 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.10. RVM Routing 289 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.11. On-Demand Scatternct Routing 289 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.12. Zone Routing Protocol 291 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.13. Discussion 291 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 . Further Rescarch Opportunities 291 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 . Summary 293 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  References 293 

Energy-Efficient MAC Layer Protocols in Ad Hoc Networks . . . . . . . . . .  300 
Fang Liu. Kai Xing. Xiuzhen Cheng. and Shmuel Rotenstreich 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 . Introduction 301 
2 . Sources of Power Waste and Low-Power MAC Design Principles . . . . . . . . . . . . .  303 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.1. Major Sources of Energy Waste 303 
2.2. Low-Power MAC Design Guidelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  305 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . Scheduling-based Mechanism 307 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1. Motivation 308 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2. CDMA Ad Hoc Networks 309 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3. TDMA 311 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4. FDMA 312 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.5. Related Protocols 312 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . Power Control Techniques 314 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.1. Mechanism 315 



xiv Contents 

4.2. Related Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  317 
5 . Power Off Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  321 

5.1. Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  321 
5.2. Related Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  322 

6 . Multi Channel Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  325 
6.1. Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  325 
6.2. Related Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  327 

7 . Antenna-based Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  329 
7.1. Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  329 
7.2. Related Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  330 

8 . Others . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  333 
9 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  334 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  334 

SECTION IV Routing and Resource Discovery 

QoS-Based Routing in Wireless Mobile Networks . . . . . . . . . . . . . . . . . . . . . .  342 
Eylem Ekici 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  343 
2 . Quality of Service Based Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  344 

2.1. Network State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  346 
2.2. Route Calculation and Session Establishment . . . . . . . . . . . . . . . . . . . . . . . . . .  348 
2.3. Session Termination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  349 

3 . QoS-Based Routing in Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  350 
3.1. Effect of Ad Hoc Network Properties on QoS-Based Routing . . . . . . . . . . .  350 
3.2. Maintenance of QoS Paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  351 
3.3. Example QoS-Based Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  352 

4 . Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  361 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  362 

Quality of Service Routing in Mobile Ad Hoc Networks . . . . . . . . . . . . . . .  365 
Imad Jawhar and Jze Wu 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  366 
2 . Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  367 

2.1. DSR - the Dynamic Source Routing Protocol . . . . . . . . . . . . . . . . . . . . . . . . . .  368 
. . . . . . . . . . . .  2.2. AODV - The Ad Hoc On-demand Distance-Vector Protocol 369 

2.3. TORA - The Temporally Ordered Routing Algorithm . . . . . . . . . . . . . . . . . .  370 
. . . . . . . . . .  2.4. DSDV - The Destination Sequenced Distance Vector Protocol 371 

2.5. Other Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  372 
3 . QoS Routing Protocols: Models and Classification . . . . . . . . . . . . . . . . . . . . . . . . . .  372 



Contents xv 

3.1. QoS Models in MANETs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  373 
3.2. QoS Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  375 

4 . Sample QoS Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  376 
4.1 Extensions of DSR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  376 
4.2 Extensions of AODV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  385 
4.3 Extensions of TORA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  388 
4.4 Extensions of DSDV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  391 

. . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 . Other QoS Routing Protocols and Related Issues 393 
6 . Conclusions and Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  395 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  397 

Topology Management of Hierarchical Mobile Ad Hoc Networks . . . . .  401 
Mario Gerla and Kaixin Xu 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  402 
2 . Ad Hoc Network with Mobile Backbones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  404 
3 . Mobile Backbone Node Election . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  406 

3.1. Random Competition based Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  406 
3.2. Stability of the Backbone Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  408 

4 . Backbone Node Automatic Repositioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  409 
5 . Routing in Mobile Backbone Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  411 

5.1. Landmark Ad Hoc Routing (LANMAR) Overview . . . . . . . . . . . . . . . . . . . . .  411 
5.2. Hierarchical Landmark Ad Hoc Routing (H-LANMAR) . . . . . . . . . . . . . . . .  412 

6 . Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  413 
6.1. Performance Evaluation of Backbone Node Election . . . . . . . . . . . . . . . . . . . .  413 
6.2. Performance Evaluation of Backbone Node Automatic Repositioning . . .  415 

7 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  417 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  417 

Efficient Resource Discovery in Wireless AdHoc Networks: 
Contacts Do Help . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  419 

Ahmed Helmy 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  420 
2 . Overview of Resource Discovery Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  422 
3 . Resource Discovery Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  423 

3.1. Flooding-based Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  423 
3.2. Ad Hoc On-demand Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  425 
3.3. Hierarchical Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  431 
3.4. Hybrid, Loose Hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  435 

4 . Contact-based Resource Discovery Architectural Overview, 
Design and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  439 



xvi Contents 

4.1. Contact Selection and Search Policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  440 
4.2. Request Forwarding and Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  448 

5 . Evaluation and Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  449 
5.1. Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  450 
5.2. Overhead per Query . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  452 
5.3. Scalability Analysis of Total Overhead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  455 

6 . Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  465 
7 . Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  465 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  466 

Hybrid Routing Protocols for Mobile Ad-hoc Networks . . . . . . . . . . . . . . .  472 
Lan Wang and Stephan Olarzu 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  473 
2 . MANET Routing Protocols: a Quick Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  474 
3 . Hybrid MANET Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  476 

3.1. Cluster-Centric Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  477 
3.2. Node-Centric Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  479 
3.3. Comparison of Different Hybrid Routing Protocols . . . . . . . . . . . . . . . . . . . . .  485 

4 . TZRP - A Two-Zone Hybrid Routing Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  486 
4.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  486 
4.2. Basic Idea of TZRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  488 
4.3. Details of TZRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  489 
4.4. Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  491 

5 . Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  501 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  502 

Localization in Wireless Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  507 
Dmitri D . Perkins. Ramesh Tumati. Hongyi Wu. and Ikhlas Ajbar 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  508 
1.1 What Are Ad Hoc Networks? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  508 

1.2 Why Localization in Ad Hoc Networks? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  510 
1.3 Why Not GPS? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  511 
1.4 Designing Localization Algorithms for Ad Hoc Networks . . . . . . . . . . . . . . . .  512 

2 How Node Localization Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  514 
2.1 Range-based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  515 
2.2 Connectivity-based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  518 

3 Localization Techniques in Infrastructured Systems . . . . . . . . . . . . . . . . . . . . . . . . . .  519 
4 Localization Algorithms for Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  521 

4.1 Range-based Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  521 



Contents xvii 

4.2 Connectivity-based Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  531 
5 Comparing Ad Hoc Localization Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  536 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  540 

SECTION V Broadcast and Multicast 

Energy-Efficient Broadcasting in  Wireless Mobile 
A d  H o c  Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  543 

Fran~ois Ingelrest. David Simplot.Ry1. and Ivan Stojmenovic' 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  544 
1.1. Description of Wireless Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  544 
1.2. The Broadcasting Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  546 
1.3. Organization of this Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  548 

2 . Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  548 
2.1. Communication Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  548 
2.2. Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  549 
2.3. Energy Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  551 

3 . Energy Efficient Broadcasting Without Range Adjustment . . . . . . . . . . . . . . . . . .  552 
3.1. Clustering Based Broadcasting Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  553 
3.2. Neighbor Elimination Based Broadcasting Protocols . . . . . . . . . . . . . . . . . . .  553 
3.3. Distance-based and Probabilistic Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  553 

. . . . . . . . . .  3.4. Coverage and Connected Dominating Set Based Broadcasting 554 
3.5. Forwarding Neighbors Based Broadcasting Protocols . . . . . . . . . . . . . . . . . . .  555 
3.6. Impact of Realistic Physical Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  558 
3.7. Beaconless Broadcasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  559 
3.8. Double-Dominating Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  559 
3.9. Broadcasting in Hybrid Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  560 
3.10. Effects of MAC Layer and Mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  561 

4 . Energy Efficient Broadcasting with Range Adjustment . . . . . . . . . . . . . . . . . . . . . .  561 
4.1. Centralized Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  562 
4.2. Localized Protocols that Minimize Needed Radii . . . . . . . . . . . . . . . . . . . . . . .  562 
4.3. Localized Protocol that Uses a Target Radius . . . . . . . . . . . . . . . . . . . . . . . . . .  566 

5 . Energy Efficient Broadcasting with Directional Antennas . . . . . . . . . . . . . . . . . . . .  570 
5.1. Centralized Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  571 
5.2. Localized Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  571 

. . . .  5.3. Adaptive Directed LMST Broadcast Oriented Protocol (A-DLBOP) 574 
6 . Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  576 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  577 



xviii Contents 

Energy-Efficient Multicast Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  583 
Sandeep K . S . Gupta and Bin Wang 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  584 
2 . Energy-Efficient Communication Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  585 

2.1. Energy Consumption Model for Wireless Communication . . . . . . . . . . . . . .  585 
2.2. Basic Techniques for Conserving Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  586 
2.3. Wireless Multicast Advantage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  586 
2.4. Why Link-Based View is Not Suitable for WANETs? . . . . . . . . . . . . . . . . . .  588 

3 . Energy Metrics and Cost Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  589 
3.1. Node Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  590 
3.2. Multicast Tree Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  592 

4 . Constructing Energy-Efficient Multicast Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  594 
4.1. Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  594 
4.2. Qualitative Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  598 
4.3. Quantitative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  602 

5 . A Framework for Energy-Efficient Multicast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  605 
6 . Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  606 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  607 

IP3S: a Framework for Power-Conserving Multicast and Broadcast 
Algorithms in Static Wireless Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . .  610 

Hung Q . Ngo. Dazhen Pan. Shiva-Shankar Ramanna. and Suchita Kaundin 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  611 
2 . Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  612 

2.1. Communication Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  612 
2.2. The Minimum Energy Consumption Broadcast Subgraph 
(MECBS) Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  613 
2.3. The Minimum Energy Consumption Multicast Subgraph 
(MECMS) Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  614 

3 . Overview of ExistingWorks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  614 
3.1. The Broadcast Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  614 
3.2. The Multicast Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  615 
3.3. The IP3S Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  616 

4 . The IP3S Idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  617 
5 . Broadcasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  619 

5.1. Centralized Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  619 
5.2. Distributed Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  622 

6 . Multicasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  624 
6.1. Centralized Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  624 



Contents xix 

6.2. Distributed Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  626 
7 . Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  627 

7.1. Broadcasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  627 
7.2. Multicasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  629 

8 . Conclusions and Futureworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  633 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  634 

SECTION VI Radio Link and Transport 

Radio Link Protocols for 3G CDMA Systems . . . . . . . . . . . . . . . . . . . . . . . . . . .  640 
Sajal K . Das and Mainak Chatterjee 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  641 
2 . Radio Link Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  642 

2.1. Sequence Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  643 
2.2. Hybrid ARQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  645 
2.3. RLP Optimizations for Resource Management . . . . . . . . . . . . . . . . . . . . . . . . .  645 

3 . 3G CDMA Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  646 
3.1. 3G Reference Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  647 
3.2. Layer 2 of IS-2000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  648 

4 . RLP in 3G Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  649 
4.1. Evolution of Retransmission Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  649 
4.2. Need for Faster Retransmissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  650 
4.3. MAC Retransmissions for cdma2000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  651 
4.4. Fast ARQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  652 
4.5. MAC Retransmissions for WCDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  653 

5 . Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  654 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  654 

A Survey on Improving TCP Performance over Wireless Networks . . 657 
Xzang Chen. Hongqiang Zhai. Jzanfeng Wang. and Yuguang Fang 

1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  658 
2 . Overview of TCP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  660 

2.1. Basic Functionality of TCP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  661 
2.2. State-of-the-Art in Standard TCP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  663 

3 . TCP in One-Hop Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  665 
3.1. Challcngcs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  665 
3.2. Current Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  666 

4 . TCP in Mobile Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  675 
4.1. Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  676 



xx Contents 

4.2. Current Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  679 
5 . Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  688 

5.1. TCP Fairness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  688 
5.2. Interactions among Different Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  688 
5.3. Compatibility with the Wired Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  689 

6 . Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  689 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  690 



QoS for Multimedia Services in Wireless Networks 

Hua Zhu 
Department of Electrical Engineering 
University of Texas, Dallas, T X  75083 
E-mail: zhuhuaQutdallas . edu 

Imrich Chlamtac 
School of Engineering 
University of Texas, Dallas, T X  75083 
E-mail: chlamtac9utdallas. edu 

Contents 

1 Introduction 2 

2 Evolution of QoS 3 
2.1 From Local Operating Systems to Networks . . . . . . . . . . . . . . 3 
2.2 From Wireline to Wireless and Mobile . . . . . . . . . . . . . . . . . 3 
2.3 From Centralized to Distributed or Hybrid . . . . . . . . . . . . . . 4 
2.4 From Homogeneous to Heterogeneous . . . . . . . . . . . . . . . . . 5 
2.5 From Separate Layer Support to End-to-End Guarantees . . . . . . 5 

3 Components of QoS 5 
3.1 QoS Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 
3.2 QoS Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 
3.3 QoS Policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 
3.4 QoS Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10 

3.4.1 Multimedia Content . . . . . . . . . . . . . . . . . . . . . . . 10 
3.4.2 Operating System . . . . . . . . . . . . . . . . . . . . . . . . 15 
3.4.3 CommunicationSubsystem . . . . . . . . . . . . . . . . . . . 16 
3.4.4 Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 

3.5 QoS Monitoring and Adaptation . . . . . . . . . . . . . . . . . . . . 27 



4 Architectures 

5 Summary 

6 Acknowledgements 

References 

1 Introduction 

In general, Quality of Service (QoS) is not related to any dedicated network 
layer, rather it requires coordinated efforts from all layers. As such, QoS is 
a broad concept that covers virtually every layer and every component in 
the network and supporting services. The basic definition of QoS was given 
for the first time in [lo] as ' the  collective effect of service performance which 
determine the degree of satisfaction of a user of the service.' In [I], Vogel 
et al. defined Quality of Service as follows: 'Quality of Service represents 
the set of those quantitative and qualitative characteristics of a distributed 
multimedia system necessary to achieve the required functionality of a n  ap- 
plication', while in [2] ,  the definition of QoS was ' a  set of qualities related to 
the collective behaviour of one or more object'. QoS is understood by IETF 
as ' a  set of service requirements to be met  by the network while transporting 
a flow.' And in [3] Malamos et al. defined QoS as ' the  basic measure of how 
well the system operates in order to  meet the user's requirements.' In [9] QoS 
is defined as ' a n  umbrella t e rm for a number of techniques that intelligently 
match the needs of specific applications to the network resources available'. 

The dramatic advances in wireless communications and multimedia tech- 
niques have led to the development of next generation multimedia services 
over wireless networks giving QoS an added importance. Two main fea- 
tures characterize the next generation multimedia services: a wide range of 
customized multimedia applications and the coexistence of different access 
technologies, such as IEEE 802.11, Bluetooth, CDMA, satellite and infrared. 
As a result, research on QoS has been shifted to the wireless, mobile or het- 
erogeneous environment, brining with it additional challenges. 

This chapter shows the impetus behind the impressive market demands 
of multimedia services and applications with Quality of Service (QoS) guar- 
antees over next generation wireless networks, and presents a representa- 



tive collection of challenges and technological solutions of Quality of Service 
(QoS) in its different aspects. In the following section, we review the evo- 
lution and latest research activities of QoS. In Section 3, in order to have 
an overall picture of QoS, we define and discuss the various components 
involved in QoS provisioning. A summary of existing QoS architectures is 
presented in Section 4. The paper concludes with an outlook on challenges 
and opportunities for research on QoS in both near and long term future. 

2 Evolution of QoS 

In recent years, QoS has become ubiquitous, and omnipotent. The provi- 
sioning of QoS experiences the evolvement from QoS-aware to QoS enable, 
from local operating systems to networks, from wireline to wireless and mo- 
bile, from centralized to distributed or hybrid, from homogeneous networks 
to heterogeneous networks, and from separate support at different layers to 
integrated end-to-end QoS guarantee. 

2.1 From Local Operating Systems to Networks 

Along with the early and extremely limited multimedia techniques such as 
MEPGl for digital storage media, the initial QoS was mainly concerned 
with providing a general operating system that equally supports digital au- 
dio, video, image, text, etc. Less effort had been made on issues of real-time 
programming and multimedia synchronization in a distributed network envi- 
ronment. After the rapid development of Internet and MEPG2 that supports 
both storage and transmission of multiple media streams, new contents, such 
as IntServ and DifTServ, were fed into the scope of QoS, to support traffic 
delivery over the best-effort Internet. 

2.2 From Wireline to Wireless and Mobile 

QoS mechanisms and protocols used in wireline environments usually cannot 
be directly applied to wireless or hybrid wireline/wireless environments due 
to the following characteristics of wireless communications: 

0 Scarcity of wireless channel bandwidth and the multihop link inter- 
ference make it much harder to support high quality multimedia ser- 
vices. For example, for a 4-hops route in 802.11 ad hoc networks, 
the end-to-end capacity falls less than one quarter of the link satura- 
tion throughput, which is furthermore below the channel bandwidth 



[66]. Therefore, the end-to-end capacity is very limited even for IEEE 
802.11alg 54 Mbps broadband services. 
Link instability due to wireless interference and mobility places chal- 
lenges on QoS adaptation, error-resilient coding, e t ~ .  
Longer delay and larger jitter make it much harder to support real- 
time services. 

Diversity and complexity of wireless access technologies lead to multi- 
tude solutions on different domains with different perspectives, which 
makes interoperability hard to be achieved. 

2.3 From Centralized to Distributed or Hybrid 

Centralized QoS management used to be the main stream solution. The 
desirability of a centralized QoS policy system from policy management 
point of view is clear, since by collecting global information, it considerably 
simplifies the job of the consistency check of the various policies stored 
and maintained at a central location. However, major disadvantages of the 
centralized QoS approach are: 

The smooth functioning of the entire policy framework is largely de- 
pendent on the central policy server. In the event the policy server 
becomes non-functioning, the entire QoS system may break down. 

The central policy server may become the bottleneck of the system if 
there are a large number of end users in the system or if the complexity 
of services is very high. 
With the rapid deployment of mobile networks, centralized approach 
exposes location-dependent errors. In forth-coming services in multi- 
hop ad hoc network, a mobile station may be several hops away from 
the central control station, making the overhead unacceptable. 

Therefore, distributed QoS management is considered as a competitive 
solution to accommodate the highly complicated QoS task of current and 
next generation multimedia services, especially for the fully distributed mo- 
bile ad hoc network. In the distributed approach, end users are collaborating 
with each other and make local decisions. The incompleteness of local infor- 
mation is partially compensated by the distributive collaboration. From a 
statistical point of view, the stability of quality of service is guaranteed glob- 
ally. Of course, the centralized and distributed approaches can be combined 
together to further improve the quality of service. An interesting discussion 



on non-cooperative networks where end users and applications are selfish 
has been studied in [7]. 

2.4 From Homogeneous to Heterogeneous 

With the rapid development of various wireless access technologies, users 
may require multimedia services over a largely diversely heterogeneous envi- 
ronment, with the capability of roaming transparently from one network to 
the other. Thus, we expect a unified QoS framework that builds upon and 
reconciles the existing notion of QoS at different system levels and among 
different network architectures [8]. The generalized architecture must be 
configurable, predictable, maintainable and interoperable over all network 
architectures, while it must also provide a mechanism to specify and enforce 
the unique characteristics of each architecture. The significant difference 
among those access technologies brings tremendous challenges on how to 
couple different QoS specifications, resource limitations, signaling protocols, 
and finally QoS management and control. 

2.5 From Separate Layer Support to End-to-End Guarantees 

Although end-to-end QoS guarantee is the ultimate goal, reaching a common 
understanding about QoS mechanisms for inter-domain use, multi-vendor in- 
teroperability and expected service behaviors in a network is still challeng- 
ing. We note that the cross layer interaction is a more efficient approach to 
guarantee and optimize the end-to-end quality of service. 

3 Components of QoS 

To further understand different QoS architectures and mechanisms being 
used or proposed, one needs to have an overall picture of the basic QoS 
components, including QoS specification, QoS mapping, QoS policing, QoS 
mechanism, QoS monitoring and adaptation, and other areas such as QoS 
routing, etc. 

3.1 QoS Specifications 

QoS specifications are declarative in nature. Applications specify what is re- 
quired rather than how this is to be achieved by underlying QoS mechanisms 
[8]. The quality performance of the service or application is a composition of 



the performance of certain QoS parameters specified by the application, the 
infrastructure resources (both end system and network) and the user require- 
ments. QoS parameters can be identified at different levels of abstraction. 
From the end user perspective the QoS parameters are of different nature 
(more qualitative oriented and subjective) from those at the system level 
(more quantitative oriented and objective) [3]. QoS may be divided into 
multiple levels, as shown in Table 1. 

Table 1: QoS Specifications 

Enterprise 

Information 

Computa t ional  

Engineering 

Technology 

0 The Commerce QoS concerns issues of service pricing, human customer 
support, etc. In general, it is non-technical, and business oriented, 
mainly influenced by factors of cost and profit. 

0 The Enterprise QoS is customer-orientated and subjective in nature. 
It  deals with end users' expression of QoS requirements that are dif- 
ferent for each end user and depend on the users' perception of the 
received or required services. 

The Information QoS describes the quality of information provided by 
the service, which is objective and quantitative. Information QoS is 
often application independent and media-oriented, which means dif- 
ferent specifications for different types of information media. For ex- 
ample, specification for video data may include requirements such as 
gray or color, video size, resolution, and frame rate; specification for 
audio data may include requirements such as mono or stereo, audio 
equalization of bass or treble. 

The Computational QoS is application oriented, describing the QoS 
requirements for the specific application. Computational QoS is of- 
ten in terms of media quality and media relations, which includes 

Feedback 
Subjective 

Objective 

Application 

System Network 

t o  submit ted  compiaints 
E n d  user oriented QoS requirements 
(subjective & not formal) 
Precise s ta tement  of QoS requirements 
derived from subjective QoS specs. Of- 
ten application independent 
Describe QoS requirements for appiica- 
tiona. Often specified in te rms of media 
quality & media relations 

Infrastructure 
Properties 

Describe QoS re- 
quirements from 
opera t ing  system 

instant technical suppor ts  
"Audio must  be  along video"; 
"DVD video quality" 
25fps (PAL), 30fps (NTSC),  Aapect 
ra t io  of 4:3 (PAL T V  Format) ,  Tele- 
phone qual i ty  8Khz 
Lip synchronization between audio  
and video (skew f 8Om3) 

Describe QoS re- 
quirements from 
network 

Buffer size, op- 
e r a t i o n s / ~ ,  
Memory (Mb)  

Describe QoS properties of hnrdwnre, 
OS & network technologies 

Throughput  
(Mbps), Delay 
and J ~ t t e r  (ms) 

Video device (PAL Format) ,  Audio  
device (@-law), BER (lo-') 



source/sink characteristics such as playback rate, video PSNR (Peak 
Signal to Noise Ratio), and lip synchronization between audio and 
video, and transmission characteristics such as end-to-end delay and 
jitter. 

The Engineering QoS includes both system and network viewpoints 
of the service quality. System QoS viewpoint includes performance 
criteria of end systems such as memory size, hard disk buffer size, and 
MPOS (Megaoperations Per Second); network QoS viewpoint includes 
issues of throughput, goodput, transmission and queuing delay at  a 
specific layer. 

0 The Technology QoS describes the QoS characteristics of devices, op- 
erating system and networks access technologies. It deals with issues 
of medium bit error rate, synchronous and asynchronous transmission, 
etc. 

The classification of QoS specifications in Table 1 can be simplified into 
three classes, i.e. assessed, perceived, and intrinsic [ l l] .  The assessed QoS 
class, corresponding to the Commerce level in Table 1, is mainly related 
to the customer's opinion on whether to choose the service or not. The 
customer's opinion depends on the perceived quality, the expectation based 
on the service price, and the responses of the provider to reported com- 
plaints and problems. Even a customer representative's attitude to a client 
may be an important factor in rating the assessed QoS. The assessed QoS 
class is beyond the scope of this chapter. The perceived QoS class, corre- 
sponding to the Enterprise level in Table 1, mainly reflects the customer's 
experience of using a particular service. Given a certain service price, the 
customer will compare the observed service performance with his/her expec- 
tation. However, this comparison is subjective and will be affected by the 
customer's previous experience of similar services from the same or differ- 
ent service providers. Therefore, various customers may perceive differently 
for the exact same service. The intrinsic QoS class, including Information, 
Computational, Engineering, and Technology levels, summarizes all tech- 
nical aspects that influence the quality of service. It is quantitative and 
objective, and independent of user perception. 

3.2 QoS Mapping 

QoS mapping is critical because the ultimate goal of a QoS-enabled network 
should be to provide users with a set of end-to-end guarantees in the level 



of user perception, be they qualitative or (preferably) quantitative. In order 
to achieve this goal, QoS must be provided at  all the layers. The quality 
of service at  a given layer is the characterization (in absolute or relative 
term) of the expected quality to be achieved in the delivery of data units 
to the corresponding layer across the network. More precisely, it includes 
the delivery 'from the moment layer L data unit crosses the boundary from 
level L to L-1 at the source end-point to the moment it crosses the boundary 
from level L-1 to L at its destination end-point'. 

The meaning of QoS mapping is twofold: first, QoS specification pro- 
vided in the upper level needs to be translated into corresponding param- 
eters in the lower level, vice versa. The mapping of parameters between 
levels may not necessarily be static. With network conditions changing at 
the lower level, the mapping relationships may change as well. Second, 
according to the service specifications, QoS control and managements of dif- 
ferent levels may be varied as well. QoS specifications among different levels 
are related yet distinct. Thus, the required actions at  different levels are not 
the same. For example, a QoS specification at the application level permits 
the user the selection of video quality. When mapped to the network level, 
it permits admission control and resource reservation. If further mapped to 
the infrastructure (or physical) level of next generation wireless networks, 
it may permit adaptive control on the PN (Pseudo Noise) code to maintain 
certain BER over the constantly changing wireless channel. 

Several issues will impact the process of QoS mapping, among which 
[13]: 

Segmentation, fragmentation and reassembly - packets are often seg- 
mented into smaller lower-layer data units. For example, in IEEE 
802.11, since the station in transmission cannot detect errors, if error 
occurs, channel will be taken and wasted until the end of the transmis- 
sion of the corresponding error frame. In order to improve the channel 
utilization, large packets from the upper layer will be fragmented into 
shorter frames in MAC layer. In this condition, QoS mapping be- 
tween different layers is necessary. Furthermore, even in the same 
layer, a packet (or data unit) may traverse networks with different 
maximum transfer unit (MTU), being segmented and re-assembled 
multiple times. 

Hard and soft QoS constmints - due to wireless interference and mobil- 
ity, it is hard to offer hard (or quantitative) QoS constraints in presence 
of wireless and mobile environments. In this case, soft (or qualita- 



tive) QoS constraints may be more appropriate. For instance, IEEE 
802.11e EDCF provides service differentiation by prioritizing traffic 
flows. Higher priority will assure some users (or traffic flows) of receiv- 
ing preferential treatment in channel contention over others. However, 
EDCF cannot even guarantee the minimum QoS level (throughput and 
end-to-end delay) for any flow. 

Flow aggregation and multiplexzng - for scalability purposes, some QoS 
architectures aggregate data streams with similar performance require- 
ments into a single flow, and then provide QoS guarantees to the ag- 
gregated flow. The effect of aggregation on the individual streams 
must be considered in QoS mapping. 

3.3 QoS Policies 

Essentially, there are two types of QoS policies, i.e., the global (or cen- 
tralized) management and local (distributed) management. In centralized 
management, the global QoS agent collects all the necessary information 
of end systems and networks, and makes decisions on traffic admission, 
scheduling, and resource allocation. Based of the complete global knowl- 
edge, deterministic quality of service requirements can be guaranteed for 
applications. However, centralized management lacks scalability, and it in- 
curs serious performance degradation with the increase of system size. Due 
to the distributed characteristic of the Internet and the enormous number 
of end systems and applications, centralized policy may not be appropriate 
for QoS management over Internet or heterogeneous networks. Instead, dis- 
tributed QoS management with the collaborations among end systems has 
attracted much more attentions. 

Collaboration is the information interchange, decision-making and in- 
teraction between end systems at physically disparate locations, working 
in dynamic heterogeneous environments with the purpose of accomplishing 
mutually beneficial activity. The essential requirement for collaboration is 
providing each end system with the ability to have direct and immediate 
access to all information defined by the client's needs, interests, resources 
and capabilities. However, the correctness and accuracy of the QoS-related 
decisions depend on how much information the end system can obtain. The 
complete information sharing may not be available in fully distributed en- 
vironments, and thus, inaccurate or incorrect decisions may be made. As 
a result, deterministic or hard QoS guarantees may not be appropriate for 
distributed QoS policy. Instead, one can expect a reasonable degree of sat- 



isfaction by allowing tradeoffs with certain QoS requirements. For example, 
audio streaming applications are highly sensitive to jitter and hence can 
compromise the response time by buffering the data at  the receiver be- 
fore starting playback to smooth of the delay variations. In this case, the 
startup latency increases with the payoff of playback continuity. Moreover, 
with distributed QoS policy, the QoS requirements and performance are of- 
ten measured statistically by tolerating certain temporary violations. For 
example, the guaranteed throughput (and delay) can be referred to the sta- 
tistical mean value instead of the minimum (and maximum) value. The 
statistical QoS guarantee is also referred to soft QoS guarantee. 

3.4 QoS Mechanisms 

In general, Table 2 shows QoS building blocks and supporting mechanisms. 
Various types of QoS build blocks can be identified: multimedia content, 
operating system, communication subsystem and the underlying network. 
The network covers medium and access technologies, e.g., the MAC layer 
of WLAN or air interfaces in 3G networks. The communication subsystem 
includes all communication related functions to provide quality of service 
request by applications. For this purpose, communication subsystems need 
operating systems support, such as resource allocation and scheduling. The 
multimedia content deals with the fundamental coding technologies, which 
may determines what kind of QoS mechanisms can be chosen by other build- 
ing blocks. For example, rate control and bandwidth allocation mechanisms 
may be used in communication subsystem and networks for video encoded 
in layers with bandwidth scalability, while these mechanisms cannot be used 
for traditional video data without bandwidth scalability. In order to provide 
a QoS architecture or platform for emerging applications, a tight integra- 
tion of QoS mechanisms between building blocks is highly desirable [14]. 
The major reason for such integration can be seen in the QoS guarantees 
usually associated with performance-oriented parameters, such as through- 
put, delay, jitter, reliability and availability. Depending on the interests 
of the applications, different mechanisms may be chosen to guarantee the 
performance of some parameter or all of them. 

3.4.1 Multimedia Content 

Multimedia applications provide services and management of multiple types 
of data, such as audio, video, animation, image and text. All types of data 
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Table 2: QoS Building Blocks and Supporting Mechanisms 

Networks 

except text may require compression for storage and transmission due to 
the large data size. However, traditional compression techniques may not 
be able to support the delivery and smooth playback in real-time multimedia 
applications with strict time constraints because of the bandwidth limitation 
and variations of wireless channel. Wireless channel bandwidth can vary sig- 
nificantly, depending on the signal strength and interference level that a user 
receives. As a result, when a user travels through different parts of the cell, 
different bandwidths may be dynamically assigned to the user. In addition, 
depending on the quality of service capability of the wireless network, multi- 
user sharing of the wireless channel with heterogeneous data types can also 
lead to significant user channel bandwidth variation. This unpredictability 
of available wireless channel bandwidth also introduces high delay jitter for 
multimedia applications and may lead to unacceptable quality of playback 
services. To overcome this bandwidth variation, bandwidth scalability is a 
very important feature for compressed multimedia data, particularly video 
data, usually used by rate control or synchronization protocols of commu- 
nication subsystems and networks. The functionality of bandwidth scalable 
coding is twofold: (1) to avoid network congestion or saturation by decreas- 
ing source bit-rate, and to increase the utilization by increase the source 
bit-rate; and (2) to adjust the transmission time by change source bit-rate 
in order to comprise multimedia time constraints when necessary. Scalability 
is desired for progressive coding of images and video sent over heterogeneous 
networks, as well as for applications where the receiver is not capable of dis- 
playing the full resolution or full quality images or video sequences. This 
could for instance happen when processing power or display resolution is 
limited. Usually, scalability is provided by the ability to decode a part of 
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a bitstream and reconstruct images or image sequences with: (1) reduced 
decoder complexity and thus reduced quality; (2) reduced spatial resolu- 
tion; (3) reduced temporal resolution; and (4) equal temporal and spatial 
resolution but with reduced quality. 

Moreover, due to the error prone characteristic of wireless communica- 
tions, highly compressed multimedia data is highly vulnerable to propaga- 
tion errors in wireless communications. Thus, in addition to the bandwidth 
scalability, error resilience, including issues of data separation and resyn- 
chronization, error concealment and error recovery, is another important 
feature for data compression technique to support QoS. 
( i )  MPEG-4 

MPEG-4 [4] supports the coding of images and video objects, both with 
conventional rectangular as well as with arbitrary shape, with spatial scal- 
ability, temporal scalability, quality scalability and complexity scalability, 
which are explained as follows: 

Spatial scalability - is achieved by FGS (Fine Granularity Scalability) 
coding scheme, which allows decoders to decode a subset of the total 
bitstream generated by the encoder to reconstruct and display tex- 
tures, images and video objects at reduced spatial resolution. A maxi- 
mum of 11 levels of spatial scalability are supported in FGS, for video 
as well as textures and still images. In addition, object-based spatial 
scalability is also introduced in MPEG-4. It extends the 'conventional' 
types of scalability towards arbitrary shape objects, enabling flexible 
content-based scaling of video information. 

0 Temporal scalability - allows decoders to decode a subset of the total 
bitstream generated by the encoder to reconstruct and display video 
at reduced temporal resolution. A maximum of three levels are sup- 
ported. 

0 Quality scalability - allows a bitstream to be parsed into a number of 
bitstream layers of different bit-rate such that the combination of a 
subset of the layers can still be decoded into a meaningful signal. The 
bitstream parsing can occur either during transmission or in the de- 
coder. The reconstructed quality, in general, is related to the number 
of layers used for decoding and reconstruction. 

0 Complexity scalability - allows encoders/decoders of different complex- 
ity to encode/decode a given texture, image or video. 



MPEG-4 provides error robustness and resilience to allow accessing im- 
age or video information over wireless and mobile networks. The error re- 
silience tools can be divided into three major areas: resynchronization, data 
recovery, and error concealment. 

Resynchronization: Resynchronization is an effective mechanism to 
limit the error propagation in compressed video. Due to the com- 
pression, decoder will not be able to understand the bitstream after 
a residual error or errors. By using a pre-defined start code as the 
resynchronization marker, the decoder is able to restart the decod- 
ing process once it finds the nearest start code after the corrupted 
data. Generally, the data between the synchronization point prior to 
the error and the first point where synchronization is re-established, 
is discarded. 
Traditional spatial resynchronization approach adopted by the ITU-T 
standards of H.261 and H.263 inserts resynchronization markers at the 
beginning of GOBS (Group of Blocks). A GOB is defined as one or 
more rows of macroblocks. A potential problem with this approach is 
that since the encoding process is variable rate, these resynchroniza- 
tion markers will most likely be unevenly spaced throughout the bit- 
stream. Therefore, certain portions of the scene, such as high motion 
areas, will be more susceptible to errors, which will also be more diffi- 
cult to conceal. To solve this problem, MPEG-4 adopts a video packet 
based resynchronization scheme, which is based on providing periodic 
resynchronization markers throughout the bitstream. In other words, 
the length of the video packets are not based on the number of mac- 
roblocks, but instead on the number of bits contained in that packet. 
If the number of bits contained in the current video packet exceeds 
a predetermined threshold, then a new video packet is created at the 
start of the next macroblock. 

0 Data Recovery: MPEG-4 adopts Reversible Variable Length Codes 
(RVLC) to recover the corrupt data that in general would be lost 
between resynchronization markers. In this approach, the variable 
length codewords are designed in an error resilient manner such that 
they can be read both in the forward as well as the reverse direction. 
An example illustrating the use of a RVLC is given in Fig 1. Generally, 
in a situation such as this, where a burst of errors has corrupted a 
portion of the data, all data between the two synchronization points 
would be lost. However, as shown in Fig 1, an RVLC enables some of 
that data to be recovered. 



Figure 1: Example of Reversible Variable Length Code 

Error Concealment: In addition to the simple concealment strategy of 
copying blocks from the previous frame, MPEG-4 utilizes data parti- 
tioning to enhance the concealment capability. Specifically, a second 
resynchronization marker is inserted between motion and texture in- 
formation to separate the motion and the texture. If the texture infor- 
mation is lost, the motion information can still be used to compensate 
the previous decoded frame and conceal these errors more accurately. 

(ii) H.264 or MPEG-4 AVC 
Another newly emerged standard for video coding standard with features 

of bandwidth scalability and error resilience is the MPEG-4 AVC (Advanced 
Video Codec) or ITU H.264 [16]. This standard is a joint effort between two 
standards bodies, i.e., ISO/IEC J T C l  and ITU-T. The main goal of this 
standard has been to improve the coding efficiency, at possibly an increased 
cost of computational complexity and memory requirements. For embedded 
systems, this cost could be significant. Current estimates are that MPEG- 
4 AVC requires about 2 - 2 . 5 ~  factor in complexity over H.263+ Streaming 
Wireless Profile and MPEG-4 Simple Visual Profile, and 2.5-3x factor in 
complexity over H.263 baseline [15]. Furthermore, if a full implementation 
of the encoder is implemented (i.e., with multiple reference frames for motion 
estimation), the complexity can increase to as much as 10 times that of H.263 
baseline. In addition, because of the increase in the number of reference 
frames that must be supported in MPEG-4 AVG (minimum of 3), additional 
frame buffers must be allocated in the decoder [17]. Considering the energy- 
saving issue for wireless end systems, the impact of MPEG-4 AVC needs to 
be carefully evaluated. 
(iii) Conditional Replenishment Based Video Coding 

Conditional replenishment has been proposed as a compression technique 
for taking advantage of the similarity between successive frames in video- 
telephony or video conferencing where video cameras typically are stationary 
and scenes usually change slowly. Compared with motion-estimation based 
video coding, conditional replenishment based scheme shows following ad- 
vantages: 



Bandwidth scalability can be provided by dynamically changing the 
encoding parameter-the threshold. 

Error propagation in video decoding process can be limited by remov- 
ing the motion estimation and inserting macro-block based resynchro- 
nization. 

To achieve an unobjectionable video, retransmission and error con- 
cealment are used to improve video spatial and temporal resolution, 
respectively. 

Lower computational complexity, and higher robustness in wireless 
channels can be achieved by eliminating inter-coding. 

Given the above advantages, conditional replenishment based coding 
may be an alternative solution for video transmission over wireless chan- 
nels and for mobile terminals with limited computing and energy resources 

P O I  - 
(iv) SMIL 

In addition to bandwidth scalability and error resilience, multimedia 
content possesses certain temporal properties, e.g., the playback time, the 
skew limit for lip synchronization, etc. A temporal specification are required 
to model the temporal properties of multimedia presentations. A multime- 
dia presentation may consist of multiple multimedia objects such as audio, 
video, image and text, etc. The temporal specification must be able to de- 
scribe the temporal relationship both within a single multimedia object, e.g., 
a video object, and between multimedia objects, e.g., the lip synchroniza- 
tion between audio and video. SMIL (Synchronized Multimedia Integration 
Language) [21], a widely accepted standard, enables simple authoring of 
interactive audiovisual presentations, and is typically used for "rich me- 
dia"/multimedia presentations which integrate streaming audio and video 
with images, text or any other media type. By modeling complex temporal 
behaviors of multimedia presentations, especially if they are interactive ones, 
SMIL provides a feasible solution to quantitatively measure the performance 
of multimedia synchronization. 

3.4.2 Operating System 

CPU scheduling mechanisms in operating systems have been studied for 
many years, hence we will not elaborate them in this chapter. The main 
objective of scheduling is to support real-time applications by minimizing the 
process latency. In a mobile environment with scarce resources, optimizing 



resource management is also very important. The memory and disk storage 
used to be an important QoS issue of operating system. But with the fast 
development of computer hardware, it is not so important any more. The 
interested reader is referred to [67] for more details of operating system 
issues for real-time applications. 

3.4.3 Communication Subsystem 

QoS of multimedia services or applications is realized by CPU bandwidth 
scheduling and memory and disk storage management at underlying oper- 
ating systems. At communication subsystem level, QoS guarantees may be 
specified in terms of transmission bandwidth and other link resources on each 
active connection; additional requirements regarding packet loss, inorder de- 
livery, end-to-end delay, jitter, and service availability can also be specified. 
To ensure that each connection meets aforementioned QoS requirements 
of the supported applications, possible QoS mechanisms at  communication 
subsystems includes admission control, resource reservation, flow control, 
rate control, error control, synchronization protocol, and data replication. 

The general guide for designing QoS-enabled end communication subsys- 
tems is: (i) to provide perflow or perserviceclass guarantees, (ii) to maximize 
the aggregate utility of the communication service across all end systems, 
(iii) to gracefully adapt to transient overload, and (iv) to avoid, if possi- 
ble, starving lower priority service classes during the period of sustained 
overload. Moreover, according to the specific QoS requirements of the ap- 
plication, only the minimum possible set of QoS mechanisms or protocol 
functions should be selected. All other unnecessary mechanisms or protocol 
functions should be turned off in order to improve the achievable perfor- 
mance of communication subsystems [14]. We will discuss several mecha- 
nisms in the following parts. 
( i )  Admission control and resource reservation/allocation 

The objective of connection/call admission control (CAC) is to guar- 
antee the newly admitted traffic not result in network overload or service 
degradation of existing traffic. An efficient CAC scheme should be rela- 
tively simple and robust to implement. In most cases, distributed schemes 
are preferred because they may result in smaller control overhead than cen- 
tralized schemes. Resource reservation/allocation may have different func- 
tions in various networks. In wireless communications, resource reserva- 
tion/allocation mainly focuses on the most important resource, i.e., the 
channel bandwidth. For cellular networks, it is designed to decrease the 



connection dropping probability, which may be caused by handoff. However, 
resource reservation also can be used as a method to differentiate services, 
by applying different policies of resource reservation to different services. 
Resource reservation can be either fixed or dynamic. In fixed schemes, re- 
source may be wasted or insufficient when the network conditions change, 
which are very common in wireless networks. The signaling required to set 
up reservations for application flows can be provided by receiver initiated 
reservation protocols, such as RSVP, or sender initiated reservation pro- 
tocols, such as ST11 [22]. Extensions and modifications of these signaling 
protocols can also be found in literature. 

Admission control is very important for QoS guarantees in wireless net- 
works with limited channel bandwidth, especially for IEEE 802.11, because 
the MAC protocol of 802.11 is load sensitive and only work efficiently under 
the media or low traffic load. Various schemes and algorithms for admission 
control, resource reservation, and corresponding and support signaling pro- 
tocols have been proposed for cellular wireless networks and IEEE 802.11 
WLANs [20, 51. Comparing with those schemes, end-to-end admission con- 
trol and resource reservation in multihop ad hoc networks is a relatively new 
area. The end-to-end capacity of the multihop ad hoc network is roughly 
O(-)=), where n is the total number of nodes in the network [65]. With 
generally less capacity than single hop networks, admission control becomes 
more critical in multihop ad hoc networks. Unfortunately, in a multihop 
ad hoc network, because of wireless interference, a newly admitted service 
may affect other existing services even if they have disjoint pathes (i.e., no 
shared node). In addition, this influence may be time varying with topology 
changes due to power control and mobility. End-to-end admission control 
and resource reservation is proved to be a NP-complete problem, for both 
TDMA and 802.11-based multihop ad hoc networks [64]. All of the above is- 
sues make admission control for multihop ad hoc networks a highly complex 
open problem. In addition, end-to-end admission control and signaling for 
wired-cum-wireless networks, especially the integration with existing IntServ 
architecture of Internet, is also very important [6]. 

(ii) Flow control, rate control and congestion control 

In general, flow control and rate control and congestion control are deal- 
ing with similar issues, which are keeping the load of the network under its 
capacity so that it can operate at an acceptable performance level. To some 
researchers, flow control is more general and covers not only link conges- 
tion control but also the control of other resources like memory, while rate 



control and congestion control are more specific for link congestion control. 
Since normally the memory is not the bottleneck of the system nowadays, 
we mainly focus on the link congestion control in this section. In order to 
provide service differentiation and guarantee the QoS of high priority traffic, 
ideally the source of traffic reduction comes from a user whose admission 
control priority is not critical. This may permit higher-priority traffic to 
continue to receive normal service. Therefore, congestion control may coop- 
erate with admission control mechanisms. 

There are many ways to classify congestion control schemes, such as 
window-based or rate-based; open-loop or feedback; source-based or router- 
based. An example of window-based scheme is TCP protocol, which mul- 
tiplicatively decreases the size of the window when congestion occurs and 
cautiously increases the window when congestion subsides. In rate-based 
schemes, the destination node specifies the maximum rate (number of pack- 
ets over a given time) at which the sources can send packets. Window- 
based schemes can be either end-to-end or hop-by-hop mechanism, while 
rate-based control schemes should be used as hop-by-hop mechanisms since 
all intermediate nodes should be made aware of the rate and enforce it. It 
has been argued that congestion control schemes with feedback may incur 
large delay, which led to the development of open-loop schemes. Similarly, 
the large delay in source-based schemes also led to the design of router-based 
schemes in which intermediate nodes, such as routers or other devices, may 
initiate control actions. 

In IP-based networks, most of work focuses on congestion control in 
TCP, in which network congestion is identified as session packet loss or 
acknowledgement-timer expiration in wired networks. However, this causes 
significant performance degradation of TCP in wireless networks, where 
channels may experience errors from wireless channel interference and hand- 
off. Therefore, necessary modifications of TCP are required to distinguish 
congestion errors with interference errors. A large number of wireless TCP 
protocols were proposed, and they were classified into three broad categories: 
end-to-end schemes, where the sender is aware of the wireless link; link layer 
schemes in providing reliability; and split-connection schemes, that break the 
end-to-end connection at the boundary of wired and wireless networks [30]. 
Major technologies (but not complete) used in above schemes are: 

Snoop protocol [31] introduces a snooping agent at the base station to 
observe and cache TCP packets going out to the mobile host as well 
as acknowledgements coming back. By comparing the cached packets 



and acknowledgements, the agent is able to determine what packets 
are lost on the wireless link and schedule a local link layer retransmis- 
sion. In the same time, duplicate acknowledgements corresponding to 
wireless losses are suppressed to avoid triggering an end-to-end retrans- 
mission at the source. Snoop protocol can exactly find the cause of 
packet losses and take action to prevent the TCP sender from making 
unnecessary window reductions. 
Selective acknowledgement (SACK) (RFC1072, 2018) replaces the cu- 
mulative acknowledgements of TCP with selective acknowledgements. 
TCP congestion control action is still performed when losses occur, 
however, the sender will recover quickly from multiple packet losses 
within a single transmission window by the sufficient information pro- 
vided by SACK. 

0 Partial acknowledgment [32] uses two types of acknowledgements to 
distinguish losses in the wired and the wireless links. The sender han- 
dles the two types of acknowledgements differently. 
Explicit loss notification (ELN) [33] uses a bit in TCP header to com- 
municate the cause of packet losses to the sender, without caching any 
packet. 

(iii) Error control 
In addition to error resilience coding techniques of multimedia content, 

several error control schemes, e.g., forward error control (FEC) and retrans- 
mission (ARQ) based schemes are often employed in the link layer in provid- 
ing reliability to wireless communications. The main advantage of link layer 
error control is that it fits naturally into the functionalities of layered net- 
work structure, and operates independently of higher layer protocols with- 
out maintenance of any per-connection state. The selection of error control 
mechanisms mainly depends on the reliability requirements of the applica- 
tions and services. FEC-based schemes should be used if the service carries 
strict requirements of transmission delay, while ARQ-based schemes can be 
used for other services. For the best effort service, error control schemes 
may not even be necessary. Moreover, it is possible to combine FEC and 
ARQ into hybrid schemes, e.g., AIRMAIL protocol [34], for efficient loss re- 
covery. Current digital cellular systems in the U.S., including both CDMA 
and TDMA, are primarily using ARQ techniques. Again, due to the changes 
of wireless channel conditions, adaptive mechanisms are highly desirable to 
achieve better quality of service and higher channel goodput. 
(iv) Synchronization protocol 



Synchronization protocol aims to achieve the temporal specification (i.e. 
the intra- and inter-stream synchronization) during the playback of dis- 
tributed multimedia objects. Because of the increasing size of global net- 
works and the integration of wireless services, end-to-end delays are gradu- 
ally increasing. For streaming media services commonly used by the video- 
on-demand applications in these networks, the end-to-end delay may range 
from 5 to 10 seconds [23]. This may prevent the synchronization protocol 
from responding properly if asynchrony occurs. Thus, choosing a synchro- 
nization protocol to effectively achieve high quality playback performance 
under wireless environments with large end-to-end delays becomes a critical 
issue to wireless multimedia services. 

Several synchronization protocols have been proposed in the literature. 
Ramanathan and Rangan [24] introduced the feedback techniques in the 
multimedia information retrieval. Ha6 et al. [26] proposed a feedback con- 
troller at the client buffer. Biersack et al. [27] presented a feedback control 
scheme including both distributed media servers and the client. Boukerche 
et al. [25] designed a MoSync system for cellular wireless and mobile net- 
works. 

These synchronization protocols use the idea of feedback control schemes 
to maintain intra- and inter-stream synchronization. Except for those by 
Ha6 et. al., all schemes rely on feedback loops between the client and media 
servers. Information of the asynchrony is collected at the client, and then 
sent to the server as feedback messages. Based on the feedback, media 
servers take appropriate actions to resynchronize the playback at the client. 
End-to-end delays from the client to media servers will cause feedback delays, 
called the deadtime of control schemes. Ha6 et. al. excluded media servers 
from the feedback loop to avoid a large system deadtime. However, this 
approach cannot provide a satisfactory solution due to the uncontrollability 
of the server side. 

The problem of the gradually increasing end-to-end network delays presents 
new challenges for the synchronization schemes. Given a fixed finite buffer 
size, if the end-to-end delay in the system is large, there is no enough grace 
period for feedback control schemes to work properly. Being aware of the 
problem of large end-to-end delay in wireless and heterogeneous environ- 
ments, Zhu et al. proposed a synchronization scheme, termed Synchro- 
nization protocol for Multimedia Applications for the wiReless InTernet 
(SMART) [28, 291 which provided a simple playback startup scheme and 
buffer determination based on the statistical knowledge of network condi- 
tion, and required no feedback. 



The client compensation buffer is pre-configured based on the knowledge 
of channel conditions and fixed since then in SMART. However, the fixed 
buffer management may not be efficient in the last mile wireless networks, 
where the traffic and channel conditions are constantly changing, e.g. the 
jitter may increase significantly from off-peak to peak time. In order to 
further save the valuable buffer resource at the wireless/mobile terminal, a 
new class of dynamic buffer management schemes has been proposed in [12]. 
The client compensation buffer is adjusted among a number of configurations 
based on the measurements of incorrect playbacks. The mapping relation- 
ship between incorrect playbacks and buffer configurations in SMART has 
been derived. By adopting the dynamic buffer management, SMART is able 
to achieve less incorrect playbacks comparing with fixed buffer management 
with equivalent buffer space. 
(v) Data replication, caching, pre-fetching, server-pushing 

Replication was commonly used in distributed systems to increase avail- 
ability and fault tolerance. By allowing clients to perform data retrieval 
from their closest mirror site, replication helps to improve end-to-end ser- 
vice responsiveness (either in geographic term or network-wise), while at  the 
same time balancing the load among the various servers. The large volume 
of requests arriving at popular sites can result in saturating even the most 
powerful web server, especially during peak hours. In order to tackle the 
problem, hot sites run multiple servers, potentially spanning the globe. One 
of the objectives of replication is to make a1 these servers appear to the 
user as a single highly capable web server. Replication began by manually 
mirroring web sites. The current target is to dynamically create, migrate 
and delete replicas among web hosts in response to changes in the access 
patterns. Main issues in implementing a replicated service are: 

Consistency: concurrent updates and system failures can lead to in- 
consistent replicas. The replication system should offer mechanisms 
for both resolving conflicts and keeping consistency between multiple 
replicas and their updates. 
Location and access transparency: users should not need to know where 
the requested data are physically located and how to access. 
Update eficiency: Due to the enormous workload of replication, the 
update process should be multicast-based mechanisms and with less 
overhead for saving bandwidth. 
Scalability: the replication system should be scalable in terms of read/write 
operations in large number of replicas and especially at high update 



rates. Note that decentralized mechanisms display better scalability 
but may cause problem of data consistency. 

0 Mobility: with the possible replication on mobile locations, the replica- 
tion system should consider the uncertainty of connection conditions. 

QoS-awareness: the replication process may employ different update 
policies on different data source based on their service class in order 
to optimize the resource and performance. 

Caching was traditionally applied to distributed file systems and its appli- 
cations on networks incur new problems, e.g., where to place the cache and 
when to update it. Generally, caching and replication are complementary 
techniques for providing service availability and responsiveness. Caching di- 
rectly targets minimizing the service delays by assuming that retrieving the 
required content from the cache, incurs less latency compared to getting it 
from the network. Caching may be viewed as a special case of replication 
when mirror sites store only partial content of the original site, and the 
request for content unavailable in cache will be redirected to the main site. 

Client-side pre-fetching has recently gained much attention because of 
its potential performance benefits without requiring complicated changes or 
additions to Web services. The basic idea of pre-fetching stems from the 
fact that, after retrieving a page from server, a user usually spends some 
time viewing the page and, during this period, the generally idle network 
link can be used to fetch data in anticipation. 

Server-side pushing, similarly to multicasting, saves the bandwidth us- 
age by sending out the content just once instead of sending one copy to 
every single user. However, real pushing is difficult to implement due to the 
diversity of users' needs in terms of content, request time, as well as the 
difference of link capacities among users. For this reason, "client-pulling7', 
i.e., the client requesting files periodically from the servers may be more 
practical for implementations [35]. 
(vi) Protocol memory and timer management 

The system functions of the communication subsystems may affect the 
performance of upper protocol functions. For example, retransmission-based 
mechanisms or ordered delivery require efficient memory management of 
temporary data and fast index searching. For real-time applications with 
high requirement on data processing, e.g. video transcoding, protocol mem- 
ory and timer management is a very important bridge between upper layer 
services and underlying hardware. 



3.4.4 Network 

To guarantee quality of service, networks carry the tasks of traffic shaping, 
policing, pricing, packet classifying, queueing and scheduling. In mobile 
and wireless environments, error control and ah hoc routing are also very 
important issues. 
(i)  Trafic shaping, policing and pricing 

Traffic shaping and policing aim to minimize the rejection probability 
of traffic, which is essentially the same goal of rate control and congestion 
control mechanism. However, traffic shaping and policing choose a slightly 
different approach, i.e., by reducing the burstiness and self-similarity of traf- 
fic. 

Trafic shaping can be employed at the ingress of the network or at 
intermediate nodes for per-hop based shaping, and it can be either flow ag- 
gregation based or an individual flow based. Two main shaping algorithms 
exist, namely Leaky Bucket (LB) based algorithms [36, 371 defined by ATM 
Forum and Token Bucket (TB) based algorithms [38, 391 defined by IETF 
respectively. The latter has been adopted as a reference algorithm for traffic 
conditioner in 3GPP [40]. However, for a CDMA-based system like UMTS, 
very little literature can be found on how traffic conditioning performs. Both 
algorithms regulate the bursty traffic in such a way that over a long term 
period the average allowed rate approaches the desired token rate r asymp- 
totically and over a short time interval the burst size of the traffic is upper 
bounded by bucket size b. Traffic shaping will of course introduce traffic 
shaping delay which consumes part of the total end-to-end delay budget of 
a service, but the regulated flow is expected to have a lower packet loss ratio 
instead. 

Traffic shaping may not guarantee the conformance between influx traf- 
fic and service requirements. Trafic policing function compares the confor- 
mance of the user data traffic with the QoS attributes of the correspond- 
ing service and takes corresponding actions, e.g., reject or penalize non- 
conformance flow. Traffic policing, in practice, is a network operator choice. 
More detailed description of the policy framework can be found in [41]. 

Unlike policing, pricing encourages an open 'don't-ask-just-do-it' ap- 
proach, by charging the non-conformance packet or flow. If additional con- 
gestion avoidance mechanism pricing existing, policing can be removed from 
the data path, giving reduced latency and complexity [42]. 
(ii) Packet classifying, queueing and scheduling 

Packet classifying, queueing and scheduling are critical components in 



providing service differentiation, or guarantee of end-to-end quality of ser- 
vice for multimedia services and applications in wireless packet networks. 
For an end-to-end system, transmission queues are deployed at source, des- 
tination and all the intermediate nodes along the transmission path. How 
to handle the received packets and schedule the transmissions at each queue 
will directly affect throughout, delay, jitter and even packet loss ratio of the 
corresponding traffic. 

In general, packet classifying is required for service differentiation. It 
identifies the service class of received packets and hence enables different pro- 
cesses provided by queueing and scheduling algorithms. Nevertheless, packet 
classifying can be also used with resource reservation mechanism rather than 
queueing and scheduling to achieve the similar effect as service differentia- 
tion. For example, in the DiffServ (RFC2475) architecture, packet classify- 
ing is combined with service differentiation; while in the IntServ (RFC1633) 
architecture, packet classifying is combined with resource reservation. How- 
ever, in both cases, packet classifying is a foundation for providing the con- 
cept of service classes. 

Queueing and scheduling basically handles the temporal behavior of 
packets from the time they enter the input queue(s) of the corresponding 
node to the time they exit from the same node to the next hop or to the 
upper layer applications. The desirable features of a good queueing and 
scheduling algorithm includes [43, 441: 

Delay bound: the algorithm must be able to provide bounded delay 
for individual sessions in order to support delay sensitive multimedia 
services. 

Throughput: the algorithm should be able to provide short-term through- 
put guarantee for error-free sessions and long-term throughput guar- 
antee to all sessions. 

Fairness and eficiency: the algorithm should not penalize sessions 
that temporarily exceed their reserved channel bandwidths provided 
the bandwidth is unused. In the mean time, fairness must be ensured 
for the overuse among sessions. 

Complexity and scalability: the algorithm should be low-complexity in 
terms of enqueueing and/or dequeueing a packet, which is necessary 
for wireless networks with resource and energy constraints. In addi- 
tion, the algorithm should operate efficiently as the number of sessions 
sharing the channel increases. 



Energy consumption: the algorithm should take into account the need 
to prolong the mobile terminal's battery life. 

0 Robustness: the algorithm should be robust to bursty errors in wireless 
channels and intelligently protect sessions with good channel condi- 
tions when relinquishing sessions experiencing bad channel conditions. 
Furthermore, the service degradation due to the bursty errors should 
be smoothed. 
Isolation: the algorithm should provide necessary mechanism for iso- 
lating the ill effects of misbehaving sessions from regular sessions. 

0 Delay/bandwidth decoupling: For most algorithms, the delay is tightly 
coupled with the reserved rate. However, it is desirable to decouple 
them because some high-bandwidth services may tolerate relatively 
large delays, e.g. web browsing and services. 

Queueing and scheduling algorithms can be classified as work-conserving 
or non-work-conserving [19]. With a work-conserving algorithm, a server is 
never idle when there is a packet to send. Examples include Generalized 
Processor Sharing (GPS, also known as fluid fair queueing FFQ), Weighted 
Fair Queueing (WFQ, also known as Packet-by Packet GPS, PGPS), Worst- 
Case Fair Weighted Fair Queueing (wF~Q),  Virtual Clock (VC), Weighted 
Round Robin (WRR), Deficit Round Robin (DRR), and Self-clocked Fair 
Queueing (SCFQ). In contrast, with a non-work-conserving algorithm, each 
packet is assigned, either explicitly or implicitly, an eligibility time. Even 
when the server is idle and packets are waiting in the queue, if no packets 
are eligible, none will be transmitted. Examples include Hierarchical Round 
Robin (HRR), Stop-and-Go Queueing (SGQ), and Jitter Earliest Due Date 
(Jitter-EDD). Non-work-conserving algorithms generally incur large delay 
than work-conserving algorithms, but they may be used for applications 
with strict energy and jitter constraints but low requirement on delay. 

Recently developed algorithms for TDMA wireless networks include [43]: 
Channel State Dependent Packet Scheduling (CSDPS), an enhancement of 
CSDPS providing class based queueing (CBQ-CSDPS), Idealized Wireless 
Fair Queueing (IWFQ), a variant of IWFQ called Wireless Packet Scheduling 
(WPS), Channel Independent Fair Queueing (CIF-Q), Server Based Fair- 
ness Algorithm (SBFA), Wireless Fair Service (WFS), and Token Bank Fair 
Queueing Scheduling (TBFQ) [45]. Also, algorithms for CDMA networks 
include Dynamic Resource Scheduling (DRS), Wireless Multimedia Access 
Control Protocol with BER Scheduling (WISPER), and Wireless Adaptive 
Scheduling Algorithm (WASA) [46]. 



(iiz) QoS-aware routing 
QoS routing requires not only to find route(s) from a source to desti- 

nation(~), but also route(s) that satisfies the end-to-end QoS requirements, 
e.g., throughput, delay and packet loss ratio. 

In the design of QoS-aware unicast routing protocols, several issues need 
to be considered. First, in multi-hop mobile ad hoc networks, link condi- 
tions may be very different due to the physical distance, mobility, and the 
power limit of mobile stations. Second, due to wireless interference, newly 
established routes may deteriorate the performance existing routes. There- 
fore, it is natural to combine routing with admission control and resource 
reservation, to provide end-to-end QoS guarantee. Third, the ability of pro- 
viding QoS is heavily dependent on characteristics of access technologies. 
For example, in TDMA-based ad hoc networks, bandwidth is divided into a 
number of time slots. Neighboring nodes cannot transmit in the same time 
slot. Therefore, QoS routing with admission control and resource reserva- 
tion mainly focus on (i) how to reserve the required number of time slots in 
each hop that makes a multi-hop end-to-end route possible, and (ii) if it is 
impossible to find a single route that satisfies the bandwidth requirement, is 
multi-path routing possible. Another example, in CSMAICA-based ad hoc 
networks, such as IEEE 802.11, the resource of channel bandwidth is con- 
tended among neighboring nodes. Due to the exponential backoff, through- 
put and delay of nodes in hotspots may change widely in time. Therefore, 
QoS routing may focus on (i) estimation of available bandwidth and (ii) load 
balancing. Existing routing protocols, such as DSR, AODV, and ZRP, were 
designed without explicitly considering aforementioned issues. Therefore, 
they cannot support QoS effectively. 

Multimedia applications such as video on demand and video conferencing 
often require multicast services. Challenges on the design of QoS-aware 
multicast routing include: 

0 Load-balancing: in order to minimize the congestion, the new multi- 
cast member should be able to select the path based on the traffic 
characteristic such that it balances the load of nodesllinks, or it has 
the path with the minimum load. Nevertheless, other QoS metric for 
path selection, e.g. delay and packet loss, may also be used. 

0 Fault-tolerance: the multicast path algorithm should be able to search 
for maximally disjoint (i.e., minimally overlapped) multiple paths such 
as the impact of linklnode failures becomes significantly reduced, and 



the use of multiple paths renders QoS services more robust in unreli- 
able network conditions. 

Dynamic update: the performance of QoS routing can be seriously de- 
graded if the state information cannot be updated in time. However, 
the network state changes dynamically due to the transient load fluc- 
tuation, connections in and out, and links up and down. These make 
the dynamic update of QoS routes extremely difficult. 

Overhead: the control overhead of the multicast protocol should be 
restrained. 

Scalability: the multicast routing should be scalable when the num- 
ber of multicast members increases. Therefore, routing protocols that 
maintain global per-flow information may not be good option. Instead, 
routing protocols with hierarchical structures are desirable. 

3.5 QoS Monitoring and Adaptation 

Temporary QoS violations may be allowed in services with soft or statistical 
QoS guarantees. However, there is still the possibility, e.g., handoff and the 
change of link conditions, that the QoS violations cannot be recovered by 
itself without an additional control resolution. In this case, QoS adaptation 
mechanisms should be provided for necessary intervention. To accomplish 
QoS adaptation, QoS monitoring is also required to detect the violations. 
In general, Bochmann et al., pointed out that the design of QoS adaptation 
should be guided by the following premises [47]: 

QoS adaptation should be performed automatically without user in- 
tervention when possible. 

QoS violations should be recovered locally without the change of user 
configurations when possible. 

QoS adaptation should maintain the initial QoS agreements as long as 
possible, before any control action is taken. 

QoS adaptation can be employed on individual media content (i.e., video, 
audio, etc.), individual QoS parameters (throughput, delay, jitter, etc.), or 
overall performance of a service. Recently, middleware design attracted a lot 
of attentions in providing an intermediate coordinator for QoS adaptation. 
Based on the controlled object, QoS adaptation can be divided into four 
categories: 



0 Content-based adaptation: control schemes adjust the media content 
parameters, such as video encoding bit-rate and frame rate. 

Resource-based adaptation: control schemes adjust resources reserved 
at the communication subsystem or at the network, e.g., to increase 
available bandwidth by expanding the flow window size or to reserve 
more communication subsystem resource like cache space. 

Link  adaptation: many wireless access technologies, e.g., IEEE 802.11, 
allow multiple transmission rates by providing various modulation 
techniques or adjustable length of PN (Pseudo-Noise) code. Since 
transmission rates differ with the channel conditions, appropriate link 
adaptation and signaling mechanisms can maximize the throughput 
under dynamically changing channel conditions. 

0 Scheduling-based adaptation: control schemes adjust scheduling mech- 
anisms in response to the change of network condition. 

Routing-based adaptation: control schemes change the route based on 
the detection of QoS violations. 

4 Architectures 

The basic elements of a QoS architecture include QoS specification, map- 
ping, and one or more QoS mechanisms mentioned in Section 3.4. Although 
QoS adaptation is not mandatory, it is a highly desirable feature in wireless 
and mobile environments in which link conditions are constantly changing 
due to the mobility and interference. 

Various architectures have been proposed for wired networks. Early 
frameworks for can be found in [8]. For IP-based Internet, IETF IntServ 
and DiffServ are two well known models. IntServ (RFC1633, 2205, 2201) 
aims to support QoS by per-flow or per-flow-aggregate based resource reser- 
vation, which lacks scalability due to the signaling overhead and complexity. 
MPLS (RFC3031) may be use with IntServ to support QoS on a per-user 
basis. DiffServ (RFC2475) provides a simple and scalable class-based per- 
hop-behavior (PHB) service differentiation. However, without the necessary 
mechanism of admission control and resource reservation, QoS violations are 
inevitable. Instead of deterministic QoS guarantees, only relative QoS guar- 
antees can be provided. Both models are not complete satisfactory. Possible 
combination of both models has been proposed in [52], which achieves end- 
to-end QoS by exploiting IntServ in the access networks and DiffServ in the 



core. This allows scalability, due to the DifEServ aggregation, while keep- 
ing the advantages of end-to-end signaling by means of the RSVP protocol. 
Also, with the admission control mechanism added to DifEServ, determinis- 
tic QoS guarantees may be accomplished. ITU-T are also making effort to 
identify a set of generic QoS mechanisms and provide a structure for them, 
which is called IPQoS [48]. In this ongoing QoS architecture, three logical 
planes are initially identified, i.e., control plane, data plane, and manage- 
ment plane. Control plane contains mechanisms dealing with the pathways 
through which user data traffic travels. These mechanisms include admis- 
sion control, resource reservation and QoS routing. Data plane contains 
mechanisms dealing with the user data traffic directly. The mechanisms 
include buffer management, congestion avoidance, packet marking, queue- 
ing and scheduling, traffic classification, shaping and policing. Management 
plane contains mechanisms dealing with the operation, administration, and 
management aspects of the user data traffic. These mechanisms include 
monitoring, policy, SLA, and traffic restoration. Also worth noting is that 
in addition to QoS mechanisms in three logical planes, issues of QoS sig- 
naling have been particularly addressed by ITU-T SG 11. A similar QoS 
framework can be also found in [61] with the emphasis on solving the prob- 
lem of hyper handover, i.e. the handover between different administrative 
domains, access technologies, user terminals, or applications in a heteroge- 
neous network. 

Aforementioned architectures in general are designed for wired networks. 
Effort has been made to apply similar reservation-based or differentiation- 
based frameworks to the wireless domain. Besides the well known IEEE 
802.11e service differentiation MAC scheme [18], many other QoS architec- 
tures, catering to various wireless access technologies, such as IEEE 802.16 
WirelessMAN, MANET, 3G/4G IP-based wireless networks, can be found 
in literature: 

Integrated QoS Architecture for GSM [51]: It provided the QoS map- 
ping between IP network and GPRS RLC (Radio Link Control) layer, 
and implemented the QoS routing and resource reservation mecha- 
nisms. 

DiffServ-SPS- MPA (DiffServ-Streaming Proxy Server - Mobile Proxy 
Agent) [49]: Verma and Barnes propose this DifEServ-based 3G ar- 
chitecture that uses a probing scheme to provide seamless QoS to 
streaming applications. The key elements of this architecture are a 
Streaming Proxy Server (SPS) and Mobile Proxy Agent (MPA). The 



SPS functions as a transcoder that convert the incoming video into the 
format that is most suitable for appropriate QoS service class. The 
MPA carries the functions of QoS scheduling and multicast routing. 

Dimem-MIR-HMIP (DiflServ-Mobile IP Reservation Protocol - Hi- 
erarchical Mobile IP) [50]: It implemented bandwidth allocation and 
reservation so as to provide users of a shared medium with a guar- 
anteed bandwidth. The bandwidth control is done by token bucket 
based algorithm on outgoing interfaces of network elements. 

QoS Architecture for 802.16 [59]: IEEE 802.16 is designed to provide 
broadband WirelessMAN (Metro Area Network) services. Based on 
traffic shaping, policing, priority scheduling and dynamic bandwidth 
allocation, this architecture aims to introduce various levels of QoS 
guarantees while still achieving high system utilization. It implements 
different scheduling strategies on different service categories. Wireless 
Fair Queueing (WFQ) is used for the high priority category to guaran- 
tee the strict delay requirement, while Weighted Round Robin (WRR) 
and FIFO scheduling policies are used for middle and low priority cat- 
egories, respectively. 

INSIGNIA [62]: It was designed to support fast reservation, restora- 
tion and scalability in MANET with the in-band signaling and soft- 
state resource management. The framework of INSIGNIA is shown in 
Fig. 2. 
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Figure 2: INSIGNIA QoS Framework 

30 



CADENUS Extension [63]: It was proposed as a component-based QoS 
framework for heterogeneous networks with the high degree of com- 
plexity. Key components, named mediators, were designed to handle 
the mapping of service agreements and resource management. 
FLO (Flexzble Layer One) [57]: By developing a flexible physical layer 
to GERAN (GSMIEDGE radio access network), operators can easily 
and quickly configure the coding rate, cyclic redundancy check (CRC) 
size, input block size, etc., at  the physical layer to match the QoS 
requirements of the service to be carried at any particular time, which 
will improve the physical layer performance. FLO introduces the fol- 
lowing advantages: 
- Physical layer flexibility 

- Significantly improved system capacity for carrying real-time packet 
services 

- Improved multiplexing ability 
- Provision for additional physical layer performance optimization 

- Simplified introduction of new services to the handset device 
UMTS QoS Architecture [53]: As shown in Table 3, UMTS supports 
four traffic types: conversational class, streaming class, interactive 
class, and background class. Key QoS entities include admission con- 
trol module, bearer service manager, resource manager, traffic condi- 
tioner, and packet classifier, which are shown in Fig 3. Slight variations 
of UMTS QoS architecture can be found in [54, 55, 561. 

Table 3: UMTS Traffic Classes and QoS Parameters 

Traffic parameters 

4G QoS Architecture [58]: This architecture is set to support any type 
of user service with seamless mobility between different access tech- 
nologies. The target technologies are Ethernet (802.3) for wireline ac- 
cess; 802.11 for wireless LAN access, and W-CDMA (the physical layer 
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Figure 3: QoS Components in UMTS QoS Architecture 

of UMTS) for cellular mobile access. The seamless inter-technology 
handoffs must be supported, therefore mobility and interoperability 
are key problems in this heterogeneous environment. Instead of deal- 
ing with intra-technology handoff or physical layer handoff, a network 
layer inter-technology handoff mechanism should be used in this ar- 
chitecture. Summarizing, illustrated in Fig 4, the key entities in this 
QoS architecture are: 

- Mobile Terminal (MT): the MT should be built in with enhanced 
IPv6 (RFC1883), able to perform marking according to user sub- 
scribed services and inter-operable between multiple access tech- 
nologies; a network control plane, able to perform AAA registra- 
tion / deregistration; an MT networking manager that will make 
the decision to execute handover and attach procedure based on 
information configured by user and received from the networking 
devices; and a radio convergence function (RFC) that interfaces 
with the radio layer in compliance with the IP layer QoS require- 
ments. 

- Access Router (AR): which is the generic MT point of attachment 
to the network. On the top of enhanced IPv6 with IP  Sec and 
DifTServ filtering, AR comprises of an AAA attendant that per- 
forms basic transport, authentication, registration, and security 
functions; a fast handoff module (FHO) with proper QoS sig- 
naling; a QoS attendant with interoperable functions of shaping, 



scheduling, and policing. 

- QoS Broker (QoSB): A QoSB is responsible for managing one 
or more ARs, controlling user access and access rights accord- 
ing to the information provided by the AAAC (Authentication, 
Authorization, Auditing and Charging) system. 
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Figure 4: QoS Components in 4G QoS Architecture 

5 Summary 

The commercialization of multimedia services over wireless and mobile net- 
works appears inevitable in coming years. This provides great opportunities, 
yet challenges for the research and development of QoS supports for various 
wireless access technologies. 

In the short term, research is more likely to be focused on QoS design for 
specific multimedia applications over specific access technologies. In the long 
term, a seamlessly integrated QoS support for a wide range of customized 
multimedia services over various access technologies is the ultimate goal. 
This places significant challenges on new design issues, including e.g., in- 
teroperability, mobility management and vertical handoff between different 
wireless networks. 

Although wireless technologies, such as 802.11, 802.16, Bluetooth and 
IP-based 3G cellular mobile networks, etc., target different markets, better 
QoS provisioning may make one technology more attractive and competitive. 
Therefore, QoS is moving towards the center stage of the development of 
next generation wireless networks. In this process, issues addressed in this 
article will play a critical role in the success of the next generation wireless 
multimedia services. 
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1 Introduction 

1.1 Overview 

In recent times, there has been a proliferation in the use of wireless commu- 
nication all over the world. Several wireless networking technologies such as 
cellular networks, wireless local area networking (WLAN) and Bluetooth are 
commonly used in different environments. One problem spanning all types 
of wireless devices (e.g., cellular phones, PDAs, laptops, etc.) and networks, 
is the scarcity and variability of resources such as battery power, proces- 
sor speed, memory, and wireless bandwidth. A major portion of research in 
wireless networking thus addresses the problem of how to effectively manage 
and optimally use these scarce and variable resources. 

1.2 Focus 

The topic of resource management in wireless networks is a very broad one. 
There are a number of research thrusts pertaining to different network tech- 
nologies and different resources whose usage is to be optimized. Resource 
management is required for all types of wireless networks such as cellular 
networks, wireless LANs, mobile ad hoc networks and sensor networks. In 
this work, we focus on resource management schemes meant only for net- 
works based on, or compatible with, the widely used and deployed IEEE 
802.11 standard l. We consider Single-hop ad hoc ("pervasive" environ- 
ments) [I], Access-point based [2, 31, as well as Multihop [4, 5, 61 network 
environments. 

Furthermore, while there exists an extremely large body of work deal- 
ing with power control in wireless networks, and also work on processor- 
management, in this survey, the only resource whose management we ad- 
dress is wireless bandwidth. 

Bandwidth, or channel capacity, in a wireless network is a resource 
shared by a number of wireless nodes in the vicinity of each other. The 

'Some of the projects we refer to, e.g. 12, 3, 41, pre-date the standardization of the 
IEEE 802.11 protocol, but the approaches discussed are still applicable to  it. 

42 



more time spent by a wireless node on the channel, the more data it can 
transmit and the greater its throughput. Thus, bandwidth management 
must be co-ordinated amongst the nodes that share the wireless channel. 
In the absence of bandwidth management, nodes sharing a wireless channel 
will attempt to completely capture it in order to maximize their through- 
put. Due to location dependent errors and due to interference, each node 
perceives a different channel capacity. The channel capacity perceived by 
each node also varies as a function of time. An application working over 
a wireless channel must be designed to dynamically adjust the quality of 
service (QoS) it provides its user(s). These factors make the problem of 
bandwidth management and allocation in wireless networks a challenging 
one. 

1.3 Cross-Layer Design 

In our study of bandwidth management architectures for different types of 
IEEE 802.11-based networks, we found one prominent common trait. All 
the major schemes that we focus on employ some kind of interaction, at each 
wireless network node, between the protocols at the different layers of the 
OSI protocol stack. This kind of interaction is not present in the protocol 
stack of a wireline network node. 

There exist individual mechanisms at every layer of the protocol stack 
that assist in some way in controlling the usage of the wireless channel. 
Distributed fair scheduling [7, 8, 9, 10, 11, 121 and bandwidth monitoring 
and estimation [I, 5, 61 at the MAC layer, QoS routing at  the network layer 
[13, 14,4, 151, and rate adaptation [2,6, 1,5] at the transport and application 
layers are all examples of these individual mechanisms. The architectures 
we describe in detail in the following sections involve, with varying degree, 
co-operation between individual mechanisms at different layers of the pro- 
tocol stack, usually through the sharing and exchange of state information 
between them. They hence deploy a cross-layer design for their services and 
protocols. 

1.4 Outline 

The rest of this survey is organized as follows. In the Section 2, we present a 
list of essential tasks in performing bandwidth management in wireless net- 
works. In Section 3, we present brief summaries of the six cross-layer band- 
width management architectures we have chosen for the survey. We describe 



their salient characteristics, especially the internals of their respective essen- 
tial tasks that we list in Section 2. Section 4 compares and contrasts the six 
architectures. We once again use the respective schemes' design of critical 
bandwidth management tasks as the criteria for their comparison. Section 5 
lists some future directions and improvements that we might see in various 
tasks such as network-layer signaling, available bandwidth estimation, etc. 
Section 6 concludes this survey. 

2 Essential Tasks in Bandwidth Management 

In this section, we list the essential tasks in bandwidth management that 
are common to all the architectures we survey. This list of tasks forms 
a methodology for our study. In the subsequent sections, we examine in 
detail how the architectures go about accomplishing these tasks, compare 
and contrast these methods, and suggest improvements. Each of these tasks 
might occur at a different layer of the OSI protocol stack, and exchange 
information with the other tasks at  other layers, thus bringing about cross- 
layer interaction. 

1. Available bandwidth estimation and monitoring: Before distributing 
the channel capacity among the flows contending for it, a bandwidth 
management scheme must first have an estimate of the available band- 
width. This is likely to be less than the theoretical channel capacity 
(1, 2, 5.5 or 11 Mbps for IEEE 802.11 networks) due to the presence of 
location-dependent contention and physical errors. If these phenom- 
ena are rampant, the channel state is bad and available bandwidth is 
less. Most of the architectures described in this survey either assume 
or implement an available bandwidth estimation or channel quality 
monitoring module. Usually, the stimulus for rate adaptation arises 
from this module: when it detects a change in available bandwidth 
or channel quality, rate adaptation on the behalf of one or more flows 
must occur. Note that channel quality, and hence available band- 
width, are location-dependent features. Available bandwidth from the 
same source to different destinations can be different, depending on 
the location of the destinations. 

2. Signaling: All the architectures we study employ a signaling protocol 
to carry reservation state over the network. The need for a signal- 
ing protocol in multi-hop bandwidth management is obvious, since 



resources have to be reserved at each hop of the flow. However, a sig- 
naling protocol may be required even in single-hop wireless networks 
because the reservation state may be maintained centrally in such net- 
works and a communication mechanism is required between the cen- 
tralized reservation table and the mobile wireless hosts. The Utility- 
fair scheme [3] uses MAC-layer signaling while the BM [l] has its own 
signaling messages. The signaling protocol must be lightweight as it 
may have to be frequently employed due to bandwidth re-negotiations 
during the flow. 

3. Bandwidth allocation policy: Once the available bandwidth is known 
and the requirements of the flows are known, the next step is to allot 
bandwidth amongst the competing flows. Some architectures simply 
adopt a first-come first-serve (FCFS) policy in which, if the bandwidth 
request is no more than the available bandwidth, the entire request is 
satisfied. Other architectures attempt to ensure fair sharing or price- 
based sharing of the available bandwidth. The bandwidth allocation 
policy comes into play at the time of bandwidth re-negotiation and 
for flow-dropping, in the absence of sufficient resources, also. Some 
schemes [4, 61 do not specify which flows must adapt their sending 
rate and which need not, when resources become scarce. In these 
schemes, fairness is hence impacted and providing even coarse rate or 
channel time guarantees becomes impossible. 

4. Reservation state: Based on the bandwidth allocation policy, flows 
are admitted and allotted some portion of the available wireless chan- 
nel bandwidth. Most of the architectures in this survey employ a 
reservation-based, as opposed to differentiated-services, approach to 
bandwidth management. All the architectures, except for SWAN [6] 
which keeps aggregate state, maintain per-flow reservation state. The 
state maintenance can be centralized or distributed. It is required at 
the time of admission control and rate allocation to know how the 
available bandwidth is being consumed by the existing flows. It is 
possible to keep per-flow reservation state only if the number of flows 
traversing a single wireless or ad hoc subnet is small. This is an implicit 
assumption of the schemes. In the Internet, it is impractical to main- 
tain per-flow reservation state due to the presence of a large number 
of flows. SWAN eschews per-flow state not because storing it is costly 
(it is not costly, in fact, if the number of flows is small), but because 



keeping the reservations coherent in a continuously changing environ- 
ment is non-trivial. Other approaches also recognize this problem of 
keeping reservation state coherent. They work to keep the overhead of 
adaptation, which causes change in reservation state, minimal, while 
still attempting to optimize performance. SWAN'S not maintaining 
per-flow state could result in decreased fairness and hence a degra- 
dation in quality of admitted flows. The guarantees provided by all 
the schemes are channel-conditioned, but those provided by SWAN 
are slightly weaker than those provided by other schemes, due to the 
absence of per-flow reservation state. 

The architectures that maintain per-flow reservation state utilize soft- 
state reservations that need to be periodically refreshed. All reser- 
vation state must be maintained as soft-state in order to deal with 
drastic conditions (e.g., mobility, link breakage, device turn-off, etc.) 
that might cause a flow to terminate abnormally without even being 
able to properly release its reserved resources. Unless the resource 
reservations are time-out, the resources will be permanently lost to 
the network as a consequence of the abnormal termination of the flow. 

5. Rate control: Once a flow has been allotted a certain portion of the 
available channel bandwidth, it must restrict its packet transmission 
rate to conform to its allotted share. This is essential to the co- 
operative sharing of the available bandwidth. Rate control may be 
done at various layers of the OSI protocol stack. Some schemes [5, 11 
modify the application to adapt its quality and only generate packets 
at a rate no greater than the allotted bandwidth. Other possible rate- 
control and bandwidth share enforcement mechanisms are: employ- 
ing a rate-based transport-protocol, priority-aware packet dropping, 
MAC-layer fair packet scheduling, and traffic shaping using token- 
bucket or leaky-bucket flow control. 

6. Application and Bow adaptation: A common feature of all the archi- 
tectures is the presence of several adaptive levels at which the appli- 
cation is assumed to be able to operate. This is a vital requirement 
of the applications for them to be able to function uninterrupted in a 
continuously changing wireless environment. The stability of resource 
availability in wireline networks means that one-time admission con- 
trol of a flow is often sufficient [I]. In a wireless network, the flows 
have to continuously adapt to the changing conditions. Even when 



resource availability is low and flows are forced to lower their trans- 
mission rates, the application must still be able to provide the user 
some service, perhaps at a degraded quality. 

The stimulus for flow adaptation may come from the available band- 
width monitor at the MAC layer, via network mechanisms such as ECN 
and in-band signals, or from the centralized reservation manager. The 
reaction to the stimulus could be a demandlrelease of bandwidth or a 
change in the packet transmission rate of the flow. 

3 Description of Cross-Layer Architectures 

This section contains brief descriptions of six cross-layer architectures that 
we have chosen to concentrate on for the purposes of our survey: TIMELY 
[2], Utility-fair [3], INSIGNIA [4], dRSVP [ 5 ] ,  SWAN [6], and BM [I]. We 
present the architectures in the order in which they were published. 

3.1 TIMELY 

The TIMELY [2] adaptive resource management architecture considers a 
multi-cell wireless network that consists of a set of wireless access points 
connected to a wireline backbone, such as a cellular network or a group of 
inter-connected wireless LANs. The TIMELY architecture includes many 
components a t  different layers: 1) link layer scheduling, 2) resource reser- 
vation and advanced reservation, 3) resource adaptation, and 4) a priority- 
aware transport protocol. A key feature of the architecture is the coordina- 
tion of resource adaptation among different layers, such that each layer may 
perform its task more intelligently and effectively. 

TIMELY targets two problems in a multi-cell wireless network. First, 
wireless channel resources are highly dynamic. Second, resource reservation 
should be taken care of in advance before hand-off. To this end, TIMELY 
divides the bandwidth management task into three sub-tasks: 1) resource 
(or bandwidth) reservation for a flow; 2) advanced reservation before band- 
off; and 3) adaptation of the ongoing flows when resource variation occurs. 
Before starting, each flow specifies a range for each resource requested, such 
as low and high bandwidths, to the network, and the network performs ad- 
mission control test over each link of the path in a centralized manner. The 
admission control test succeeds when the new flow can be admitted without 
violating the minimum rates of the ongoing flows. For best-effort traffic, 



the network has reserved certain portion of bandwidth for them and they 
do not need to go over the admission control procedure. The bandwidth of 
each link is assumed to be known by the network. In resource adaptation, 
TIMELY differentiates two types of flows. A static flow is a flow with both 
end-points residing in their respective cells over a threshold period of time, 
otherwise, it is a mobile flow. The goal of resource adaptation in TIMELY 
is to maximize the resource allocated to the static flows, and maintain only 
the minimum requested rate for the mobile flows (i.e, no adaptation), be- 
cause the mobile flows are likely to be handed off to another cell. TIMELY'S 
adaptation algorithm is based on the notion of network revenue. The net- 
work earns certain admission fee when it admits a flow, which is related to 
the flow's granted rate in such a way that, the marginal network revenue 
decreases for each unit of bandwidth beyond the flow's minimum requested 
rate. When the network changes a flow's rate, it has to pay an adaptation 
credit to the flow, or if the network drops the flow, it has to pay a larger 
termination credit. Because the network aims to maximize its long-term 
revenue, it has to make sure that the benefit it will receive by adapting 
or dropping a flow out-weights the credit it has to pay. As a result, the 
allocations for the ongoing flows are kept relatively stable. TIMELY relies 
on a conservative heuristic to select a set of flows to adapt, and decides 
how to adapt using a special weighted max-min algorithm [2]. In advanced 
reservation, TIMELY predicts the next hand-off cell(s) of a mobile host, and 
invokes the reservation procedure to reserve resource for the flow both in the 
predicted hand-off cell(s) and along the new path(s). As mentioned earlier, 
only the minimum rate is maintained for a hand-off flow. At the transport 
layer, each flow relies on a special adaptive protocol (called HPF) to inter- 
leave multiple packet sub-streams with different priorities in a single stream. 
When bandwidth reduction happens, only the most important sub-stream 
will be transmitted. HPF also relies on the resource adaptation signal from 
the network layer to react to dynamic resource changes. 

3.2 Utility-Fair 

The utility-fair adaptive service model [3] is a data link control model that 
accounts for the adaptation of wireless bandwidth variation, as well as ap- 
plication specific adaptation dynamics including adaptation time-scales and 
policies. It targets the data link layer in last-hop wireless systems, such as 
a wireless LAN, where an access point controls both uplink and downlink 
communications between the access point and a set of mobile devices. 



In this service model, the bandwidth requirement of an application is 
represented by a utility curve, which maps the application's bandwidth into 
a utility (or satisfaction) level representing the application's perceived qual- 
ity. Generally, an application requires a minimum level of bandwidth to 
operate, and is able to adapt to bandwidth variation beyond that. The min- 
imum bandwidth requirement is served by the sustained rate service class 
of the data link layer. Beyond that, an application can choose from two 
adaptation classes. An active adaptation service class allows the application 
to control the application specific adaptation time-scale and policies. Adap- 
tation time-scale is the smallest time that the application can successfully 
adapt to, and adaptation policy accounts for the granularity and amount of 
bandwidth variation that the application can tolerate during the adaptation 
process. The other adaptation class is the passive adaptation service which 
assumes that the application is able to adapt to any bandwidth variation at 
any time. 

The data link control architecture employs a centralized controller at 
the access point, as well as a set of distributed handlers at each of the mo- 
bile devices. The central controller admits each application based on their 
sustained portion of bandwidth requirement, and allocates the rest of the 
channel bandwidth to the admitted flows according to their utility curves. 
It does not allocate the bandwidth equally to each application, since that 
will lead to different perceived quality levels for each application. Instead, 
the bandwidth allocation algorithm is based on the "utility-fair" criterion, 
which gives each application certain bandwidth such that all the applica- 
tions perceive the same quality. The computation of utility-fair allocation 
is not complex when the utility curves are piece-wise linear [3]. After allo- 
cating the bandwidth for each application, the central controller advertises 
the allocation to those applications who require active adaptation service. 
The distributed handler, which acts as a proxy on behalf of the application, 
decides whether and how to accept the advertised bandwidth. For instance, 
the handler may implement a discrete adaptation policy to accept only cer- 
tain level of bandwidth, or a hand-off adaptation policy to increase sending 
rate only after a hand-off. This allows great flexibility for the applications 
to program different adaptation dynamics. For those applications using the 
passive adaptation class, the central controller does not need to hear from 
them. After the bandwidth allocation process, the wireless access point 
enforces the allocated rates of different applications at the MAC layer. 



3.3 INSIGNIA 

INSIGNIA [4] is an end-to-end QoS framework that supports adaptive ser- 
vice in a multi-hop mobile ad hoc network. It targets adaptive real-time 
applications with two layers of media quality, i.e., a base layer and an en- 
hanced layer. INSIGNIA provides fast, per-flow bandwidth reservation along 
a flow's path, and reacts quickly to route change by restoring the reservation 
status along the new path. It is designed to be light-weight and responsive 
to bandwidth variation and network topology changes. 

The key part of INSIGNIA is an in-band signaling protocol coupled with 
a soft-state resource (bandwidth) management module at each router. In- 
band signaling means that the control information is carried with the data 
packets. Each data packet has a special IP header that contains the relevant 
INSIGNIA control information. When a flow needs to reserve bandwidth, 
it sets the sermice mode of the data packets to RES, which indicates that a 
reservation is being solicited, together with a MAX and a MIN bandwidth 
requests corresponding to its base and enhanced layers of traffic. At each 
router, a bandwidth management module decides whether the MAX or MIN 
requests can be granted, based on the current bandwidth of the wireless 
link and the set of admitted flows. If MAX or MIN bandwidth can be 
granted, the router sets an indicator in the special IP header, and keeps the 
flow's reservation status as a soft-state; if nothing can be granted, it changes 
the service mode of the packet from RES into BE, in order to notify the 
downstream routers that no reservation should be made for it. As a result, 
the bandwidth allocation policy at each router is first-come first-serve. After 
receiving the data packet, the receiver learns the reservation status from 
the IP header, and may notify the sender to scale up or scale down the 
media quality. The sender then controls its sending rate according to the 
quality permitted. After route change, INSIGNIA can quickly restore the 
reservation status along the new path when the data packets travel through 
it. Therefore, it is well suited for a dynamic, mobile, and variable bandwidth 
ad hoc network. 

INSIGNIA'S bandwidth management function is done independently at 
each router. It assumes that the router is able to obtain available bandwidth 
information from the link layer for admission control purpose, and that the 
link layer is able to provide QoS-driven access to the shared media for the 
adaptive and best-effort packets. 



3.4 dRSVP 

The dRSVP [5] protocol is a scheme to support per-flow dynamic QoS in a 
variable bandwidth network, such as a mobile network with wireless links. 
Although dRSVP is designed within the context of QoS, its core component 
is a bandwidth allocation and reservation algorithm that provides dynamic 
bandwidth guarantees for the passing flows at each router, therefore, it can 
also be considered as a bandwidth management scheme in wireless networks. 
dRSVP is a fully distributed scheme that can be applied to a multi-hop 
mobile ad hoc network, as well as a scaled down single-hop ad hoc network. 

Similar to RSVP, dRSVP provides end-to-end bandwidth guarantees for 
a flow by reserving bandwidth along the flow's path. Unlike RSVP, a flow's 
bandwidth request in dRSVP is over a range, i.e., between a low and a high 
value, rather than using a single value, and the reserved bandwidth for the 
flow is at some point within the range. By using a range, the likelihood 
that a flow's bandwidth request can be maintained is increased, even when 
the wireless link's available bandwidth changes. In dRSVP, each router is 
assumed to be able to obtain the current available bandwidth from the link 
layer, and then allocates the bandwidth to the current flows, which is kept in 
soft-state, using a special bandwidth allocation algorithm. The bandwidth 
allocation algorithm divides up available bandwidth among the flows with 
consideration of the desired range for each flow, as well as their bottleneck 
allocations at other routers. Each router in dRSVP allocates and reserves 
bandwidth independently, and a flow's bottleneck reservation is carried to its 
upstream and downstream routers via a signaling protocol similar to RSVP. 
On start-up of a flow, it has to go through the admission control test which 
attempts to reserve bandwidth along the path. Once succeeded, the flow can 
start to send out packets according to the actual allocation it received, i.e., 
the sender assumes the responsibility of rate control. The sender also has to 
refresh its allocation state periodically with the routers, similar to the soft- 
state approach taken by RSVP. In dRSVP, each router is an independent 
component without any coordination between them, therefore, a sub-net 
link layer "bandwidth manager" may be needed to help coordinate their 
access to the shared wireless media. 

3.5 SWAN 

SWAN [6] is a distributed and stateless network model to support the de- 
livery of real-time traffic over a multi-hop ad hoc network. It manages two 



different types of traffic: real-time and best-effort. Real-time traffic is guar- 
anteed minimum delay at each node. SWAN does not maintain per-flow 
state at each node, and it requires only a best-effort 802.11 MAC layer 
without any QoS capability. Therefore, it is a simple and scalable proposal 
suitable for a large-scale ad hoc network. 

SWAN has two important components: a rate controller at each node to 
restrict best-effort traffic, and a sender-based admission control procedure to 
admit a real-time flow. The rate controller is based on the observation that, 
MAC layer packet delay is a fairly good hint of the medium access contention. 
In order to support real-time traffic with minimum delay, the sending rate 
of every node in a neighborhood area should be throttled to avoid exces- 
sive contention. To this end, the rate controller obtains the packet delay 
measurement from the MAC layer, and throttles the best-effort traffic rate 
using a well-known AIMD (Additive Increase Multiplicative Decrease) algo- 
rithm normally found in TCP. This rate control algorithm is essentially a 
distributed bandwidth management technique where the nodes in a neigh- 
borhood area coordinate with each other to back-off their rates if necessary. 
When a real-time flow starts, it sends a probing packet to the destination, 
with a "bottleneck bandwidth" field in the packet. Each intermediate router 
decides an admissible rate for the flow by subtracting the current aggregate 
real-time traffic rate from the current available bandwidth, and updates the 
probing packet's "bottleneck bandwidth" field accordingly. On reception of 
the probing packet, the destination node extracts the bandwidth informa- 
tion and returns it to the sender. The sender can now start the real-time 
session with a rate within the admissible limit, hence rate control is the 
responsibility of each application. 

When the current admitted real-time traffic can no longer be supported 
at a SWAN node, for instance, due to re-routing of some real-time flows 
or variation of wireless bandwidth, the node will notify the real-time flows 
by the way of marking their packets' explicit congestion notification (ECN) 
fields. On reception of such ECN marking, a real-time flow should stop send- 
ing packets and re-establish its admissible rate by probing the path again. 
To avoid synchronization effect, SWAN recommends randomly marking a 
subset of the real-time flows to alleviate congestion. As a result, no fairness 
can be guaranteed between flows. This is because SWAN keeps no flow state 
information and therefore has no way of knowing exactly which real-time 
flow to mark. By design, SWAN is a simple, distributed, and stateless archi- 
tecture to support real-time traffic with coordinated bandwidth management 
techniques. 



3.6 Bandwidth Management (BM) 

The bandwidth management scheme proposed in [I] targets a wireless net- 
work where all the mobile nodes are within each other's transmission range, 
and packet transmission between them takes place in a peer-to-peer manner. 
This single-hop ad hoc network is a representation of many practical net- 
working setups commonly found in smart-rooms, in-home networking, and 
hot-spot networks. The ad hoc mode in the IEEE 802.11 MAC protocol's 
DCF (Distributed Coordination Function) supports such a network. 

A major challenge to support multimedia streaming over this network 
is that, wireless bandwidth cannot be guaranteed for each flow due to their 
unco-operative contention in accessing the shared medium. A flow's data 
rate may be highly fluctuating, and often cannot meet the minimum rate 
required in streaming the media. To this end, the bandwidth management 
(BM) scheme [I] proposes to  include admission control and dynamic band- 
width management functions into the network. The key part of this scheme 
is a centralized bandwidth manager (BM) which runs a t  a node in the net- 
work rich in CPU and memory resources. The BM node can be a dedicated 
server which advertises its service to the adjacent mobile nodes as part of 
service discovery, or it can be dynamically elected using a simple leader 
election algorithm. Before starting a flow, the flow sends a message to the 
BM to request for certain channel time proportion, which is defined as the 
fraction of unit time for which the flow can have the channel to itself for 
transmission. Essentially, the resource to be shared in this network is the 
channel time, and the total channel time in the network is 100%. The reason 
a flow requests for channel time, instead of bandwidth, is that the perceived 
bandwidth of a source-destination pair may be different throughout the net- 
work due to location-dependent channel conditions, and such knowledge is 
only available a t  the source (or destination), not the BM. To this end, each 
node runs a total bandwidth estimator at its link layer, in order to measure 
the actual throughput that it can achieve between itself and the destina- 
tion. The measured throughput, therefore, has taken into account the effect 
of channel contention as well as physical layer conditions. Using the esti- 
mated channel bandwidth, the flow is able to map its bandwidth requests, 
represented by a range of high and low bandwidths, into their corresponding 
channel time proportion requests. 

The BM performs admission control for a new flow after receiving its 
requests. The admission control test successes when the new flow and the 
admitted flows can be granted at least their minimum channel time pro- 



portions. Beyond their minimum requests, the remaining channel time is 
allocated to them in a max-min basis. In other words, BM's bandwidth 
allocation is max-min fair with minimum rate guarantee. The admitted 
flows then control their transmission rates according to their granted chan- 
nel time, so that co-operation between flows is achieved and the channel is 
fairly shared. The BM also provides dynamic bandwidth management for 
the set of admitted flows during their session life-time, for instance, when 
a flow perceives a different channel bandwidth at the link-layer bandwidth 
measurement, or when it needs to re-adjust its minimum or maximum re- 
quests due to change of traffic pattern such as in VBR flows. In this case, 
the flow sends a re-negotiation message to the BM to request a change. The 
BM then re-calculates the bandwidth allocation and distributes it to all the 
flows. Note that a flow may be cut out if the minimum requirement can no 
longer be supported. The resource reservation state is maintained at the BM 
as soft-state with a time-out period, but a flow may still send a tear-down 
message to explicitly release its allocated resource. By sharing the channel 
co-operatively, the BM scheme is able to better deliver multimedia traffic, 
using the commercially available best-effort IEEE 802.11 hardware without 
any QoS capability [I]. 

4 Comparison 

In this section, we compare and contrat the various cross-layer architectures 
described in the previous section, with respect to how they perform their 
critical tasks. Figure 1 puts the comparison in a nutshell. 

The second row of the table pertains to the adaptivity of the flow. Most 
of the architectures assume highly flexible flows that are adaptive over a 
continuous range of bandwidths. INSIGNIA is an exception: it assumes a 
flow can have only three bandwidth levels of operation. Mobile flows (flows 
in which at least one end-point is mobile) in TIMELY are pinned to their 
minimum bandwidth request. 

The third row of the table pertains to the fairness in bandwidth alloca- 
tion. Most schemes provide some notion of fairness or price-weighted allo- 
cation. However, INSIGNIA and SWAN are exceptions. Admission control 
is first-come first-serve (FCFS) in these schemes: flows are admitted while 
resources last. Which flows must adapt in response to available bandwidth 
variations, and how much they should adapt, is not deterministic. 

The fourth row indicates how the decision to allocate bandwidth is made. 



In the case of TIMELY, while the bandwidth allocation is decided by the 
weighted max-min servers, the reservation state is communicated via an 
RSVP-like signaling algorithm and maintained distributedly. The weighted 
max-min servers ensure co-ordination that is lacking in fully distributed 
allocation decisions. (See Section 5.) In fully distributed schemes, per-flow 
state is maintained at multiple nodes in the network. SWAN is an exception; 
it maintains aggregate flow state at each node in the network. In centralized 
schemes, per-flow state is maintained centrally. In both types of schemes, a 
signaling protocol is needed to communicate state information. 

As evident from row 6 of the table, even some of the reservation-based 
schemes such as TIMELY and INSIGNIA provide differentiated services 
based on packet priorities. This is because reservations in a wireless envi- 
ronment are not hard, but are subject to dynamic variations in topology and 
channel characteristics. Packets are marked as low or high priority and when 
available bandwidth becomes unexpectedly scarce and rate control needs to 
be performed, preferably the lower priority packets are dropped. 

5 Future Directions 

In this section, we point out some of the weaknesses in the existing band- 
width management architectures and present some possible future directions 
of research in this area. 

5.1 Improving Accuracy of MAC-layer Available Bandwidth 
Estimation 

Most of the architectures studied in this survey involve a MAC-layer moni- 
tor to estimate the available bandwidth on each wireless interface. In actual 
fact, the available bandwidth is different over each wireless link, out of the 
same wireless interface. As illustrated in Figure 2, the available wireless 
bandwidth over node A's wireless interface to node C, 1.8 Mbps, is different 
from that over the same wireless interface but to node B, 1.4 Mbps. (As- 
sume a 2 Mbps wireless channel.) This is because the level of contention 
and fadinglinterference experienced by packet transmissions is different over 
the two links. If the errors resulting from these phenomena greatly affect 
a wireless link, then a greater length of time must be expended towards 
sending a single IEEE 802.11 MAC frame, over the link, so the effective 
available bandwidth of the link (reciprocal of the time expended) is smaller. 



Since the contention, fading and interference effects are different in different 
neighborhoods, different wireless links have different available bandwidths. 

The MAC-layer monitors that estimate the available bandwidth out of 
each wireless interface usually average the available bandwidths to different 
neighbors to obtain a single value of available bandwidth. Thus, the available 
bandwidth out of node A's wireless interface is estimated to be 1.6 Mbps. 
This single value of available bandwidth may not be precise enough for 
accurate admission control. 

In order to deal with this problem of inaccurate available bandwidth es- 
timation in the face of location-dependent errors, the BM scheme [I], intro- 
duces per-neighbor available bandwidth estimation. It then uses the concept 
of channel time proportion (CTP) for more accurate admission control. In 
Figure 2, there are two flows requesting admission: the flow from A to B 
requests 1.2 Mbps and the flow from A to C requests 0.4 Mbps. Both flows 
are admissible if the single value of available bandwidth, 1.6 Mbps, is used, 
since their sum does not exceed the estimated available bandwidth out of 
A's interface. 

If CTP is used, however, both flows cannot be simultaneously admitted. 
If the maximum available bandwidth from node A to node B is 1.4 Mbps, 
and a flow requests 1.2 Mbps, then it is, in effect, requesting = 85.7% 
of unit time out of node A's wireless interface. The concept of channel time 
proportion may be better understood using frames per second as the unit of 
bandwidth, rather than bits per second. If 10 frames of some size can be sent 
from A to B and a flow requires a throughput of 8 frames of the same size 
per second, then in effect, it needs to spend eight-tenths of a second on A's 
wireless interface transmitting to B. In [I], frames per second throughput is 
normalized over different frame sizes to obtain a bits per second throughput 
over each wireless link. 

The flow from A to B requests = 85.7% of the channel time and the 
flow from A to C requests = 22.2% of the channel time. Since the sum 
exceeds 100% of unit time out of node A's wireless interface, both flows are 
not simultaneously admissible. 

Admission on the basis of a single available bandwidth value (1.6 Mbps 
in the example) can be considered a false admission [6]. Due to the presence 
of dynamic regulation of real time flows in SWAN to deal with false admis- 
sions, this architecture can mitigate the negative effects on performance, but 
fairness is nevertheless affected. Like in the BM scheme, future MAC-layer 
available bandwidth monitors will need to consider at flow admission time, 
that the available bandwidth out of the same interface is different for dif- 



ferent neighbors, due to location-dependent errors. An increase or decrease 
in location-dependent errors may also trigger dynamic rate adaptation dur- 
ing the course of operation of a particular flow on an interface, after it has 
already been admitted. 

Taking into consideration location-dependent errors still does not guar- 
antee perfectly accurate admission control, although it does eliminate some 
false admissions. It is difficult to predict beforehand, the effect of admitting 
a new flow to a channel, on MAC transmission delays and effective through- 
put of existing flows. One of the most challenging problems is to determine 
a priori precisely how much of a deterioration will be produced in existing 
flows' quality by the admission of, say, a 200 kbps flow. Dynamic adaptation 
of the flow rate can help in mitigating this problem. If the admission of a 
new 200 kbps flow causes existing flows' available bandwidth to be adversely 
affected, they can perform dynamic rate adaptation in order to compensate. 

5.2 QoS using IEEE 802.11e 

The IEEE 802.11e draft specification is an upcoming effort to support QoS 
in wireless LANs [19]. It has two modes: the Enhanced Distributed Co- 
ordination Function (EDCF) mode and the Hybrid Co-ordination Function 
(HCF) mode. The EDCF mode is an improved version of the DCF mode of 
base IEEE 802.11, to provide QoS via differentiated service. QoS support 
is realized with the introduction of Traffic Categories (TCs). Upon finding 
the channel idle or after a collision occurs, higher priority TCs are likely to 
wait a shorter interval before attempting to transmit, while lower priority 
TCs wait longer. Thus higher priority TCs are likely to get first access to 
the channel. 

The HCF mode is an improvement of the legacy IEEE 802.11 PCF mode. 
It supports both a contention-free period and a contention-period, as in 
the case of PCF. During the contention-free period channel access is solely 
through polling from the Hybrid Co-ordinator (HC). During the contention- 
period, channel access can be via listen-before-talk EDCF distributed co- 
ordination as well as through polling, when the HC's poll pulse wins the 
contention. The transition between the two periods is signaled using a bea- 
con. A special time interval is set aside for mobile hosts to send the HC 
their resource requests, which the HC uses in determining polling frequency 
and length of transmit opportunities for the respective hosts, so that their 
requests can be satisfied. This solves the problem of unknown transmission 
times of polled stations in legacy IEEE 802.11 PCF. 



The IEEE 802.11e EDCF could prove useful to the bandwidth man- 
agement architectures which need packet classification and differentiation 
[2,4, 61. It remains to be seen whether vendors implement the IEEE 802.11e 
HCF mode, however. The legacy IEEE 802.11 PCF mode has problems 
with beacon delays that hinder its implementation, and this problem per- 
sists in IEEE 802.11e HCF also. If the IEEE 802.11e HCF is implemented, 
reservation-based bandwidth management schemes will be benefited because 
a protocol to make resource requests and a polling-based scheme for en- 
forcement of allocated channel fractions will become available. However, a 
channel allocation policy that takes into account requests and computes al- 
located channel fractions will still need to be plugged in at the HC. A simple 
queue backlog based fair policy for this purpose is described in 1201. Other 
schemes, such as the max-min fair with minimum guarantees scheme of [I] 
could also be used. A mechanism will also be required to track variations in 
channel quality so that requests can be modified when this happens. 

5.3 Network-Layer Improvements 

One interesting feature of the bandwidth management schemes for multi- 
hop mobile ad hoc networks (MANETs) [5,4, 61 is the decoupling of routing 
and resource management-related functions such as signaling, resource mon- 
itoring and resource reservation. In order to discover a route that supports 
the bandwidth requirements of the flow, the protocols rely on an underlying 
routing protocol, e.g. DSR 1161, TORA 1171 or AODV [18], to first discover 
all paths to the destination. They then check whether the resources avail- 
able on each of these paths can support the bandwidth requirements of the 
flow, and determine the most optimal of the candidate routes. On the other 
hand, QoS-routing schemes 113, 14, 151 take network resource availability 
into account in the routing algorithm. They attempt to simultaneously op- 
timize the resource-richness and path length of the route. While the latter 
approach may outperform the former, many researchers advocate the for- 
mer because of its simplicity and flexibility: different resource management 
functions can be plugged into different routing protocols, rather than having 
an immutable resource management model built into the routing algorithm 
itself. The result of using such a simplified network-layer resource man- 
agement scheme is that the routing protocol used is a simplistic fewest-hop 
shortest-path based one such as TORA, DSR or AODV. Future bandwidth 
management architectures for wireless networks might see the employment, 
at the network layer, of sophisticated congestion-aware routing algorithms 



and pre-emption of flows from routes by other flows. If a number of paths 
are available from source to destination, congestion-aware routing algorithms 
pick one with large available bandwidth. If another connection must use this, 
and only this, chosen route, the connection with multiple possible routes can 
be pre-empted from its chosen route onto another possible route. These more 
intelligent routing schemes will result in minimization of blocking factor and 
maximization of overall network throughput and lifetime. 

5.4 Co-ordinated Bandwidth Allocation 

In the fully distributed approaches described in Section 3, INSIGNIA, dRSVP, 
and SWAN, admission control is inaccurate due to the presence of hidden 
flows Figure 3 illustrates this problem. Node B is within the transmission 
range (solid circumference) of node A and there exists a 1 Mbps flow from 
A to B. Assume maximum channel capacity of 2 Mbps. Also assume that 
nodes perform unutilized channel capacity monitoring, prior to flow admis- 
sion, as in INSIGNIA or SWAN. Node A is outside the interference range 
(dashed circumference) of node C, but node B is within C's interference 
range. Assume Now, if a 1.5 Mbps flow is admitted at node C, its transmis- 
sions from C will collide with node A's transmissions to node B. Hence, the 
throughput of the flow from node A to node B will be severely degraded. 

There exists thus a problem of co-ordination between the flows in their 
admission control. The solution to this is that node C should be aware of 
the flow from node A to B and only admit flows requesting upto 1 Mbps 
channel bandwidth. Another possible solution is to have a subnet band- 
width manager, as suggested in [5], which can possess global knowledge of 
all flows and nodes in a neighborhood and co-ordinate the admissions at the 
respective nodes. The weighted max-min servers in TIMELY perform the 
co-ordination function. Obviously, both of these solutions violate the dis- 
tributed and autonomous nature of the admission control in the respective 
schemes. 

The regulation of the real-time flows in SWAN, to respond to mobility 
and false admission, also mitigates the problem of hidden flows. Admission 
in spite of the existence of a hidden flow can also be considered a false 
admission, although the term false admission is defined slightly differently 
in [6]. In the example of Figure 3, both the 1 Mbps and 1.5 Mbps flows will 
have to be regulated after they have both been admitted to deal with the 
problem of false admission. In [5], it is mentioned that a subnet bandwidth 
manager is required for co-ordination, but the details of its design are not 



provided. In the future, the design of an admission control scheme for multi- 
hop wireless networks will need to consider the problem of co-ordination 
between flows in a neighborhood that are hidden from each other to ensure 
accurate admissions and rate allocation. 

6 Conclusion 

Bandwidth is a scarce and variable resource in all types of wireless networks. 
Tracking the available bandwidth and having all applications using the wire- 
less channel adapt their quality of service (QoS) to the available bandwidth 
is a complex procedure. It  requires several adjustments at each layer of the 
OSI protocol stack. Moreover, the procedures at each layer of the stack 
must co-operatively interact with those a t  the other to ensure maximum 
satisfaction for users. 

In this survey, we picked six approaches that each adopt such a cross- 
layer approach towards monitoring and adapting to  the variable channel 
capacity. We briefly described the salient features of the six architectures 
and compared and contrasted the methods they employ at each layer of the 
protocol stack. We also give our views on future directions in cross-layer 
design for bandwidth management in wireless networks. 
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1 Introduction 

Resource management is the key factor that determines the performance of wireless 
networks since the radio spectrum is the scarce resource. Coexistence of multiple 
wireless networks with different technologies limits the radio spectrum available 



for new wireless networks. Besides the shortage of radio resources, mobility of the 
users and the physical properties of radio channels make resource management in 
wireless networks more challenging than wireline networks. On the other hand, 
the success of wireless telephone networks has increased both the number of mo- 
bile users and their expectations from wireless networks to a level comparable to 
wireline networks. Efficient resource management elevates system throughput to 
support the increasing wireless population while satisfying user expectations. 

Connection Admission Control (CAC) process follows the paging process and 
helps resource management by deciding which connection requests are admitted 
into the network. Since each connection consumes resources, admission of a re- 
quest has considerable effects on other connections. Therefore, while admitting 
a request, CAC must ensure that enough resources can still be allocated for the 
existing connections. 

CAC schemes in wireless networks differ from their counterparts in wireline 
networks in various aspects. Since the radio resources constitute the bottleneck, 
CAC schemes in wireless networks generally focus more on the management of 
radio resources rather than the resources in the wireline backbone. Admission of a 
connection in one cell affects other connections both in that cell and the surround- 
ing cells. Radio transmission due to one connection causes interference on other 
connections. Such interference is a limiting factor on network capacity, especially 
for interference-limited networks like CDMA. The most significant difference be- 
tween CAC schemes for wireless and wireline networks is, however, support for 
mobility. A wireless network must be able to convey the connection of an active 
user (i.e., a user with an ongoing connection) from one cell to the other when the 
user moves between cells. To avoid service interruption during such handoff oper- 
ations, the network needs to employ prioritization or reservation schemes to keep 
connection dropping and blocking rates at reasonable levels. Once a connection 
request is admitted, the network must do its best to keep the connection alive. 

CAC also plays a significant role in providing Quality of Service (QoS). Espe- 
cially, future telecommunication networks like 3G and Next Generation Wireless 
Systems (NGWS) aim providing integrated services such as voice, high bandwidth 
data, and multimedia with QoS support. CAC must consider QoS requirements 
during connection setup and handoffs. In the case of NGWS, QoS requirements 
must be translated between the subsystems for vertical handoffs. CAC needs to 
work hand in hand with resource management to achieve this task. 

In this chapter, we study how resource management and connection admission 
are performed in wireless networks. Following the discussion of issues common to 
both wireline and wireless networks, we explain how CAC is performed in wireless 
networks. We handle the topics of radio spectrum assignment and connection ad- 
mission control together. Though not among the topics of this chapter, we briefly 



introduce QoS issues due to its relationship with CAC. This discussion is followed 
by admission control in NGWS. We finally conclude by summarizing the important 
points in admission control. 

2 Resource Management and Connection Admission Con- 
trol 

The performance of a wireless network is bounded by the efficiency of resource 
management. The resources are consumed by the connections that are admitted 
into the network by the CAC scheme. To better understand how resource man- 
agement is performed, we need to study radio spectrum assignment to the cells, 
admission of new and handoff connections into the network, and QoS provisioning 
together. 

2.1 Managing the Radio Spectrum 

Wireless networks are composed of two parts: the radio network and the wireline 
backbone. The capacity in the wireline backbone can be increased if necessary. 
Therefore, the backbone does not constitute the bottleneck. The capacity of the 
radio network, on the other hand, is dictated by the radio spectrum allocated to 
the wireless network. Coexistence of multiple generations of wireless networks 
limits the frequency band available for new wireless networks, making the radio 
spectrum the scarcest resource in the network. It is the task of CAC and resource 
management schemes to administer this scarce resource efficiently to maximize 
user satisfaction and network throughput. 

Radio resource assignment schemes for FDMA-based networks can be catego- 
rized under three groups [I]: 

Fixed Channel Allocation (FCA): In FCA schemes, the service provider par- 
titions the available radio spectrum into several frequency bands. Then, the 
frequency bands are assigned to cells according to a reuse plan. Since the 
frequency assignment is fixed, the network cannot adapt to fluctuations in 
connection traffic. Though it is possible to develop several frequency as- 
signment plans for different traffic scenarios, the network is still vulnerable 
to unexpected traffic loads. Channel borrowing is another approach to cope 
with fluctuations, but adjacent channel interference limits the use of this ap- 
proach. Due to ease of implementation, FCA schemes are widely used. 

Dynamic Channel Allocation (DCA): In DCA schemes, all available radio 
channels are gathered in a central pool, and the channels are allocated to cells 



on a need basis. Although DCA schemes adapt to changing traffic patterns 
better than FCA schemes, their complexity and centralized mechanism are 
the major drawbacks. Furthermore, under high traffic load conditions, the 
performance of DCA schemes deteriorate. 

Hybrid Channel Allocation (HCA): HCA schemes combine FCA and DCA 
schemes to overcome the problems in both approaches. The set of channels 
is split into fixed and dynamic subsets. The channels in the fixed subset 
are preferred as much as possible. The dynamic subset is used to adapt to 
fluctuations. 

As opposed to FDMA-based networks, frequency planning is not a problem in 
CDMA networks. However, inner- and outer-cell interference are the key issues 
in admission control [2, 3, 4, 51. Admitting a connection request in one cell has 
adverse effects on the capacity of that and the surrounding cells. An interference- 
based approach should be taken for admission control and possible reservations 
(discussed in Section 2.2) in CDMA networks. 

2.2 Tradeoff Between Connection Blocking and Connection Drop- 
ping Rates 

CAC for wireline networks varies from CAC for wireless networks in several as- 
pects. In wireline networks, a conservative approach is taken in the admission 
of new connections to ensure that the ongoing connections get enough resources 
while reducing the connection blocking rate, the ratio of rejected new connection 
requests. However, the situation is more complex in the case of wireless networks 
due to the mobility of the users. In addition to connection blocking rate, the CAC 
scheme in wireless networks must also consider the connection dropping rate (also 
called forced connection termination rate), the ratio of ongoing connections that 
are forcefully terminated due to insufficient radio resources. 

Connection blocking and dropping rates are the most tangible criteria from the 
perspective of the mobile user. In the literature, it is widely accepted that con- 
nection dropping is more annoying than connection blocking [4, 6, 71 and more 
important in determining user satisfaction. Since it is possible that a user in one 
cell may visit any one of the neighbor cells, each ongoing connection exerts pres- 
sure on the surrounding cells. In order to reduce connection dropping rate, CAC 
must consider the pressure from surrounding cells while making the admission de- 
cision for a new connection request. In other words, during the admission decision 
for a new connection, CAC must put aside some resources for possible handoff 
connections from the surrounding cells. Therefore, the CAC scheme running in a 
cell cannot work independent of the surrounding cells. 



Prioritization and queuing are two straight forward solutions for lowering the 
connection dropping rate [8]. In prioritization, handoff connections are given 
higher priority compared to new connections. However, this approach results in 
the starvation of new connections in cells intersected by the highways. Since the 
number of handoff requests to these cells is will be very high, stationary users in 
such cells will not be able to get enough radio resources. Queuing, on the other 
hand, is not practical since the time required to complete connection establishment 
or handoff is very short compared to connection duration. 

A more effective way to combat connection dropping rate is dedicating some 
resources, called guard channels, specifically to handoff connections. Since the 
guard channels are dedicated handoff connections, new connection requests will 
not be granted if all channels except the guard channels are busy. Therefore, deter- 
mining the optimum number of guard channels is a crucial issue for the network 
performance. If the number of guard channels is too high, many new connection 
attempts will fail although there are free channels. On the contrary, if the num- 
ber of guard channels is too low, many handoff events will fail resulting in a high 
forced connection termination rate. Thus, there is a tradeoff between connection 
blocking and connection dropping. The decision for the optimum number of guard 
channels is both time and space dependent. The number of guard channels depends 
on the location of the cell, random events like traffic congestion, accidents, or fes- 
tivals. Therefore, assigning a predetermined number of guard channels to each cell 
increases dropping rate in some cells and blocking rate in others. 

The number of guard channels can be adjusted dynamically to cope with vary- 
ing connection traffic using reservations. The basic idea is to estimate the cells that 
are on the future path of the user and reserve resources on those cells. Since the 
user's path is independent of the planning of the spectral resources, it is not possi- 
ble to exactly know the set of cells he will visit. However, a good estimation can 
be made by considering the fact that users move toward a destination rather than 
making random moves. Therefore, the path that a user follows can be modeled as 
the concatenation of multiple line segments. A reservation area may be formed by 
considering this estimated path. The performance of the network depends on how 
close the estimation is to the actual path of the user. Though not guaranteed, it will 
be very likely that the user will remain in this reservation area in the near future. If 
the reservation area is very large, it is very likely that the actual path of the user is 
covered by the reservation area and the connection survives while new connections 
in the cells in the reservation area suffer. On the other hand, if the reservation area 
is too small to cover the actual path, the connection may be dropped when the user 
leaves the reservation area. 

A reservation area that covers the user's path for the lifetime of the connection 
cannot be constructed during connection setup. There are several reasons: 
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0 The lifetime of the connection is not known in most cases. 

0 The reservation area will be very large. 

0 Uncertainty will be higher. 

Reservations in the cells that are likely to be visited close to the end of the 
connection will be reserved early unnecessarily. 

Due to these reasons, the reservation area must be constructed to cover a short 
period and be advanced gradually. This will make the reservation area smaller 
and more accurate. Thus, less resources will be locked for handoff connections, 
resulting in lower connection blocking rate. A generic algorithm for CAC with 
reservations is given in Figure 1. 

In the literature, most of the previous work on guard channels assigns a fixed 
number of guard channels to each cell [1, 2, 3, 91. As stated above, fixed number 
of guard channels is vulnerable to fluctuations in new connection generation and 
handoff rates. Methods for variable number of guard channels have been proposed 
in [4,10, 11, 12, 13,141. The work in [lo] and [ l  11 is for TDMNFDMA networks. 
The air interface is not specified in [12]. Only the work in [4, 13, 141 propose 
variable number of guard channels for CDMA networks. In [15], channels are 
borrowed from stationary calls participating in handoffs in order to allocate them 
to handoff requests by moving mobiles. 

2.3 Resource Management in UMTS 

In the case of Universal Mobile Telecommunications System (UMTS), resource 
management functions are mainly performed by the Radio Resource Control (RRC). 
RRC manages the signaling between the mobile terminals and UMTS Terrestrial 
Radio Access Network (UTRAN) at the network layer. The basic function of RRC 
is to manage connection establishment (and re-establishment if necessary), termi- 
nation, and maintenance. RRC performs admission control for (possibly multiple) 
connection to the mobile terminal by selecting the parameters that describe the ra- 
dio link. For each connection admitted, RRC allocates the radio resources required 
by the QoS specifications. The connection is terminated either by an explicit re- 
quest from the Non-Access Stratum (NAS) or due to a connection failure. RRC is 
also capable of re-establishing the connection if it is lost. If a connection is termi- 
nated, all resources allocated to the connection are released. It is the duty of RRC 
to execute the necessary signaling to the mobile terminal about the allocation of 
radio resources. 

The mobile terminal can be in one of two modes: idle or connected. When 
powered on, a mobile terminal searches for the current cell by scanning for the 
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Broadcast CHannel (BCH). When a BCH is discovered, the mobile terminal camps 
on the corresponding cell and goes to idle mode. The mobile terminal keeps on lis- 
tening to the BCH even in the idle mode to detect any change of cell. The mobile 
terminal establishes an RRC connection with the UTRAN in order to communi- 
cate. The connection establishment procedure for RRC and radio bearer is given 
in Figure 2. 

The mobile terminal transmits its signal measurements to UTRAN. RRC de- 
cides which values are measured at what time, and how they are reported. RRC 
utilizes these measurements to perform the mobility functions such as handoff, cell 
selection, and paging area update operations. It selects and reselects the cell ac- 
cording to the cell selection criteria and the idle mode measurements. RRC also 
ensures that the required QoS is provided to the mobile terminal. 

RRC interacts with the BMC (Broadcast/Multicast Control) to execute broad- 
cast and multicast requests from the network. If a message is to be broadcasted to 
a group of cells, RRC configures the BMC for cell broadcast services. It also allo- 
cates the required resources for the broadcast. Finally, RRC also executes functions 



Table 1: QoS Attributes 

I Peak data rate I b ~ s  

Category 

Bandwidth-related 

I a 1 Minimum acceptable data rate I bus 

I Maximum burst size I bits 

Attributes 

Average data rate 

Units 

bps 

Delay-related 

I Maximum loss ratio I - 

Reliability of connection 

1 I (undelivered frameslreceived frames) I 

(max number of bits sent at peak rate) 
Maximum delay 
Maximum jitter 

(variation in delay) 
BER (Bit Error Rate) 

FER (Frame Error Rate) 

like power control, data protection and encryption. 

2.4 Quality of Service 

msec 
msec 

For voice networks, the resources required for each connection simply constitute a 
channel. Since all channels have the same bandwidth, the number of channels is 
equivalent to the number of connections in the network. The picture becomes more 
complex when data and multimedia connections are considered. Such connections 
have different expectations from the network such as specific bandwidth, limited 
delay, jitter, and error rate. These expectations define the Quality-of-Service (QoS) 
required for the connection. QoS requirements are specified by the source of the 
connection during connection request and negotiated with the network. 

CAC tries to maximize the number of connections admitted into the network 
while maintaining the QoS requirements of existing connections. Therefore, CAC 
must avoid congestions in advance and come up with a Boolean decision, accept 
or reject, for each request. Connections are generally defined using the attributes 
in Table 1. 

Qpically, a CAC scheme that provides QoS provisioning is composed of three 
basic components: traffic descriptors, admission criteria, and measurements (Fig- 
ure 3). A traffic descriptor is a set of parameters that characterize a traffic source. 
A typical traffic descriptor is a token bucket, composed of a token fill rate r and a 
token bucket size b. A source described by such a token bucket transmits at most 
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r x t + b bytes. Admission criteria are the rules used by the CAC scheme to make 
the decision. CAC must consider the effects of the new connection on the existing 
connections. To make the decision, CAC needs an accurate measure of the amount 
of congestion and the amount of resources in the network. Measurements can be 
made using a time window, point samples, or exponential averaging [16, 17, 181. 

In order to make the admission decision, CAC considers the following: 

Network measures (e.g., multipath, path loss, interference, etc.) 

Traffic characteristics of all existing connections. 

0 QoS requirements of all existing connections. 

As mentioned in Section 2.2, handoff connections must be prioritized over new 
connections to lower connection dropping rate. If prioritization is provided by 
means of reservations, the resources required by the reservations should also be 
considered. 

The network must monitor the traffic sent over each admitted connection using 
a traffic policer and ensure that the connection does not violate the QoS specifi- 
cations. On the mobile terminal side, the data must be pushed into the network 
according to the QoS specifications using a traffic shaper so that frames are not 
dropped by the policer in the network. Flows from multiple queues are placed in 
frames and transmitted over the same physical channel using a scheduler. If the 



quality of the radio resources deteriorates, QoS should also be degraded gradu- 
ally. In the case of multimedia communications, feedback must be provided to the 
encoder to reduce the offered data rate. 

In UMTS, there are four QoS classes: 

The conversational is for real-time applications like telephony, voice over IP 
and video conferencing. It is strictly delay sensitive. 

The streaming class is for real-time video streams with a limited delay vari- 
ation. 

The interactive class is for applications that request data from remote servers. 
E.g.: Remote access, web browsing, etc. 

The background class is for applications that are not time sensitive. E.g.: 
E-mail access, file download, etc. 

The QoS parameters used for describing these traffic classes are: 

maximum bit rate, 

guaranteed bit rate, 

delivery order, 

maximum packet length, 

delivery of erroneous packets, 

residual bit error rate, 

packet error ratio, 

transfer delay 

traffic handling priority, 

allocation/retention priority, 

source statistics descriptor, 

SDU format information. 

For a connection that requires QoS provisioning, the application layer service at- 
tributes are translated to radio access bearer service attributes. The RRC of the 
mobile terminal communicates with the RRC of UTRAN to setup the radio bearer 
as in Figure 2. 



3 Connection Admission Control in the Next Generation 

Several factors compel wireless networks to achieve a performance comparable to 
the wireline networks. Some of these factors can be listed as: 

Recent advances in technology (especially in signal processing, battery, and 
screen design). 

Increase in the population of the mobile society. 

Decrease in the prices of wireless devices and service. 

Introduction of new, exciting services. 

Next Generation Wireless Systems (NGWS) aim providing high bandwidth access 
anytimelanywhere to satisfy user expectations. Various types of services, including 
multimedia with different levels of QoS requirements, will be provided indepen- 
dent of the location and speed of the user. Though existing wireless networks are 
also designed with these objectives in mind, they fail to satisfy all of the require- 
ments simultaneously due to constraints like global coverage, indoor/outdoor com- 
munications, and frequent handoffs. Wireless LANs (WLANs), Personal Com- 
munication Systems (PCS), satellite systems, and their future generations together 
with new wireless networks like 4G Mobile are candidate subsystems for NGWS 
(Figure 4). These subsystems and the new technologies to come will serve collab- 
oratively in order to provide high bandwidth access everywhere. 

The air interface of all of these subsystems are different. The NGWS architec- 
ture is independent from the details of individual subsystems. While the current 
systems are based on FDMA, TDMA, or CDMA, new subsystems are likely to use 
different technologies. One of the important issues is that the signal quality of a 
radio channel is both time and frequency dependent. The effective data rates of 
two channels with the same bandwidth may be different due to frequency selective 
fading of the radio signal. Furthermore, the effective data rate of the same channel 
also varies in time. To compensate for these problems, Orthogonal Frequency Di- 
vision Multiplexing (OFDM) based air interface is considered for future wireless 
networks [20]. The details of OFDM-based air interface are out of the scope of this 
chapter. 

Since the service areas of the subsystems overlap, the mobile terminals will 
have access to multiple subsystems simultaneously. However, NGWS must select 
one of the subsystems that can accommodate the connection request according to 
service class, QoS specifications, accessibility and availability of the subsystems, 
and user preferences. The selection of the subsystem is a critical factor in the 
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performance of the overall NGWS. Trivial solutions like selecting the subsystem 
with best signal level will result in the accumulation of the connections in some of 
the subsystems. Such an accumulation will cause blocking of service for mobiles 
that cannot access lightly loaded subsystems, resulting in higher outage rate, lower 
throughput, and unstable service throughout the NGWS [19]. 

To explain the global admission control scheme that manages the resources 
in all subsystems, we first introduce the notation. Let bf denote the ith access 
node (e.g., base station, etc.) of subsystem s, and cf denote the capacity of bf.  
Each access node bq periodically transmits its load information, 18, to all of its 
neighbors, and also keeps record of their loads. Let 1: denote the recorded value 
of 1; at access node bf. The overhead induced by the load information exchange is 
negligible since the exchange occurs in the backbone over abundant wireline links 
and between only a few access nodes in the vicinity. It is also possible that 1: is not 
exactly up-to-date, but since load in a cell does not fluctuate relentlessly, 1: will be 
reasonably close to 1;. We denote the new load of bf after request rq  is accepted by 
-8 
1 (rq). We also denote the recorded load of b; at bf after rq  is accepted (calculated 

-t  
based on 1:) by l r j  (rq). 

The admission control scheme works as follows. With each connection or 
handoff request rq, we associate an ordered list of accessible access nodes, La, (rq), 
in which ordering criteria is the user's preferences for the class of rq. Lac (rq) is 
sent to the first access node, bf ,  in the list for outgoing connection setup and hand- 
off requests. However, for incoming connections the caller is a remote node that 
is not aware of the subsystems accessible by mobile terminal MT, availability of 
the resources in the subsystems, and user preferences for M T .  Furthermore, M T  
could have been paged over a subsystem that is not likely to be used for establish- 
ing the connection. Therefore, in the paging reply message M T  specifies Lac (rq), 
the list of access nodes that can be used for connection setup. Since Lac (rq) con- 
tains the identifiers of a few access nodes, the overhead induced on paging reply 
message is not significant. The caller sends the connection setup request to the first 
access node, bf ,  in La, (rq). The algorithm of the CAC scheme for NGWS is given 
in Figure 5. 

4 Conclusion 

The performance of a wireless network is bounded by the efficiency of resource 
management. The resources are consumed by the connections that are admitted 
into the network by the CAC scheme. Assignment of the radio resources to the 
cells, admission of new and handoff connections into the network, and QoS provi- 



MT selects access node 6 .S 

wrt signal levels, connection 

and submits as a new 

Connection 
request is 
blocked 

6 .  sets up 
connection 

forMT 

Figure 5: CAC Algorithm for NGWS 



sioning are important issues that are considered in resource management. 
The assignment of radio resources to the cells depends on the technology that 

governs the air interface. For FDMA-based networks, fixed schemes are generally 
preferred due to the ease of implementation. 

Admission control decision is generally made based on the traffic descriptors 
and availability of the network resources. In wireless networks, CAC also tries to 
minimize dropping and blocking rates. To achieve this goal, techniques such as 
reservations, guard channel, and queuing can be used. The admission decision is 
generally made in the backbone with the assistance of the mobile terminal. 

In the next generation systems, several subsystems will collaboratively serve 
over the same service area to provide high-bandwidth service anytimelanywhere. 
A global admission control scheme that manages the resources in all subsystems is 
required to increase efficiency in next generation systems. 
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1 Introduction 

The convenience of wireless communications has led to an increasing use of 
wireless networks for both civilian and mission critical applications. Many 
of these kinds of applications require delay-guaranteed communications. In 
the following, we describe approaches to providing delay-guaranteed services 
in wireless networks. 

A significant amount of work has been done on real-time communication 
over wired networks [3, 11, 13, 14, 20, 211. Wireless networks are sufficiently 
different from their wired counterparts so that technologies developed for 
wired networks cannot be directly adopted: in most wired network models 
for real-time systems (and many other systems requiring quality of service 
support), the communication links are assumed to have a fixed capacity over 
time. This assumption may be invalid in wireless (radio or optical) environ- 
ments, where link capacities can be temporarily degraded due to fading, 
attenuation, and path blockage. For example, in a digital cellular radio 
transmission environment, radio wave reflection, refraction, and scattering, 
may cause the transmitted signal to reach the receiver by more than one 
path. This gives rise to the phenomenon known as multipath fading [16]. 
Also, mobile terminals exhibit time variations in their signal level due to 
motion [19]. These characteristics of wireless links all result in performance 
degradation. In order to improve the performance of wireless links, error 
control schemes are used. Common error control methods used in wireless 
communications include forward error correction (FEC), automatic repeat 
request (ARQ) and their hybrids [2, 51. 

The difficulty of provisioning real-time guarantees in wireless networks 
stems from the need to explicitly consider both the channel transmission 
characteristics and the error control mechanisms put in place to alleviate the 
channel errors. To describe the underlying communication infrastructure in 
terms of channels and protocols, appropriate models are needed. There is 
a large volume of literature dealing with the representation and analysis of 
channel models, and most of these models directly characterize the fluctuai 
tions of signals and provide an estimate of the performance characteristics, 
such as symbol error rate vs. signal-to-noise ratio [22]: The classical two- 
state Gilbert-Elliott model [4,6] for burst noise channels, which characterizes 
error sequences, has been widely used and analyzed. In [18], a multiple-state 
quasi-stationary Markov channel model is used to characterize the wireless 
nonstationary channel. This model was developed based on experimental 
measurements of several real channels. In [19, 241, a finite-state Markov 



channel was described that has multiple states representing the reception at 
different signal-to-noise levels. A fluid version of the Gilbert-Elliott model 
was used in [12] to perform analysis of delay and packet-discard performance 
as well as the effective capacity for QoS support over a wireless link with 
ARQ and FEC. In the following, we will describe a very general framework 
to analyze delay peformance on wireless links. We will illustrate it with the 
example of a Rayleigh fading channel model with hybrid ARQ/FEC error 
control. The wireless link will be modeled as a fluid version of Finite-State 
Markov model. It is important to note that the framework presented here 
is by far not limited to this particular channel (Rayleigh with ARQIFEC), 
but can be applied to many other models as well. 

In order to provide real-time guarantees, one needs both an appropri- 
ate description of the underlying wireless links and a traffic model, which 
is the description of the workload carried on links. The traffic model in 
turn depends upon the desired service requirements. Real-Time communi- 
cation service requirements can be guaranteed in two forms: deterministic 
services and statistical services. Deterministic services require that the de- 
lay and delivery guarantees are satisfied for all packets. This provides a 
very simple model to the application. However, they tend to heavily over- 
commit resources because the resource management subsystem must assume 
a worst-case scenario. In real systems, this frequently results in significant 
portions of network resources being wasted. Statistical services allow packets 
to be occasionally dropped or excessively delayed. Statistical services thus 
significantly increase the efficiency of network usage by allowing increased 
statistical multiplexing of the underlying network resources. A number of 
approaches have been presented in the literature to provide statistical guar- 
antees for deterministically constrained traffic streams. We will make use of 
rate-variance envelopes [ll] . The resulting resource management framework 
for statistical services will have two main benefits: first, it allows for a re- 
duction of the resource commitment through statistical multiplexing of the 
traffic. Second, it allows for seamless integration of stochastic link models, 
largely independently of the detailed nature of the specific model. 

In the following, we focus on providing end-to-end delay guarantees via 
connection admission control mechanisms that make sure that end-to-end 
delay requirements are not violated - both for new and existing connections 
- after a new connection has been admitted. We adopt two different ad- 
mission control mechanisms, which differ by the point in time during which 
they perform explicit delay computations. We first introduce Delay-Based 
Admission Control (DBAC) as a straightforward approach to providing real- 



time guarantees. In DBAC, the delay tests for the admission decisions are 
done at connection establishment time. The necessary delay computations 
are based on run-time flow information. This allows DBAC to achieve high 
resource utilization, a t  the cost of computational overhead at runtime. The 
second scheme we consider is Utilization-Based Admission Control (UBAC). 
In UBAC, safe resource utilization bounds are computed at each wireless 
link during system (re-)configuration time, i.e., before runtime. Run-time 
admission control is then reduced to a simple utilization-based test along 
the path of the flow: As long as the utilization of the links along the path of 
a flow is not beyond the safe utilization bound computed offline, the proba- 
bilistic performance guarantee can be met. We will show in our experimental 
evaluation that UBAC's admission probability is comparable to that of the 
much more expensive DBAC scheme. 

In Section 2, we describe the wireless link model. The underlying network 
and traffic models for this study are introduced in Section 3. In Section 4, 
we develop a delay analysis methodology to provide real-time guarantees. 
Admission control mechanisms are presented in Section 5. In Section 6, we 
provide extensive experimental data to illustrate the QoS performance. A 
summary is given in Section 7. 

2 Models of Wireless Networks and Links 

2.1 Overview 

We consider a wireless network that consists of a number of wireless links, 
each of which connects two wireless nodes. This kind of networks is used 
widely in mission critical systems ranging from terrestrial-based infrastruc- 
tures to satellite environments. Fig. 1 shows an example of a wireless system 
that falls into our network model. 

To guarantee an end-to-end delay, delay characteristics on each wireless 
link need to be analyzed. Thus, in the rest of this section, we will mostly 
discuss models related to wireless links in our networks. Underlying wireless 
links are physical wireless channels. For the purpose of delay guarantees, a 
wireless channel model describes the channel error statistics and its effect on 
channel capacity. A large number of such models have been described and 
evaluated in the literature, based on the Rayleigh Fading Channel, or (by 
adding a line-of-sight component) the Rician Fading Channel [16]. Typical 
channel error statistics models, such as the binary symmetric channel, are 



Figure 1: An Ground-space-ground Wireless Communication System 

modeled as finite-state Markov models, and can be used to represent time- 
varying Rician (and other) channels in a variety of settings [I, 7, 81. 

In addition to the physical channel, the formulation of a link model has 
to account for error control schemes used at  the link layer. In the following, 
we first consider the framework of the wireless link, and then lay out a 
more detailed description of our Markov link model. The framework and 
description will largely follow the approach presented by Krunz and Kim in 
1121. We will extend their two-state Markov model to a more general finite- 
state Markov model. Finally we derive the stochastic service curve that will 
be used in the delay analysis. 

2.2 Framework of a Wireless Link 

Figure 2: Wireless Link Framework [12] 

We consider a hybrid ARQ/FEC error control scheme (Fig. 2) and as- 
sume a stop-and-wait (SW) scheme for ARQ: the sender transmits a code- 
word to the receiver and waits for an acknowledgement. If a positive ac- 
knowledgement (ACK) is received, the sender transmits the next codeword. 
If a negative acknowledgement (NAK) is received, however, the same code- 



word is retransmitted. NAK's are triggered at the receiver by an error 
detector, typically based on some form of a cyclic redundancy check. 

The FEC capability in the hybrid ARQ/FEC mechanism is characterized 
by three parameters: the number of bits in a code block (n) ,  the number 
of payload bits (k), and the maximum number of correctable bits in a code 
block (r). Note that n counts the k payload bits and the extra parity bits. 
Assuming that a FEC code can correct up to r bits and that bit errors in 
a given channel state are independent, the probability Pnc(p) that a packet 
contains a non-correctable error, given a bit error rate p, is given by [12] 

To account for the FEC overhead, the actual average service capacity ob- 
served at the output of the buffer is C .  k, where C is the maximum capacity 
for the wireless channel. 

2.3 Markov Link Model 

wireless channel model realization 

Figure 3: Fluid Version of Finite-State Markov Model of a Wireless Channel 

Although the statistical charateristics of a wireless channel can sig- 
nificantly vary with time, the basic system parameters remain constant 
over short time intervals. Therefore we can model the channel to be a 
quasi-stationary channel. This type of channel can be modeled with finite- 
state Markov chains [18]. We use a fluid version of a finite-state Markov- 
Modulated model with L states (0,1, .  . . , L - 1) as shown in Fig. 3 [12]. 
The bit error rates (BER) during State i are given by pi, where we assume 
0 I po < pl < . . . < p ~ - l  5 1. The durations in State i before being transi- 
tioned to State i + 1 and i - 1 are exponentially distributed with means 

and &, respectively. We assume that the transitions only happen between 
adjacent states. 

It  is generally difficult to  get analytically tractable results that accu- 
rately represent the behavior of ARQ and FEC and map the channel model 



into the respective link model. To solve this, the authors in [I21 assume that 
the packet departure is described by a fluid process with an average constant 
service capacity that is modulated by the channel state (Fig. 4). Each state 

Figure 4: Approximate Model of a Wireless Link 

i then gives rise to a stationary link-layer service capacity Ci, which takes 
packet re-transmissions into account. The total time needed to successfully 
deliver a packet, conditioned on the channel state, follows a geometric dis- 
tribution. Let NtT denote the number of retransmissions (including the first 
transmission) until a packet is successfully received. For the given packet 
error probability pi of the channel in State i, the expected value for NtT is 
E[NtT] = & l. Thus, Ci can be written as 1121 

As the state transition rates of the channel are not affected by ARQ or 
FEC, the result is a Markov-modulated model with L state (O,l,. . . , L - 1) 
with link capacity Ci associated with State i. 

2.4 Stochastic Service Curve of a Wireless Link 

In order to determine the performance guarantees that can be given by 
a wireless link, we must describe the amount of service that the link can 
provide. For this we make use of so-called service curves. In the following 
we show how we derive the service curve from a given link model. 

The stochastic service curve S(t) = Jot C(7)d.r is defined as the traffic 
amount that can be served during time interval [0, t] by the wireless channel, 
where C(7) is the capacity at time 7. Correspondingly, we define Si(t)  as 
the traffic amount that can be served during time interval [O,t] with the 
system in State i at time t,  Fi(t, x) and Fs(t, x) as the cumulative probability 
distribution of Si(t) and S(t), respectively. We denote ri as the probability 

'1f we predefine a limit Nl on number of retransmissions, E[Nt,.] = - 1121. 
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that the link is in State i at any time when the system is steady, and we 
then have 

L-1 

Fs(t, x )  = ~ i F , ( t ,  x ) .  
1=0 

We need to compute Fi(t, x ) :  following a standard fluid approach [17], 
we proceed by setting up a generating equation for Fi(t, x )  at an incremental 
time At later in terms of the probabilities at time t .  

a s i = l ,  ..., L - 2 ,  and 

Both sides are divided by At in the above equations. As At + 0, we have 

dFi(t, x )  + Ci dFi(t, x )  - - 
dt dx 
Xi-l f i- l( t ,x)  - (X i  + ~ i ) F , ( t , x )  + P ~ + I & + I ( ~ , x ) ,  (7)  

a s i = 1 , 2  , . . . ,  L - 2 ,  and 

The initial conditions are Fi(O, x )  = 
0, x i 0  

for i = 0,1, . . . , L - 1. The 
1. x > o  

partial differential equations can be Airi t ten in matrix form as follows: 

where F = (Fo(t ,  x ) ,  Fl(t ,  x ) ,  . . . , F L - ~ ( t ,  x))', C = diag(C0, C I ,  . . . , C L - I )  
and 

Q = 



The above linear first-order hyperbolic PDEs can be solved numeri- 
cally, and the Fi(t,x) 's can be computed. Furthermore, if we define 7r = 

(no, TI , .  . . , TL-~)', the r i ' s  in (3) are given by 

200000 300000 400000 500000 600000 700000 800000 900000 
traffic amount (bits) 

939000 943000 947000 951000 955000 959000 
traffic amount (bits) 

Figure 5: The Stochastic Service Curve for a Wireless Link 

Fig. 5 shows simulated data for the distribution of S( t )  for a two-state 
Markov model, where we specify C = 2 Mbps, X o  = 10, XI  = 30,po = lov6. 
We vary the BER p l  and the code parameters (n, lc, r ) .  The data illustrates 
that BER and coding substantially affect the service distribution. 

In Section 4, we will illustrate how the service distribution Fs(t, x)  can 
be used to perform statistical delay analysis. In the next section, we will 
introduce the traffic model that is used to derive the other important com- 
ponent required for delay analysis: trafic arrival. 

3 Traffic Model 

We model the trafic arrival for a flow as a stochastic arrival process A = 
{ A ( r ) , r  > 0}, where random variable A ( r )  denotes the incoming traffic 
amount of the flow at  a link server during time interval [O,r]. The arrival 
process A is stationary and ergodic. Since A ( r )  is stationary, A ( r + t )  - A ( r )  
possesses the same robabilit distributions for all r .  Therefore, the random u variable R(t)  = A to+t t exists, which is callled the stochastic trafic 
arrival rate. The traffic arrival can be bounded either deterministically or 
stochastically by the traffic arrival envelope as follows: 



Definition 3.1 (Deterministic Traffic Arrival Envelope) The function 
b(t) is called the deterministic trafzc arrival envelope of the traJgic arrival 
with rate R(t) if 

l:+t R(r)dr  5 b(t), (12) 

for any to, t 2 0. 

For example, the traffic arrival can be constrained by a leaky bucket with 
parameters (a, p) as J::+t R(r)dr  5 a + p . t ,  for any to, t 2 0, where a is 
the burst size and p is the average rate. 

Definition 3.2 (Statistical Traffic Arrival Envelope) The distribution 
B(t) forms the statistical trafic arrival envelope of the trafzc arrival A if 

for any to , t  2 0, where X dSt Y means Pr{X < 2 )  5 Pr{Y < 2). 

We will be describing traffic arrivals using the rate-variance envelope 
[ll], which describes the variance of the traffic arrival rate during a time 
interval. The rate-variance envelope is used as a simple way to capture the 
second-moment properties of temporally correlated traffic flows. It is a key 
factor for computing delay violation probabilities. 

4 Statistical Delay Analysis in a Wireless Network 

In this section, we will perform the delay analysis that is needed in order 
to provide end-to-end guarantees. Our analysis will be based on the ser- 
vice description (service curves) introduced in Section 2 and the workload 
description (traffic arrival) discussed in Section 3. 

A probabilistic real-time guarantee can be defined as a bound on the 
probability of exceeding a deadline, i.e., Pr{D > d) 5 E, where the delay D 
suffered by a packet is a random variable, d is the given deadline, and E is 
the given violation probability, which is generally small. 

We consider networks that use static-priority schedulers at the network 
nodes, as opposed to previous work considering FIFO buffers [12]. For wired 
networks with static priority scheduling, we addressed the issue of how to 
provide statistical real-time guarantees in [20], based on Knightly's earlier 



work in [ll]. Define C as the capacity of a link and Gi as a group of flows 
that are served by the link at priority i .  Assume bij( t )  and Bi,j(t)  to be the 
deterministic and statistical bound, respectively, for the traffic arrival for 
the individual flow j E Gi. Then the delay violation probability Pr{Di > di) 
for a random packet with priority i at the output link can be bounded by 

where B*(.) is the amount of aggregated traffic of same and higher priorities: 

and pi is a bound on the busy interval and is defined as follows: 

i 

pi = min{t > 0 : C bqlj(t) > C - t } ,  
q = l  jEG,  

The above formula cannot be applied directly for wireless links however, 
as their capacities vary over time. Fortunately, as the following observation 
shows, it is not difficult to integrate stochastic arrivals and a stochastic 
service curve to compute delay violation probabilities: consider a wireless 
link with a static-priority scheduler and maximum capacity C.  Let C ( t )  
be the available capacity for traffic as a function of time. Thus C - C ( t )  
is the unavailable capacity of link at time t .  We can equivalently model 
this system if we define a virtual trafic arrival with instantaneous capacity 
C - C ( t )  to a link with constant capacity C ,  by requiring that this virtual 
traffic is given strictly highest priority during scheduling. Packet delays for 
real traffic in the original system are identical to delays in this virtual-traffic 
model. In particular, if the wireless link has a stochastic service curve S( t ) ,  
then the equivalent virtual traffic on the wireless link has the stochastic 
envelope B1(t) = C . t - S( t ) .  This gives raise to the following theorem: 

Theorem 4.1 Consider a wireless link with a static-priority scheduler and 
stochastic service curve S ( t )  . Assume B i j  ( t )  is the statistical bound for 
the trafic arrival of the individual flow j E Gi. Then, the delay violation 
probability for a random packet with priority i can be bounded by 



where B1(t) = C . t - S(t) ,  and B*(t + di) is defined in Equation (15). 

We make the following observations about Theorem 4.1: First, B1(t + 
di) and B*(t + di) are independent. Given their distribution functions, 
the distribution function of the summation B*(t + di) + B1(t + di) can be 
obtained by their direct convolution. Second, the distribution of B'(t + di) 
can be directly obtained from S(t), which we in turn derived in Section 
2. Note that (17) holds for any S(t),  no matter what specific wireless link 
model is chosen. The main challenge for statistical delay analysis is how to 
obtain the distribution function of B'(t + di), i.e., how to clearly describe 
the traffic arrival envelope. It is inherently very difficult for the network to 
enforce or police the stochastic properties of traffic streams. Consequently, 
if a particular application does not conform to the chosen stochastic model, 
no guarantees can be made. Moreover, if admitted to the network, such 
a non-conforming stream could adversely affect the performance of other 
applications if it is statistically multiplexed with them. Therefore, we must 
find a means to describe the non-conforming traffic so that we can perform 
delay analysis. 

We will use the approach previously developed in [20] for the statistical 
delay analysis. We start by representing the input traffic flows as a set of 
random processes. Traffic policing ensures that these processes are indepen- 
dent. If we know the mean value and the variance of each individual traffic 
random variable, and the number of flows is large enough, then by the Cen- 
tral Limit Theorem we can approximate the random process of the set of all 
flows combined. The Central Limit Theorem states that the summation of a 
set of independent random variables converges in distribution to a random 
variable that has a Normal Distribution 3. In the following, we illustrate 
how using rate-variance envelopes, the mean rate and the rate-variance of 
each individual flow can be determined by deterministic traffic models. 

The rate-variance envelope RV(t) = var(R(t)) describes the variance of 
the arrival rate for the incoming flow over an interval of length t [ l l ] .  We 
assume that a flow of priority i is controlled by a leaky bucket with burst 
size oi and average rate pi at each router. Assume that Flow j in the group 

2 ~ e r e  the maximum busy interval is canceled out due to the possibly unconstrained 
stochastic service curve. The virtual traffic may produce an infinite-length maximum busy 
interval. So the delay violation probability may appear to be loose. In our simulation data, 
we find that the maximum value will be achieved for relatively small values oft ,  therefore, 
the bound is tight. 

3 ~ n  [lo], the author experimentally found the normal distribution approximation to be 
highly accurate in predicting the performance of a buffered priority multiplexer. 



of flows Gi has mean rate + i j  and rate-variance envelope RV,,j(t). With 
application of a Gaussian approximation over intervals, B*(t + di) in (17) 
can be approximated by a normal distribution N (q5i (t), RV, (t)) [ll] , where 

Given the deterministic traffic arrival envelope bi,j(t) = oi +pit, for any flow 
j in Gi, we can easily obtain mean rate 4i j  for each individual flow, and an 
adversarial mode is chosen for obtaining the rate-variance envelope RVi j(t) 
Ill]. * We obtain the mean rate and the rate-variance envelope as follows: 

In summary, this leads to the following lemma: 

Lemma 4.2 Define nq = IGqJ, q = 1,2, .  . . , i. With application of a Gaus- 
sian approximation over intervals, B*(t + di) can be bounded by a normal 
distribution N(4i (t), RV, (t)), i. e., 

where 

and 

*In adversarial mode, the traffic arrival process conforms to a binomial distribution, 
where the rate-variance envelope is upper bounded. 



The distribution function of the summation B* (t + di) + B'(t + di) can be 
obtained by convolution. Define this distribution function as FB(t  + di,x). 
Then, the delay violation probability can be upper-bounded with utilization 
as shown in the following theorem: 

Theorem 4.3 Consider a wireless link with a static-priority scheduler and 
stochastic service curve S(t).  Assume the same trafic envelope as in Theo- 
rem 4.1. The delay violation probability for a random packet with priority i 
is bounded by 

Pr{Di 2 di) < 1 - min FB (t + di, C . (t + di)). 
t > O  (26) 

We have now derived the statistical delay formula for a single wireless 
link. Based on this result, we obtain the end-to-end delay violation prob- 
ability along each path as follows: Given the delay violation probability 
E i  and the end-to-end deadline di along route R, we can partition di into 
{d: : k E R) ,  and the delay guarantee is met when [9] 

This bound on the end-to-end real-time guarantee gives rise to several pos- 
sible approaches to admission control and connection establishment. In the 
next section, we will describe two such approaches. 

5 Admission Control Mechanisms 

Recall that it is the admission control mechanism that decides if a new 
connection can be admitted. The decision is based upon whether the end- 
to-end delay requirements can be met for both newly arriving and existing 
connections. Admission control mechanisms for systems with static-priority 
schedulers differ to a great extent by the point in time during which the 
delay computations for the admission tests are performed. In this section, we 
describe two such approaches that perform the delay computation previously 
described. The first of these approaches executes delay computations at run- 
time during connection establishment, while the second approach utilizes 
off-line computations during system (re-)configuration and so simplyfies the 
computation needed at run-time. 



5.1 Delay-Based Admission Control (DBAC) 

Delay-based admission control (DBAC) is a mechanism that makes admis- 
sion decisions by analyzing the system state at run-time. In particular, 
DBAC performs delay calculations at  flow establishment time using run- 
time information about flows to determine both whether the introduction 
of the new flow causes existing flows to miss their real-time requirements 
and whether guarantees can be provided for the new flow. If both of these 
conditions are met, the flow is accepted, otherwise it is rejected by the ad- 
mission controller. Note that in systems with multiple priorities, only flows 
of equal and lower priorities need to be checked. 

We employ the equations from previous sections to calculate the delay- 
violation probabilities required in the DBAC algorithm.Though the DBAC 
algorithm is conceptually simple, it is computationally complex. Note that 
an increased delay on nodes on the intended route for the new flow causes 
long end-to-end delays on routes that cross the new flow. Therefore, for 
every admission control decision, the admission controller must perform de- 
lay violation probability calculations for both the intended flow route, and 
possibly several other routes in the system as well. Each of these compu- 
tations requires solving the system of partial differential equations (9) that 
model the wireless links, as well as an expensive convolution operation in 
(26) to derive the end-to-end probability. It is also necessary for the ad- 
mission controller to be aware of the network topology and routing. Thus 
DBAC becomes extremely costly as the system scales in size 5 .  

The computational overhead of DBAC motivates the need to develop a 
system that significantly reduces computational complexity, without sacri- 
ficing system efficiency. In the following section we describe how admission 
control overhead at run-time can be reduced by performing some computa- 
tion ahead of flow establishment. 

5.2 Utilization-Based Admission Control (UBAC) 

With UBAC, we decrease the admission control overhead by reducing the 
amount of computation that needs to be performed at run-time. For this to 
be possible, we assume that each link server reserves a certain percentage 
of capacity for every particular traffic priority. It is the responsibility of the 
admission control module to ensure that the capacity usage of individual 

'Note that the overhead only occurs at  flow establishment time, not during packet 
forwarding time. 
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traffic priorities does not exceed the reserved portion. This is necessary to 
provide isolation among different traffic priorities and hence to guarantee 
end-to-end delays to the flows. 

As opposed to run-time calculations per flow, UBAC requires off-line de- 
lay computations per traffic priority to obtain what we call a safe utilization 
bound. Since flow population information is unavailable for off-line calcula- 
tions, we must obtain a pow-population-insensitive statistical delay formula, 
which can be used to compute the safe utilization bound. During run-time, 
UBAC checks whether the link utilization allocated to each traffic priority 
(this allocated utilization should not exceed the safe utilization bound) is 
not exceeded. The total number ni of flows of priority i on a link is therefore 
subject to the following constraint: 

where ai is the ratio of the link capacity allocated to traffic of priority i, and 
pi is the average rate of priority i traffic. With this constraint, the mean 
rate and the rate-variance can be upper-bounded as follows: 

Correspondingly, Lemma 4.2, Theorem 4.3 and Equation (27) can be 
re-formulated using the flow-population insensitive definition for the new 
4i(t) and RV,(t) given above. Thus we observe that the benefit of UBAC 
over DBAC is the former's ability to perform admission control without 
heavy run-time computations. As our performance evaluation will illustrate, 
UBAC is still able to provide comparable resource efficiency. 

6 Performance Evaluation 

In this section, we evaluate the performance of the two approaches discussed 
in the previous sections. The simulated wireless network could be represen- 
tative of an ground-space-ground wireless communication system (Fig. 1). 
We allow any pair of nodes in the network to establish a real-time priority 
connection (voice in this case). All traffic is routed along the shortest-path 



route. In our wireless link model, we assume that all links in the network 
have a maximum capacity of 2 Mbps. Links follow a two-state Markov model 
as previously defined. In the simulation, we specify the link parameters as 
follows: Xo = 10, X1 = 30,po = and we vary the bit error rate (BER) 
pl for State 1 (BAD state). We also adopt five different Bose-Chaudhuri- 
Hocquenghem (BCH) [15] coding schemes for FEC. We assume that requests 
for real-time flow establishment form a Poisson process, and that flow life- 
times are exponentially distributed with an average of 180 seconds. 

In obtaining our results, we are interested in two metrics: i) WCAU - 
The worst-case achievable utilization is the maximum link utilization that 
can be safely allocated to real-time traffic in UBAC; ii) Admission Probability 
- This is the probability that a flow can be admitted without violating delay 
guarantees. Both metrics reflect on the efficient use of network resources. 

We find that the conclusions we draw based on the cases described here 
generally hold for other cases we have evaluated. 

6.1 WCAU Comparison 

The underlying network topology in the WCAU experiment is the network 
shown in Fig. 1, where nodes communicate through a space-based reach- 
back network. We vary the link characteristics by varying the bit error rate 
(BER) pl for State 1 (BAD state). We also consider five different BCH 
coding schemes with increasing level of correctability (i.e., different (n, k, r )  
[12]. In our traffic model, we assume that all traffic belongs to a single 
real-time priority. We simulate voice traffic, with bursts a = 640 bits, and 
average rate p = 32000 bps. We assume that the end-to-end deadline is 15 
ms. The end-to-end deadline violation probability is either or 

The WCAU can be computed by Equation (27) that we obtained in 
the previous section using simple binary search. The results of our WCAU 
experiments are shown in Fig. 6. The following observations can be made 
from these results: 1). Sensitivity of WCAU to channel coding: Our re- 
sults show the performance tradeoff of using various channel codes. Codes 
that provide greater error correction decrease the amount of actual traffic 
included in packets. For low error rates, this capability is not worthwhile, as 
shown in Fig. 6, since error correction is rarely useful, and in fact decreases 
the overall achievable utilization. 2). Sensitivity of WCA U to BER: As the 
BAD-state BER pl is increased from 0.001 to 0.01, the WCAU decreases 

6A real system would support best-effort traffic as well. Since this traffic would not 
affect the results of this evaluation, we omit it from our experiments. 
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Figure 6: WCAU Comparison 

for all cases. These results support the intuition that, as the error probabil- 
ity of the network increases, the amount of capacity that can be supported 
for real-time traffic should decrease. 3). Sensi t iv i ty  of WCAU t o  deadline 
violation probability: As expected, the WCAU increases when the dead- 
line violation probability is decreased. In other words, allowing higher loss 
probabilities creates additional available utilization for real-time traffic. 

6.2 Admission Probability Comparison 

In addition to the topology (Fig. 1) used in the last sub-section (called N e t  
1 in this context), we use a random network topology (generated with GT- 
ITM [23] using the Waxman 2 method) with the same number of total nodes, 
which we refer to as N e t  2. We use this randomly generated topology in order 
to support the fact that our results are not dependent upon a particular 
topology. We fix bit error rate (BER) pl for State 1 (BAD state) pl = 0.001 
and choose BCH coding scheme with parameters (n = 442, k = 424, r = 2). 
The end-to-end deadline violation probability is 

We simulate the case when there is only a single real-time priority in 
the network with same parameters o ,p ,  d as the first simulation. We also 
simulate the case when there are two real-time priorities in the network to 
see how multiple priorities affect the admission probability. In this case, we 
choose additional higher-priority traffic as follows: a = 1280 bits, p = 64000 
bps, d = 0.005 s. The capacity is allocation with ratio ahigh : qow = 1 : 3. 

As expected, in both cases, the admission probability decreases with in- 
creasing flow arrival rate. The substantial conclusion we draw from these 
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Figure 7: Admission Probability Comparison 

results is with regard to the relationship between UBAC and DBAC: I t  is 
clear from Fig. 7(a) that in the single-priority case UBAC is in fact able 
to provide the same efficiency with regard to network resource allocation 
as DBAC. This result is significant because it means that the efficiency of 
DBAC can be provided with low run-time overhead by using UBAC. Thus 
costly run-time delay computations can be removed without sacrificing per- 
formance. From Fig. 7(b), we find that DBAC obtains more gains in terms of 
admission probability than UBAC when there are multiple priorities. This 
can be attributed to the fact that the pre-allocation of capacity in UBAC 
disables the capacity sharing between the traffic with different priorities, 
so that the overall achievable utilization is decreased. Therefore, DBAC 
achieves much higher admission probabilities than UBAC in the multiple- 
priority case. 

7 Conclusions 

The statistical nature of service provided by wireless links inherently pre- 
cludes deterministic delay guarantees. Means must therefore be used that 
allow definition and enforcement of statistical guarantees. This requires a 
service description that captures the stochastic characteristic of the service 
provided. We present statistical service curves and show how they accurately 
represent the service provided by wireless links in a tractable manner. 

In end-to-end systems, where traffic traverses more than one link, the 
effect on traffic as it traverses multiple links must be captured in order 
to formulate traffic arrival characterizations at  downstream links, and in 



order to define enforcement and policing mechanisms. Statistical traffic 
arrival descriptions, which should be used due to the stochastic nature of 
service, are very impractical to police. So we are studying to use methods 
that accurately capture the statistical behavior of deterministically bounded 
traffic (much easier to realize). 

In this chapter, we described statistical service curves as a generic link 
characterization framework. We showed how this framework could be ap- 
plied for real-life models. For example, we considered a Rayleigh fading 
channel with hybrid ARQIFEC error control. 

We described how statistical service curves could be applied for static- 
priority schedulers using what we call "virtual traffic" to compute the avail- 
able service to real-time traffic. We did not assume a particular traffic 
pattern; instead we used rate-variance envelopes, a simple and general traf- 
fic characterization. Such envelopes described the variance of the flow rates 
as a function of the interval length. This methodology made our approach 
applicable to any particular situation. 

We evaluated two different admission control mechanisms (delay-based 
and utilization-based) and illustrated performance trade-offs between re- 
source utilization and overhead. For each admission control mechanism, 
statistical delay analysis was performed correspondingly. We described the 
benefits and drawbacks of both mechanisms and also quantified performance 
characteristics with simulation data. 
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1 Introduction 

Wireless communication technology has gained widespread acceptance in recent 
years. The IEEE 802.11 standard [lo] has led wireless local area networks (LANs) 
into greater use. Beyond the original bandwidth of 2 Mbps at the wireless medium, 
the IEEE 802.1 1 a [I 11 and 802.11 b [12] supplements increase the bandwidth to 
54 Mbps and 11 Mbps, respectively. With such high bandwidth, the demand 
for supporting multiple time-sensitive high-bandwidth traffic applications, such as 
video-on demand and interactive multimedia, in wireless LANs has been increas- 
ing. Thus, it is important to provide fair bandwidth allocation to multiple real-time 
traffics in a wireless LAN. 

Many real-time packet scheduling and fair packet scheduling algorithms have 
been developed for wired networks. However, it is not clear how well these al- 
gorithms work for wireless networks, since wireless channels are subject to un- 
predictable location-dependent and bursty errors. In the presence of such unpre- 
dictable errors, real-time traffic applications can not fully utilize channel bandwidth 
assigned to them. A real-time traffic application may fail to send or receive some 
of its real-time packets in time due to channel errors. When experiencing packet 
losses above some specified thresholds, the application undergoes degraded quality 
of service (QoS). 

In this paper, we investigate the problem of fair scheduling of real-time packets 
with deadline constraints over wireless LAN, aiming at both achieving fair degra- 
dation and maximizing the system throughput. To achieve fairness for the applica- 
tions that naturally want to minimize the degree of their gradated QoS respectively, 
we choose the scheduling objective of minimizing the maximum degree of the de- 
graded QoS among all applications. Simultaneously, we try to maximize the over- 
all system throughput. We show that for the problem of throughput maximization 
alone, there exists a simple online algorithm that achieves a performance ratio of 
two with respect to the optimal. However, for the problem of achieving fairness, we 
show that no online algorithm can guarantee a bounded performance ratio with re- 
spect to the optimal. Thus, no online algorithm can ensure a bounded performance 
ratio for the combined objectives. In contrast to the online scheduling problem with 
unpredictable channel errors, if all the errors are assumed to be known in advance, 
we show that there is a polynomial time offline scheduling algorithm that optimally 
achieves our scheduling objectives. 



We then study four online algorithms and evaluate their performance using 
simulations. The first two are EDF (Earliest Deadline First) and GDF (Greatest 
Degradation First) that consider only one aspect of our scheduling goal respec- 
tively. EDF is naturally suited for maximizing throughput while GDF seeks to 
minimize the maximum degradation. The next two are algorithms, called EOG 
(EDF or GDF) and DDT (Deadline and Degradation Together), that consider the 
two aspects of our scheduling goal. EOG simply considers the deadline constraint 
or the degradation constraint at a time, whereas DDT considers the both constraints 
at the same time. Our simulation results show that the DDT is as good as the EDF 
for maximizing the throughput and that it is the best for minimizing the maximum 
degradation. 

This paper is organized as follows. Section 2 provide related works. Section 
3 describes our scheduling model, including parameters and objectives. Section 4 
provides theoretical results mentioned above. Section 5 presents the four online 
scheduling algorithms and their examples. Section 6 introduces the error handling 
mechanisms that can be used by online scheduling algorithms. Section 7 presents 
the comparative evaluation of the four online algorithms based on simulation re- 
sults. Section 8 summarizes the paper and identifies future work. 

2 Related Work 

There has been previous work on providing QoS guarantees over wireless links 
using call admission and scheduling [4,5,6]. While this previous work focused on 
providing service guarantees, it did not consider the issue of fairness or degrada- 
tion. Several approaches have been introduced to deal with real-time task schedul- 
ing problem considering degraded QoS in an overload situation, where the system 
cannot meet the deadlines of all tasks. The notion of (m, k)-firm deadlines was 
introduced in [9] to represent less stringent guarantees for temporal constraints. In 
the (m, k)-firm deadlines model, it is adequate to meet the deadline constraints of 
m out of any k consecutive instances of a task in the overload condition. The im- 
precise computation [7, 161 and IRIS (Increased Reward with Increased Service) 
[8, 21 models were proposed to provide minimal quality of service in the overload 
condition. In these models, each task consists of a mandatory subtask and an op- 
tional subtask. The mandatory subtask should be completed before its deadline in 
order to provide minimal quality of service. The optional subtask can be executed 
before its deadline in order to enhance the quality of service after the completion 
of its corresponding mandatory subtask if there are enough resources in the system 
that are not committed to execute mandatory subtasks of other tasks. The execu- 
tion of an optional subtask is associated with error in the imprecise computation 



model or reward in the IRIS model. The longer the optional subtask executes, the 
smaller the error, or the higher the reward. A typical scheduling objective is to 
ensure that the mandatory parts of all tasks are completed by their deadlines while 
the total errorslrewards in the system are minimized/maximized. These models 
addressed real-time scheduling problem with QoS degradation issues while opti- 
mizing a system-wide performance measure (error or reward). However, the issue 
of fairness was not addressed in these models. 

Significant research efforts have been made to adapt packet fair scheduling 
algorithms to a wireless domain taking care of the wireless channel error charac- 
teristics [13, 14, 151. These packets, however, are assumed to have no deadline 
constraints. There has been previous study on the issue of temporal fairness in 
periodic real-time scheduling. The notion of pfairness was introduced in [3] to 
minimize the length of time during which a task is denied service. This fairness 
notion enforces scheduling each periodic task proportional to its temporal property, 
which is the ratio of its execution time requirement to its period. This pfairness 
notion is different from our fairness notion in that the pfairness focuses on the tem- 
poral fairness for a single task, whereas we focus on the fairness in reducing the 
QoS degradations among multiple tasks (flows). Another study [18] is comparable 
with ours in that the both studies consider the same fairness notion of minimizing 
the maximum QoS degradation in real-time scheduling. This study used a finite 
range (window) to keep track of packet losses of real-time multimedia streams 
and employed a scheduling policy that mainly worked on the greatest degradation 
(loss) first basis. However, our study is distinguishable with this study in that we 
consider an optimization issue of a system-wide performance measure such as the 
system throughput as well as the fairness issue, whereas this study considers only 
the fairness issue. 

3 Scheduling Model and Goals 

3.1 System Model 

We consider real-time traffic as isochronous (or synchronous) traffic that consists 
of message streams that are generated by their sources on a continuing basis and 
delivered to their respective destinations on a continuing basis. Such traffic in- 
cludes periodic and sporadic messages that are characterized by stringent timing 
constraints. Periodic packets are generated at regular time intervals, and sporadic 
packets are generated at irregular intervals. The timing constraint of such a mes- 
sage is represented by a deadline that is the instant of time by which its delivery 
is required to be completed. The deadline is said to be hard if failure to meet it is 
considered as a fatal fault. The deadline is said to be soft if it is undesirable to miss 



it but a few misses of the deadlines are tolerable. We refer to a message stream as 
a flow and a message instance as a packet. 

In this paper, we will only consider the scheduling of periodic packets with 
soft deadlines. Examples of such packets include constant bit-rate (CBR) digi- 
tized voice and video data packets. We model a periodic soft real-time flow, fi ,  
as (pi, ei), 1 5 i 5 N. This means that each packet of flow fi is generated with 
a period of pi, each packet must be delivered to the destination within pi units of 
time from its generation or arrival at the source; otherwise, the packet is lost, and 
a packet loss rate of up to ei is acceptable. For simplicity, we assume that all the 
packets of fi are of the same size L. 

We consider scheduling such real-time flows over a packet-switched wireless 
network that consists of multiple cells. Each cell is assumed to consist of a base 
station (BS) and multiple mobile hosts (MHs). Each flow is either an uplink (from a 
MH to the BS) or a downlink (BS to MH). The BS performs the scheduling of real- 
time packet deliveries using a polling scheme like one of the standard IEEE 802.11 
PCF (Point Coordination Function) protocol [lo]. In such a polling scheme, the BS 
polls MHs according to its polling scheduling algorithm and an MH being polled 
is allowed to transmit its data packet. The acknowledge of the packet transmission 
is piggybacked in the next poll packet. The source of each flow f i  should notify 
the BS of a tuple (pi, ei) information prior to being scheduled. Each flow fi is 
associated with a channel, chi, which is in one of two states, namely, error state 
or error-free state, at any time instant. When channel chi is in error state, flow fi 
experiences a channel error. A packet delivery of flow fi fails if the flow perceives 
the channel error at any time instant during the packet delivery. 

3.2 Scheduling Objectives 

We want to measure the performance of scheduling algorithms along two dimen- 
sions: from the points of view of the system and the user. 

From the viewpoint of the system, it would be desirable to deliver as many 
packets as possible over all flows. We define the system throughput, Tsys, to be the 
fraction of delivered packets as follows: 

where let Mi be the number of packets that flow fi was supposed to deliver and let 
M? be the number of packets that flow fi actually successfully delivered. 

From the viewpoint of the user, each user wants all periodic packets to be 
delivered on time. However, unpredictable wireless channel errors may cause the 
user with real-time traffic to receive degraded quality of services due to packet 



losses. We define a variable, called the degradation value, ei, to represent the degree 
of the degradation in quality of service. In other words, the degradation value is 
the distance between the desired quality of service and the quality of service being 
served. Each user naturally wants to minimize ei for its fi. In order to be fair 
to all flows, we would like to minimize the maximum degradation value among 
all the flows. When emax is the maximum degradation value among all the flows, 
the smaller emax an scheduling algorithm generates, the fairer we consider the 
algorithm is. We consider a packet loss rate as a QoS parameter and define the 
degradation value ei for each flow fi to be the distance between its acceptable 
packet loss rate ei and the actual packet loss rate as follows: 

In the presence of unpredictable errors, the problem is to determine which 
packets need to be scheduled, and in what order, so as to (a) minimize the max- 
imum degree of degraded service among all flows, and (b) maximize the overall 
system throughput subject to (a). In other words, our scheduling objective is to de- 
termine the smallest em,, for which we can ensure that M," 2 [Mi (1 - ei - ema,)l 
and maximize xZ1 M,". 

4 Theoretical Results 

We now establish some theoretical results that give an insight into the difficulty 
of finding good schedules in presence of errors. We start with some simple re- 
sults concerning the worst-case behaviour of online algorithms for our problem. 
We measure the performance of any online algorithm in the competitive analy- 
sis framework of Sleator and Tarjan [17]. We say that an online algorithm is c- 
competitive if on any input sequence, it is guaranteed to produce a solution that is 
at least l /c  times as good as an optimal solution. Thus a 1-competitive algorithm 
gives essentially an optimal solution itself. 

Proposition 1 For any 6 > 0, there does not exist a ( 2  - 6)-competitive online 
algorithm for throughput maximization even when the system contains only two 
hosts. 

Pro06 Consider a system with only two hosts, each one having one packet to 
transmit at some time t ,  with deadline t +2. If the online algorithm chooses the first 
time slot to schedule MH1, an adversary generates an error in time slot 2 for MH2,  
causing the online algorithm to loose its packet. On the other hand, if the online 
algorithm first schedules the packet from MH2,  the adversary generates an error 



for M H 1  at time t + 1. In either case, an optimal algorithm could have scheduled 2 
packets. This process can be repeated indefinitely and thus the proposition follows. 

In fact, the lower bound above is tight for throughput maximization. 

Proposition 2 There exists a 2-competitive online algorithm for throughput maxi- 
mization. 

Prooj Consider the following online algorithm: at any time t ,  schedule any avail- 
able packet from an error-free mobile host. Let PopT and PoN denote the set 
of packets that are scheduled by the optimal offline algorithm and the online algo- 
rithm respectively. Moreover, let PBoth = PopT fl PoN and PMiss = PopT \ PoN. 
Consider a packet m E PMiss scheduled by the optimal at some time t. Since the 
online algorithm did not schedule this packet, it must be the case that it sched- 
uled some other packet at time t. Therefore, I PMiss 1 5 I PoN 1 .  Putting together, 
IPOPTI = IP~othl + IPMissl 5 2 * IPoNI. 0 

It fact, it is easy to see that any greedy online algorithm is Zcompetitive for 
throughput maximization. However, once we take fairness into account, the situa- 
tion becomes intractable. 

Proposition 3 For any c > 1, there does not exists a c-competitive algorithm for 
minimizing emax even when the system contains only two hosts. 

Prooj Consider the same scenario as described in the proof of Proposition 1. As- 
sume that €1 = €2 = 0. Clearly, on the input sequence described there, an optimal 
algorithm achieves E,,, = 0. On the other hand, since the online algorithm can be 
forced to miss half the packets, at least one of the flows has a degradation of 112. 
Thus for any online algorithm, emax can be forced to be 112. The ratio of these 
two quantities is unbounded and the proposition follows. 0 

Given the difficulty of the online case even for the simpler goal of throughput 
maximization, a natural question to ask is if the problem remains intractable when 
the errors are all known in advance (i.e., an offline setting). We next show that 
this case is essentially equivalent to the maximum flow problem, well-known to be 
solvable efficiently in polynomial time (see [I], for instance). 

Theorem 4.1 There is a polynomial time ofline algorithm that determines an op- 
timal fair schedule with maximum throughput. 



Pro05 We will reduce our problem to the maximum flow problem. For any E > 0, 
let Mf = rMi(l  - ei - e)l where 1 5 i 5 N. Roughly speaking a schedule is 
said to be an (E, a)-schedule if (i) it schedules at least M t  packets for each flow i,  
and (ii) it sends at least (xL1 M t )  + a packets overall. Our goal is to determine a 
pair (E*, a*)  such that (i) for any E > E* there does not exist an (E, 0)-schedule, and 
(ii) for any a > a * ,  there does not exist an (E*, a)-schedule. We will construct an 
instance of the maximum flow problem for every candidate pair (E, a )  and output 
the solution corresponding to the best such pair found. 

Let T denote zE1 Mi, the total number of packets. It is easy to verify that 
there are only O(1og T )  candidate pairs need to be considered. We first use binary 
search over the set {l/T, 2/T, . . . ,1) to identify the smallest E for which an (E, 0)- 
schedule exists. Then another binary search on the set {1,2, ..., T) determines the 
largest a for which this schedule stays feasible. Thus from here on, we assume 
without loss of generality that we know the optimal values of E and a .  

We construct a directed graph G = (V, E) as follows. The vertex set of G 
contains two special vertices, namely a source s and a sink t ,  vertices s 1, . . . , SN for 
each of the N flows, a vertex w, vertices u l ,  ..., up corresponding to the packets 
generated by the various flows, and vertices vl , . . . .. , v~ corresponding to the var- 
ious time slots that are available for scheduling packets. There is a directed edge 
from a vertex ui to a vertex vj if the packet corresponding to ui could be scheduled 
at the jth time slot (i.e., the corresponding flow is in good state and the deadline 
of the packet has not yet expired). There is an edge from any vertex si to a vertex 
u j  if u j  corresponds to the packet generated by the ith flow. There are edges from 
each vertex vj to the vertex t. All edges described thus far have a capacity of 1 
on each edge. Finally, there are edges from the source vertex s to each of the si's 
as well as to the vertex w. The vertex w is connected to each ui's by an edge of 
capacity 1. The directed edge (s, si) has capacity equal to M t  and the edge (s, w) 
has capacity equal to a. 

It is now an easy consequence of our construction that there exists an s-t flow 
of value zZ1 M t  + a if and only if there exists an (E,  a)-schedule. 0 

5 Online Scheduling Algorithms 

This section presents online scheduling algorithms and their examples. 

5.1 Online Scheduling Algorithms 

We will denote by rn! the kth packet of a flow fi. Each packet rnf is associated 
with an arrival (generation) time ~(rn!), at which it is ready to be transmitted. 



Since each flow fi is periodic, A(mf) = ~ ( m f ' )  + pi. Each packet mf is 
also associated with a deadline d(mf), beyond which mf cannot be scheduled for 
transmission. d(mf) is simply updated such that d(mf) = ~ ( m f )  + pi. A packet 
is automatically dropped (lost) when its deadline expires (i.e., mf is dropped at 
d(mf)). For simplicity, we abbreviate mf as mi whenever there is no confusion. 

The scheduling goal of our scheduling model is to minimize emax and to max- 
imize Tsys subject to the minimum emax. Under online scheduling, however, it is 
not feasible to maximize Tsys after finding the minimum emax. Hence, we slightly 
modify our scheduling goal for online scheduling algorithms such that our goal is 
(1) to minimize emax and (2) to maximize Tsys simultaneously. We consider the 
following online scheduling algorithms in order to achieve our scheduling goal. 

5.1.1 Deadline First: EDF 

This EDF (Earliest Deadline First) algorithm considers the deadline of packets 
first and then consider the degradation values of packets for tiebreaking. In other 
words, at time t ,  a packet mi is scheduled if A(mi) 5 t < d(mi), and d(mi) is the 
minimum among all the packets. A packet with a higher degradation value wins a 
tie. This algorithm is known to provide the maximum overall system throughput 
when there is no channel error. However, since this algorithm may starve some 
flows, it is not expected to perform well in minimizing emax. 

5.1.2 Degradation First: GDF 

This GDF (Greatest Degradation First) algorithm considers the degradation values 
of packets first and then the deadlines of packets for tiebreaking. At time t ,  a packet 
mi is scheduled if A(mi) 5 t < d(mi) and ei = emax. A packet with an earlier 
deadline wins a tie. Intuitively, this algorithm is expected to result in minimizing 
emax. However, it is not suitable for maximizing the overall system throughput. 
For instance, we have two packets, mi and mk, at time t such that d(mi) = t + 1 
and d(mk) = t + 2. We can schedule the two packets if mi is scheduled at t and 
mk is scheduled at t + 1. If ek > ei, this algorithm schedules mk at t .  Then, it has 
no packet to schedule at t + 1 since mi is dropped at t + 1. 

5.1.3 Deadline or Degradation First : EOG 

The EDF and the GDF are expected to perform well in one aspect of our scheduling 
goal respectively. However, they are not suitable to achieve the two aspects of our 
scheduling goal simultaneously. Thus, we consider a hybrid algorithm, EOG (EDF 
or GDF), that attempts to combine positive aspects of the EDF and the GDF in 



expectation of performing well in the both aspects of our scheduling goal. At 
any scheduling decision time, if there is a packet whose deadline expires soon, 
packets are scheduled on the EDF basis. Otherwise, packets are scheduled on the 
GDF basis. At time t ,  if there is a packet mi satisfying both A(mi) 5 t and 
d(mi) = t + 1, mi is scheduled. Otherwise, it chooses a packet mi satisfying 
A(mi) 5 t < d(mi) and ei = E,,,. Since this algorithm is a hybrid of the EDF 
and the GDF, it is expected to provide an average performance of the both. 

5.1.4 Deadline and Degradation Together : DDT 

In addition to the EOG algorithm that considers one aspect of our scheduling goal 
at a time, we introduce an algorithm that takes into account the two aspects of 
our scheduling goal simultaneously. This algorithm has an acceptance test for new 
arrived packets with the following principle: when the packets in a scheduling 
queue are to be scheduled, a new packet mi is accepted into the scheduling queue 
if and only if no packet mr, is removed out of the scheduling queue due to the 
insertion of mi into the queue, where ek > ei. We define the notion of virtual 
deadline for a packet. When a packet mi arrives, its virtual deadline v(mi) is 
initially set as its absolute deadline d(mi). Then, the acceptance test is performed 
as follows (its pseudo code is shown in Figure 1): 

0 If there is no packet mr, in the scheduling queue such that v(mi) = v(mk), 
the packet mi is accepted into the scheduling queue. 

If there is a packet mr, in the scheduling queue such that v(mi) = v(mk) 
and ek 5 ei, the packet mi is accepted into the scheduling queue and a new 
acceptance test is initiated for mk. 

0 If there is a packet mr, in the scheduling queue such that v(mi) = v(mk) and 
er, > ei ,  v(mi) decreases by one. At time t, if v(mi) > t ,  this acceptance 
test continues. Otherwise, the packet mi is not accepted into the scheduling 
queue. 

At any scheduling decision time t ,  this algorithm chooses a packet from the 
scheduling queue according to the EDF algorithm. That is, it chooses a packet mi 
if A(mi) 5 t < v(mi) 5 d(mi) and d(mi) is the minimum among all the packets 
in the scheduling queue. Since this algorithm takes into consideration the deadlines 
and the degradation values of the flows simultaneously, it is expected to perform 
well in the two aspects of our scheduling goal. 



Procedure AcceptanceTest(packet m) { 
I* This procedure performs an acceptance test on packet m based on its virtual deadline *I 
I* Let Q be the queue of packets to be scheduled *I 

I* a virtual deadline is initially set as an absolute deadline *I 
v = GetAbsoluteDeadline(m); 
while (v > t )  { I* t is the current time *I 

k = GetPacketOutOfQueue (v); I* get a packet k that has a virtual deadline v *I 
if ( k  = NULL) { I* if there is no packet k that has virtual deadline v *I 

InsertQueue(Q, m);  I* packet m is accepted into the scheduling queue Q *I 
return; 

1 
else if ( m . ~  > k . ~ )  { I* mx - degradation value of packet m*l 

InsertQueue(Q, m);  I* packet m is accepted into Q *I 
I* remove packet k out of Q, and then rename it as m in order to re-calculate 

its virtual deadline *I 
m = RemovePacketOutOfQueue (Q,  k); 

I 
v = v - 1 ; I* decrease the virtual deadline by one *I 

1 
I* packet m is dropped, since its virtual deadline is calculated as ahead of the current time *I 
DropPacket(m); 

1 

Figure 1 : DDT Acceptance Test Pseudo Code 

5.2 Example of Online Scheduling Algorithms 

We present an example to illustrate the four online scheduling algorithms Suppose 
that five packets arrive at time t as shown in Table 1. The schedules generated 
by the algorithms are shown in Table 2. For instance, EDF would schedule ml 

at time t + 1 since ml has the greatest degradation value among the packets with 
the earliest deadline. In addition to packets to be scheduled, Table 2 also shows 
the virtual deadlines of the packets for DDT. DDT would also schedule ml at time 
t + 1 since ml has the earliest deadline among the packets whose virtual deadlines 
are greater than t. In this example, EDF and DDT schedule four packets, while 
GDF and EOG schedule only three packets. 



Packet mi I d(mi) 1 ei 
mr I t + 2 1 0.08 

Table 1 : Packets in Example 

EOG m5 ml m3 
DDT 

Table 2: Schedules in Example 

6 Wireless Error Handling 

The presence of errors raises the issue of how to handle the situation where a packet 
was scheduled, but its delivery failed due to a channel error. This section presents 
a wireless error handling mechanism that can be used by any online scheduling 
algorithm. 

In handling such a packet that experienced an error, one way is to drop the 
packet and the other way is to reschedule the packet at some time later. The packet 
drop would not be good if the packet can be rescheduled for a successful transmis- 
sion later. Considering the bursty nature of wireless channel errors, rescheduling 
the packet immediately would not be good either. It is desirable to delay reschedul- 
ing the packet to sometime later such that it can escape an error burst and can be 
delivered on time. Since errors are unpredictable, however, it is not clear how long 
rescheduling the packet should be delayed. We call this rescheduling delay backoff 
time. 

The backoff time bi of each flow fi needs to be defined long enough to escape 
a potential bursty error and short enough for the packet to be scheduled prior to 
the expiration of its deadline. When a packet mi experienced an error at time 
t ,  we consider the following ways to define bi such that mi becomes ready for 
retransmission at t + bi: 

0 constant backoff: bi is fixed to a constant integer. 



0 random-exp backoff: bi is randomly chosen in [I,  BW], where B W  expo- 
nentially increases when the same packet experiences another channel error. 

0 half-deadline backoff: bi is set to (t + d(mi))/2. 

7 Simulation Results 

This section evaluates the performance of the four online algorithms based on sim- 
ulation results. 

7.1 Simulation Environments 

For evaluating the performance of the four online algorithms as a polling schedul- 
ing algorithm, we consider a polling scheme such as the IEEE 802.11 PCF proto- 
col. The base station polls a mobile host using a poll control frame, and the polled 
mobile host is allowed to transmit its data frame. During simulations, we used a 
logical time unit such that the data frame transmission time is 1-time-unit long. 
The total simulation time was 50,000 time units for each simulation run. The main 
simulation parameters manipulated were: 

Backoff Scheme: when a flow experiences a transmission failure, its back- 
off time is determined according to one of the following backoff schemes: 
constant, random-exp, and half-deadline. 

Polling Overhead (PO): for a polling scheme such as the IEEE 802.11 PCF 
protocol, the polling overhead is defined as the ratio of the poll control frame 
transmission time to the data frame transmission time. The polling overhead 
is one of the following values: 0.01,0.05, and 0.1. 

The Number of Nodes (N):  we used the parameter of the number of nodes 
N to characterize the simulation workload. The number of nodes is one of 
the following values: 1 ,2,4,  8, 16,32, and 64. 

Flow Set: each node has a single periodic flow fi(pi, ei). The system uti- 
lization factor is defined as C l/pi. When the system utilization factor U is 
low, the four online scheduling algorithms perform indistinguishable. Thus, 
the system utilization factor is randomly chosen in the range [0.95, 0.991 to 
clearly distinguish the performance of the four algorithms. Then, each pi is 
determined in the range [5, 1001 according to the system utilization factor. 
Each ei is randomly chosen in the range [0.01,0.05]. 



Maximum Error Duration (ED)  and Error Rate (ER):  we used the follow- 
ing two parameters to characterize unpredictable location-dependent bursty 
wireless channel errors: maximum error duration and error rate. During 
a single simulation run, each channel has multiple independent error-state 
intervals to capture the location-dependent error property. The maximum er- 
ror duration is the upper-limit of a single error-state interval. The duration 
of each error-state interval is randomly determined in the range between 1 
and the maximum error duration to capture the bursty error property. The 
maximum error duration is one of the following values: 1, 2, 4, 8, 16, 32, 
and 64 time units. The error rate is defined as the ratio of the total error-state 
duration to the total simulation time. All channels have the same error rate 
for each simulation run. The error rate is one of following values: 0.05,0.1, 
0.15, and 0.2. 

We have two simulation measures. The first measure is the system throughput 
T,,, which is one aspect of our scheduling goal. The second measure is the max- 
imum degradation value emax among all flows, which is the other aspect of our 
scheduling goal. 

7.2 Simulation Results 

For each value of the number of nodes, we created 30 different flow sets, and 
for each pair of maximum error duration and error rate, we created 10 different 
wireless channel error scenarios. We define a simulation case as a combination of 
the following four simulation parameters: the polling overhead PO, the number of 
nodes N, the maximum error duration ED, and the error rate ER.  For a single 
simulation case, we performed 300 simulation runs. At 95% confidence level, all 
differences to the average simulation results were smaller than or equal to 0.021 in 
terms of T,,, and 0.078 in terms of emax for each simulation case. 

Figure 2 compares the performance of three backoff schemes in terms of T,,, 
and em,,. With the following simulation parameters: N = 32, E R  = lo%, PO = 
0.05, and U E [0.95,1.00], we simulated four scheduling algorithms under three 
backoff schemes and then plotted the average values of the four scheduling al- 
gorithms' results. In Figure 2, we can see that the half-deadline backoff scheme 
outperforms the other two schemes in terms of both the system throughput and the 
maximum degradation value. In the both figures for T,,, and em,,, we can see that 
the performance stays stable when the maximum error duration is between 1 and 
16, but begins worse sharply from the maximum error duration of 16 or 32. We be- 
lieve this can be explained as follows. When 32 flows were created for the system 
utilization factor between 0.95 and 1.00, the mean period for the 32 flows was close 
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Figure 2: Backoff Scheme Comparison 

to 32. According to our error model, the average error duration is a half maximum 
error duration. Thus, in case of the maximum error duration smaller than 16, the 
flows that experienced an error would have mostly enough time to recover the error 
by re-transmitting after the error without a deadline miss. When the maximum er- 
ror duration begins longer than 16, however, there would be an increasing number 
of flows that experienced an error but had no chances to re-transmit between the 
end of the error and a deadline. Given these simulation results showing that the 
half-deadline scheme is the best among the three backoff schemes, we use only the 
half-deadline backoff scheme for the other simulations. 

To compare the four scheduling algorithms in terms of the system throughput 
T,,, and the maximum degradation value E,,,, we performed simulations for each 
possible simulation case of ( E R ,  ED,  N, PO) and obtained the average results for 
each simulation case. Figure 3 plots the average system throughput and Figure 4 
plots the average maximum degradation values of the four scheduling algorithms 
as a function of each simulation parameter, respectively. 

Figure 3 compares the four scheduling algorithms in terms of the system through- 
put T,,,. According to Figure 3, we can see that EDF and DDT provide nearly 
the same system throughput, overlapping each other in the figures, and outper- 
form the other two algorithms across simulation parameters. It is expected since 
EDF is known as an optimal online scheduling algorithm in maximizing the sys- 
tem throughput and DDT uses EDF in scheduling packets that passed admission 
tests. The performance gap between EDF/DDT and EOGIGDF increases, as the 
error rate increases and the number of nodes increases. When the maximum error 
duration increases, however, the performance gap decreases. As shown in Fig- 
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Figure 3: Online Algorithm Comparison: System Throughput 

ure 2, when the maximum error duration increases, many flows begin to lose re- 
transmission chances prior to deadlines and thus the system throughput decreases 
leaving smaller chances for different algorithms to show their different scheduling 
behaviors. Unlike the other three simulation parameters, the polling overhead is not 
a considerable factor to affect the system throughput gaps among the scheduling 
algorithms. 

Figure 4 compares the four scheduling algorithms in terms of the maximum 
degradation value E,,,. It is shown that DDT and EOG show very close per- 
formances in minimizing &,,,, nearly overlapping in the figures, and outperform 
the other two algorithms. Even though GDF is focused on minimizing E,,,, it is 
interesting that DDT and EOG perform better than GDF. We believe that this phe- 
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nomenon can be explained by the fact that DDT and EOG achieve higher system 
throughput than GDF does. As one might expect, EDF performs very poorly in 
comparison to the other algorithms. While the performance gap between EDF and 
the other algorithms is very sensitive to the maximum error duration, the number 
of nodes, and the polling overhead, it is relatively insensitive to the error rate. 

8 Conclusion 

We studied the problem of scheduling packets with deadlines in wireless network 
with unpredictable channel errors. We considered scheduling objectives of achiev- 
ing fairness and maximizing the overall throughput. Fairness is to ensure that the 



maximum degree of degraded QoS among all real-time flows is minimized. We 
showed that no online algorithm can be guaranteed to achieve a bounded perfor- 
mance ratio for fairness objective. We then described and compared four online 
algorithms, namely, EDF, GDF, EOG, and DDT, using simulations. For the fair- 
ness objective, the algorithms in decreasing order of performance are DDT, EOG, 
GDF, and EDF. Whereas, for the maximum throughput objective, the algorithms 
in decreasing order of performance are DDT, EDF, EOG, and GDF. Thus DDT is 
the best of the four algorithms for simultaneously achieving both objectives. We 
also showed that there is a polynomial time offline algorithm that determines an 
optimal fair schedule with maximum throughput. 

In this paper, we considered the case of scheduling the same length packets. 
Due to the non-preemptive nature of packet transmission, the problem of achieving 
the two aspects of our scheduling goal effectively in the presence of variable length 
packets is quite difficult, and we are presently studying the problem. We are also 
studying other measures of fairness such as max-min fairness. 
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1 Introduction 

Efficient radio resource usage has always been a primary concern in wire- 
less communication systems, such as wireless LANs (WLANs) and cellular 
systems. Demands for mobile communications have been increasing rapidly 
over the last decade although the frequency range suitable for personal com- 
munications is scarce. 

To date, radio resource management (RRM) researches have focused on 
intra-domain issues, particularly radio resource usage optimization by dy- 
namic channel allocation [I, 21 or load balancing [3] inside a single wireless 
network operator. This is a valid assumption in most cellular systems where 
each spectrum range is exclusively licensed to a specific wireless operator. 
On the contrary, WLANs use unlicensed frequency bands shared by various 
public and private systems, and their radio resources are managed indepen- 
dently [4]. As the number of WLAN systems proliferates and overlap, lack of 
radio resource management coordination can cause significant performance 
degradation due to inter-domain interference. Moreover, the partitioning of 
frequencies independent of actual userltraffic density leads to congestion in 
the successful operators' network, while less popular operators retain unused 
excess capacity. 

To overcome this situation, we propose a radio resource broker that en- 
ables coordinated radio resource management among WLAN systems. The 
radio resource broker (RRB) collects radio link configuration and statis- 
tics from different domains, and optimizes radio resource usage by changing 
frequency channel or transmission power at access points. The RRB also 
performs network-initiated handover for dynamic load balancing across do- 
mains. 

Such a cooperative approach is suitable for environments like multi- 
tenant buildings and university campuses where there is a strong incentive 
to use spectrum resources efficiently and fairly. Even for competing public 



hotspot WLAN operators, the RRB offers an approach for maximizing the 
performance of otherwise uncoordinated independent network deployments. 

Although our current research is targeted for WLANs, the basic princi- 
ples of radio resource redistribution can be applied to other wireless systems. 
For example, some European cellular network operators intend to share the 
same frequency pool as well as radio access network equipment [5]. The no- 
tion of an RRB is also useful for cellular operators who share radio resources, 
and can help enable the spectrum underlay market being investigated by the 
spectrum policy task force of FCC [6]. 

In this paper, we first review the current status of regulation and stan- 
dardization activities on sharing radio resources in Section 2. Then we 
introduce our inter-domain radio resource management architecture, func- 
tions of the RRB, and radio resource usage optimization and redistribution 
procedures performed at  the RRB in Section 3. Because the workload char- 
acteristics affect traffic engineering performance, we measure the WLAN 
load statistics in a university campus environment and derive an empirical 
WLAN workload model in Section 4. Using this model, we evaluate the per- 
formance of proposed inter-domain RRM scheme by simulation in Section 
5. We show the optimality of radio resource usage versus channel stability, 
and demonstrate the effectiveness of radio resource redistribution through 
dynamic channel compensation and network-initiated load balancing. Fi- 
nally, we list the related research works in Section 6 and conclude the paper 
in Section 7. 

2 Regulations and Standardization Activities 

This section gives background information on regulation and standardization 
related to sharing radio resources among different domains in unlicensed and 
licensed bands. 

2.1 Unlicensed Band 

Unlicensed band devices are subject to control output power less than the 
limit specified by local regulations. The power cap of unlicensed devices is 
usually set much smaller than that of the licensed band devices to mitigate 
interference. Most current WLAN systems conform to IEEE 802.11a/b/g 
standards and operate in either 2.4 GHz or 5 GHz band. These bands are 
getting congested due to the prolific growth of WLAN systems. The funda- 
mental solution to avoid congestion is to allocate additional spectrum. Since 



there is no extra frequency space available in 2.4 GHz band, regulatory bod- 
ies have been examining the feasibility of allocating additional spectrum 
in 5 GHz band. In the FCC regulatory domain, 5.15-5.25 GHz (UNII-I), 
5.25-5.35 GHz (UNII-2), and 5.725-5.875 GHz (UNII-3) bands are already 
allocated for WLANs. In Europe, 5.15-5.35 GHz and 5.47-5.725 GHz bands 
are available for WLANs, provided that the devices are capable of Dynamic 
Frequency Selection (DFS) and Transmit Power Control (TPC) to avoid 
harmful co-channel operation with radar systems [7]. In Japan, 5.15-5.25 
GHz, 4.90-5.00 GHz, and 5.030-5.091 GHz bands are allocated for WLANs 
(The latter two bands are dedicated for public use, and the access points 
must be licensed. The maximum output power limits of the unlicensed and 
licensed WLAN stations are 10 mW and 250 mW, respectively.) Current 
unlicensed band allocations in the FCC, European and Japanese regulatory 
domains are summarized in Table 1. Furthermore, it was agreed on global 
basis in WRC-03 [8] that 5.15-5.25 GHz, 5.25-5.35 GHz and 5.47-5.725 GHz 
bands will be assigned for WLAN devices with interference mitigation tech- 
niques such as DFS. 

Regulatory 
Domain 
FCC 

1 5.47-5.725GHz 1 1~ ' 
I 
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Europe 

Frequency 
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5.15-5.35GHz 
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Table 1: Unlicensed Band Allocations for Wireless LANs 
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With regard to standardization, IEEE standard 802.11 [9] specifies a 
CSMAICA mechanism for a medium access control among WLAN devices. 
When a WLAN device execute CSMA/CA, it senses the medium before 
transmitting a packet over the air. If it encounters another device already 
transmitting, it will randomly back off and wait to reattempt the transmis- 
sion. Besides the basic CSMA/CA mechanism, a protocol for TPC and DFS 
was standardized in the 802.11h task group [lo]. 802.11h is primarily in- 
tended for 5 GHz WLANs to coexist with radars in Europe, but it can also be 
used in rest of the world. Benefits of TPC and DFS are auto-configuration, 
interference reduction, uniform utilization of available channels, and link re- 
liability improvement. An outline of TPC and DFS procedures specified in 
the 802.11h standard is as follows. 

1. The access point advertises a country code and a local power con- 
straint to the stations in beacon and probe response frames. The 
station adjusts transmit power according to the country's regulatory 
requirement and local constraint. 

2. The station associates with the access point, notifying its transmit 
power ranges and supported channels. 

3. The access point and the station may exchange 'TPC Request' and 
'TPC Report' frames to estimate link margin and to control power 
level precisely. 

4. The access point and the station may exchange 'Measurement Request' 
and 'Measurement Report' messages to estimate interference levels in 
the region. Before sending a 'Measurement Request' message, the 
access point may send a 'Quiet' message to the stations to suppress 
packet transmission during the measurement period. 

5. Based on the measurement results, the access point may decide to 
switch to the new channel, and inform the associated stations. The 
decision algorithm is beyond the scope of the standard, 

While such TPC and DFS mechanisms provide an accurate estimation of 
interference levels, they do not distinguish the source WLAN domains from 
which interference comes. Therefore 802.11h itself does not enable fair radio 
resource allocation among WLAN domains. 



2.2 Licensed Band 

In licensed bands, it is common that two or more services share the same 
spectrum. Each service is classified as primary or secondary for the spec- 
trum, and stations of secondary services must to give way to stations of 
primary services by mitigating mutual interference. When several services 
share the same bands, they often must coordinate, or carefully select fre- 
quency, location and power. Trade associations and consulting engineers 
typically perform this coordination on behalf of licensees [ll]. 

Recently, FCC adopted spectrum leasing rules that enables licensees to 
lease their rights in any amount of spectrum and for any period during the 
term of the license easily [12]. Such secondary spectrum market is expected 
to provide more efficient and dynamic use of spectrum resources, and pro- 
mote the growth of new innovative services. Similar arguments have been 
made by the government of United Kingdom in 2002 [13]. 

At the time of writing (Feb. 2004), 3GPP (3rd Generation Partnership 
Project) is investigating the signaling architecture of RAN (Radio Access 
Network) sharing across different mobile network operators [14, 151. RAN 
sharing is attractive for mobile operators to share the heavy deployment 
costs for mobile networks, especially in the roll-out phase. It is expected 
that the operators do not only share the radio network elements, but may 
also share the radio resources, e.g. the operators' licensed 3G spectra. 

3 Inter-Domain Radio Resource Management 

3.1 Radio Resource Broker Concept 

Since our goal is to allocate shared radio resources fairly across multiple 
WLAN domains, we need to have a trusted third party agent who is inde- 
pendent from each domain's financial interests. Figure 1 depicts the role of 
a proposed radio resource broker (RRB), which acts as a point of radio re- 
source coordination across domains. In Figure 1, the geographical coverage 
of WLAN domains A, B, and C are overlapped. The RRB collects mea- 
sured radio resource usage statistics from access points and mobile clients 
in each domain by SNMP (Simple Network Management Protocol) [16]. It 
is a reasonable assumption that the WLAN access points can be monitored 
and controlled remotely because most enterprise-class access points support 
SNMP. SNMP version 3 also provides user authentication and message en- 
cryption functions [17]. Prior to the measurement, the RRB should know 
the IP  address and generalized region location of each access point to cre- 



ate the coverage overlap map. To collect statistics from individual mobile 
clients and control them, we need a new client Management Information 
Base (MIB) for radio resource management. The RRB then analyzes the 
measured data and provides feedback to optimize the radio resource us- 
age and to redistribute the radio resources fairly across domains. Feedback 
includes optimal channel and power allocation for the access points, and 
network-initiated inter-domain handover for mobile clients. The details of 
the feedback mechanisms are described in the following sections. 

/-------------------- 

I Third-Party Roaming \ 
I Infrastructure I 

Radio 
1 /- Resource I I 

1 / )  Broker I \ 

I Data I f WLANDomain A \I= 

\ WLANDomain B 

Figure 1: Radio Resource Broker. 

3.2 Resource Usage Optimization 

In this section, we describe the radio resource usage optimization framework 
based on an integer programming formulation. The RRB attempts to op- 
timize each domain's radio resource usage by minimizing the network cost 
function F(x) under the restrictions of available channels and power levels. 
The objective function and the constraints are: 

Nz 
min F(x) = @(p(i, Channel (x), Power(x))) 

i=l 
(1) 

s.t. p(i, Channel (x), Power(x)) <_ 1 

Channel(x) E Set{Cxl - .  . Cxj) (2) 

Power(x) E Set{Pxl . . . PZk) 



where Nx is the number of cells in domain x, @(y) is the link cost func- 
tion, and p(i, Channel(x), Power(x)) is the link utilization at cell i in do- 
main x. The first constraint means the link utilization must be less than 
1. The numbers of available channels and power levels are set by the RRB, 
and remain constant during each optimization process. It is well known 
that load balancing can be an effective allocation strategy, when the cost 
is convex as a function of the allocated loads [3]. Therefore we adopted a 
piecewise linear convex link cost function @(y) similar to the one used in 
the traffic engineering research paper [18]. 

1 for O < y < 1 / 3  
5 for 113 < y < 213 
50 for 213 < y < 314 (3) 
500 for 314 < y < 415 
5000 for y 2 415 

p(i, Channel(x), Power(x)), the link utilization function of cell i, is defined 
as the sum of own-cell utilization and co-channel utilization by neighbor 
cells. Strictly, the cell utilization should consider link adaptation because the 
wireless medium usage depends on the link speed (e.g. 1, 2, 5, 11 Mb/s for 
802.11b) used at  the time of packet transmission. If per link-speed statistics 
are not available from the access points, the utilization can be approximated 
by calculating the ratio of the measured load to the maximum throughput. 

p(i, Channel(x), Power(x)) 
= (cell i's utilization) + (co-channel utilization by neighbor cells) 

= (cell i's utilization) 
N d  N z  + C C [6ij (cell j's utilization) Sij/Si] 

where 
1 if cell i's channel = cell j 's channel 
0 otherwise 

Nd is the number of domains, Si is cell i's service area, and Sij is the 
overlapped region of cell i's service area and cell j's interference area. We 
assume every cell uses non-overlapped channels, and clients are uniformly 
distributed and associate with the nearest access point for the sake of sim- 
plicity. The service area and the interference area shapes are approximated 
as circles. The radius of the interference area is where received signal level 



equals the carrier sense threshold. In general, the interference area is much 
larger than the service area [19]. The overlapped region Sij can be calcu- 
lated analytically under the condition that each area is represented by a 
circle. To calculate the overlapped region Sij, we assumed indoor path loss 
model recommended in ITU-R P. 1238-2 [20], 

L[dB] = 20 loglo f + N loglo d + Lf (n) - 28 (6 )  

where L is the total loss, f is the frequency in MHz, N is the distance power 
loss coefficient, d is the separation distance between the access point and the 
client terminal, and Lf is the floor penetration loss factor. For example, the 
N value of 30 is suggested for 2.0 GHz in an office environment. Since radio 
propagation can be very complex in indoor and metropolitan environments, 
one can elaborate the calculation of Si and Sij by making use of three- 
dimensional radio propagation prediction tools [21]. 

3.3 Radio Resource Redistribution 

After the RRB performs radio resource optimization for each domain de- 
scribed in the Section 3.2, it compares each domain's radio resource usage 
and redistributes those resources. The algorithm is shown in Figure 2. The 
calculation is executed for all administrative domains sharing radio resources 
in the region of interest. Examples include an office building, a university 
campus, and an airport. 

The RRB calculates each domain's network cost with (F2(x)) and with- 
out (Fl(x))  assuming the presence of other domains. F2(x) is identical 
to the network cost function as defined in Equations (I), (3), (4) and (5). 
Fl(x) differs from F2(x) in that Fl(x) omits per-domain summation of co- 
channel utilization by neighbor cells in Equation (4). Then the RRB derives 
the cross-domain impairment I(x) by subtracting Fl(x) from F2(x). The 
cross-domain impairment relative to the average of impairment of all (Nd) 
domains is accumulated as a credit. Intuitively, a WLAN domain with larger 
credit than others has been experiencing interference more severe than oth- 
ers. The RRB allocates more radio resources to the domains with a larger 
credit by loosening channel or power constraints in Equation (2). It also 
allocates less radio resources to the domains with a smaller credit by tight- 
ening channel or power constraints, or initiating an inter-domain handover 
to a less-congested domain. 

Note that the radio resource redistribution and resource usage optimiza- 
tion processes are separated. Allocating more radio resources to the domain 
with larger credit can degrade the global performance, because it is suffering 
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Figure 2: Radio Resource Redistribution Flowchart. 

more interference from other domains. The RRB optimizes radio resource 
usage under the constraint set by radio resource redistribution process. 

4 Workload Characterization 

4.1 Measurement 

Since the workload greatly affects resource allocation control performance, 
we need an accurate WLAN workload model with which to assess the ef- 
fectiveness of our RRB architecture. To the authors' knowledge, previous 
WLAN measurement studies [22, 23, 241 show various aspects of WLAN 
statistics but none of them gave a realistic workload model suitable for sim- 
ulations. Therefore we collected load distribution statistics from WLAN 
access points located at the Computer Science Division's building at  the 



University of California, Berkeley. Measurements were done during week- 
day daytime (9AM-6PM) periods from June to August, 2003. Both 802.11a 
and 802.11b WLANs are deployed in the building, but the measurement 
data were collected from only 802.11b access points. The majority of users 
are graduate students, and the rest are university staff and faculty. Mea- 
surement was accomplished by periodically polling WLAN access points' 
interface and bridge MIBs. Considering the overhead of measurement, the 
polling interval was set to five minutes. Figure 3 shows the log-log plot of 
the complementary cumulative distribution function (i.e., 1 - c.d.f.) versus 
the load. Circles, triangles and squares correspond to the measured WLAN 
load statistics at  three different access points. As we can see from Figure 3, 
linear relationships appear while the measured load is much smaller than the 
MAC layer throughput upper limit (- 6 Mb/s). Linear regression results 
are also plotted in solid, broken and dashed lines, with corresponding Pareto 
distribution parameters. a and ,f3 are the scale and location parameters of 
a generalized Pareto distribution, whose c.d.f. is 

Therefore we can approximate the load statistics by the truncated Pareto 
distribution, with cutoff values equal to the upper limit of the MAC layer 
throughput. Figure 4 shows the measured burst duration statistics of the 
same WLAN access points. We used a burst threshold of 100 kb/s to de- 
fine ON/OFF states. Observed ON/OFF duration statistics also showed 
heavy-tailed behavior, and OFF durations were generally longer than ON 
durations. The distributions of ON and OFF states are also approximated 
by the Pareto distribution. 

4.2 Empirical WLAN Workload Model 

Following the measurement results in the previous section, we derived an em- 
pirical WLAN workload model as shown in Figure 5. The per-cell workload 
is modeled as a two-state Markovian arrival process. The load is generated 
only in the ON state, and the load distribution is a truncated Pareto dis- 
tribution. The ON-state duration, and the OFF-state duration also follow 
Pareto distribution. We used this empirical WLAN workload model in the 
simulations for performance evaluation. 
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Figure 3: Measured WLAN Load Statistics. 
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Figure 4: Measured WLAN Burstiness Statistics. 



Figure 5: Empirical WLAN Workload Model. 

5 Performance Evaluation 

5.1 Simulation Methodology 

We confirmed the proposed inter-domain radio resource optimization and re- 
distribution schemes by simulation. Figure 6 shows the cell layout and the 
initial channels of access points. Two WLAN domains are co-located and 
sharing the radio resources. Each access point is separated by 30 m, and do- 
main A's access points and domain B's access points are placed alternately. 
The parameters used in the simulation are summarized in Table 2. After 
each measurement interval (5 minutes), each WLAN cell's load is updated, 
the RRB optimizes radio resource usage, and redistributes radio resources 
among domains if necessary. Throughout the simulation, each cell's trans- 
mission power was kept constant. For radio resource redistribution, only 
the channel compensation and the network-initiated handover schemes are 
evaluated. 

Assuming the IEEE 802..llb-complient systems, only three non-overlapping 
channels are available in 2.4 GHz band. The workload parameters for do- 
main A and domain B are taken from the measurement results for AP 1 
and AP 3 in Figure 3, respectively. The parameters of ON-State and OFF- 
State duration distribution are taken from the measurement in Figure 4. 
The traffic demand in domain A is larger than domain B, therefore domain 
A consumes more radio resources and incurs less cross-domain impairment 
than domain B. 

5.2 Dynamic Channel Optimization 

Dynamic channel allocation helps to reduce the probability of congestion 
among multiple cells by assigning different channels to congested cells. Fig- 
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Figure 6: Cell Layout. 

Number of APs 
Measurement Interval 
Number of Channels 
Cell Radius 
Tx Power 
Radio Frequency 
Carrier Sense Threshold 
ON-State Load a 
ON-State Load P 
ON-State Load Cutoff 
ON-State Duration a 

I 

OFF-State Duration 0 1 5.3 1 

Domain A 
13 

ON-State Duration P 
OFF-State Duration a 

Table 2: Simulation Parameters. 

135 

Domain B 
12 

0.0096 
6.0 Mb/s 

2.1 
0.51 

5 minutes 
3 
30 m 
15 dBm 
2.4 GHz 
-82 dBm 
0.61 1 0.75 

0.0054 
6.0 Mb/s 

0.89 



ure 7 shows the complementary cumulative distribution function of the per- 
centage of congested cells under various channel stability levels. Congested 
cells refer to the cells whose link utilization function p ( i ,  Channel(x), Power(x)) 
is larger than 0.8. The channel stability level is the number of access points 
per domain whose frequency channels can be changed at a time. Stability 
level 0 means all channels are statically allocated throughout the simulation 
as shown in Figure 6. At the 99 percentile level, the percentage of congested 
cells is reduced from 14% (Level 0) to 13% (Level I), 10% (Level 2), and 
7.6% (Level3). 

It should be noted that the reduction of congested cells is achieved at 
the cost of channel stability. When an access point changes its channel, all 
its associated clients are forced to scan other channels and then re-associate 
with the original access point. This causes an implementation-dependent 
temporal communication disruption at each client. Another point is that 
the computational complexity of the optimization process increases as more 
access points are allowed to change their channels. It is reasonable to limit 
the channel stability level at a certain point rather than attempt to achieve 
optimal usage by changing channels frequently. Channel stability level 2 is 
used in the simulations in the following sections. 

lo0! I I 

- Channel Stability Level { 
-. . Level 0 (static) - - -. . Level 1 

. Level 2 

- 

% of Congested Cells 

Figure 7: Distribution of Congested Cells under Various Channel Stability 
Levels. 



5.3 Radio Resource Redistribution 

Figure 8 shows the effect of radio resource distribution by channel compen- 
sation. The solid line shows the time-evolution characteristics of domain 
B's credit without any radio resource redistribution mechanism. As domain 
A's traffic demand is larger than domain B's, domain B suffers more cross- 
domain impairment than domain A, leading to domain B's credit growing 
infinitely as the time elapses. On the other hand, the dashed line shows 
that domain B's credit remains within f 10,000 when the channel compen- 
sation is enabled. This means the radio resources are fairly redistributed 
from domain A to domain B by the channel compensation scheme in the 
long run. 

We also simulated a network-initiated load balancing. Figure 9 shows 
the domain B's credit value over time with load balancing. Both load bal- 
ancing with and without channel compensation provide a good convergence 
of domain B's credit around zero for the short and long time scales. The dif- 
ference in convergence time between Figure 8 and Figure 9 is due to network- 
initiated load balancing. Load balancing immediately reduces congestion by 
relocating clients to a less congested domain. On the other hand, channel 
compensation rebalances cross-domain impairment by assigning fewer chan- 
nels to the domain with the smaller cross-domain impairment. Since only a 
limited number of cells can change channels at any given time, it takes more 
time to redistribute radio resources than to perform client load balancing. 

6 Related Work 

Intra-domain radio resource optimization is a classical research topic, and 
much works have been done for circuit-switched cellular network. Dynamic 
channel allocation was investigated extensively in 1990's, see Katzela and 
Naghshineh's review paper [I] for a variety of channel allocation algorithms. 
Alanyali and Hajek [3] showed a simple least loaded cell selection policy 
can achieve optimal load balancing result for large call arrival rates. Re- 
cently dynamic channel allocation and network-initiated load balancing for 
WLANs were also investigated [25] and actually implemented by several ven- 
dors [26, 271. On the other hand, there are few researches on inter-domain 
radio resource management. Zhuang et al. [28] presented the architecture of 
multi-domain resource reservation for end-to-end QoS guarantee in UMTS, 
but they assumed each domain's resource is separate and is managed inde- 
pendently. To the authors' knowledge, there is no previous work in the fair 
allocation of shared radio resources among different domains. 
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7 Conclusion 

In this paper, we presented a framework of fair-sharing the radio resources 
among different administrative domains. Based on the measurement data 
collected from the WLAN access points and stations, the RRB optimizes 
and redistributes the radio resources among the domains by dynamic chan- 
nel compensation, power control, or network-initiated load balancing. To 
characterize the cell-level workload, we collected statistics from a campus 
WLAN and derived an empirical two-state Markov model. Using that work- 
load model, we confirmed our proposed schemes by simulating radio resource 
redistribution between two domains with different traffic demands. Simu- 
lation results show each domain's credit (cross-domain impairment) is kept 
within an allowable level in the long run by using either channel compensa- 
tion or load balancing schemes. Thus the fair allocation of radio resources 
among domains is possible. We also showed that network-initiated load 
balancing is effective for redistributing radio resources in a short time span. 
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1 Introduction 

Over the last decade there has been accelerated progress in the wireless 
communications arena. The convergence of many services including Voice, 
Text Messaging, Internet Access and embedment of digital cameras, MP3 
players and GPS among others, all packed in a compact handheld device 
has provided the common man with the ability to communicate and enter- 
tain himself around the world in an untethered manner. The convergence of 
Voice and Data access wirelessly has resulted in a surge in demand for such 
services. With only a limited spectrum available to service providers, this 
sharp increase in demand has imposed greater stress on the service providers 
resources. The cost of wireless access remains high and supports low band- 
width communications. Nevertheless, the economics of wireless networking 
make it one of the most promising and viable technology. 

Today's wireless networks can broadly classified into two classes, namely, 
cellular networks and wireless LANs (WLANs, e.g. IEEE 802.11). Cellu- 
lar networks provide quality voice communications and low bandwidth data 
access over vast geographic spaces. Wireless LANs are somewhat antipo- 
dal in nature to cellular networks in that they can enable high speed data 
communications (upto 54 Mbps using 802.11g), but are greatly constricted 
in terms of spatial coverage (range of 100 meters). Another contrasting 
feature between cellular systems and WLANs is in the way these networks 
are planned. While cellular networks are carefully planned and managed 
in a centralized manner in any given area, WLANs lack proper network 
planning and spawn themselves in a erratic manner. However, both these 
networks share a common feature in that they are 'single-hop' networks. 
The communication between the mobile user and the AP is through a di- 
rect communication link. Moreover, since the AP is co-located with existing 
wireline infrastructure, the reach of today's networks is highly limited. 

1.1 A Broadband Wireless Network 

There is an earnest desire among service providers and consumers alike to 
marry the best of the above wireless systems, namely, the vast coverage 
of cellular networks with the promised bandwidth of WLANs. This can 
be enabled by using the concept of multihop networking. Each AP in a 
multihop network serves all the users (possibly mobile) within a certain 
footprint. The area of each footprint is determined by the peak power at 
which the AP/user can transmit and the traffic intensity to and from the 
other nodes in its vicinity. All APs may share a common frequency band 



and can communicate with each other through wireless communication links. 
The function of each AP is to ensure that the aggregate traffic generated 
by the users it services is transmitted to a gateway node, a node that is 
connected to the high bandwidth wireline infrastructure. Symmetrically, 
the gateway node must ensure transfer of all traffic destined for a certain 
user is forwarded to the AP that services the user. 

Each AP is capable of acting as a router node in that, it can relay traffic 
of any other AP to the desired destination. The data rate of a link decreases 
at least as fast as the inverse square of distance, and therefore it becomes 
efficient for an AP to use its neighboring APs as repeaters and transmit in- 
formation to its desired destination, particularly when the destination node 
is quite far away. By wirelessly communicating traffic to the gateway, APs no 
longer need to be co-located with wireline infrastructures thereby increasing 
their reach significantly. We define such a network of APs as a Broadband 
wireless network. The Access Points are static nodes with relatively stable 
channels between them. Moreover, since they are unlikely to be energy lim- 
ited (but would be peak power constrained though), sophisticated resource 
allocation algorithms can be employed to support high data rates. Since 
mobile users are likely to be in close proximity of an AP, the bandwidth 
they receive would be comparable to that achieved by WLANs today thus 
enabling popular applications like streaming media, large file downloads, 
online gaming etc. 

The structure of a broadband access network as we have defined it here 
is more complex than that of traditional 'single-hop' wireless networks as 
wireless LANs and cellular networks. However, this increase in complexity 
of the network architecture enables the possibility of realizing significant 
increases in coverage, throughput, energy efficiency, thereby translating to 
a lower cost per bit of information communicated for the end user. On the 
flip side, broadband wireless access networks as we have defined here are 
simpler than many "ad-hoc" wireless networks that have been proposed in 
the literature, whereby end-users are responsible for forwarding traffic of 
other users. In broadband wireless access networks, users need only directly 
communicate with a nearby AP. 

In this chapter, we shall outline an approach which minimizes the av- 
erage power consumption of the interconnected AP network to transport 
desired traffic. First let us look at how wireless networks compare with al- 
ternate technologies, specifically wireline technologies like Ethernet, DSL, 
Cable Modem etc. 



1.2 Comparative Advantages of Wireless Networks 

First of all, the amount of time required to set up a wireless infrastructure 
network is relatively small, in the order of weeks or smaller. Small-scale 
wireless installations such as indoor 802.11 LANs are almost as simple as a 
plug-and-play system. Because of the relative ease in deployment of wireless 
networks, they can be built to scale gracefully with the short-term forecasted 
demand, thereby making them economically beneficial for service providers. 
A wireline network, on the other hand, may take years to deploy, since ca- 
bling tends to be a rather tedious, daunting and expensive operation. Lack 
of cabling makes wireless networks fairly inexpensive to deploy, particu- 
larly so in metropolitan areas where denizens are increasingly mobile but 
bandwidth-starved. 

Cognizant of the surging demand in urban areas and the great promise 
offered by the burgeoning WiFi technology, regulatory bodies worldwide are 
opening up of several frequency bands, increasing the amount of bandwidth 
available in wireless networks. The frequency bands 2.4-2.484 GHz, 5.15- 
5.35 GHz and 10-66 GHz are some examples for IEEE802.11b, IEEE802.11a, 
and IEEE802.16 technologies respectively. High bandwidth metropolitan 
area networks (MANS) are currently being architected and are likely to 
be deployed in the coming years. The IEEE802.16 protocol has been de- 
signed to standardize the communications between wireless interfaces, and 
promises bandwidths as high as 155 Mbits/sec between point-to-point links 
over long distances in urban areas. Standardization of communication pro- 
tocols (IEEE802.11, IEEE802.16, Bluetooth etc.), competition among man- 
ufacturers of wireless components and the resulting economies of scale are 
playing a pivotal role in drastically reducing the cost of Access Points (APs), 
a key component in a wireless infrastructure. Propelled by the availability 
of low cost hardware, many companies worldwide are venturing in building 
wireless networks in cities and townships. 

A common problem with many currently deployed technologies is that 
the algorithms implemented in these networks are highly inefficient and fail 
to scale over large geographic areas, translating to higher cost for the end- 
user. It is therefore imperative that the planning and design of a broadband 
wireless network be done in a systematic and efficient manner. In this article, 
we outline an approach to provide Quality of Service in broadband wireless 
networks. 



1.3 Technical Challenges facing Wireless Networks 

Today's cellular data networks are capable of supporting low bandwidth 
data access over large geographic areas but are relatively costly compared 
to their wireline counterparts for the same bandwidth. At the other end of 
the spectrum lie Wireless LANs which provide high bandwidth access (upto 
54 Mbps using 802.11g) at virtually no cost but are excessively constrained 
in terms of spatial coverage. In current wireless LANs, the user needs to be 
within the vicinity (at most 150 meters) of an IEEE802.11b Access Point 
(AP) to communicate. Moreover, since wireless LANs are generally setup 
without any major global coordination and share the same unlicensed spec- 
trum, they are prone to mutual signal interference from neighboring WLANs 
as well as other systems as Bluetooth that share the same frequency bands. 

In addition to these problems, the quality of a wireless connection is much 
inferior to a wireline connection because of random disturbances over the 
wireless channel caused by reflections and scattering of the signal. The un- 
predictability in a wireless channel, even between static wireless nodes with 
relatively stable channels, arises due to the limited coordination amongst 
transmissions in a given geographical area, resulting in high signal interfer- 
ence between transmissions. The hidden node and ezposed node problems [6] 
encountered in IEEE802.11b networks and the near-far problem in CDMA 
networks are primarily responsible for the low operational efficiency of the 
respective networks in terms of energy and throughputs. These problems 
are attributed to the poor coordination amongst transmissions and their 
respective signal powers, something that is characteristic in all wireless net- 
works today. Current wireless networks operate at high levels of inefficiency 
and that translates to a high cost (in dollars) per unit data transferred over 
the wireless media. 

1.4 Approaches to Increase Spectral Efficiency: Link Schedul- 
ing and Power Control 

A broadband wireless network can overcome many of these problems that 
beset current wireless systems today. Recent research [9] [5] [2] [I] has 
shown that great increases in capacity of wireless systems are possible pro- 
vided coordination amongst APs is done in a judicious manner. Indeed, 
coordination is necessary because of multi-access interference between sig- 
nal transmissions. Due to the limited availability of the frequency spectrum, 
communicating links in the network must share it, and contend for this re- 
source. When two links transmit at the same time in a given geographic 



space over the same frequency band, they interfere with each other, limiting 
data throughput. Scheduling links in a wireless network becomes imperative 
in order to realize high throughputs for all the links in the network. Since 
multi-access interference between links is determined by the transmit power 
of the respective transmitters (scaled by the path-loss), high throughputs 
can be achieved by proper choice of transmit powers among the transmit- 
ting nodes. The problem of transmission scheduling to maximize network 
throughput was first studied by Ephremides and Troung in [4]. The authors 
computed a link scheduling policy subject to the constraint that the signal 
interference for each link scheduled was acceptably low. They showed that 
this problem was NP-complete, and developed a heuristic with a polynomial 
time-complexity to solve it. Their scheduling algorithm was somewhat con- 
servative, since they limited the signal interference to a fairly low value. Re- 
cently, Cruz and Santhanam [2] generalized the problem in [4] by explicitly 
accounting for multi-access signal interference. Specifically, they developed 
a link scheduling and power control algorithm that maximizes the weighted 
sum of average link rates in a network, when the devices are subject to 
average and peak power constraints. Toumpis and Goldsmith [9] have also 
studied the advantages of joint routing, link scheduling, power control and 
successive interference cancellation to solve a similar problem. 

Wireless devices are generally powered by batteries and therefore would 
like to consume as little power as possible to transmit their information. 
Even in the case of wireless devices connected to a constant source of power, 
minimizing energy consumption is vital so that one may realize high data 
rates. Although health issues associated with RF transmissions are a con- 
troversial matter, nevertheless it is always desirable to limit transmission 
energy as much as possible. Recently, Elbatt and Ephremides [5] proposed 
a scheduling algorithm and power control strategy that minimizes the to- 
tal power consumption in the network, when each link in the network is 
guaranteed a desired data rate. The heuristic a selects candidate subsets 
of concurrently active links, and applies the power control algorithm devel- 
oped in [7] in order to find the minimal power vector for each candidate 
subset. The objective of their optimization problem is to maximize network 
throughput by supporting as many links as possible with a given fixed SIR, 
while remaining energy efficient. They propose a heuristic to identify large 
subsets of concurrently active links that can be efficiently supported, and 
evaluate the throughput of the heuristic via simulation for a uniform traffic 
demand on links. 

Subsequent to their work, Cruz and Santhanam [3] proposed a system- 
atic optimization for a problem formulation that is motivated by similar 



objectives. In particular, the authors compute subsets of simultaneously ac- 
tive links, herein called transmission modes, as well as the associated trans- 
mission powers and transmission schedules, in order to minimize the total 
average transmission power expended across the network. The constraints 
of this optimization problem are that each link in the network must have an 
average data rate no less than a given prescribed value, and a peak trans- 
mission power for each node. 

1.4.1 Hierarchical Approach for Large Wireless Networks 

Signal interference issues are paramount in wireless networks, and much 
benefit can accrue from coordinating transmissions as mentioned above. It 
is however, impossible to control transmissions at a fine-grained level over 
vast geographic spaces. A general approach in large wireless networks is 
to use a 'divide and conquer' approach. The main idea of this approach is 
to partition the network into clusters, where each cluster contains a small 
number of links (interconnecting a subset of APs) that are spatially close 
to each other. Links in a cluster are scheduled at a fine scale of time and 
this is done somewhat independently of links in other clusters. At the top 
level of the hierarchy, scheduling is done at  the cluster level to determine 
which clusters are active and for how long they are active. If the clusters 
that are simultaneously active are 'far enough', then the signal interference 
emanating from one cluster can be approximated as static ambient noise 
at another. This 'external interference' at a cluster can then be used dy- 
namically to compute the appropriate resource allocation strategies in each 
cluster. This approach is outlined in greater detail in [18] to minimize the 
total power consumption in a wireless network to support a given number of 
end-to-end wireless connections, each requiring an average bandwidth guar- 
antee. Similar approaches are used in GSM cellular networks, where a 'cell', 
hexagonal in shape, is assigned a frequency band and has 6 hexagonal cells 
surrounding it. The 6 neighboring cells are not allowed to use the same fre- 
quency band as the central cell, mandating a need for at least 7 frequency 
bands. The major motivation for such a frequency allocation is to ensure 
that the inter-cell interference is acceptably low. 

1.5 Multihop Networking using Multiple Antennas 

An important attribute in the problems mentioned thus far is that they as- 
sume the use of antennas of fixed radiation pattern as the physical interface 
over the wireless channel. The function of antennas is simplified by assum- 



ing omni-directional antennas, and in this case the amount of interference is 
mostly controlled by power control and scheduling. However, in recent years 
a more proactive approach to combating multi-access interference has made 
significant progress. Transmitters and receivers are equipped with multi- 
ple antenna arrays and their beam patterns are dynamically configured in 
order to maximize the network capacity by amplifying signal power and sup- 
pressing interference. This approach is often called the Multiple-Input and 
Multiple-Output (MIMO) technique and was initially studied by Telatar [8], 
who realized that a single MIMO radio link can deliver multiple parallel data 
streams which are mutually non-interfering and the capacity can be greatly 
increased. The number of parallel data pipes linearly increases with the size 
of the array. When it comes to multiple MIMO links, transmit and receive 
beam patterns are adjusted so that the interference between transmissions is 
nullified or at least significantly suppressed. Also, the link gains achievable 
over a point-to-point link scales linearly as the product of the transmit- 
ter and receiver antennas. Suppressed interference and increased link gain 
enable wireless links to operate like wireline connections and support very 
high data rates, ushering in the age of wireless broadband networking. Song 
and Cruz [l] extended the problem formulated in [3] to include multiple an- 
tennas at the transmitter and receiver of each node. They propose a joint 
beamforming, power control and link scheduling algorithm that minimizes 
the total average power consumption to support desired rates along com- 
munication links. While beamforming, power control and scheduling need 
to be jointly optimized, their approach decouples these mechanisms, greatly 
reducing the computational complexity. This problem and the approach are 
explained at high level in this article. 

The rest of this article is organized as follows. Section 2 describes a 
general system model applicable to multi-antenna wireless networks and a 
set of assumptions made. Section 3 formulates the problem and outlines our 
approach to solve it. Section 4 presents a numerical example of a broadband 
wireless access network in a metropolitan area, e.g. downtown San Diego. 
Finally, we conclude this article with some closing remarks in Section 5. 

2 System Model 

Consider a set of wireless nodes N = (1,. . . , N )  constructing a multi-hop 
wireless network. A single radio frequency band is shared by multiple nodes 
and the channel access is coordinated by a coordinator station, which could 
be one of the N nodes. We assume that the all the necessary information 
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Figure 1: A MIMO multi-hop wireless network composed of 6 nodes and 5 
directional links (N=6, L=5). Each node is equipped with different number 
of antennas. 

is timely and reliably delivered to the coordinator. Wireless communica- 
tion is facilitated by a multiple-input and multiple-output (MIMO) antenna 
system. At each node, antenna arrays with Q and P elements are used for 
transmission and reception, respectively. An example of a MIMO multi- 
hop wireless network composed of 6 nodes and 5 directional links is shown 
in Figure 1. Notice that a transmitter can support multiple links simul- 
taneously by transmitting signals to different destinations using different 
beams. Similarly, at the receiver, there can be multiple concurrent incom- 
ing data streams from different sources. A corresponding MIMO tranceiver 
architecture is illustrated in Figure 2. A transmitlreceive array processor 
produces different transmitlreceive array weight vectors for different links. 
As a result, any communication link has a corresponding transmit weight 
vector and a receive weight vector, and there may be multiple such vectors 
at each node depending on the number of links emanatinglincident from/to 
the node. While, in general, Q and P can vary for each node, for simplicity 
of exposition we assume identical numbers of transmitlreceive antennas at 
each node. 

A subset C = (1,. . . , L} among the possible N ( N  - 1) directional links 
constitutes a network topology and C is assumed to be prespecified from the 
decision made by a network routing algorithm. We denote the transmitter 
of link I as and the receiver as Rl. In a broadband wireless access net- 
work, we envision that the APs are stationary in space.Thus, we assume a 
static network in which the placement of nodes and the link topology do not 
change with time. For simplicity of exposition, we divide time into slots, 
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Figure 2: Tranceiver architecture in a power controlled MIMO multi-hop 
wireless network. 

each of equal duration and indexed by the positive integers. Transmissions 
begin and end on slot boundaries. All radio resource management schemes 
considered in this chapter - beamforming, power control and link scheduling 
- operate in units of slot. Thus, beam patterns and transmit powers are 
kept constant for the duration of a slot. 

We assume that each node is capable of power control. Let Pimax be the 
maximum power for node i. Let Li be a subset of L which consists of links 
originating at node i. Each node must conform to the peak transmission 
power constraint in every slot. We thus have 

0 < 1 8 (m) < Pimax and 0 5 Pi (m) V i, m (1) 
1ELi 

where Pl(m) denotes the transmit power of link 1 in slot m.We assume that 
Pl(m) can take on arbitrary values that satisfy(1). The network power vector 
in slot m defined P(m)  4 [PI (m), . . . , pL (m)lT describes the network power 
control status in slot m. The superscript T denotes the transpose operation. 

We denote the transmit array weight vector and the receive array weight 
vector of link 1 in slot m as vl(m) and ul(m), respectively. Each element 
of a weight vector is a complex number that represents a magnitude mul- 
tiplier and phase shift associated with the corresponding antenna element, 
which is electronically configurable for each slot.We assume that the 12-  
norm of a weight vector is always kept to be unity, i.e. IIvl(m)ll = 1 and 
IIul(m)ll = 1 for a11 1 and m. By collecting all the transmit weight vec- 
tors, we construct the network transmit weight matrix in slot m defined as 
V(m) 2 [vl(m) . . . vL(m)]. Similarly, the network receive weight matrix in 
slot m is defined as U(m) A [ul(m).  . . uL(m)]. 

The set Tm = {P(m), V(m), U(m)) precisely describes the network-wide 
radio resource utilization in slot m and we call it a transmission mode in 



slot m. A transmission mode scheduling policy ./r is defined as the collection 
of transmission modes of all slots, i.e. 

For the rest of this section, we focus on the signal representation of 
a single slot and thus we suppress the slot index unless otherwise stated. 
We also suppress the carrier frequency using the complex envelope notation 
for the sake of notational simplicity. Assuming a flat-fading, time-invariant 
channel environment, the channel between Ti and Rj is described by a P x Q 
matrix Hji where q-th column of Hji represents the channel responses from 
the q-th transmit antenna to the antenna array at the receiver. Then the 
P x 1 received signal vector at the node R1 is given by 

where sl( t)  is the transmitted signal and nl is P x 1 thermal noise vector 
at R1. If the channel is characterized by a set of independent Rayleigh 
fading, each element of a channel matrix is a circularly symmetric complex 
Gaussian random variable. In a line of sight (LOS) channel environment, 
another extreme scenario having no fading at all, the channel matrix can be 
described as 

Hji = f i ~ j i  = fiap(Oji)a'j(O,Ti) (4) 

where gji denotes the common channel gain, ap( . )  represents the array man- 
$old vector describing the relative phase delay between P array elements 
associated with the angle of interest, and O j i  (19;~) is the angle to the trans- 
mitter Ti (to the receiver R j )  at node Rj (Ti). One commonly used array 
configuration is the standard uniform linear array (ULA) and its geometry is 
illustrated in Figure 3. The array mainfold vector for a standard ULA with 
P elements, for instance, is given by [. . . e j ( n - v ) ? r c o s ( o )  ...I * , 0 < n 5 P-1. 
Here, we model a signal as a narrowband plane wave. 

The output of the combiner at node R1 is given by 

where the superscript H denotes the conjugate transpose operation. In 
determining the array weight vectors, our major concern is the signal to 



Figure 3: Antenna geometry of a standard uniform linear array (ULA) of 
size P. Neighboring antenna elements are spaced by half wavelength. 

interference plus noise ratio (SINR). Assuming the wide sense stationarity 
of signals, the output power of an array for link 1 is given by 

E{l &(t)  1 2 >  = E{u~Hx~(~)xP(~)u~> 
= UPE{X~ ( t ) x i H ( t ) h  

H x = ul  m1 u l .  (6) 

If we further assume that signals are uncorrelated and zero mean, we obtain 
the spatial covariance matrix of the received signal as 

where @; = ~ ~ H ~ ~ v ~ v ~ H ~  represents the covariance matrix of the signal 
and = zif P,H~~V,VHHE + O;,I is that of interference and noise. The 
SINR of link 1 at the array output can be written as 



Figure 4: Two link adaptation functions. (a) The data rate is a Linear 
function of SINR. (b) The data rate is a Logarithmic function of SINR. 

where Gji = Note that (10) has the form of SINR formula used 
in conventional omnidirectional antenna networks. We refer to Gji  as the 
efiective link gain between Ti and Rj  since it reflects the array gain as well as 
the channel gain. Obviously, this quantity can vary from one slot to another 
even in a static channel environment. The effective link gain is controlled 
by the array processing at both transmitters and receivers. 

Many advanced wireless systems employ link adaptation technique to 
increase the system capacity [10][11]. The data rate of a link is dynamically 
adjusted based on the link condition. While real world systems provide only 
a discrete set of data rates, continuous rate models are useful for theoretical 
analysis. In general, the data rate of a link is a monotonically non-decreasing 
function of the corresponding SINR and linear and logarithmic link adap- 
tation functions are commonly used in the literature. These models are 
depicted in Figure 4. In a logarithmic model, the data rate for link 1 is given 

by WI PI 
Xl = W log(1 + krl) .  (11) 

Note that this model stems from the Shannon capacity formula. When 
the interference is Gaussian and k = 1, this model becomes the Shannon 
formula. The parameter k represents the constant gap from the capacity 
limit and k = 0.16 when uncoded M-QAM (M-ary quadrature amplitude 
modulation) is used [13]. Hence, we can assume 0.16 5 k 5 1 for a practical 
communication systems. 

In this chapter, we assume a linear link adaptation in which the trans- 
mission rates are adapted in proportion to the SINR. In this model, the data 
rate for link 1 is given by 

xl = wlrl, (12) 



for some constant W'. Although this model is only valid for infinite band- 
width channels from the viewpoint of information theory [14], it is commonly 
used for CDMA systems where data rate is primarily adjusted by a spread- 
ing factor [15][16]. Also, this is a fairly appropriate model for low SINR 
networking [17] as the logarithm in Shannon capacity formula is well ap- 
proximated by a linear function. Equation (9) and (12) state that the data 
rates of all links are completely determined by the choice of transmit powers, 
transmit array weight vectors and receive array weight vectors. 

Using (10) and (12), the achieved data rate for link 1 is 

The long-term average rate of link 1 is then defined as 

Let Cl be a given minimum acceptable average data rate of link I .  Then we 
must have 

X r g  2 Cl for all 1 E &. (15) 

We define the required minimum average rate vector as C = [GI, C2,.  . . , CLIT 
The average power consumed by the transmitter of link I ,  P r g ,  is given by 

1 qaVg = lim - f i (m).  
S+m S 

m=l 

Using (14) and (16), we can define the network average rate vector and 
the network average power vector as Xavg = [ X r g  , . . . , xTglT and Pavg = 
[ P y g ,  . . . , pYglT,  respectively. 

3 Optimal Policy 

Our goal of this study is to find an optimal policy that minimizes the total 
power consumption for a given set of capacity requirement C .  We present 
a duality approach for solving this problem. This approach helps us to 
decouple beamforming, power control and link scheduling. 



3.1 Problem Formulation : Primal Problem 

To achieve the most energy efficient networking, the cost function to mini- 
mize is given by 

h(pavg) pyg 
1EC 

We minimize h(Pavg) for a given C by assigning an optimal transmission 
mode to each slot. This primal problem is succinctly stated as 

min{h(Pavg)) subject to (1) and (15), 
7r (18) 

where the minimization is done over all possible policies defined as (2). Note 
that this optimization involves, in each slot, choosing optimal power level 
and optimal transmit array weights for each transmitter and determining 
corresponding optimal receive array weights for each receiver. Our approach 
below reduces the problem to a convex optimization problem over a single 
slot. 

3.2 Outline of our approach 

As mentioned earlier, we solve the primal problem using a duality approach. 
Specifically, we associate a dual variable with each average rate constraint 
and construct a dual objective function by adding the constraints (scaled by 
their dual variable) to the primal objective function and taking the minimum 
over the allowable set of signal powers and array weight vectors. For the 
exact details of our approach, refer to [3] and [I]. 

The dual problem is completely solvable for omnidirectional antenna 
systems (where P = Q = 1) as the dual objective function can be writ- 
ten as the minimum of a finite number of affine functions [3]. The dual 
problem involves maximization of the dual objective function subject to 
non-negativity constraints on the dual variables. The solution to the dual 
problem provides us with a set of L+ 1 (or less) transmission modes that are 
used in the optimal policy. We further show that without loss of generality 
it can be assumed that the instantaneous signal power of transmission for 
any link I in an optimal policy is either 0 or PTax. To completely specify 
the optimal policy, we must determine the fraction of time for which each 
transmission mode is active. Each of the L + 1 transmission modes (power 
vectors) achieves a certain instantaneous data rate on each link. The op- 
timal policy time-shares these rate vectors in a way that the average rate 
constraints are satisfied on each link. Using the property that, in the op- 
timal transmission schedule, each link meets its minimum rate guarantee 



with equality, we are able to construct a set of L linear equations (one for 
each link) with the time-fractions as the variables. An additional equation 
ensures that the time-fractions add up to unity. These L + 1 equations are 
linearly independent and are guaranteed to have a solution by the principle 
of strong duality. We determine the optimal time-fractions for the L + 1 
transmission modes by solving the set of equations through a simple matrix 
inversion. 

When it comes to MIMO systems, the solution to the dual problem is 
still unsolved. However, an optimal policy for a MIMO system shares a lot of 
properties with that of an omnidirectional antenna system [I]. For a linear 
rate adaptation model as in (12), a simple 2 level (On-Off) power control 
suffices for the most energy efficient networking and every optimal policy is 
composed of no more than L + 1 transmission modes. While optimal MIMO 
beamforming is still an open problem, it is shown that the beamsteering 
at the transmitter and the MVDR beamformer at the receiver is optimal 
for LOS channels based on the link optimal criteria. This criteria achieves 
the highest SINR of a link when all other links are freezed. When this 
beamforming algorithm is used, the above mentioned procedure for finding 
optimal omnidirectional policies can be used as (10) and (13) are as in the 
omnidirectional case. 

4 Numerical Examples 

In this section, we apply our algorithm to a broadband wireless infrastruc- 
ture network as might be deployed in a metropolitan city. Access points 
(APs) are placed at street corners, atop buildings, and are connected in 
multi-hop fashion to a central AP which is connected to the high-speed 
wireline network. This architecture is depicted in figure 5. The network is 
connected in a grid arrangement and is comprised of 9 Access Points (repre- 
sented by elevated discs in figure 5) and 24 uni-directional links between the 
APs. This architecture is symbolically illustrated in Figure 6. A blank circle 
represents a regular AP not having direct access to wired infrastructure and 
the dark circle denotes the central AP connected to the Internet. Note that 
only inbound links are represented. Outbound links have opposite directions 
even though they are not illustrated. 

It is assumed that a single wireless channel with bandwidth W = 20Mhz 
is shared by all nodes for both transmission and reception purpose, i.e. TDD 
system. The constant in the capacity model (12) is assumed to be W' = fi. 
The LOS MIMO channel with a free-space pathloss governs the propagation 



Figure 5: Configuration of a broadband wireless access network. 

Figure 6: Configuration of a broadband wireless access network. The central 
AP has a square array of size 16 which is perpendicular to the ground (P = 
Q = 16). Other access points have a standard ULA of size 4 (P = Q = 4). 

law of all links. We design the network assuming that each AP generates 
an identical amount of traffic C. Hence inner layer links (1, 2, 3 and 4) 
have the capacity requirement of 2C and outer Iayer links have only $. All 
nodes have identical peak transmission power constraints of 0.5 Watt and 
suffer from ambient noise with equal power for each node. The links operate 
at SNR = -10dB. Here, SNR represents the signal to ambient noise ratio 
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Figure 7: Inbound performance of a HCS. The total minimum average power 
H(C)  is plotted as a function of the amount of traffic C that each node 
generates. 

when omnidirectional antennas are used at both ends. The actual SNR 
with antenna arrays is boosted up by the amount of the array gains. Each 
node has a standard ULA of size four serving as both a transmit array and 
a receive array (P = Q = 4) except for the central AP. The central AP is 
equipped with a square array of size 16 for both transmission and reception 
(P = Q = 16) in order to support higher capacity demands in inner layer 
links. 

We first consider individual optimizations of inbound and outbound net- 
works and then consider joint optimization of the entire network. Figure 7 
illustrates the minimum required average transmit power of the inbound 
network as a function of the traffic load per access point, C. We refer to 
this function as H(C).  The performance of a conventional omnidirectional 
antenna network having a single transmit antenna and dual receive antenna 
system is depicted together for comparison. In this case, all links are 1 x 2 
single-input and multi-output (SIMO). Our algorithm suggests that that 
TDMA policies are best in both cases up to the traffic load corresponding 
to the total minimum average power of 0.5 Watt; a TDMA policy is being 
used in region below the horizontal line which is the limit of a TDMA pol- 
icy. At this limit, only one link is on at a time and there is no idle period, 



Figure 8: Outbound performance of a HCS. The total minimum average 
power H ( C )  is plotted as a function of the amount of traffic intended to 
each node. 

Oulbound, SNR - -1 WB 

hence the total minimum average power is H(C)  = 0.5 Watt. Intuitively, a 
TDMA policy is optimal up to the TDMA limit as the co-channel interfer- 
ence is avoided. Beyond the limit of a TDMA policy, however, simultaneous 
transmissions occur and links suffer and links suffer from co-channel inter- 
ference in addition to the ambient noise. Hence the energy efficiency of 
transmissions which is observed by the slope of H(C)  is degraded in case of 
a conventional system (the slope gets steeper as the traffic load increases). 
Surprisingly, the slope remains unchanged when MIMO is applied. The in- 
terference nulling capability of the arrays keeps the slope of H(C)  constant. 
Note that the fixed slope demonstrates the optimality of the policies found 
by our algorithm, since our algorithm is known to be optimal up to the 
TDMA limit and H(C)  is a convex function of C. The maximum capacity 
of 29.47 Mbps is obtained using eight transmission modes each of them con- 
taining four active links. Since four links are active at their peak power all 
the time, the average power consumption is 2 Watts (0.5+0.5+0.5+0.5) at 
the maximum operating point. Optimal modes are chosen among all possi- 
ble 322 modes. Interestingly, in this policy, a single receiver (the central AP) 
is required to simultaneously receive signals from two transmitters using the 
space division multiple access (SDMA) principle. 
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Figure 8 depicts the performance of outbound links (the central AP to 
other APs). An identical amount of traffic C is destined from the access 
point to each other node. The maximum outbound capacity is found to 
be 22.77Mbps which is approximately 6.7Mbps smaller than the inbound 
capacity. This is inherently due to the topology we have chosen, since the 
central AP has four outgoing links, while other APs have a smaller number 
of outgoing links, and the peak transmission power for each AP is the same. 
This results in lower outbound capacity than inbound capacity. Thirteen 
(=L + 1) transmission modes are chosen among all possible 189 modes to 
achieve the maximum capacity. It is found that 3.03 links are simultane- 
ously active on average at the maximum operating point. As a result, the 
corresponding average power consumption is 1.5 Watts. 

Unfortunately, the capacity requirement might be asymmetric the other 
way, i.e. an outbound intensive capacity requirement. This is the case when 
the web download traffic is prevailing. One way we can support this asym- 
metric traffic request is to time share two optimal policies corresponding to 
the inbound and the outbound. This time sharing policy can be represented 
as nts = + ( 1  where n:,, and n& are, respectively, the outbound 
policy and the inbound policy we have found previously, and 5 (0 5 5 5 1) 
is the time fraction used for the outbound policy.1 This policy supports the 
maximal outbound capacity of 22.775 Mbps and the maximal inbound ca- 
pacity of 29.47(1-J) Mbps. Let r = be the outbound to inbound traffic 
ratio. Then the maximal outbound capacity is given by 22.77 x 22.7"79p27L47r. 
The total average power consumption is given by 1.5J + 2(1 - t )  Watts. 

We can come up with a better policy by jointly scheduling outbound links 
and inbound links. We consider a larger network composed of 24 links (12 
inbound links + 12 outbound links) and find the best policy. In general, a 
joint scheduling policy achieves higher capacity than that of a time sharing 
policy as more links can be scheduled simultaneously. For example, the 
maximal outbound capacity of the joint scheduling policy for r = 3 is 19.5 
Mbps whereas the time sharing policy supports only 18.1 Mbps. The joint 
scheduling policy is composed of 25 (=L + 1) transmission modes including 
those modes scheduling inbound links and outbound links simultaneously. 
This improvement is achieved by searching optimal transmission mode from 
a larger space which is composed of 2286 modes. In real world networks, 
this capacity and computational complexity tradeoff should be determined 
by various factors such as the network size, available processing power, etc. 

'This policy provides the equivalent capacity to  the spectrum partitioning policy where 
the total bandwidth W is is partitioned into two chunks, EW and (1 - OW. 



A clustering approach designed to reduce computational complexity in large 
networks is described in [18], which is akin to the decoupling approach for 
inbound and outbound traffic that we have described here. 

5 Closing Remarks 

Wireless networks have traditionally acted as a mere supplement to high 
bandwidth wireline networks. The traffic demand supportable in a static, 
multi-hop wireless network using IEEE 802.11b Access Points is extremely 
low 161 compared to wireline technologies as DSL and Cable Modem. This is 
mainly due to lack of coordination among link transmissions in a given geo- 
graphic space that results in high signal interference between them. The ad- 
verse effect of multi-access interference can be limited by judiciously schedul- 
ing links and by proper choice of their associated signal powers of transmis- 
sion. By using multiple antenna elements at the transmitter and receiver 
nodes and adjusting their beam patterns appropriately, signal interference 
can be significantly reduced. The data rates achievable by joint beamform- 
ing, power control and link scheduling are so high, they have made it possible 
for a wireless network to be an attractive alternative to existing wireline In- 
ternet technologies. In this chapter we have assumed that channel conditions 
are relatively stable. We have not explicitly considered the problem of chan- 
nel estimation in a network context, which is an interesting area for further 
research. In practice, channel conditions may change, and it is important 
to consider the the overhead of channel estimation, computation of a re- 
source allocation policy, and dissemination of the computed policy. Even if 
this overhead is significant, as long as the channel conditions remain stable 
for sufficiently long, the approach outlined here may yield significant per- 
formance improvements relative to other approaches to wireless networking 
where signal transmissions are largely uncoordinated. When channel condi- 
tions change on a very fast time scale, the approach outlined here may still 
be valuable, if appropriate link margins are factored in. 
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1 Introduction 

1.1 Ad Hoc Wireless Networks 

Wireless network has received significant attention over past few years due to 
its potential applications in various situations such as battlefield, emergency 
relief and environmental monitor, etc. Unlike wired networks and cellular 
networks which have fixed infrastructures, wireless ad hoe network enjoys 
a more flexible composition. Each mobile node has a transmission range 
and energy cost. A node v can receive the signal from another node u iff 
node v is within node u's transmission range. We assume that when u 
sends a packet, it consumes node u some energy and it does not cost node 
v any energy to receive it. If the receiving node is not within the sender's 
transmission range, then it must choose some intermediate nodes to repay 
the message. So unlike the wired networks, all nodes in the wireless ad hoc 
network should be able to act as a router. On the other aspect, the wireless 
node usually uses omni-directional antenna, which means that it can use 
a broadcasting-like manner to distribute the message to all nodes within 
its transmission range. We consider a wireless ad hoc network G = (Q, E) 
consisting of a node set Q with IQI = n distributed in a two-dimensional 
plane, and directed edge e = uv E E if v can receive signal from u directly. 

There are two different category of wireless ad hoc nodes: fixed transmis- 
sion range and adjustable transmission range. For fixed transmission range 
nodes, their transmission range have been fixed and can't be adjusted after- 
ward. So there is a directed arc from u to v if node v is in the transmission 
range of node u. Here the transmission cost depends on node u regardless 
of the distance between two nodes. Thus it can be considered as a node 
weighted graph. If all nodes' transmission range is the same, by properly 



scaling, we can assume all nodes have transmission range 1. Thus, wireless 
topology can be modeled by a Unit Dish Graph(UDG). The wireless nodes of 
second category have adjustable transmission range: they can adjust their 
transmission range when necessary. Thus the cost to send a packet from 
node u to v not only depends on u but also depends on the geometry dis- 
tance of u and v.  For example, under most power attenuation model, the 
power needed to support a link uv  is IuvlP, where ,O E [2,5] depends on 
the transmission environment. We call this graph edge weighted graph. The 
weight of an edge uv  is the power needed to support the communication 
between u and v. 

1.2 Why Truthful Computing 

Many existing works in wireless ad hoc networking assume that each indi- 
vidual wireless node (possibly owned by individual selfish users) will follow 
prescribed protocols without deviation. However, each user may modify the 
behavior of an algorithm for self-interested reasons. 

Consider a user in a campus environment equipped with a laptop. The 
user might expect that his battery-powered laptop will last without recharg- 
ing until the end of the day. When he participates in various ad hoc net- 
works, he will be expected to relay traffic for other users. If he accepts all 
relay requests, his laptop might run out of energy prematurely. Therefore, 
to extend his laptop's lifetime, he might decide to reject all relay requests. 
If every user argues in this fashion, then the throughput that each user re- 
ceives will drop dramatically. For some extreme cases, those students who 
needn't access the network even wouldn't care about the existence of the 
whole wireless ad hoc network. Clearly, they won't relay any messages at  
all. Thus, a stimulation mechanism is required to encourage users to provide 
service to other users. 

Throughout this chapter, we address these stimulation mechanism that 
stimulates every individual node following prescribed protocols without de- 
viation, which also known as truthful computing. 

1.3 Approaches and Challenges 

There are generally two ways to implement the truthful computing: credit 
based method and incentive based method. The first category used vari- 
ous non-monetary approaches including auditing, system-wide optimal point 
analysis and special hardware. The basic idea of credit based method is that 
all nodes will cooperate in order to achieve the system optimal performance, 



and the overall system optimum will in turn benefit the individual node. 
Some methods falling in this category can be found in [l, 2, 3,4,  5,6,  71. The 
drawback of this method is that overall system optimum doesn't necessarily 
guarantee the individual optimality. Thus the nodes still have the incentive 
to deviate from their normal activity. The second method borrowed some 
ideas from the micro-economic and game-theoretic world, which involves the 
monetary transfer. The key result of this category is that all nodes won't 
deviate from their normal activities because they will benefit most when 
they reveal their true cost, even knowing all other nodes' true costs. We can 
thus achieve the optimal system performance. 

In wireless ad hoc network environment, it is very expensive for one 
node to run the centralized algorithm for all nodes. Thus we often need to 
design some distributed algorithms or even localized algorithms. But one 
difficult problem has risen in distributed truthful computing environment: 
the algorithm is running on the selfish-node, is it a paradox asking the node 
itself to truthfully compute its own payment? On the other hand, there are 
some questions in the wireless ad hoc networks that are computationally 
intractable, so can we design some approximation method without losing 
the truthfulness of the mechanism? 

The rest of the chapter is organized as follows. In Section 2, we review the 
credit based methods proposed in the literature used for truthful computing 
in wireless ad hoc networks. In Section 3, we discuss in detail the incentive 
based methods used for unicast and multicast in wireless ad hoc networks. 
In Section 4, we discuss the truthful computing at other layers of the wireless 
ad hoc networks such as MAC, TCP, and application layer. We conclude 
this Chapter in Section 5. 

2 Credit Based Methods 

Credit based methods have been widely proposed to solve the selfishness 
in wireless ad hoc networks for several years. Most of them are based on 
the simulation and are heuristics. They usually lack of formal analysis and 
theoretical proof, but several of them work well in the real world. 

In [4], nodes, which agree to relay traffic but do not, are termed as 
misbehaving. They used Watchdog and Pathrater to identify misbehaving 
users and avoid routing through these nodes. Watchdog runs on every node 
keeping track of how the other nodes behave; Pathrater uses this information 
to calculate the route with the highest reliability. Notice that this method 
ignores the reason why a node refused to relay the transit traffics for other 



nodes. A node will be wrongfully labeled as misbehaving when its battery 
power cannot support many relay requests and thus refused to relay. It also 
does not provide any incentives to encourage nodes to relay the message for 
other nodes. 

In [2], Buttyan et al. focused on the problem how to stimulate selfish 
nodes to forward the packets for other nodes. Their approach is based on 
a so called nuglet counter in each node. A node's counter is decreased 
when sending its own packet, and is increased when forwarding other nodes' 
packet. All counters should always remain positive. In order to protect the 
proposed mechanism against misuse, they presented a scheme based on a 
trusted and tamper resistant hardware module in each node, which generates 
cryptographically protected security headers for packets and maintains the 
nuglet counters of the nodes. They also studied the behavior of the proposed 
mechanism analytically and by means of simulations, and showed that it 
indeed stimulates the nodes for packet forwarding. 

In [6], they still use a nugget counter to store the nuglets and besides 
that they use a fine which decreases the nugget counter to prevent the node 
from not relaying the packet. They use Packet Purse Model to discourage 
the user to send useless traffic and overload the network. The basic idea 
presented in [6] is similar to [2] but different in the implementation. 

In [7], two acceptance algorithms are proposed. These algorithms are 
used by the network nodes to decide whether to relay traffic on a per session 
basis. The goal of them is to balance the energy consumed by a node in 
relaying traffics for others with energy consumed by other nodes to relay its 
traffic and to find an optimal trade-off between energy consumption and ses- 
sion blocking probability. By taking decisions on a per session basis, the per 
packet processing overhead of previous schemes is eliminated. In [I], a dis- 
tributed and scalable acceptance algorithm called GTFT is proposed. They 
proved that GTFT results in Nash equilibrium and the system converges to 
the rational and optimal operating point. We emphasize, however, that all 
the above algorithms are based on heuristics and lack a formal framework 
to analyze the optimal trade-off between lifetime and throughput. More im- 
portantly, they assumed that each path is h hops long and the h relay nodes 
are chosen with equal probability from the remaining n - 1 nodes, which is 

'It is impossible to  strictly balance the number of packets a node has relayed for other 
nodes and the number of packets of this node relayed by other nodes since, in a wireless 
ad hoc network, majority of the packet transmissions are relayed packets. For example, 
consider a path of h hops. h - 1 nodes on the path relay the packets for others. If the 
average path length of all routes is h, then 1 - l / h  fraction of the transmissions are transit 
traffics. 



unrealistic. 
In [8], Salem et al. presented a novel charging and rewarding scheme for 

packet forwarding in multi-hop cellular networks. In their network model, 
there is a base-station to forward the packets. They use symmetric cryp- 
tography to cope with the lying. To count several possible attacks, it pre- 
charges some nodes and then refunds them only if a proper acknowledgment 
is received. Their basic payment scheme is still based on nuglets. 

In [3] Jakobsson et al. described an architecture for fostering collabo- 
ration between selfish nodes of multi-hop cellular networks. Based on this 
architecture, they provided mechanisms based on per packet charge to en- 
courage honest behavior and to discourage dishonest behavior. In their 
approach, all packet originators attach a payment token to each packet, and 
all intermediaries on the packet's path to the base station verify whether 
this token corresponds to a special token called winning ticket. Winning 
tickets are reported to nearby base stations at regular intervals. The base 
stations, therefore, receive both reward claims (which are forwarded to some 
accounting center), and packets with payment tokens. After verifying the 
validity of the payment tokens, base stations send the packets to their de- 
sired destinations, over the backbone network. The base stations also send 
the payment tokens to an accounting center. Their method also involves 
some traditional security method including auditing, node abuse detection 
and encryption etc. 

Generally speaking, these methods need some extra equipment, includ- 
ing special hardware, which is not very realistic under certain situation. 
In addition some methods assume that every node will enjoy better perfor- 
mance if the whole system's performance increases, but it is easy to construct 
some counter cases. One of these counter cases is the TCP/IP's congestion 
control scenery. Nodes using TCP/IP protocols will decrease their packet 
sending rate when they encounter some packet loss or timeout, so the over- 
all system can survive the network congestion. Considering some malicious 
users, if they don't decrease their sending rate even they meet packet loss 
or time-out, they will enjoy a much faster sending rate than other nodes 
which conform to the rule, in the meanwhile the overall system performance 
will decrease sometime. Thus, we will concentrate much on incentive based 
methods instead of credit based methods in the following sections, which 
has also been studied extensively in wired networks and economics recently. 



3 Incentive Based Method 

3.1 Mechanism Design 

In designing efficient, centralized (with input from individual agents) or dis- 
tributed algorithms and network protocols, the computational agents are 
typically assumed to be either correct/obedient or faulty (also called adver- 
sarial). Here agents are said to b; correct/obedient if they follow the protocol 
correctly; agents are said to be faulty if (1) they stop working, or (2) they 
drop messages, or (3) they act arbitrarily, which is also called Byzantine 
failure, i.e., they may deviate from the protocol in arbitrary ways that harm 
other users, even if the deviant behavior does not bring them any obvious 
tangible benefits. 

In contrast, economists design market mechanisms in which it is assumed 
that agents are rational. The rational agents respond to well-defined incen- 
tives and will deviate from the protocol only if it improves their gain. A 
rational agent is neither correct/obedient nor adversarial. 

Notice that, besides correct/obedient, adversarial, and rational agents, 
there is another set of agents, called irrational, which behave strategically 
but do not follow a behavior modeled by the mechanism designer. They 
behave irrationally with respect to the mechanism, e.g., they may have util- 
ity functions depending on more than just their own preferences. Another 
example is that some agents may be unable to act rationally if the strategy 
calculation is too expensive. 

In this chapter, we always assume that the agents are rational. In addi- 
tion, the mechanism used in this chapter is not computationally expensive. 

A standard economic model for analyzing scenarios in which the agents 
act according to their own self-interest is as follows. 

1. There are n agents. Each agent i, for i E (1,. . , n}, has some private 
information ti, called its type. The type ti could be its cost to forward 
a packet in a network environment or its willing payment for a good in 
an auction environment. The type vector t = ( t l ,  t2, - . - , tn)  of these 
agents is called a profile. 

2. Each agent i has a set of strategies Ai that it can choose from. For each 
strategy vector a = (a1, . . .  , an) ,  i.e., agent i plays strategy a' E Ai, 
the mechanism computes an output o = o(al, . . . , an )  and a payment 
vector p = (pl (a), . . , pn(a)). Here the payment pi(a) is the money 
given to each participating agent i under strategy vector a. If pi(a) < 



0, it means that the agent has to pay -pZ(a) to participate in the 
action. 

3. Agent i has preference given by a valuation function vi that assigns 
a real number vi(ti, o) to each possible output o. Here, we assume 
that the valuation of an agent does not depend on other agents' types. 
Everything in the scenario is public except the type ti,  which is known 
to agent i only. 

4. For Agent i's utility is ui = vi(ti,o) +pi. By assumption of rationality, 
agent i always tries to maximize its utility uZ. 

3.2 Truthful Mechanism Design 

A mechanism is strategy-proof or Truthful if the types are part of the strat- 
egy space Ai and each agent maximizes its utility by reporting its type ti 
as input regardless of what other agents do. We will focus our attention on 
the truthful mechanism in the rest of our chapter. 

The following are some natural constraints which any truthful mecha- 
nism must satisfy, before that we introduce a notation that will be used very 
often in the following sections. 

Let a-i denote the vector of strategies of all other agents except i, i.e., 
a-2 = (,I, a2,. . . , ai-1 ai+', . . . , an). Let alib = (al,  a2,. . . , ai-1 > b > ai+l,.  . . , an), 

i.e., each agent j # i uses strategy a j  and the agent i uses strategy b. 

1. Incentive Compatibility (IC): For strategy-proof mechanism, the 
payment function should satisfy the incentive compatibility, i.e., for 
each agent i, 

In other words, revealing the type ti is the dominating strategy. If the 
payment were computed by a strategyproof mechanism, agent i would 
have no incentive to lie about its type because its overall utility would 
be no greater than it would have been if he had told the truth. 

2. Individual Rationality (IR): It is also called Voluntary Participa- 
tion. Every participating agent must have non-negative utility, i.e., 

Notice that here an agent is guaranteed to have non-negative utility if 
it reports its type truthfully no matter what other agents do. 



3. Polynomial Time Computability (PC): All computation, the com- 
putation of the output and the payment, is done in polynomial time. 

3.3 VCG Based Mechanism 

Arguably the most important positive result in mechanism design is what 
is usually called the generalized Vickrey-Clarke-Groves (VCG) mechanism 
by Vickrey [9], Clarke [lo], and Groves [ll]. The VCG mechanism applies 
to mechanism design maximization problems where the objective is to max- 
imize the sum of all agents' valuations and the set of possible outputs is 
assumed to be finite. 

A maximization mechanism design problem is called utilitarian if the 
function g(o, t)(also called objective function) to be maximized satisfies g(o, a) = xi vi(ai, 0). A direct revelation mechanism m = (o(a), p(a)) belongs to the 
VCG family if (1) the output o(a) computed based on the type vector a max- 
imizes the objective function g(o, a) = xi vi(ai, o), and (2) the payment to 
agent i is 

pi (a) = vi (ai , o(a)) + hi (a'-')). 
j #i 

Here hi() is an arbitrary function of a-i and different agent could have dif- 
ferent function hi() as long as it is defined on a-i. It is proved by Groves 
[ll] that a VCG mechanism is truthful. Green and Laffont [12] proved that, 
under mild assumptions, VCG mechanisms are the only truthful implemen- 
tations for utilitarian problems. 

An output function of a VCG mechanism is required to maximize the ob- 
jective function. This makes the mechanism computationally intractable in 
many cases. Notice that replacing the optimal algorithm with non-optimal 
approximation usually leads to untruthful mechanisms. In their seminal 
paper on algorithmic mechanism design, Nisan and Ronen [13] add com- 
putational efficiency to the set of concerns that must be addressed in the 
study of how privately known preferences of a large group of selfish agents 
can be aggregated into a %ocial choice" that results in optimal allocation 
of resources. 

Similar to the utilitarian mechanism design problem, a maximization 
mechanism design problem is called weighted utilitarian if there exists pos- 
itive real numbers PI, . ., P, such that the objective function is g(o, a)  = xi Pi vi (ai, 0). A direct revelation mechanism m = (o(a), p(a)) belongs to 
the weighted VCG family if (1) the output o(a) computed based on the type 
vector a maximizes the objective function g(o,a), and (2) the payment to 



agent i is pi(a) = Cj+,tlj . d ( a j ,  o(a)) + hi(a-9. Here hi() is an arbi- 
trary function of a-i. It is proved by Roberts [14] that a weighted VCG 
mechanism is truthful. 

3.4 Network Model 

We consider a set Q = {go, ql, a ,  qn-l) of n wireless nodes. Here qo is 
used to represent the access point (AP) of the wireless network to the wired 
network if it presents. Let G = (Q, E) be the directed communication 
graph defined by Q, where E is the set of links (qi, qj) such that the node 
qi can communicate directly to the node qj. We assume that the graph G 
is node bi-connected. In other words, we assume that, the remaining graph, 
by removing any node qi and its incident links from the graph G, is still 
connected. The bi-connectivity of the communication graph G will prevent 
the monopoly on the network as will see later in addition to provide fault 
tolerance. 

We also assume that each wireless node has an omni-directional antenna 
and a single transmission of a node can be received by any node within its 
vicinity, i.e., all its neighbors in G. A node qj can receive the signal from 
another node qi if node qj is within the transmission range of the sender 
qi. Otherwise, they communicate through multi-hop wireless links by using 
some intermediate nodes to relay the message. Consequently, each node 
in the wireless network also acts as a router, forwarding data packets for 
other nodes. We assume that each wireless node qi has a fixed cost ci of 
relayinglsending a data packet to any (or all) of its outgoing neighbors. This 
cost ci is a private information, only known to node qi. In the terminology of 
economic theory, ci is the type of node qi. All n nodes together define a cost 
vector c = (co, cl , . . , c,-~), which is the profile of the network G. Based 
on this network model, we will address two important routing problems- 
Unicast and Multicast in the following two subsections. 

3.5 Unicast 

3.5.1 Statement of Problem 

If a node qi wants to send data to the access point qo, typically, the path with 
minimum total relaying cost from node qi to node qo under profile c is used 
to route the packets. We call this path Least Cost Path (LCP) and denote 
it as LCP(c, i, 0). Consider a (directed) path n(i, 0) = q,, , q,,-, , q,, , q,, 
connecting node qi and node go, i.e., qrs = qi and q,, = go, and node q,, can 



send signal directly to node qTj-, . The cost of the path II(i, 0) is xi=: cTj , 
which excludes the cost of the source and the target nodes. 

To stimulate cooperation among all wireless nodes, node qi pays some 
nodes of the network to forward the data for node qi to the access point. 
Thus, each node qj declares a cost dj, which is its claimed cost to relay the 
packets. Note that here dj  could be different from its true cost cj. Then 
node qi computes the least cost path LCP(d, i, 0) according to the declared 
cost vector d = (do, dl, .. a ,  d,-l). For each node qj, node qi computes 
a payment p{(d) according to the declared cost vector d. The utility, in 
standard economic model, of node qj is u j  = d ( d )  - cj. We always assume 
that the wireless nodes are rational: it always tries to maximize its utility 
u j  = p;(d) - cj. 

We assume that the cost ci is based on per packet or per session, whichever 
is appropriate. If the cost is per packet and a node qi wants to send s packets 
to the access point qo in one session, then the actual payment of qi to a node 
qk will be s . pf . 

If the payment scheme is not well-designed, a node qj may improve its 
utility by lying its cost, i.e., declares a cost dj  such that dj # cj. Our 
objective is then to design a payment scheme such that each node qj has to 
declare its true cost, i.e., dj  = cj, to maximize its utility. Using the standard 
assumption from economic model, we assume that the wireless nodes do not 
collude with each other to improve their utility. 

3.5.2 Pricing for Unicasting 

For unicast problem, the output function o(c) is just the LCP connecting qi 
and qo. The valuation vj(cj, o(c)) of a node qj on the output o(c) is -cj if 
node qj is on the path and 0 otherwise. In other words, if node qj is on the 
path, then node qj will incur a cost cj to carry the transit traffic for node qi. 
We require that the pricing mechanism be strategyproof and nodes carrying 
no transit traffic receive no payment. Node qi always prefers to find a path 
that maximizes the total valuation of all nodes, i.e., to find a path with the 
minimum total cost. In other words, given a path II(c,i, O), the objective 
function is CjEn(c,i,o) C j  = C x ~ ( c ,  i, 0) - cj, where xj(c, i, 0) = 1 if node j 
belongs to the path II(c,i, 0) and x ~ ( c ,  i, 0) = 0 otherwise. The payment 
p!(c) to a node qk on the LCP from qi to node qo by node qi is 



Here C;:; xy (clkm, i, O)cj is the cost of LCP without qx and ~71; xj(c, i, O)cj 
is the cost of LCP using qk. 

This payment pf(c) can then be interpreted as follows: the payment to 
a node qr, in the LCP equals to ck, plus the improvement of the least cost 
path from qi to qo due to the existence of node qb  Notice that if node qk 
does not belong to the least cost path, clearly, its presence does not improve 
the cost of LCP, thus its payment is 0. From now on, we use the term 
qk-avoiding-path to refer to a path that does not pass through node qk, and 
denote the least cost such path by LCP-'(c, i, 0). Let c(i, 0) be the cost 
of LCP(c, i, 0) and C k ( i ,  0) be the cost of the least cost qk-avoiding-path 
L C P - ~ ( ~ ,  i, 0). Notice this payment falls into the VCG mechanism, so it is 
strategy-proof. 

3.5.3 The Distributed Algorithm 

In the previous subsection, we presented a strategyproof pricing mechanism 
for unicast routing. Now we focus our attention on how to compute this 
price pf in a distributed manner. 

The algorithm has two stages. First, all nodes together find the Shortest 
Path Tree T rooted at go. Second, every node qi computes its payment pf 
in a distributed manner which is based on the algorithm in Feigenbaum et. 
a1 [15]. 

In the first stage, the shortest path tree T rooted at qo can be easily 
implemented using Dijkstra's algorithm, so we omit the details of the im- 
plementation here. In the second stage, based on the tree T found in the 
first stage, every node knows its parent and children in tree T. Initially at 
node qi, entry pf is set to oo, if qr, is on LCP(c, j,O); otherwise, pf is set 
to 0. Every node now broadcasts its p: to its neighbors. When a node qi 
receives an updated price from its neighbor qj, it updates the price entries 
as follows: 

1. If qj is the parent of qi, node qi updates 

2. If qi is the parent of qj, node qi updates 

3. If nodes qi and qj are not adjacent in tree T, for every qk E LCP(c, i, 0), 
node qi updates 

k k pf = min(pi , pj + cj + c(j, 0) - c(i, 0)) if qk E LCP(c, i, 0), 



Whenever any entry pf changes, the entry pf is sent to all neighbors of 
qi by node qi. When the network is static, the price entries decrease mono- 
tonically and converge to stable values after finite number of rounds. Notice 
that, here we assume that all nodes will forward these control messages, 
used to calculate the payment later, for free. 

3.5.4 Truthful Implementation 

The algorithm presented in the previous section is simple and efficient, but 
notice that this algorithm relies on the selfish node qi to calculate the pay- 
ment pf for itself, which cannot prevent node qi from manipulating the 
calculation in its favor. In [15], the authors pointed out that if agents are 
required to sign all of the messages that they send and to verify all of the 
messages that they receive from their neighbors, then the protocol can be 
modified so that all forms of cheating are detectable. Notice that even using 
this approach, all nodes must keep a record of messages sent to and received 
from its neighbors so that an audit can be performed later if a disagreement 
happens. Further more, their method only applies to the edge weighted 
graph. Thus, in this section, we focus our attention on how to design a new 
distributed algorithm based on the previous algorithm to guarantee truthful 
price calculation. The following method is a review of approach [16]. 

While it is quite obvious to conceive that the node qi has the incentive 
to not correctly calculate its payment pf in the second stage, it is not so 
straightforward to notice that the node qi also has the incentive to lie about 
his shortest path even in the first stage. We give an example to show that 
even we can guarantee that the node qi calculates his payment correctly in 
the second stage, it is still necessary for us to worry about nodes' lying in 
the first stage. 

In Figure 1, the shortest path between qo and ql should be qoq2q3q4q1, it 
is easy to compute the payments of node ql to nodes qz, q3, and qq are both 
2. Thus, its overall payment to send a packet to qo is 6. However, if node ql 
lies that it is not a neighbor of q4, then the shortest path becomes qoq5q1. 
Now node ql only needs to pay q5 to send the packet and the payment is 
5. Consequently, node ql benefits from lying about the connection of the 
network. This rises from the fact that the least cost path doesn't necessary 
to be the path that you pay the least. This example also shows that there 
is no truthful mechanism for directed edge weighted graph when we assume 



that the nodes are agents since each node can choose which links to report 
to minimize its total payment. 

Figure 1: The node has the incentive to lie about its shortest path 

We then modify the first stage of the algorithm as follows. 

Algorithm 1 Mod.ijied Distributed Algorithm 

First Stage: 

1. For every node qi, it has two entries: Dis(qi) which stores the shortest 
distance to qo and its corresponding first hop neighbor FH(qi) on the 
least cost path. Initially, if qo is qi's neighbor then set Dis(qi) to 0 
and FH(qi) to qo; else set Dis(qi) to oo and FH(qi) to NULL. Every 
node broadcasts its information to its neighbors. 

2. For every node qi, when it receives a broadcasting information from its 
neighbor qj, first it compares Dis(qi) with Dis(qj) + cj: if Dis(qi) > 
Dis(qj) +cj  then sets Dis(qi) to Dis(qj) +cj  and FH(qi) to qj. After 
that it compares qi and FH(qj): 

(a) Case 1: qi is not FH(qj). If Dis(qi) + ci < Dis(qj) then node 
qi contacts qj directly using a reliable connection, asking qj to 
update Dis(qj) = Dis(qi) + ci and FH(qj) = qi. After updating, 
node qj should rebroadcast this information. 

(b) Case 2: qi is FH(qj). If Dis(qi) + Q # Dis(qj) then node qi 
contacts qj directly using reliable connection, asking qj to update 



Dis(qj) = Dis(qi) + ci and FH(qj) = qi, after that qj should 
rebroadcast this information. 

Second Stage: 

1. When qi receives a broadcasting information pf from its neighbor qj, 
it updates the pf using the payment updating algorithm presented in 
subsection 3.5.3. Additionally, if qi triggers the change for pf ,  it should 
recalculate p," for node qj using the payment updating algorithm in 
previous section to verify it. If it is not correct, then node qi notifies 
node qj and other nodes. 

2. For every node qi, when its entry for pf changes, it not only broadcasts 
the value of pf ,  but also broadcasts the information of the node that 
triggers this change. 

It has been shown in [16] that the above approach can prevent nodes 
from misreporting its link information and its cost, and miscalculating the 
payment. 

3.5.5 Collusion 

Using the standard assumption from economic model, we assumed that the 
wireless nodes do not collude to improve their utility. But in practical situa- 
tion, the collusion could happen very often and much disaster than the single 
node lying case. For example, if two nodes qk, and qk, know that the removal 
of them will disconnect some nodes from the access point, then these two 
nodes can collude to declare arbitrarily large costs and charge a monopoly 
price together. Notice that, by declaring much higher costs together, one 
node's utility may decrease, but the sum of their utilities is guaranteed to 
increase (thus, they share the increased utilities). So the collusion of nodes 
discussed here is different from the traditional group strategyproof concept 
studied in [17, 181. A pricing mechanism is said to be group strategyproof 
in [17, 181 if any subset of agents colludes, then each agent of this sub- 
set cannot improve its utility without decreasing the utility of some other 
agent. Clearly, this formulation of group strategyproofness cannot capture 
the scenario we described before. We say that a mechanism is k-agents 
strategyproof if, when any subset of k agents colludes, the overall utility of 
this subset is made worse off by misreporting their types; a mechanism is 
true group strategyproof if it is k-agents strategyproof for any k. Clearly, 
we cannot design a true group strategyproof mechanism for the unicasting 



routing problem studied here: if all nodes but node qi collude and declare 
arbitrarily high cost, then node qi has to pay a payment arbitrarily higher 
than the actual payment it needs to pay if these nodes do not collude. Thus, 
it is interesting to design some mechanism that is k-agents strategyproof for 
some small integer k. Clearly, a k-agents strategyproof mechanism exists 
only if the underlying network topology is at least k + 1 node connected. 

For k-agents strategyproof problem, it is usually divided into two general 
categories: anonymous k-agents strategyproof problem and specific k-agents 
strategyproof problem. For the first category, what we only know is that k 
agents will collude, but we don't know exactly which the k agents are. It 
was conjectured that ever for k = 2, there are no strategy-proof mechanism, 
which means that two nodes can collude together and ask for arbitrary high 
price. So usually, we focus our attention on the second category. A simple 
case is that if we know exact which k agents probably will collude. Similar to 
finding the qk-avoiding path, we can find a path that avoid these k nodes. It 
is easy to verify this method is strategy-proof. More sophisticated cases are 
these collusion nodes have some special property, for example, they should 
be neighbors in the wireless ad hoc. It is an open problem whether can 
design a k-agents strategyproof when knowing that possible colluding nodes 
are neighbors of each other. 

3.5.6 Over Payment 

Remember that the payment of a node qi to a node qk on the LCP(c, i, 0) 
is 

Clearly, node qi overpays the nodes on the LCP(c, i, 0) to make sure that 
they will not lie about their costs. The overpaid value is the value of 

n-l x .(clkm, i, O)cj - xyzt xj(c, i, O)cj. In theory, it is not difficult to C j = l  3 
construct a network example such that the over-payment of a node qi could 
be arbitrarily large. But in practice, after conducting extensive simulations 
when the cost of each node is chosen independently and uniformly from a 
range and the network topology is a random graph, we find out that the 
over-payment is small compared to the cost of LCP. 

The metrics of the overpayment used in our simulations are Total Over- 
payment Ratio (TOR), Individual Overpayment Ratio (IOR), and Worst 
Overpayment Ratio (WOR). The TOR of a graph is defined as xi pi/ xi c(i, 0), 
i.e., the total payment of all nodes over the total cost of all LCPs. The IOR 



of a graph is defined as Cipi/c(i ,  O), i.e., the average overpayment ratio 
over all n nodes. The worst overpayment ratio is defined as maxi pi/c(i, O), 
i.e., the maximum overpayment ratio over all n nodes. Remember that here 
pi is the total payment of node qi to all nodes on the LCP from qi to qo and 
c(i, 0) is the total cost of nodes on the LCP from qi to qo We found that 
the IOR and TOR are almost the same in all our simulations and they take 
values around 1.5. In all of our simulations, the average and the maximum 
are taken over 100 random instances. 

In the first simulation, we randomly generate n nodes uniformly in a 
2000m x 2000m region. The transmission range of each node is set as 300m. 
The cost of each node qi to forward a packet to another node qj is I)qiqj[lK 
where K. varies between 2 and 2.5. The number of nodes in our simulations 
varies among 100, 150, 200, a * . ,  500. Figure 2 (a) illustrates the difference 
between IOR and TOR when graph model is UDG and K. = 2. We found 
that the values of IOR and TOR are almost the same and both of them are 
stable when the number of nodes increases. Figure 2 (d) illustrates the over- 
payment with respect to the hop distance to the source node. The average 
overpayment ratio of a node stays almost stable regardless of the hop dis- 
tance to the source. The maximum overpayment ratio decreases when the 
hop distance increases, which is because large hop distance to the source 
node will smooth off the oscillation of the relay cost difference: for node 
closer to the source node, the second shortest path could be much larger 
than the shortest path, which in turn incurs large overpayment; for node 
far away from the source, the second shortest path has total cost almost the 
same as the shortest path, which in turn incurs small overpayment. Keep in 
mind that the IOR and TOR indeed increase when the hop distance to the 
source increases. Figure 2 (b) and (c) illustrate the overpayment for UDG 
graph when K. = 2 and K. = 2.5 respectively. 

In our second set of simulations, we vary the transmission range of each 
wireless node from lOOm to 500m, and the cost ci,j of a node qi to send a 
packet to another node qj within its transmission range is cl + c2 [[gigj [ I K ,  
where cl takes value from 300 to 500 and c2 takes value from 10 to 50. The 
ranges of cl and c2 we used here reflect the actual power cost of a node to 
send data at 2Mbps rate in on second. When node qj is not within the trans- 
mission range of node qi, cost c i j  is set to oo. Figure 2 (e) and (f) illustrate 
the overpayment for random graph when K. = 2 and K. = 2.5 respectively. 
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Figure 2: Overpayment ratios IOR, TOR and WOR for UDG and random 
graphs. 



3.6 Multicast 

3.6.1 Statement of Problem and Related Works 

Assume that there is a set of users R c Q that wants to receive information 
from the access point go. Each receiver node qi from R has a valuation vi 2 0 
of receiving the information, and which is the actual payment the node is 
willing to pay to receive the information. In addition, each node qi E Q in 
the network has a cost ci to forward data packets for other node. 

Assume that each node qi declares a valuation wi 2 0 if it receives the 
information and a cost di 2 0 for forwarding the data to the access point 
go. The access point qo will then decide a subset of nodes R' to receive the 
information, compute a multicast tree spanning this set of nodes R', and 
compute a payment pi for each node qi. Notice that, if pi > 0, then we say 
that the access point pays the node qi for forwarding the data packets; if 
pi < 0, then we say that the access point charges the node qi for receiving the 
data packets. Clearly, we should have non-receiver relay nodes get positive 
payments. Notice that a receiver node may misreport its valuation of the 
data also. 

The above multicast question is different from the question studied by 
Feigenbaum et. a1 [19]. They assumed that there is a multicast infrastruc- 
ture, given any set of receivers R c Q, connects the source node to the 
receivers. Additionally, for each user qi E R, they assumed a fixed path 
from the source to it, determined by the multicast routing infrastructure. 
Then for every set R of receivers, the delivery tree is merely the union of 
the fixed paths from the source to the receivers R. They also assumed that 
there is a link cost associated with each communication link in the network 
and the link cost is lcnown to everyone. For each receiver qi ,  there is a val- 
uation vi that this node values the reception of the data from the source. 
This information vi is only known to qi. Node qi will report a number v:, 
which is the amount of money he/she is willing to pay to receive the data. 
The source node then selects a subset R' c R of receivers to maximize the 
difference CiER, v: - C(Rf), where C(R1)  is the cost of the multicast tree 
T(R') to send data to all nodes in R'. The approach of fixing the multicast 
tree is relatively simple to implement but could not model the greedy nature 
of all wireless nodes in the network since it requires that the link costs of 
the tree are known to every node. 



3.6.2 Computational Hardness and Strategy-proof Hardness 

The Prize Collecting Steiner Tree problem (PCST) is closely related to the 
problem of finding a maximum efficiency multicast tree. Given a graph 
G = (Q, E), a cost vector c for all nodes, a valuation function v for all 
nodes, and a subset of receiver nodes r, the objective of PCST is to find a 
tree T, which minimizes PC(T)  = c(T) + v(T), where v(?T) is the sum of 
valuations of nodes not in the tree T. Let V = CiEN v(i). For any tree 
T, we have PC(T)  = V + c(T) - v(T). Since v(T) - c(T) is the revenue 
of the network by performing the multicast using the tree T, minimizing 
PC(T)  is equivalent to maximizing the total revenue of the multicast. It  is 
well known that although the PCST problem can be approximated within 
2 - l l n ,  but the revenue maximizing multicast problem is NP-hard, and it 
cannot be approximated within any constant factor. 

For some specific problems, there exist some constant approximation 
algorithms. If go should send data to all nodes in R regardless of the value 
of wi, the problem become the Minimum Steiner Tree Problem: finding a 
minimum cost tree spanning all receivers. It is well-known that finding the 
minimum cost Steiner tree the both general node weighted and edge weighted 
graphs are NP-Hard, and even in the Euclidean or rectilinear metrics [20]. 
There are several polynomial time approximation algorithm presented in 
[21, 22, 23, 241. 

In [25], they gave an approximation algorithm with the best known ap- 
proximation ratio approaching 1 + = 1.55. However, this heuristic may 
be not practical for ad hoc wireless networks due to its implementation 
complexity. Takahashi and Matsuyama [22] gave a simple 2-approximation 
algorithm for Steiner minimum tree in edge weighted graphs. This algo- 
rithm maintains a tree T which initially contains only the source node. At 
each iterative step, the tree T is grown by one path from T of least cost 
can reach a destination not yet in T. Such path can be found by collapsing 
the entire tree T into one artificial node and then applying the single-source 
shortest-path algorithm. This procedure is repeated until all required nodes 
are included in T. This algorithm can be regarded as an adaptation of the 
Prim's algorithm for MST. 

Even we can find the polynomial time constant approximation algorithm, 
it is still difficult to find a strategy-proof mechanism based on this constant 
approximation algorithm easily. In [13], they have already pointed out that 
Replacing the optimal algorithm with a non-optimal approximation usually 
leads to untruthful mechanisms. For example, if we using Takahashi and 
Matsuyama's 2 approximation algorithm and VCG mechanism to calculate 



the payment: denote T-pk as the tree without the node pk and W (T)  as the 
sum of the node weight of this tree, then pk's payment is W ( T )  - W(T-Pk) + 
ck. Figure 3 gives an example that a node may lie its cost to improve its 
utility. Here, qo is the access point and rl, rz are receiving nodes. It is easy 
to calculate that W ( T )  = 8 and W(T-Pk) = 5. Thus, the payment to node 
qk is 5 - 8 + 4 = 1, which is less than qk's true cost 4. This violates the 
individual rationality (IR). 

Figure 3: Non-optimal approximation usually leads to untruthfulness 

Given any algorithm that approximates the minimum cost spanning tree 
with a factor a, we may design a payment function 

However, it is unknown whether this payment function will satisfy the IR 
property. We suspect so and believe that counter-examples can be con- 
structed such that W(T-Pk) = a . W(0PT-Pk) and W(0PT-Pk) > W ( T ) .  
Notice that the first condition can be satisfied since we only have an a- 
approximation algorithm, and the second condition can be satisfied easily if 
W (OPT) = W ( T )  since W (OPT-Pk) ) W (OPT). In other words, we need 
design an example such that the alpha-approximation algorithm produces 
the best solution with node qk and produces the worst solution without node 
qk. 



3.6.3 Node Weighted Receiving Relay Free UDG Graph Cases 

In this subsection, we study a special case of multicast routing and propose 
an optimal computable truthful method. We assume that (1) it is node 
weighted and with ci = 0 if pi E Q, i.e., all receiver nodes will relay the 
message for free; (2) all receiver nodes must receive the data; (3) the graph 
is a UDG graph. The truthfulness of our mechanism actually does not 
depend on the third assumption. The third assumption only guarantees 
that the spanning tree (discussed later) found by our method approximates 
the minimum cost spanning tree with a constant factor. To achieve constant 
approximation of the minimum cost spanning tree, the last assumption can 
actually be relaxed to: the underlying communication graph G has a degree 
bounded spanning tree. We [26] showed that if graph G has a spanning tree 
with bounded degree AT, then the spanning tree constructed for multicast 
is AT-approximation of the minimum cost spanning tree. Given a graph 
G, there is a polynomial time algorithm [27] to find a spanning tree whose 
degree is at most AoPT + 1, where AoPT is the minimum degree bound 
such that graph G has a spanning tree with degree bounded by AopT. 

Consider a weighted graph G = (V, E, c) ,  where c represents the cost of 
a node relaying message for other nodes. There is a set of receivers Q c V 
that want to receive a data from a fixed source node qo. For the simplicity 
of notation, we also assume that Q also includes the fixed source node. We 
then present the algorithm to construct a tree spanning all receivers and its 
cost is no more than 5 times of the minimum cost. 

Algorithm 2 Reduction MST Algorithm 

1. First, we calculate the pairwise shortest path LCP(qi,qj,c) between 
any two nodes in qi, qj E Q when the node costs vector is c. Construct 
a complete graph K(Q,  E') using Q as its vertices, and edge qiqj corre- 
sponding to LCP(qi, qj, c), and its weight is the cost of LCP(qi, qj,c) 
in G. 

2. Calculate the minimum spanning tree on K(Q, E'). The resulting tree 
is denoted as RMST(G). 

For convenience of our analysis, we assume that no two nodes in G(V, E, c) 
have the same cost, and also there are no two paths in G(V, E, c) with the 
same length. Dropping this assumption doesn't change the result of our 
analysis. 



Theorem 3.1 [.6] The RMST(G) is a AT-approximation of the minimum 
cost tree spanning all receivers if G has a spanning tree of degree bound AT. 

Corollary 3.2 (261 The RMST(G) is a 5-approximation of the minimum 
cost tree spanning all receivers if G is a unit disk graph. 

Based on the RMST(G) constructed by Algorithm 2, we [26] designed 
a truthful mechanism for calculating the payment. Before presenting the 
payment definition, we define some terms first. 

If we change the cost of a node vk E V to dk, we denote the new graph as 
GIkdk. If we remove one vertex vk from G, we denote the resulting graph as 
G\vk. If we apply Algorithm 2 on a graph G after removing a node vk, we 
denote the resulting MST as RMST(G\vk). Obviously, RMST(G\vk) = 
RMST(G~~CO). 

Given a spanning tree T, and a pair of nodes p and q on T,  clearly there 
is a unique path connecting them. We denote such path as IIT(p, q), and the 
edge with the maximum length on this path as LE(p, q, T). For simplicity, 
we use LE(p, q, c) to denote LE(p, q, RMST(G)) and use LE(p, q, clkdk) to 
denote LE(p, q, R M S T ( G ~ ~ ~ ~ ) ) .  

Now we present the truthful mechanism to calculate the payment. 

1. First each node vk E V is required to report a cost, say dk. 

2. For every node qk E V\Q in G, first calculate RMST(G) and RMST(G~ k ~ )  
according to the nodes' declared costs vector d. 

3. For any edge e = qiqj E RMST(G) and any node vk E LCP(qi, qj, c), 
we define the payment to node vk based on the virtual link qiqj as 

Here )IT[ denotes the total cost of a path IT. If a node vk is not on 
LCP(qi, qj, c), then the payment pk(qiqj) to node vk based on the vir- 
tual link qiqj is 0. If the path LCP(qi, qj, c) is not used in RMST(G), 
then the payment to any node on path LCP(qi, qj, c) based on edge 
qiqj is also 0. The final payment to node vk based on RMST is 

It is proved in [26] that this algorithm is not only truthful, but also 
it is optimal regarding the individual payment among all these truthful 
mechanisms based on the spanning tree RMST. For details of this algorithm 
please refer to [26]. 



3.6.4 Sharing Cost  a n d  Payment  

Under some circumstance, if we have fixed the architecture of the multicast 
tree, it is also not trivial to design a reasonable cost-sharing mechanism 
to determine which users receive the transmission and how much they are 
charged. Here reasonable means at least: 

1. Receivers cannot be charged more than what they are willing to pay. 

2. The transmission costs of shared network links cannot be attributed 
to any single receiver. 

3. The source node would not broadcast if the total payment received 
from the receiving node is less than what it should pay the relaying 
nodes (or links). 

This problem has been formalized as the multicast cost-sharing prob- 
lem(MCSP): For a graph G = (V, E) and a tree T spanning the receiving 
nodes R, each receiving node has a utility ui for receiving the information 
and known only to itself, so it can declare his utility as u$ # ui. Every 
internal node in the tree has a cost ci to relay the data, so the access point 
q0 should pay these nodes for relaying transit traffic. We let xi > 0 denote 
how much user i is charged and ai denote whether user i receives the trans- 
mission; oi = 1 if the user receives the multicast transmission, and a = 0 
otherwise. We use u to denote the input vector (ul ,  ~ 2 , .  - , uIRI) .  The mech- 
anism M is then a pair of functions M(u) = (x(u); a(u)). The receiver set 
for a given input vector is R(u) = {ilui = 1). A user's individual welfare 
is given by wi = aiui - xi, The cost of the tree T(R(u)) reaching a set of 
receivers R(u) is W(T(R(u))) = CViET(R(u)) Q, and the overall welfare, or 
net worth, is NW(R(u)) = CiER(u) ui - w(T(R(u))). 

The goal of MCSP problem is to find a strategy-proof mechanism M(u) 
subject to: 

1. N o  Positive Transfers ( N P T ) ,  which means that the mechanism 
cannot pay receivers to accept the transmission, 

2. Voluntary Part icipation (VP) ,  which means that no receiver can 
be forced to pay more than what it is willing to pay. 

3. Efficiency: a configuration that will maximize NW(R(u)). 

It  may also has some additional desirable properties like: 



1. Consumer Sovereignty: A receiver is always able to guarantee ac- 
ceptance of the information if his price is increased to a sufficiently 
large value. 

2. Budget Balance: the amount paid by the receiver exactly equals the 
cost of transmission. 

The multicast cost-sharing problem has been studied extensively in re- 
cent years, first from a networking perspective in 1281, then from a mechanism- 
design perspective [29], and most recently from an algorithmic perspective 
IlgI, P O I ,  1311, 1321. 

Two mechanisms can be used to solve this problem: marginal cost (MC) 
and Shapley value (SH). MC mechanism satisfies strategy-proof, NPT, VP, 
CS and can be computed by a simple, distributed algorithm that uses only 
two modest-sized messages per link of the multicast tree in [19], [30], but 
one drawback is that it is not budget balanced, which means that sometimes 
it will have a budget surplus and sometimes it will have a budget deficiency. 
Shapley Value is to share the node qi's cost within all its downstream re- 
ceiving nodes. It is budget balanced and group-strategyproof and, among 
all mechanisms with these two properties, minimizes the worst-case welfare 
loss. But the SH method has a bad network complexity, computing the SH 
mechanism requires, in the worst case, that O(IP1) bits be sent over O(IN1) 
links, where P is the set of potential receivers, and N is the set of tree nodes. 

The other interesting question is when the multicast infrastructure is 
not fixed, as the questions studied in previous subsection, and the receivers 
have to pay some other nodes to get data from the source. The mechanism 
described in the previous subsection provides a payment scheme to relay 
nodes such that they will not lie about their relay costs, but did not specify 
how the payment will be shared by all the receivers. We would like to 
design a payment sharing method such that it is better for each individual 
receivers to use multicast than to use unicast individually. In other words, 
the payment shared by a receiver node qk should be no more than the total 
payment of receiver qk when it uses unicast to connect with the source node. 

4 Other Problems 

Besides wireless ad hoc network, game theory has been used extensively in 
computer science, we briefly discuss some of the applications in this section. 



4.1 Non-cooperation of Topology Control 

In wireless ad hoc networks, usually the nodes can adjust their transmission 
ranges to achieve some desired properties, which is known as the topology 
control. Several topology control issues in a non-cooperative environment 
have been addressed before in [33]. In order to meet the connectivity re- 
quirement, we are given node pairs (sl, tl  ), . , (sk, tk) ,  and each si needs to 
connect to ti. Each node si has to choose a radius so that it gets ti while 
keeping the radius as small as possible. If the radius of si cannot reach the 
target ti, it relies on some other nodes sj to relay the message and it is 
assumed that these nodes on the chosen path will relay. Notice that node 
si's only purpose is to connect to ti, so it wouldn't care about whether other 
nodes can connect to their destinations or not. But the complication of the 
problem comes from the fact that the path connecting the source and target 
may contain several intermediate nodes. If a node enlarges its transmission 
range to connect more nodes, it is possible that it will have more choices 
for the intermediate nodes, which will in turn result in a smaller overall 
energy expenditure. Modeling the cost of a radius vector F for all nodes 
as C(F) = C, rc where a is a constant between 2 and 5, they define the 
utility as U(v) = fF(v) - rf where fF(v) denoted the number of vertices w 
that v can reach. Their goal is to find a Nash Equilibria in this game, but 
unfortunately the existence of the Nash Equilibria and even approximate 
one is not guaranteed, the figure below is a graph falling into this category. 

Figure 4: No Nash Equilibria 

There are lots of other issues left untouched in this category, includ- 
ing min-power assignment problem, k-connectivity (node or edge) problem, 



undirected path problem and connected dominate set problem. 

4.2 Incentives for Cooperation in Peer-to-Peer Networks 

Peer-to-peer (P2P) file-sharing systems combine sophisticated searching tech- 
niques with decentralized file storage to allow users to download files directly 
from one another. The first mainstream P2P system, Napster, attracted 
public attention for the P2P paradigm as well as tens of millions of users for 
itself. Now P2P networks become a new platform for distributed applica- 
tions, allowing users to share their computational, storage, and networking 
resources with their peers to the benefit of every participant. Most p2p sys- 
tem designs focus on traditional computer science problems including scal- 
ability, load-balancing, fault-tolerance, and efficient routing. While many 
peer-to-peer systems have implicitly assumed that peers will altruistically 
contribute resources to the global pool and assist others, recent empirical 
studies have shown that a large fraction of the participants engage in freerid- 
ing [34], [35]: 20% to 40% of Napster and almost 70% of Gnutella peers share 
little or no files [I, 21. So it has been wildly acknowledged that the P2P file 
systems should take the user incentives and rationalities into consideration. 
So some recent literatures have been focus on how to solve this issue. 

In [36], they define a game that models the file sharing scenario of P2P 
networks: n agents a l ,  ..., a, participate in the system. Each agent ai's strat- 
egy, denoted Si = (a, 6)' consists of two independent actions: a describes 
what proportion to share with other users, with uo(none), a1 (moderate) or 
0 2  (heavy); S determine how much to download from the network in each 
period. Each user can choosing between three levels: So (none), dl (moder- 
ate) or d2 (heavy). Using this model, they propose several payment schemes: 
Micro-Payment Mechanisms, Quantized Micro-Payment Mechanism. Both 
schemes use Nash Equilibrium to find the agents' rational strategies and 
involve monetary transfer. 

In [37], they use a rating scheme whereby a user is given a level in the 
P2P system to alleviate the free-rider problem. They discuss several issues 
of how the rating system should be, and based on the idea that when a 
user a receives a request from a user b, it uses user a's reputation to decide 
whether he will provide the service or not to. They give two distributed 
rating scheme to incentivize cooperation: Structured Verification Scheme 
(SVS) and Lightweight Unstructured Verification Scheme (LUVS). In SVS 
Scheme, every user i should have a supervisor and the supervisor should be 
chosen so there won't be easy collusion. (They use the ring structure Chord 
[38] to achieve that). User b gets user a's information and updates user a's 



reputation involving user a's supervisor. In LUVS scheme, every user will 
keep a list of the customers she has served and a list of servers from whom 
she has been served, along with the details of the transactions. Now, when 
a user a wants some service from a user b, a sends the list of its customers 
along with the request. If user b decides to verify a's rating, it samples 
a subset of a's customer list to confirm if they have received the claimed 
service from a or not. If most members in this sample say a yes, b trusts 
a and provides service depending on the rating of a. But they also pointed 
out that these schemes may suffer from the collusion problem. 

4.3 Resource Allocation 

With the advances in computer and networking, especially the Internet, 
thousands of heterogeneous computers have been interconnected to provide 
a great resource including computing, storage, etc. Because of the het- 
erogeneity of these resources, it is challenging to design an architecture to 
accommodate all. Further more, in many cases, the resources are owned 
by multiple organizations and it is often required to allocate the limited 
resource to maximize the total user satisfaction (called Social Choice). 

Resource allocation problem has been studied in human economies for 
a long time. In economic model of a computer system, the consumers are 
applications such as web clients, computational tasks, multimedia entertain- 
ment consumers, and ISP users. The suppliers are these computer systems 
who control the resources like CPU time, memory, cache, disks, network 
bandwidth, etc. Suppliers control access to their resource via prices, and 
consumers buy resources from the suppliers to satisfy their needs. The price 
is decided by a way similar to that in economic world: the demand and 
supply curve. 

4.4 Cooperation in MAC Layer 

Wireless MAC protocols such as IEEE 802.11 use cooperative contention 
resolution mechanisms for sharing the channel, it is usually based on a fully 
distributed mechanism to control the access to the network. For example, in 
the CSMA protocol, a wireless node senses whether the channel idle every 
DIFS (Distributed Inter Frame Space) seconds. If the channel is idle, then 
the node transmits the frame. Otherwise, it does a binary back-off with 
NAV (Network Allocation Vector) seconds which specifies the minimal time 
of deferral. This mechanism guarantees the fair use of the bandwidth if all 
nodes conform to this protocol. 



But some nodes can modify their behavior in order to gain some advan- 
tage over other nodes. In stead of doing a binary back-off with NAV when 
collision is detected, some nodes can keep the DISF a constant in order to 
gain more chances to transmit a package. If one node or a few nodes play 
this trick, other nodes will suffer from unfair bandwidth share. The more 
disastrous scenery happens when the majority of the nodes or all nodes play 
this trick, which would result in a situation that every node (including these 
nodes playing this trick) share a much lower bandwidth than when no nodes 
play this trick. Thus, some truthful methods must be designed to deal with 
cooperation issue in the MAC layer also. 

4.5 Cooperation for TCP/IP on End-node 

For years, the conventional wisdom has been that the continued stability of 
the Internet depends on the widespread deployment of "socially responsible" 
congestion control. But what about if network end-points behaved in a 
selfish manner? Under this assumption, each flow attempts to maximize the 
throughput it achieves by modifying its congestion control behavior. In [39], 
they use a combination of analysis and simulation to determine the Nash 
Equilibrium of this game. They also addressed the efficiency of the network 
operating at  these Nash equilibria. 

Unlike the MAC layer scenery where the protocol contained in some 
hardware, which are very hard to manipulate, TCP/IP stacks in some op- 
erating systems like Linux, FreeBSD, is very easy to modify. So it is more 
desirable to design some truthful methods to prevent the misbehavior from 
happening in the TCP/IP layer. 

5 Conclusion 

In this Chapter, we assume that all wireless nodes are possibly owned by 
individual users and the users are able to modify the algorithms deployed on 
them for the sake of their own interests. We also assume that each wireless 
node has a cost to forward the data for other nodes and a node will only 
relay the data if it got a payment to cover its relay cost. We studied how 
the source node can design a payment scheme to all relay nodes such that 
the relay nodes have to report its cost truthfully to maximize their profits 
both for the case of unicast and the case of multicast. We also discussed the 
selfishness of wireless nodes in other layers including MAC layer, TCP/IP 
layer, and application layer. 



References 

[I] V. Srinivasan, P. Nuggehalli, C. F. Chiasserini, and R. R. Rao, Coop- 
eration in wireless ad hoc networks, IEEE Infocom (2003). 

[2] L. Buttyan and J .  Hubaux, Stimulating cooperation in self-organizing 
mobile ad hoc networks, ACM/Kluwer Mobile Networks and Applica- 
t ions(M0NET) Vol. 8 No. 5 (Oct. 2003). 

[3] M. Jakobsson, J.-P. Hubaux, and L. Buttybn, A micro-payment scheme 
encouraging collaboration in multi-hop cellular networks, Proceedings of 
Seventh International Financial Cryptography Conference (FC) (2003). 

[4] S. Marti, T. J .  Giuli, K. Lai, and M. Baker, Mitigating routing misbe- 
havior in mobile ad hoc networks, Proceedings of MobiCom (2000). 

[5] L. Blazevic, L. Buttyan, S. Capkun, S. Giordano, J .  P. Hubaux, and 
J .  Y. Le Boudec, Self-organization in mobile ad-hoc networks: the 
approach of terminodes, IEEE Communications Magazine Vol. 39 No. 
6 (Jun. 2001). 

[6] L. Buttyan and J .  P. Hubaux, Enforcing service availability in mobile 
ad-hoc WANS, Proceedings of IEEE/ACM Workshop on Mobile Ad 
Hoc Networking and Computing (MobiHOC) (2000). 

[7] V. Srinivasan, P. Nuggehalli, C. F. Chiasserini, and R. R. Rao, En- 
ergy efficiency of ad hoc wireless networks with selfish users, European 
Wireless Conference 2002 (EW2002) (2002). 

[8] N. B. Salem, L. Buttyan, J .  Hubaux, and M. Kakobsson, A charging and 
rewarding scheme for packet forwarding in multi-hop cellular networks, 
Proceedings of IEEE/ACM Workshop on Mobile Ad Hoc Networking 
and Computing (MobiHOC) (2003). 

[9] W. Vickrey, Counterspeculation, auctions and competitive sealed ten- 
ders, Journal of Finance (1961) pp. 8-37. 

[lo] E. H. Clarke, Multipart pricing of public goods, Public Choice (1971) 
pp. 17-33. 

[ll] T. Groves, Incentives in teams, Econometrica (1973) pp. 617-631. 

[12] J .  Green and J .  J .  Laffont, Characterization of satisfactory mechanisms 
for the revelation of preferences for public goods, Econometrica (1977) 
pp. 427-438. 



[13] N. Nisan and A. Ronen, Algorithmic mechanism design, ACM Sympo- 
sium on  Theory of Computing (1999). 

[14] K. Roberts, The characterization of implementable choice rules, in J .  
J. Laffont (ed.) Aggregation and Revelation of Preferences, Papers pre- 
sented at the 1st European Summer Workshop of the Econometric So- 
ciety, (North-Holland, 1979), pp. 321-349. 

[15] J .  Feigenbaum, C. Papadimitriou, R. Sami, and S. Shenker, A BGP- 
based mechanism for lowest-cost routing, Proceedings of the 2002 ACM 
Symposium on  Principles of Distributed Computing (2002). 

[16] Y. Wang X.Y. Li, W.Z. Wang and 0. Frieder, Truthful low-cost routing 
in selfish ad hoc networks, submitted for publication (2003). 

[17] K. Jain and V. V. Vazirani, Group strategyproofness and no subsidy 
via LP-duality, (2002). 

(181 H. Moulin and S. Shenker, Strategyproof sharing of submodular costs: 
Budget balance versus efficiency, Economic Theory (2002), Available 
in preprint form at http://www.aciri.org/shenker/cost.ps. 

[19] J. Feigenbaum, C. H. Papadimitriou, and S. Shenker, Sharing the cost 
of multicast transmissions, Journal of Computer and System Sciences 
Vol. 63 No. 1 (2001) pp. 21-41. 

[20] M. R. Garey and D. S. Johnson, The rectilinear steiner problem is 
NP-complete, S I A M  Journal of Applied Mathematics Vol. 32 (1977) 
pp. 826-834. 

[21] P. Berman and V. Ramaiyer, Improved approximations for the steiner 
tree problem, Journal of Algorithms Vol. 17 (1994) pp. 381-408. 

[22] H. Takahashi and A. Matsuyama, An approximate solution for the 
steiner problem in graphs, Math. Jap. Vol. 24 (1980) pp. 573-577. 

[23] A. Zelikovsky, An 1116-approximation algorithm for the network steiner 
problem, Algorithmica Vol. 9 (1993) pp. 463-470. 

[24] A. Zelikovsky, Better approximation bounds for the network and eu- 
clidean steiner tree problems, Technical report cs-96-06, University of 
Virginia (1996). 



[25] G. Robins and A. Zelikovsky, Improved steiner tree approximation in 
graphs, Proceedings of ACM/SIAM Symposium on  Discrete Algorithms 
(2000) pp. 770-779. 

[26] W.Z. Wang and X.-Y. Li, Truthful low-cost multicast in selfish net- 
works, submitted for publication (2003). 

[27] B. Raghavachari, Algorithms for finding low degree structures, in 
D. Hochbaum (ed.) Approximation Algorithms for NP-Hard Problems, 
(PWS Publishers Inc., 1997) pp. 266-295. 

[28] S. Herzog, S. Shenker, and D. Estrin, Sharing the "cost" of multicast 
trees: an axiomatic analysis, IEEE/ACM 13.ansactions on  Networking 
Vol. 5 NO. 6 (1997) pp. 847-860. 

[29] H. Moulin and S. Shenker, Strategyproof sharing of submodular costs: 
budget balance versus efficiency, Economic Theory Vol. 18 (2001) pp. 
511-533. 

[30] J. Feigenbaum, A. Krishnamurthy, R. Sami, and 
S. Shenker, Hardness results for multicast cost shar- 

ing, Techical Report YALEU/DCS/TR1232 (Jun. 2002), 
http://ftp.cs.yale.edu/pub/TR/tr1232.ps. 

[31] M. Adler and D. Rubenstein, Pricing multicast in more practical net- 
work models, Proceedings of the 13th Symposium on  Discrete Algo- 
rithms (ACM Press/SIAM , New York/Philadelphia 2002) pp. 981-990. 

[32] K. Jain and V. Vazirani, Applications of approximation to cooperative 
games, Proceedings of the 33rd Symposium on  the Theory of Computing 
(ACM Press, New York 2002) pp. 364-372. 

[33] L. Anderegg and S. Eidenbenz, Ad hoc-vcg: a truthful and cost-efficient 
routing protocol for mobile ad hoc networks with selfish agents, Proceed- 
ings of the 9th Annual International Conference on  Mobile Computing 
and Networking (ACM Press 2003) pp. 245-259. 

[34] J. Sweeny, An experimental investigation of the free-rider problem, 
Social Science Research Vol. 2 (1973). 

[35] G. Marwell and R. Ames, Experiments in the provision of public goods: 
I. resources, interest, group size, and the free-rider problem, American 
Journal of Sociology Vol. 84 (1979). 



[36] P. Golle, K. Leyton-Brown, I. Mironov, and M. Lillibridge, Incentives 
for sharing in peer-to-peer networks, Lecture Notes in Computer Sci- 
ence Vol. 2232 (2001). 

[37] D. Dutta, A. Goel, R. Govindan, and H. Zhang, The design of a dis- 
tributed rating scheme for peer-to-peer systems, Proceedings of the 
Workshop on the Economics of Peer-to-Peer System (2003). 

[38] E. Adar and B. Huberman, Free riding on Gnutella, (2000). 

[39] A. Akella, S. Seshan, R. Karp, S. Shenker, and C. Papadimitriou, Self- 
ish behavior and stability of the internet: a game-theoretic analysis 
of TCP, Proceedings of the 2002 Conference on Applications, Tech- 
nologies, Architectures, and Protocols for Computer Communications 
(ACM Press 2002) pp. 117-130. 



Resource Allocation of Spatial Time Division 
Multiple Access in Multi-hop Radio Networks 

Peter Varbrand and Di Yuan 
Department of Science and Technology 
Linkoping Institute of Technology, Sweden 
E-mail: petva0itn. liu. se, diyua0itn. liu. se 

Contents 

1 Introduction 199 

2 Networking Model 201 
2.1 Notation and Assumptions . . . . . . . . . . . . . . . . . . . . . . . . 201 
2.2 Assignment Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . 203 
2.3 Network Throughput . . . . . . . . . . . . . . . . . . . . . . . . . . . 203 

3 Problem Definitions 204 

4 Prior Work 206 

5 Mathematical Models 208 
5.1 Node-slot and Link-slot Formulations . . . . . . . . . . . . . . . . . . 208 
5.2 Formulations Based on Transmission Groups . . . . . . . . . . . . . 210 

6 Solution Methods 211 
6.1 A Column Generation Method . . . . . . . . . . . . . . . . . . . . . 211 
6.2 A Greedy Heuristic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213 

7 Numerical Results 214 

8 Conclusions and Perspectives 217 

References 



1 Introduction 

A multi-hop radio network is characterized by a set of wireless networking 
units setting up a temporary communication infrastructure. Communication 
links are established in an ad hoc fashion, that is, two units establish a link if 
the signal strength between them is sufficiently high. A unit can, in addition 
to sending and receiving data of its own, forward data packets for other units. 
This is referred to as the multi-hop functionality. Multi-hop radio networks 
is a type of ad hoc networks which, in general, refer to wireless networking 
environments that lack permanent infrastructure. 

One important application area of multi-hop radio networks is military 
command and control systems for communications between a command cen- 
ter and units spread out in some terrain, as well as communications between 
the units. For such systems, solutions based on some permanent infrastruc- 
ture are not feasible. Because a multi-hop radio network can be deployed 
instantly, it provides an excellent solution candidate in this application. 

Rational design of multi-hop radio networks, as well as ad hoc network in 
general, is a challenging task [18]. Here, we consider resource management 
for access control. The goal of resource management is to organize the 
transmission activities of the radio units, such that the network performance 
with respect to resource efficiency is optimized. 

Access control is closely related to the radio resource of the physical 
layer. Generally speaking, not all units in a multi-hop radio network will 
be able to access the medium simultaneously, as the amount of physical 
resource (usually a frequency spectrum) is limited. Typically, the signal 
from one unit to another appears as interference for the other units. Having 
too many units transmitting at  the same time will therefore cause a high 
level of interference. 

A simple solution to organize transmission activities is time division mul- 
tiple access (TDMA). In this scheme, transmission is organized using time 
slots. Every unit (or, sometimes, every link) is assigned a time slot, which 
is dedicated to this unit. A unit or a link may not be active except in its 
own slot. Several techniques exist for providing synchronization in TDMA. 
One particular solution for outdoor, tactical military communication is a 
satellite system (such as GPS). 

Though simple to implement, a serious drawback of TDMA is its poor 
utilization of the resource. Resource utilization can be considerably im- 
proved using (controlled) simultaneous transmissions. In particular, units 
that are spatially separated can simultaneously transmit, provided that the 
interference level due to the transmissions is acceptable. Access control 



schemes based on this principle are referred to as spatial time division mul- 
tiple access, or STDMA [28]. 

STDMA is a promising access control scheme for multi-hop radio net- 
works. STDMA is more suitable for implementing quality-of-service require- 
ments than contention-based schemes, such as those derived from carrier- 
sense multiple access (CSMA). In addition, from the resource utilization 
viewpoint, STDMA is competitive in comparison to some other schemes for 
access control, including CSMA and code division multiple access (CDMA). 
Simulations reported in [21] show that STDMA is superior to a CSMA 
scheme and a time-hopping CDMA scheme in maximizing network through- 
put. For low-traffic scenarios, STDMA also outperforms the other two 
schemes in terms of delay. 

In STDMA, access control is implemented using a transmission sched- 
ule. The schedule consists of a number of time slots, and specifies which 
networking units are allowed to transmit in each of the time slots. The 
length of the schedule (or, the number of the time slots) equals the length 
of a data frame. The schedule is used repeatedly for every data frame. Like 
TDMA, STDMA is a synchronized protocol. 

STDMA, in contrast to TDMA, needs an algorithm for generating the 
transmission schedule. The level of resource utilization depends greatly on 
the scheduling algorithm. Ideally, the algorithm should be able to compute 
an optimal STDMA schedule (for a given objective), and recompute the 
schedule whenever a change in the network topology occurs. Secondly, the 
algorithm should be sufficiently fast for being used on-line. Moreover, the 
algorithm should be distributed. Such an algorithm is unlikely to be found 
and implemented, because of the complexity of STDMA scheduling. Pre- 
vious research effort devoted to STDMA scheduling has therefore focused 
on fast, heuristic algorithms. However, without having access to optimal 
solutions, it is difficult to judge the quality of heuristic solutions. 

In this chapter, we report some recent advances in studying STDMA 
scheduling from a mathematical programming perspective. The goal is to 
derive the maximum achievable performance of STDMA in terms of resource 
utilization. A couple of assumptions are made for this purpose. First, it 
is assumed that the schedule is computed off-line (i.e., there is no time 
constraint for computation). Secondly, the computation is performed with 
the full knowledge of the interference. Even under these two assumptions, 
solving the STDMA scheduling problem is still far from trivial. If, however, 
we can solve the STDMA scheduling problem under these two assumptions 
to optimality, or, alternatively, obtain very sharp bounds to optimum, then 
we will be able to benchmark other heuristic algorithms as well as to assess 



the true potential of STDMA. 
We consider two distinct resource management objectives. The first 

objective is to find a minimum-length schedule in which every unit (or every 
link) receives at least one slot. The second objective arises in traffic-sensitive 
scheduling, and amounts to finding a schedule that maximizes the network 
throughput for a given traffic distribution. (We will show later that these two 
objectives are very closely related to each other.) We discuss mathematical 
programming models and methods that can be used to derive very sharp 
bounds for both objectives. Moreover, we present a simple but effective 
greedy algorithm, which, in our numerical experiments, has a near-optimal 
performance. 

The remainder of this chapter is organized as follows. We present the 
networking model in Section 2, and define four optimization problems in 
Section 3. Section 4 reviews some previous work in the area. Mathematical 
models and solution methods are discussed in Sections 5 and 6, respectively. 
Numerical results are presented in Section 7. In Section 8 we draw some 
conclusions and provide some perspectives related to future research. 

2 Networking Model 

2.1 Notation and Assumptions 

We will use the following networking model (e.g., 119, 201) for subsequent 
discussions. A multi-hop radio network is modeled using a directed graph 
G = (N, A), where N is a set of nodes representing radio units, and A is 
a set of directed links. A link (i, j )  exists from i to j if the signal-to-noise 
ratio (SNR) is above a threshold, that is, if 

SNR(i,  j )  = Pz 
Lb(i, j)Nr 

2 Yo. 

In (I) ,  Pi is the transmission power of node i, Lb(i, j )  is the path-loss from 
i to j, N, represents the effect of the thermal noise, and yo is a threshold. 
We assume that the transmitting power of the nodes are constants (e.g., 
every node uses maximum power when transmitting). 

Typically, a multi-hop radio network is sparsely connected in our appli- 
cation context, as the nodes are military units spread out in some terrain. 
A sample network with 20 nodes is shown in Figure 1. 

In some previous work 119, 201 on STDMA scheduling, the authors 
assume that Pi = P , V i  E N ,  and Lb(i , j)  = Lb(j,i),V(i,j) E A. As 
these conditions are not necessary for our models or solution methods, 



Figure 1: A sample network. 

we will make no particular assumption about the parameters except that 
0 < Lb(i, j )  < l,V(i, j )  E A, Pi > 0, Vi E N, and yo 2 0. As a consequence 
of dropping the assumption of bi-directionality of the links, we will always 
treat the underlying network using a directed graph in our discussion of 
STDMA scheduling. A bi-directional link is thus modeled by two directed 
links in the set A. 

STDMA scheduling must account for limitations in the physical net- 
working environment. Typically, the following assumptions are made when 
generating a schedule. 

a A node can transmit or receive, but not both simultaneously. 

a A node cannot receive from more than one node at the same time. 

a A link is free of error if and only if the signal-to-interference ratio 
(SIR) meets a threshold. 

The first two assumptions are related to the physical limitation of the 
wireless interface. Sometimes, these two limitations can be overcome by 
improving the physical implementation. The third assumption is more gen- 
eral in the sense that it applies virtually in all physical implementations. 
Mathematically, the SIR condition for link (i, j )  can be stated as follows. 

In (2), K is the set of nodes that are in simultaneous transmission as 
node i transmits to node j. The term ZXEK,k+i & is, therefore, the total 



interference experienced on link (i, j ) .  Note the similarity between (1) and 
(2). The former can be considered as a special case of the latter with zero 
interference. The threshold yl should be less than or equal to yo (if yl < yo, 
some interference margin is made when identifying the link set A ). 

2.2 Assignment Strategies 

The time slots in an STDMA schedule can be assigned to nodes or to links, 
giving rise to two different assignment strategies. In node-oriented assign- 
ment, a node that is scheduled in a slot may use any of its outgoing links 
to transmit data to another node in that slot. If the node needs to trans- 
mit the same data to several nodes, it may simultaneously activate a subset 
(possibly all) of its outgoing links (i.e., multicast and broadcast). 

In link-oriented assignment, transmissions are organized with respect to 
links instead of nodes. In every slot, transmission may occur between a set 
of point-to-point connections. Note that an underlying assumption in link- 
oriented assignment is unicast traffic. Consequently, the outgoing links of a 
node are scheduled in different time slots in link-oriented assignment. 

Clearly, for any set of nodes that share a time slot using node-oriented 
assignment, the same number of links (one outgoing link of every node in the 
set) can be active simultaneously. Therefore, the maximum possible spatial 
reuse of link-oriented and node-oriented assignment strategies, in terms of, 
respectively, the numbers of links and nodes that can share a time slot, is 
higher in the former case. The latter is, on the other hand, more suitable 
for broadcast traffic [20]. 

Note that the SIR constraint discussed in Section 2.1 has different impli- 
cations for the two assignment strategies. In node-oriented assignment, the 
schedule must ensure that, in any time slot, all of the outgoing links of the 
nodes of this slot satisfy the SIR condition (as these links may be activated 
simultaneously). In link-oriented assignment, a set of links can be scheduled 
in a time slot if the SIR condition for these links are met. 

2.3 Network Throughput 

The throughput is defined as the largest admissible traffic load that yields 
a finite network delay. We assume that data packets are of equal length, 
and that one packet can be sent in one time slot. Following the notation 
in [19, 201, let X denote the total traffic load entering the network (i.e., the 
average number of arriving packets per time slot), and pi and pij denote the 
proportions of X that arrive at node i and link (i, j ) ,  respectively. The values 



of pi and pij are determined by a routing strategy. The average traffic load 
arriving at node i and link (i, j )  are thus Xi = piX and X i j  = pijX. 

Let T = (1,. . . , [TI) denote the set of time slots in the STDMA schedule. 
(The length of a data frame is hence IT[, and the schedule repeats every IT1 
slots.) Let hi denote the number of slots in which node i is scheduled using 
node-oriented assignment. The average number of packets that node i can 
transmit per time slot is thus hi/lTI. The delay in the network is finite only 
if the packet queue is finite at all nodes. To assure a finite delay at node i, 
inequality Xi < hi/(T( must hold. Because Xi = piX, this inequality can be 
written as X 5 (hi/lTl)/pi. The throughput is the largest X that satisfies 
this inequality for all nodes, and is thus 

A similar derivation for the case of link-oriented assignment leads to the 
following expression of the throughput, where hij is the number of time slots 
assigned to link (i, j) .  

T XL = min --, 
( i , j )€A Pij 

Simulations performed in [22] show that (3) and (4) are very close to the 
true throughput values. 

3 Problem Definitions 

We consider two objectives in STDMA scheduling. If the schedule does not 
account for the traffic distribution, a natural measure of efficiency is the 
schedule length. Thus, the objective is to minimize the number of time 
slots, such that every node or link receives at least one slot. If, however, we 
wish the schedule to be optimized for a particular traffic distribution, then 
the corresponding objective is to maximize the throughput. In this case, 
the length of the schedule is typically given. We will use minimum-length 
scheduling and maximum-throughput scheduling, respectively, to refer to 
problems with these two objectives. 

Combining the two objectives with the two assignment strategies gives 
arise to four scheduling problems. A summary of the input, objectives, and 
constraints of these four problems is shown in Table 1. 

Note that for problems MNP and TNP, the first and second constraints 
effectively state, respectively, that a node does not transmit and receive 
simultaneously, and that two nodes do not transmit to a third node at  the 



Table 1: Problem definitions. 

Problem MNP (minimum-length scheduling, node-oriented assignment) 
Input A directed graph G = (N, A). 

Path-loss between node pairs, Lb(i, j) ,  Vi, j E N.  
Transmitting power of the nodes, Pi, Vi E N. 
Noise effect N,. 
Two thresholds yo and 71. 

Objective Minimize the number of time slots. 
Constraints The two end nodes of a link must be assigned different time slots. 

Two nodes, both having directed links to  a third node, must be 
assigned different time slots. 
If a node is scheduled in a time slot, then the SIR of all outgoing 
links of the node must be at  least yl. 
Every node is assigned at  least one time slot. 

Problem MLP (minimum-length scheduling, link-oriented assignment) 
Input Same as MNP. 
Objective Same as MNP. 
Constraints Two links having a common node (irrespective of the link directions) 

must be assigned different time slots. 
If a link is scheduled in a time slot, then the SIR of the link 
must be at  least yl. 
Every link is assigned a t  least one time slot. 

Problem TNP (maximum-throughput scheduling, node-oriented assignment) 
Input A directed graph G = (N, A). 

Path-loss between node pairs, Lb(i, j ) ,  Vi, j E N. 
Transmitting power of the nodes, Pi, Vi E N. 
Noise effect N,. 
Two thresholds yo and yl. 
A schedule length [TI. 

Objective Maximize the throughput of node-oriented assignment. 
Constraints Same as MNP. (The last constraint is however redundant for TNP.) 

Problem TLP (maximum-throughput scheduling, link-oriented assignment) 
Input Same as TNP. 
Objective Maximize the throughput of link-oriented assignment. 
Constraints Same as MLP. (The last constraint is however redundant for TLP.) 

same time. For link-oriented assignment, these conditions correspond to the 
first constraint in MLP and TLP. 

The two objectives, to minimize the schedule length and to maximize 
the throughput, are very closely related to each other. In fact, MNP is 
equivalent to TNP, if the latter has equal traffic load for all nodes and the 



schedule length IT1 is equal to the minimum possible length (i.e., the opti- 
mum of MNP). To realize this equivalence, let T* denote the optimal length 
of MNP. Consider, for the same graph of MNP, an instance of TNP with 
IT1 = T* and pi = p,Yi E N. The following observations can be made for 
this pair of problems. First, in any optimal schedule of MNP, there is at 
least one node that receives exactly one time slot, because otherwise the 
schedule length T* cannot not optimal. Therefore, all optimal schedules 
of MNP have a throughput of (l/T*)/p. Second, an optimal schedule of 
TNP is also optimal in MNP because, by construction, IT1 = T*. Moreover, 
an optimal schedule of TNP assigns at least one time slot to every node, 
because otherwise the throughput is zero, and the schedule cannot be op- 
timal. Finally, as for MNP, there is at least one node that receives exactly 
one time slot in any optimal schedule of TNP (otherwise T* is not optimal 
in MNP). Consequently, the optimal throughput of TNP is also (l/T*)/p. 
It then follows immediately that the sets of optimal schedules coincide for 
this particular pair of problems. Solving one of the two problems is hence 
equivalent to solving the other. A similar equivalence can be derived for the 
problem pair MLP and TLP. 

From a computational perspective, all four problem defined in this sec- 
tion are NP-hard. For MNP and MLP, the NP-hardness results are proved 
in [4] using reductions from graph coloring problems. Because MNP and 
MLP are special cases of TNP and TLP, respectively, we conclude that the 
latter two are also NP-hard. 

4 Prior Work 

The principle of multi-hop radio networks appeared more than two decades 
ago. Some early references on (heuristic) algorithms for access control can 
be found, for example, in 13, 9, 10, 11, 28, 291. 

A couple of remarks can be made on previous work on STDMA schedul- 
ing problems. First, the interference parameters are often not explicitly 
taken into account. A typical assumption is that nodes having a certain spa- 
tial separation (e.g., more than two hop away from each other) can transmit 
simultaneously without causing any interference. Second, most of earlier 
references did not address traffic-sensitive scheduling. 

Among the problems defined in Section 3, minimum-length scheduling 
with node-oriented assignment has been addressed by a number of authors. 
Ephremides and Truong [15] used a heuristic for this problem (the SIR 
constraint was however not considered). The authors also provided the 



NP-hardness result for this problem. Later on, Sen and Huson [35] proved 
that the problem remains NP-hard even for graphs with a special structure 
(planar point graphs). A distributed algorithm was discussed in [14, 151. 
Assuming that every node knows its neighbor structure within two hops, 
the algorithm builds up a skeleton of the STDMA schedule. Additional 
nodes are then successively added to the schedule. Control information 
is exchanged in some reserved time slots. Alternative approaches for im- 
plementing distributed algorithms include information exchange through a 
separate control channel [7], and the use of a token that circulates through 
the nodes [33]. 

The authors of [17] used a neural network approach to solve the problem 
in [15]. A variation of the problem, in which a node can receive from a 
(limited and pre-defined) number of neighbors was addressed by Chou and 
Li [13]. 

Chlamtac and Farag6 [8] exploited the theory of Galois fields to derive 
an algorithm for minimum-length scheduling with node-oriented assignment. 
The algorithm only needs some global network parameters (the number of 
nodes and the maximum node degree) when computing a schedule. Nice fea- 
tures of the algorithm include topology transparency (i.e., it is not dependent 
on any specific topology), fairness (all nodes receive the same amount of time 
slots), worst-case performance guarantee, and polynomial time complexity. 
A generalization of the algorithm was presented in [6]. 

Minimum-length scheduling with link-oriented assignment was solved 
using heuristics in [31]. The SIR constraint was not explicitly modeled. 
Interference was handled using the concept of interfering links, i.e., links 
for which the SNR does not allow communication but is strong enough for 
causing interference. A distributed algorithm for link-oriented assignment 
was presented in [26]. 

Hajek and Sasaki [23] studied the problem of finding a minimum-length 
schedule for a given demand pattern, subject to the first constraint discussed 
in Section 3. The authors showed that this problem is a generalization of 
finding the fractional chromatic index of a graph. As a result, the problem 
is solvable in polynomial time. Stevens and Ammar [37] compared the delay 
performance of node-oriented assignment to that of link-oriented assignment. 
Approximation algorithms for STDMA scheduling were presented in [24, 321. 
Some recent advances in minimum-length scheduling (for both assignment 
strategies) were reported in [4, 51. 

A few authors have addressed traffic-sensitive STDMA scheduling. Shor 
and Robertazzi [36] presented an (node-oriented) algorithm that uses the 
traffic load as priorities to allocate the time slots. The authors also de- 



scribed a distributed algorithm, which, however, does not explicitly make 
use of any traffic information. Extensive simulation results of traffic-sensitive 
scheduling were presented in [19, 201. 

An STDMA schedule is fair if no node is discriminated in resource al- 
location. Note that an optimal schedule in terms of, for example, average 
network throughput, is not necessarily fair. The issue of fairness and some 
possible solutions were discussed in [12, 341. 

Rather than looking at the scheduling algorithm alone, some authors 
have focused more on protocol design and implementation. We refer to 
[2, 30, 39, 401 for some examples of protocols. Among these, Young [39, 401 
presented a component of the Soldier Phone system, the unified slot assign- 
ment protocol (USAP). Multiple types of time slots are used in this protocol. 
(For example, some slots are used for exchange of control information.) The 
protocol uses network information within a two-hop neighborhood to avoid 
conflicts and interference. The protocol supports both assignment strategies, 
as well as several heuristic scheduling algorithms. 

Toumpis and Goldsmith [38] analyzed the capacity region of STDMA 
networks. The capacity region is the set of transmission rates (of links) that 
can be achieved in STDMA. Complexity issues related to verifying whether 
a set of transmission rates is realizable or not were studied in [I]. 

Finally, we would like to mention the work by Mehrotra and Trick [27] 
on the graph coloring problem. The two minimum-length scheduling prob- 
lems, MNP and MLP, are extensions of the graph coloring problem. The 
column generation method discussed later on in Section 6 works similar to 
the method described in [27]. 

5 Mat hematical Models 

5.1 Node-slot and Link-slot Formulations 

One possibility of formulating the four STDMA scheduling problems is to 
enumerate time slots explicitly, and associate the nodes (or the links) to 
the slots. We refer to this type of formulations as node-slot and link-slot 
formulations, respectively, for the two assignment strategies. The variables, 
objective functions, and constraints of these formulations are summarized 
in Table 2. 

In formulation MNP-NS, the objective function (5) is used to minimize 
the total number of time slots. Constraints (6) ensure that every node is as- 
signed at least one slot. Constraints (7) state that a slot is used (i.e., yt = 1) 
if it is assigned to any node. Constraints (8) model the first two transmission 



Table 2: Mathematical models: Node-slot and link-slot formulations. 

MNP-NS (Node-Slot Formulation of MNP) 
zit = 1 if time slot t is assigned to  node i ,  
~therwise zi t  = 0. 
yt = 1 if time slot t is used, otherwise yt = 0. 

TNP-NS (Node-Slot Formulation of TNP) 
cit = 1 if time slot t is assigned to  node i ,  
~therwise zit = 0. 

MLP-LS (Link-Slot Formulation of MLP) 
r i j t  = 1 if time slot t is assigned to 
link (i, j ) ,  otherwise xijt = 0. 
yt = 1 if time slot t is used, otherwise yt = 0. 
vit = 1 if node i is transmitting in time slot 
t ,  otherwise w i t  = 0. 

min C yt (12) 
tET 

2 . .  > l ,V(i, j) E A, C .3t - (13) 
t ET 
r i j t  5 yt,V(i, j )  E A,Vt E T, (14) 

C X i j t +  C X j i t S l ,  
i:(i,j)EA j:(j,i)EA 

ViE N,Vt E T ,  (15) 

r i j t  5 vit,V(i, j )  E A,Vt E T, (16) 

M x i j t  + ~ ( l +  Mij)( l  - xij t)  2 

yt~e { o , l j , v t  E T. (2oj 
TLP-LS (Link-Slot Formulation of TLPl 
cijt = 1 if time slot t is assigned to  link (i, j ) ,  
Jtherwise xijt = 0. 
vi t  = 1 if node i is transmitting in time slot t ,  
~therwise v;+ = 0. 

constraints in Section 3, i.e., different time slots must be assigned to two 
nodes if they are the two end nodes of a link, or if both have links to a third 
node. The SIR constraint is defined in (9). To see the equivalence between 
(9) and (2), note that if z i t  = 0 (i.e., slot t is not assigned to node i), then (9) 
becomes redundant, provided that the value of the parameter Mij is suffi- 

P. N, pk NP ciently large. If z i t  = 1, then (9) reads 6 t ̂ I ' ( ~ + E ~ ~ ~ : ~ ~  h j x k t ) ,  
which is same as (2). To ensure that the SIR constraint is redundant when 
z i t  = 0, the parameter M i j  can be set to the worst-case interference that 
may occur to link ( i , j ) ,  i.e., Mij = CkEN:kZi,j(Pk/Nr)/Lb(k,j). 



The variable definitions and constraints of MLP-LS are very similar to 
those of MNP-NS. Note, however, that two sets of variables (y and v) are 
needed to distinguish between slot utilization and node activation. 

In formulation TNP-NS, the term CtET xit in (22) is the number of time 
slots assigned to node i (among a total of IT\ slots). Constraints (22) ensure, 
together with the objective function (21), that z is the network throughput 
defined earlier in (3). A similar interpretation can be derived for (23) and 
(24) in TLP-LS. 

Although being straightforward, the formulations in Table 2 are not ef- 
ficient from a computational standpoint. A direct solution of these models 
using a linear integer solver (e.g., CPLEX [25]) works only for networks with 
few (less than 10) nodes. There are two main reasons for this. First, the 
models contain a lot of symmetry. There are, for example, many solutions 
that correspond to the same assignment but with different time slots allo- 
cated, and swapping the nodes (or links) of any two slots does not affect 
the objective function value. Moreover, the linear programming (LP) relax- 
ations of these formulations tend to be very weak, making large networks 
out of reach of state-of-the-art integer solvers. 

5.2 Formulations Based on Transmission Groups 

Alternative formulations of our optimization problems can be obtained using 
transmission groups. A transmission group is simply a group of nodes, or a 
group of links, that can share a time slot. 

Let LN and LA denote the sets of transmission groups of nodes and links, 
respectively. A schedule can then be represented using one variable for every 
group. Doing so gives us formulations based on transmission groups, which 
are summarized in Table 3. In MNP-TG and TNP-TG, sil is an indication 
parameter that is one if group 1 contains node i, and zero otherwise. The 
corresponding indication parameter for the other two formulations is sijl. 

In formulations MNP-TG and MLP-TG, (25) and (32) minimize the total 
number of groups (i.e., the total number of allocated slots). Constraints (26) 
and (33) make sure that every node and every link, respectively, receives 
at  least one slot. For maximum-throughput scheduling, the throughput is 
defined using (28) and (29) in TNP-TG, and using (35) and (36) in TLP-TG. 
Constraints (30) and (37) define the schedule length. 

Note that, in contrast to the formulations in Section 5.1, the formula- 
tions in Table 3 do not contain the SIR constraint (2), nor the other two 
transmission constraints discussed in Section 2.1. These constraints are hid- 
den in the definitions of the sets of feasible transmission groups, LN and LA. 



Table 3: Mathematical models: Transmission-group based formulations. 

MNP-TG I MLP-TG 
sl = 1 if transmission group 1 is assigned any time slot, otherwise xl = 0. 

min ): X I  (25) 1 min ): xl (32) 

The definitions of LN and LA effectively decompose our scheduling prob- 
lems into two parts. The first part concerns the assignment of time slots 
to transmission groups. This part is formulated mathematically in Table 3. 
The second part involves the generation of (suitable) members in LN and 
LA. This decomposition is exploited in the column generation method in 
the next section. 

~ E L N  
xl 2 0 ,  integer, V1 E L N .  (31) 

6 Solution Methods 

~ E L A  
xr 2 0,  integer, Vl  E LA.  (38) 

6.1 A Column Generation Method 

The formulations presented in Table 3 have very simple constraint struc- 
tures. The complexity of the formulations lies in the sizes of LN and LA. 
For networks of a realistic size, there are far more members in the two sets 
than what can be handled efficiently in a linear integer solver. However, we 
observe that, for these formulations, solving the LP-relaxations yields very 
sharp bounds to the integer optima. In addition, for the LP-relaxations, the 
sizes of LN and LA can be overcome using a column generation method, 
which handles the two sets implicitly rather than using an explicit descrip- 
tion of all the members of the two sets. 

Column generation decomposes a linear program into a master prob- 
lem and a subproblem. The former contains only a subset of the columns 
(variables). The latter is a separation problem for the dual LP, and is used 



to check optimality, i.e., whether additional columns need to be added to 
the master problem or not. To apply the column generation method to the 
formulations in Table 3, the sets LN and LA are replaced by two subsets 
L; C LN and L l  C LA. This, together with the removal of integrality con- 
straints, give four master problems. To ensure the initial feasibility of the 
master problems of MNP-TG and MLP-TG, we can set L& = {{i),i E N )  
and L: = {{(i, j )) ,  (i, j )  E A )  (this, in fact, corresponds to TDMA). After 
solving a master problem, the method examines whether any new transmis- 
sion group should be added to LON (or L:). In LP terms, this is equivalent 
to examining whether there exists any element 1 E LN for which the corre- 
sponding variable xl has a negative reduced cost in MNP-TG and MLP-TG, 
or any element 1 E LA for which the corresponding variable xl has a posi- 
tive reduced cost in TNP-TG and TLP-TG. To this end, the method solves 
a subproblem. The subproblem amounts to enumerating the members of 
LN (or LA), in order to find a group for which the reduced cost has the 
right sign (if any such group exists). It is important to note, however, 
that this enumeration is performed implicitly. Instead of using an explicit 
and complete description of LN (or LA), the subproblem contains variables 
and constraints that are necessary to characterize any feasible transmission 
group. The solution space of the subproblem is thus an equivalent, but im- 
plicit representation of LN (or LA). In other words, any feasible solution to 
the subproblem corresponds to a feasible transmission group. Moreover, the 
objective function of the subproblem expresses the reduced costs of trans- 
mission groups. The optimal subproblem solution is the group having the 
minimum reduced cost for MNP-TG and MLP-TG, or maximum reduced 
cost for TNP-TG and TLP-TG. 

The subproblems of the four transmission-group based formulations are 
summarized in Table 4. Note the similarities between the subproblems and 
the formulations in Table 2. The difference is that the constraints of the 
subproblems are defined for one single time slot (instead of all time slots). 

If solving a subproblem yields a negative reduced cost for MNP-TG and 
MLP-TG, or a positive reduced cost for TNP-TG and TLP-TG, the solution 
(i.e., a new transmission group) is added to the corresponding master prob- 
lem. The master problem is re-optimized, after which the column generation 
procedure proceeds to the next iteration. If, on the other hand, no trans- 
mission group has a reduced cost with the right sign, then the corresponding 
LP-relaxation is solved to optimality. 

The solutions of the LP-relaxations have a nice interpretation in TNP- 
TG and TLP-TG, namely that the value of xl/JTI is the proportion of time 
slots (transmission resource) assigned to group I. 



Table 4: The subproblems. 

Subproblem of MNP-TG 1 Subproblem of MLP-TG 
Parameter is the dual variable of (26). IParameter 8;  is the dual variable of (33). . " , ,  
Variable si = 1 if node i is included in the 
transmission group, otherwise si = 0. 

si E (0, 1}, Vi E N. 

, "J  , , 
Variable sij = 1 if link (i, j) is included in the 
transmission group, otherwise sij = 0. 
Variable vi = 1 if node i is transmitting, otherwise 

min 1 - ): pisi (39) 
iEN 

vi = 0. 

min 1 - ): &sij  (43) 
(i.i)EA 

Subproblem of TNP-TG 
Parameter 0, is the dual variable of (29). 

v, E {O,l),Vz E N. (48) 
Subproblem of TLP-TG 
Parameter p,, is the dual variable of (36). 

Parameter a is the dual variable of (30). 
Variable si = 1 if node i is included in the 
transmission group, otherwise si = 0. 

6.2 A Greedy Heuristic 

Parameter a: Is the dual variable of (37). 
Variable sij = 1 if link (i, j) is included in the 
transmission group, otherwise sij = 0. 
Variable vi = 1 if node i is transmitting, otherwise 

max C pisi - a: (49) 
(EN 

(4% (41h (42). 

Solving the LP-relaxations yields lower or upper bounds for the four op- 
timization problems. Our numerical experiments show that these bounds 
are very sharp. However, as the LP solutions may contain fractional-valued 
variables, we need a procedure for obtaining integer feasible solutions. An 
iterative greedy algorithm can be used for this purpose. In one iteration, 
the algorithm constructs a transmission group, and assigns a time slot to 
the group. The algorithm is designed for the two maximum-throughput 
scheduling problems, but works nicely for the two minimum-length schedul- 
ing problems as well. 

For problem TNP, one iteration of the algorithm is as follows. The 
algorithm sorts the nodes in an ascending order by their throughput values 

vi = 0. 

max E pijsij - a: (50) 
(&?)€A 

(441% (451, (4% (47), (48). 



(for a node, this is the ratio between the proportion of time slots assigned 
to the node so far and the traffic load), and stores the result in a list. The 
algorithm scans through the list, and picks as many nodes as possible to 
form a transmission group. The throughput values of the nodes are then 
updated, and the algorithm proceeds to the next iteration. It can be easily 
shown that the algorithm has a polynomial time complexity for any of the 
four problems. Below is a formal description of the algorithm, where St is 
the group of nodes that are assigned time slot t,  hi is the number of time 
slots assigned to i, Xi is the throughput of i, and Q is the list. 

1. Set hi = 0,  Xi = 0,  Vi E N, and St = 0, Vt E T.  Set t = 1. 

2. Use Xi to sort the nodes in ascending order. Store the result in Q. 

3. Repeat until Q is empty: 

(a) Let i* be the first element in Q. 

(b) Set Q = Q \ {i*). 

(c) If St U {i*} is a feasible transmission group: Set St = St U {i*), 
hi* = hi* + 1, and xi* = % . 

Pi* T 

4. Let t = t + 1. If t > [TI, terminate. Otherwise go to Step 2. 

It is straightforward to adapt the algorithm to problem TLP, by defin- 
ing all the quantities for links instead of nodes. Once we have applied the 
algorithm for a schedule length of IT1 - 1, increasing the schedule length to 
IT1 does not require a computation from scratch. In fact, only the trans- 
mission group for slot IT1 needs to be computed, because the groups for 
slots t = 1,. . . , IT1 - 1 will remain the same. It is therefore sufficient to run 
the algorithm once for length IT1 to obtain integer solutions for all schedule 
lengths between one and \TI. 

The above algorithm can also be used to find feasible solutions to MNP 
and MLP. Because the throughput of a node (or a link) is zero before it 
is assigned any time slot, the algorithm effectively minimizes the schedule 
length. For problems MNP and MLP, the algorithm terminates as soon as 
the overall throughput becomes greater than zero, i.e., when every node (or 
every link) is assigned at least one time slot. 

7 Numerical Results 

Numerical results were obtained using three test sets provided by the Swedish 
Defense Research Agency. Each set contains five networks of the same size 



in the number of nodes. The traffic in the test networks are unicast, and 
its distribution is uniform (one unit of traffic demand between every pair of 
nodes). The load parameters, pi and pij, were obtained using minimum-hop 
routing. 

The column generation method was implemented using a modeling lan- 
guage AMPL [16] and a linear integer solver CPLEX [25]. The program was 
run on a Sun UltraSparc station with a 400 MHz CPU and 1 GB RAM. The 
greedy algorithm was implemented in MATLAB. For each network, we ran 
the algorithm for a schedule length IT1 = 1000. Doing so gave solutions for 
all schedule lengths between one and 1000. 

The numerical results are summarized in Tables 5 and 6. Table 5 shows 
the results for MNP and MLP. The format is as follows. The two columns 
denoted by 'TDMA' display the schedule lengths of TDMA (i.e., no spatial 
reuse). Note that the values of these two columns are, respectively, equal 
to the number of nodes IN1 and the number of links IAl. For each of the 
two problems, the results obtained using the column generation method 
are displayed in three columns: 'LP' that shows the optimum of the LP- 
relaxation, 'Iter . ' that shows the number of iterations, and 'Time' that 
shows the solution time in seconds. Finally, the schedule length found by 
the greedy algorithm is shown in the two columns denoted by 'Greedy'. 

Table 6 shows the results for the two maximum-throughput problems, 
TNP and TLP. The format of the table is similar to that of Table 5, but 
the entries of 'TDMA', 'LP', and 'Greedy' are throughput values instead of 
schedule lengths. Also, the throughput shown for the greedy algorithm is the 
best value among 1000 slots. Note that the table contains two additional 
columns: 'MNP' and 'MLP'. These two columns show the throughput of 
the LP solutions obtained for the two minimum-scheduling problems. By 
comparing the values in these two columns to others, we can examine how 
well minimum-length scheduling, which does not account for any particular 
traffic distribution, performs in terms of throughput. (The two tables do 
not include solution time of the greedy algorithm, because the algorithm 
needs only a few seconds for solving any of the test networks.) 

We observe that STDMA significantly improves network performance 
when comparing to TDMA. For minimum-length scheduling, the number of 
time slots of TDMA can be reduced by a factor of up to four using STDMA. 
For maximum-throughput scheduling, the throughput of STDMA can be as 
much as 35 times higher than that of TDMA. Second, link-oriented assign- 
ment permits more spatial reuse as well as higher throughput for unicast 
traffic than what is possible in node-oriented assignment. 

The formulations using transmission groups, and, in addition, the col- 



Table 5: Numerical results for minimum-length scheduling. 

MNP MLP 
TDMA Column generation Greedy TDMA Column generation Greedy 

IN1 LP Iter. Time IAJ LP Iter. Time 
N20-1 20 9 24 4 10 44 13 85 84 18 
N20-2 20 10 17 3 11 48 16 42 21 19 
N20-3 20 9 27 5 11 58 21 73 55 24 
N20-4 20 12 14 3 12 66 27 65 45 32 
N20-5 20 12 18 3 13 76 40 44 28 44 
N40-1 40 14 69 67 16 154 39 173 1281 47 
N40-2 40 15 40 25 17 194 52 168 1424 62 
N40-3 40 22 34 34 23 236 70 257 2675 89 
N40-4 40 27 26 25 29 266 106 290 4076 128 
N40-5 40 28 14 19 28 288 123 285 3164 139 
N60-1 60 15 106 480 19 250 51 236 2311 67 
N60-2 60 18 75 213 23 302 73 236 2314 87 
N60-3 60 21 93 288 27 354 97 248 2539 105 
N60-4 60 26 43 108 26 376 91 769 16667 119 
N60-5 60 26 53 204 30 396 114 321 3814 131 

Table 6: Numerical results for maximum-throughput scheduling. 

TNP TLP 
TDMA MNP Column generation Greedy TDMA MLP Column generation Greedy 

LP Iter. Time LP Iter. Time 
N20-1 0.087 0.193 0.299 14 2 0.299 0.087 0.295 0.447 53 19 0.444 
N20-2 0.088 0.175 0.350 16 3 0.350 0.080 0.240 0.474 26 10 0.473 
N20-3 0.091 0.202 0.374 14 3 0.373 0.072 0.199 0.597 65 36 0.589 
N20-4 0.085 0.142 0.453 13 3 0.453 0.089 0.217 0.660 73 46 0.654 
N20-5 0.103 0.171 0.444 20 4 0.444 0.067 0.127 0.657 102 70 0.652 
N40-1 0.045 0.128 0.385 45 25 0.381 0.025 0.100 0.564 179 563 0.549 
N40-2 0.047 0.125 0.397 49 27 0.394 0.020 0.076 0.646 260 1304 0.623 
N40-3 0.068 0.123 0.436 20 17 0.433 0.038 0.130 0.787 261 1157 0.760 
N40-4 0.065 0.096 0.520 21 20 0.515 0.077 0.194 0.807 248 1128 0.755 
N40-5 0.090 0.128 0.456 25 35 0.451 0.027 0.062 0.931 559 12201 0.867 
N60-1 0.042 0.170 0.447 53 75 0.444 0.020 0.100 0.790 522 24020 0.740 
N60-2 0.039 0.129 0.435 63 115 0.428 0.020 0.085 0.724 402 4324 0.684 
N60-3 0.043 0.121 0.451 54 113 0.446 0.023 0.083 0.756 428 3249 0.715 
N60-4 0.054 0.126 0.433 55 132 0.428 0.019 0.079 0.753 521 4431 0.704 
N60-5 0.051 0.118 0.457 64 185 0.450 0.020 0.069 0.782 601 5874 0.729 

umn generation method, are effective for STDMA scheduling problems. The 
solution times of the column generation method look reasonable for most 
cases, although occasionally the computing time exceeds several hours. (We 
note that there are quite some space left for method refinements, such as a 
more sophisticated implementation and problem reduction techniques.) The 



optimal solutions of the LP-relaxations tell what at best can be achieved us- 
ing STDMA. Note that the LP bounds are very sharp, that is, these bounds 
give very good estimations to the optimal performance of an STDMA sys- 
tem. (Results in [4] indicate that for minimum-length scheduling, the gap 
between the LP bound and the greedy solution is mainly due to the latter.) 

Looking at the results of the greedy algorithm, we observe that for 
maximum-throughput scheduling, this algorithm constantly generates a near- 
optimal schedule within 1000 time slots. More detailed solution statistics 
(not shown in Table 6 due to the space limitation) reveal that the through- 
put became close to optimum in less than 200 slots for all test networks. 
For minimum-length scheduling, on the other hand, the performance of the 
greedy algorithm is not always consistent. This is not surprising, because in 
this case the algorithm does not utilize any network-specific information to 
determine in which order the nodes or links should be treated. Nevertheless, 
the algorithm gave satisfactory results for most test networks. 

For small networks (of 20 nodes), the throughput of a minimum-length 
schedule is not too far away from what can be achieved in maximum- 
throughput scheduling. For large networks, the difference in throughput 
becomes quite significant. It  should however be pointed out that it is consid- 
erably more complex to design a protocol for maximum-throughput schedul- 
ing than for minimum-length scheduling. 

8 Conclusions and Perspectives 

Some intelligence is required in STDMA to schedule the transmission ac- 
tivities. In this chapter, four optimization problems are identified in this 
context. The relations between them are clarified, and models and solution 
methods are presented. 

One important conclusion from our study is that the mathematical for- 
mulations based on transmission groups and the column generation method 
provide us with an effective tool to assess the theoretical performance limits 
of STDMA, and thereby to evaluate heuristic, on-line algorithms as well as 
practical STDMA implementations. Having the maximum achievable per- 
formance at hand, it can be concluded that STDMA does, indeed, have 
a great potential of utilizing the network resource efficiently. As another 
conclusion, the greedy algorithm has a close-optimal performance in maxi- 
mizing the network throughput. Due to its low computational complexity, 
the algorithm is an interesting candidate for distributed implementations. 

There are many remaining research challenges in designing multi-hop 



radio networks. Having access to the theoretical limits in both the minimum 
length and the maximal throughput, a natural question to ask is to what 
extent these limits can be achieved in practice, when the two assumptions 
in Section 1 (off-line computation and full knowledge of interference) are 
replaced by more realistic ones. Thus, the next major step of research in 
this area is to design distributed, on-line algorithms that can approximate 
these theoretical limits. It will be very interesting (and challenging as well), 
for example, to adapt the greedy algorithm to distributed computations. To 
do this, a number of issues need to be resolved. Among these, the following, 
interrelated issues are of particular importance for future research. 

0 Distributed computation. In a distributed computing environment, full 
knowledge of the traffic distribution (which is, obviously, dynamic in 
nature) is very hard, if not impossible, to obtain. Hence, practical al- 
gorithms need to operate with uncertain and partial information. One 
possibility to deal with this difficulty is to use some static attributes to 
approximate the expected traffic load. In addition, a sensitivity anal- 
ysis would provide insights into whether the solution of the greedy 
algorithm (or other heuristics) will deviate widely from optimum in 
presence of minor perturbation in the problem parameters. 

Information sharing. A second challenge is how to share the link qual- 
ity information (i.e., the path-loss values) among the nodes. STDMA 
involves some signaling overhead to generate a schedule. The more 
information is shared, the more efficient the schedule becomes. At 
some point, however, the amount of signaling traffic becomes unrea- 
sonable with respect to network capacity. Thus some compromise has 
to be made between information sharing and solution optimality. One 
option is to limit information sharing to a local environment (e.g., 
a node exchanges information only with nodes within a certain hop 
limit). The amount of signaling traffic depends also on the network 
architecture, in particular whether clustering is used or not. 

Mobility. Mobility poses another challenge in the design of access 
control schemes. Mobile radio units lead to constant changes in the 
network topology. Benchmarking the network performance for a mo- 
bile scenario remains straightforward; the column generation method 
can be applied to a series of static scheduling problems, derived from 
a sequence of snapshots of the mobile scenario. A practical scheduling 
algorithm must, on the other hand, monitor topology changes and up- 
date the schedule in an on-line environment. The frequency of updat- 



ing the schedule gives rise to a further dimension in designing STDMA 
protocols. Clearly, the issue of mobility should be tackled in conjunc- 
tion with the two issues above. 

Another research direction, which is worth mentioning, is the interplay 
between STDMA and other networking layers. One such example is the role 
of power control. Throughout the chapter, we have assumed that the power 
used in transmission is given. A more complex scenario arises if the units 
can adjust their transmitting power. Power control can be used for several 
purposes, such as to reduce the interference, to increase the link bandwidth, 
as well as to control the network topology. (The issue of power control is 
addressed in some other chapters of this book.) Another example is the 
routing protocol, which effectively determines the traffic load of individual 
nodes and links. One interesting topic for forthcoming research is whether 
and how these issues can be integrated with STDMA scheduling, and the 
impact of such an integration on system design and optimization. 
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1 Introduction 

The IEEE 802.11 standards have been very successful and popular in recent 
years. Both the medium access control (MAC) layer and the phsical (PHY) 
layer are specifed in the IEEE 802.11 standard family, i.e. IEEE 802.11 
[I], IEEE 802.11e 121, IEEE 802.11b 131, and IEEE 802.11a 141, and IEEE 
802.11g 1121, etc. 

The IEEE 802.11 MAC employs mandatory contention-based channel 
access function called Distributed Coordination Function (DCF), and an 
optional centrally controlled channel access function called Point Coordina- 
tion Function (PCF) [I]. The DCF adopts a carrier sense multiple access 
with collision avoidance (CSMAICA) and binary exponential backoff. It 
is treated as a wireless version of the most successful local area network 
(LAN), IEEE 802.3 (Ethernet), which adopts CSMA with collision detec- 
tion (CSMAICD) and binary exponential backoff. Both the IEEE 802.11 
DCF and IEEE 802.3 enable fast installation with minimal management 
and maintenance costs, and are very robust protocols for the best-effort ser- 
vice. The popularity of the IEEE 802.11 market is largely due to the DCF, 
whereas the PCF is barely implemented in today's products due to its com- 
plexity and inefficiency for the normal data transmissions, even though it 
has some limited Quality of Service (QoS) support. 

However, the current DCF is unsuitable for multimedia applications with 
QoS requirements 15, 6, 161. Under the DCF, a station might have to wait 
an arbitrarily long time to send a frame so that real-time applications such 
as voice and video may suffer 151. One possible solution is to provide a good 
priority scheme for the DCF. Simple DCF priority schemes can be easily 



designed with minor changes in the DCF, and they are quite effective [6, 
161. Prioritized QoS will be useful for those multimedia applications that 
can live without rigid QoS. One advantage of prioritized QoS is that it is 
simple to implement and looks like DiffServ model in the IP networks. 

To support the MAC-level QoS, the IEEE 802.11 Working Group is cur- 
rently working on the standardization of IEEE 802.11e [2], which is in the 
final stage. The emerging IEEE 802.11e standard provides QoS features 
and multimedia support to the existing 802.11b [3] and 802.11a/.llg [4, 
121 WLAN standards, while maintaining full backward compatibility with 
these standards. The IEEE 802.11e MAC employs a channel access function, 
called Hybrid Coordination Function (HCF), which includes a contention- 
based channel access and a contention-free centrally controlled channel ac- 
cess mechanism. The contention-based channel is also referred to as En- 
hanced Distributed Coordination Function (EDCF). The EDCF provides a 
priority scheme by differentiating the inter-frame space, the initial window 
size, and the maximum window size. 

The rest of the chapter is organized as follows. We briefly describe the 
IEEE 801.11/.11b/.lla/.llg PHY in Section 2. The original IEEE 802.11 
MAC and the IEEE 802.11e EDCF are introduced in Section 3 and Section 
4, respectively. We introduce two MAC enhancements of IEEE 802.11e in 
Section 5. Related work for the EDCF is summarized in Section 6. We 
evaluate the EDCF differentiated mechanism via extensive simulations in 
Section 7. We finally conclude this chapter in Section 8. 

2 IEEE 802.11/.11b/.lla/.llg PHY 

In this section, we briefly introduce the IEEE 802.11/.11b/.lla/.llg PHY 
as follows. 

The IEEE 802.11 PHY [I] supports 1 and 2 Mbps raw data rates in- 
cluding three different physical layer implementations: frequency hopping 
spread spectrum (FHSS), direct sequence spread spectrum (DSSS), and in- 
frared (IR). The FHSS utilizes the 2.4 GHz Industrial, Scientific, and Medi- 
cal (ISM) band, and the basic access rate of 1 Mbps uses two-level Gaussian 
frequency shift keying (GFSK). The DSSS uses the 2.4 GHz ISM frequency 
band, where the 1 Mbps basic rate is encoded using differential binary phase 
shift keying (DBPSK), and a 2 Mbps enhanced rate uses differential quadra- 
ture phase shift keying (DQPSK). The IR specification is designed for indoor 
use only and operates with nondirected transmissions, and its encoding of 
the basic access rate of 1 Mbps is performed using 16-pulse position mod- 



ulation (PPM) and the enhanced access rate of 2 Mbps is performed using 
4-PPM modulation. 

The IEEE 802.11b PHY [3] supports 1, 2, 5.5, and 11 Mbps raw data 
rates via Complementary Code Keying (CCK) and Direct Sequence Spread 
Spectrum (DSSS) modulation schemes at 2.4 GHz. The IEEE 802.11b PHY 
is the most widely used PHY. 

The IEEE 802.11a PHY uses a convolutionally coded adaptation of Or- 
thogonal Frequency Division Multiplexing (OFDM) for encoding and trans- 
mission called coded OFDM (COFDM), which is a frequency division multi- 
plexed (FDM) multi-carrier communications scheme that includes the appli- 
cation of convolutional coding to achieve higher raw data rates. The IEEE 
802.11a standard operates a t  the 5 GHz band, thereby avoiding the crowded 
2.4 GHz band where IEEE 802.11b and Bluetooth operate. IEEE 802.11a 
uses COFDM to  realize the full 6-54 Mbps range of data rates. OFDM 
is a multicarrier communications scheme in which a single high-rate data 
stream is split into lower-rate data streams that are subsequently transmit- 
ted in parallel over a number of subcarriers. The subcarriers overlap and the 
inter-carrier spacing are chosen such that all the subcarriers are orthogonal 
to each other. The IEEE 802.11 standard specifies a channel spacing of 20 
MHz with a 16.56 MHz transmission bandwidth per channel. Each subcar- 
rier is spaced 312.5 kHz from adjacent subcarriers, and each is modulated 
independently. The physical format of IEEE 802.11a [4] is illustrated in 
Figure 1. Data rates for IEEE 802.11a are 6, 9, 12, 18, 24, 36, 48, and 54 
Mbps. 

The IEEE 802.11g PHY, an extension of IEEE 802.11b and IEEE 802.11a, 
supports up to 54 Mbps at 2.4 GHz where IEEE 802.11b and Bluetooth oper- 
ate, with the PHY technology of IEEE 802.11a. IEEE 802.11g is a superset 
of the 802.11b PHY, including the 802.11b modulation schemes and the 
OFDM schemes originally defined for 802.11a PHY at 5 GHz. 

SIGNAL DATA I P ~ S ~ ~ ~ ~ ~ l  1 OFDM Symbol I Varlable Number of OFDM Symbols I 

Figure 1: The PHY frame format for the IEEE 802.11a 
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3 IEEE 802.11 MAC 

The IEEE 802.11 MAC employs a mandatory DCF and an optional PCF. 
These functions determine when a station, operating within a Basic Service 
Set (BSS) or Independent BSS (IBSS), is permitted to transmit. There are 
two types of 802.11 networks: Infrastructure Network, i.e. BSS, in which an 
access point (AP) is present and Ad hoc Network, i.e. IBSS, in which an 
AP is not present. 

In the long run, time is always divided into repetition intervals called 
superframes, shown in Figure 2. Each superframe starts with a beacon 
frame, and the remaining time is further divided into an optional contention- 
free period (CFP) and a contention period (CP). The DCF works during 
the CP and the PCF works during the CFP. If the PCF is not active, a 
superframe will not include the CFP. However, the beacon frame is always 
sent no matter whether the PCF is active or not. The beacon frame is a 
management frame for synchronization, power management, and delivering 
parameters. In a BSS, an AP sends beacon frames. In an IBSS, any mobile 
station that is configured to start an IBSS will begin sending beacon frames. 
As other mobile stations join that IBSS, each station, a member of the IBSS, 
is randomly chosen for the task of sending beacon frames. Beacon frames 
are generated in regular intervals called target beacon transmission time. 

Figure 2: Superframes 

3.1 The DCF 

The DCF defines a basic access mechanism and an optional request-to- 
sendlclear-to-send (RTSICTS) mechanism. In the DCF, a station with a 
frame to transmit monitors the channel activities until an idle period equal 
to a distributed inter-frame space (DIFS) is detected. After sensing an idle 
DIFS, the station waits for a random backoff interval before transmitting. 
The backoff time counter is decremented in terms of slot time as long as 



the channel is sensed idle. The counter is stopped when a transmission is 
detected on the channel, and reactivated when the channel is sensed idle 
again for more than a DIFS. In this manner, stations, deferred from chan- 
nel access because their backoff time was larger than the backoff time of 
other stations, are given a higher priority when they resume the transmis- 
sion attempt. The station transmits its frame when the backoff time reaches 
zero. At each transmission, the backoff time is uniformly chosen in the range 
[0, CW - 11 in terms of timeslots, where CW is the current backoff window 
size. At the very first transmission attempt, CW equals the initial backoff 
window size CWmi,. After each unsuccessful transmission, CW is doubled 
until a maximum backoff window size value CW,,, is reached. After the 
destination station successfully receives the frame, it transmits an acknowl- 
edgment frame (ACK) following a short inter-frame space (SIFS) time. If 
the transmitting station does not receive the ACK within a specified ACK 
Timeout, or it detects the transmission of a different frame on the channel, it 
reschedules the frame transmission according to the previous backoff rules. 

The DCF provides a channel access mechanism with equal probabilities 
to all stations contending for the same wireless medium. If an AP is present, 
STAs are not allowed to transmit frames to other STAs that are not APs. 

The above mechanism is called the basic access mechanism. In such a 
mechanism, hidden node problem may happen, shown in Figure 3. The hid- 
den node problem exists since transmissions of Station A cannot be detected 
using carrier senses by Station C but interfere with transmissions from the 
Station C to Station B. Since a radio transmission has a range, RA, RB, 
and RC in Figure 3 denote the ranges of Station A, Station B, and Station 
C, respectively. 

Figure 3: Hidden Node Problem 



To reduce the hidden station problem, an optional four-way data trans- 
mission mechanism called RTS/CTS is also defined in DCF. In the RTS/CTS 
mechanism, before transmitting a data frame, a short RTS frame is trans- 
mitted. The RTS frame also follows the backoff rules introduced above. If 
the RTS frame succeeds, the receiver station responds with a short CTS 
frame. Then a data frame and an ACK frame will follow. All four frames 
(RTS, CTS, data, ACK) are separated by an SIFS time. In other words, the 
short RTS and CTS frames reserve the channel for the data frame trans- 
mission which follows. For example, in Figure 3, RA for Station A's RTS 
transmission and RB for Station B's CTS transmission are overlapped but 
not equal. Therefore, after the transmission of Station A's RTS and Station 
B's CTS, the channel is reserved for the data transmission followed, and 
any station in either RA or RB will not transmit. A hidden station such as 
Station C of Station A, who is in RB but not in RA, will not interfere with 
Station A's data transmission since it hears Station B's CTS transmission. 

Data frames are transmitted at the data rate, and ACK frames are trans- 
mitted at the control rate. The data rate may be not the same as the control 
rate. The frame formats for data frames and ACK frames are shown in Fig- 
ure 4 and Figure 5, respectively [I]. As illustrated in the figures, a data 
frame has 28 bytes of overhead including the MAC header and the FCS 
field, and an ACK frame is 14 bytes in length. 

Figure 4: Data Frame Format 
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3.2 The PCF 

The PCF is an optional centrally controlled channel access function, which 
provides contention-free (CF) frame transfer. The PCF is designed for sup- 
porting time-bounded services, which can provides limited QoS. It logically 
sits on top of the DCF, and performs polling, enabling polled stations to 
transmit without contending for the channel. It has a higher priority than 
DCF by adopting a shorter Inter-frame space (IFS) called point inter-frame 
space (PIFS), i.e. SIFS<PIFS<DIFS. 

If the PCF is implemented, a CFP under the PCF and a CP under the 
DCF alternate over time. A CFP and a CP forms a superframe. The AP, 
where the point coordinator (PC) is normally located, senses the medium 
idle for a PIFS interval, and then transmits a beacon frame to initiate a 
CFP (in other words, to initiate a superframe). After a SIFS time, the 
PC sends a poll frame to a station to ask for transmitting a frame. The 
poll frame may or may not include data to that station. After receiving the 
poll frame from the PC, the station with a frame to transmit may choose to 
transmit a frame after a SIFS time. When the destination station receives 
the frame, an ACK is returned to the source station after a SIFS time. The 
PC waits a PIFS interval following the ACK frame before polling another 
station or terminating the CFP by transmitting a CF-End frame. If the PC 
receives no response from the polled station for a PIFS interval, the PC can 
poll next station or terminate the CFP by transmitting a CF-End frame. 

4 IEEE 802.11e EDCF 

IEEE 802.11e provides a channel access function, called Hybrid Coordina- 
tion Function (HCF) to support applications with QoS requirements. The 
HCF includes both a contention-based channel access and a centrally con- 
trolled channel access. The contention-based channel access of the HCF is 
also referred to as Enhanced Distributed Coordination Function (EDCF). 
In this chapter, we only consider EDCF since (1) it is simpler, and (2) it is 
expected to support many QoS applications, which do not require strict QoS 
provisioning. Readers may refer to [17] for the centrally controlled channel 
access. 

A new concept, transmission opportunity (TXOP), is introduced in IEEE 
802.11e. A TXOP is a time period when a station has the right to initiate 
transmissions onto the wireless medium. It is defined by a starting time 
and a maximum duration. A station cannot transmit a frame that extends 
beyond a TXOP. If a frame is too large to be transmitted in a TXOP, it 



should be fragmented into smaller frames. 
The EDCF works with four Access Categories (ACs), which are vir- 

tual DCFs as shown in Figure 6, where each AC achieves a differentiated 
channel access. This differentiation is achieved through varying the amount 
of time a station would sense the channel to be idle and the length of the 
contention window during a backoff. The EDCF supports eight different pri- 
orities, which are further mapped into four ACs, shown in Table 1. Access 
Categories are achieved by differentiating the arbitration inter-frame space 
(AIFS), the initial window size, and the maximum window size. For the 
AC i(i = 0, ... 3), the initial backoff window size is CWmin[i], the maximum 
backoff window size is CWmax[i], and the arbitration inter-frame space is 
AFIS[i]. For O I i < j I 3 ,  we have CWmin[i]>CWminb], CWmaz[i]>CWmax[j], 
and AFIS[i]>AFIS[j], and at least one of above inequalities must be "not 
equal to". In other words, the EDCF employs AFIS[i], CWmin[i], and 
CWmax [i] (all for i = 0, ... 3) instead of DIFS, CWmin, and CWmax, respec- 
tively. If one AC has a smaller AFIS,  CWmin or CWmax, the AC's traffic 
has a better chance to access the wireless medium earlier. 

Access Cetegories 

Virtual Collision Handler Y--l 
Figure 6: Virtual transmission queues, where BO[i] stands for the backoff 
counter for AC i 

Figure 7 shows the EDCF timing diagram, where 3 ACs are shown: i, j, 
and k. Figure 6 shows four transmission queues implemented in a station, 
and each queue supports one AC, behaving roughly as a single DCF entity 
in the original IEEE 802.11 MAC. It is assumed that a payload from a 
higher layer is labeled with a priority value, and it is enqueued into the 
corresponding queue according to the mapping in Table 1. Each queue 
acts as an independent MAC entity and performs the same DCF function, 



Table 1: Priority to access category mapping 

PRIORlTY AC I DESIGNATION 
I I -_._-____ - 
I U 

0 0 I BESTEFFORT 
3 I 1 I V W E O P R O B E  

I - I . --- 
6 3 V O I C E  

7 3 V O I C E  

elect Slot and Decrement Backoff as long 
as medium is idle 

Figure 7: EDCF timing diagram 

with a different inter-frame space (AFIS[i]), a different initial window size 
(CWmin [i]), and a different maximum window size (CW,, [i]). Each queue 
has its own backoff counter (BO[i]), which acts independently in the same 
way as the original DCF backoff counter. If there is more than one queue 
finishing the backoff at the same time, the highest AC frame is chosen to 
transmit by the virtual collision handler. Other lower AC frames whose 
backoff counters also reach zero will increase their backoff counters with 
CWmi, [i] (i = 0, . ..3), accordingly. Furthermore, we have AFIS[i] 2 P I F S ,  
where PIFS is point (coordination function) inter-frame space. 

The values of AIFS[i] (i = 0, . . . ,3), CWmc [i] (i = 0, ... , 3 )  and C W,,, [i] 
(i = 0, ..., 3) are referred to as the EDCF parameters, which will be an- 
nounced by the QoS Access Point (QAP) via periodically transmitted bea- 
con frames. 



5 IEEE 802.11e MAC Enhancements 

IEEE 802.11e not only provides QoS enhancements introduced in the previ- 
ous section, but also introduces some enhancements for MAC efficiency such 
as direct link protocol and block acknowledgement protocol. 

5.1 Direct Link Protocol 

The Direct Link Protocol (DLP) allows QoS stations (QSTAs) to transmit 
frames directly to another QSTA by setting up such data transfer when a 
QoS AP (QAP) is present. The need for this protocol is motivated not 
only by the fact that the intended recipient may be in Power Save Mode, in 
which case it can only be woken up by the QAP, but also by being efficient. 
The DLP allows the sender and the receiver to exchange rate set and other 
information. Furthermore, the DLP messages can be used to attach security 
information elements. This protocol prohibits the stations going into power- 
save for the active duration of the Direct Stream. The DLP does not apply 
in an ad hoc network, where frames are always sent directly from one QSTA 
to another. A direct link can be built by following sequences: 

Figure 8: Direct Link Protocol 

QSTA-1 that has data to send invokes the DLP and sends a DLP- 
request frame to the QAP, shown in Figure 8 (la). This request con- 
tains the rate set, and (extended) capabilities of QSTA-1, as well as 
the MAC addresses of QSTA-1 and QSTA-2. 

0 If QSTA-2 is associated in the BSS, the QAP shall forward the DLP- 
request to the recipient, QSTA-2, shown in Figure 8 (lb). 



If QSTA-2 accepts the direct stream, it shall send a DLP-response 
frame to the QAP, shown in Figure 8 (2a). 

The QAP shall forward the DLP-response to QSTA-1, shown in Figure 
8 (2b), after which the direct link becomes active and frames can be 
sent from QSTA-1 to QSTA-2 and from QSTA-2 to QSTA-1, shown 
in Figure 8 (3). 

When the direct link is active, QSTA-1 may use DLP-probes to gauge the 
quality of the link between QSTA-1 and QSTA-2. The direct link becomes 
inactive when no frames have been exchanged as part of the direct link for 
the duration of aDLPIdleTimeout defined in [2]. After the timeout, frames 
with destination QSTA-2 shall be sent via the QAP. 

5.2 Block Acknowledgment Protocol 

Block Acknowledgement Protocol (BAP) was proposed in IEEE 802.lle [2]. 
It is also called Burst Transmission and Acknowledgment (BTA) [21, 221, 
Contention-Free Burst (CFB) [14], Group Transmission and Acknowledge- 
ments (GTA) [17], and Delayed Group Acknowledgement (DGA), etc. The 
idea of BAP is that instead of acknowledging each frame, a burst of frames 
is received first, and then the whole burst is acknowledged one time. 

A MAC Service Data Unit (MSDU) is the information that is delivered 
as a unit between MAC service access points (SAPS). A MAC protocol data 
unit (MPDU) is the unit of data exchanged between two peer MAC entities 
using the services of the physical layer (PHY). We use MPDUs and frames 
interchangeably in this section. 

Since wireless medium (WM) is error-prone, transmitted frames can be 
corrupted easily, even without collisions. In the IEEE 802.11 MAC protocol, 
each frame is acknowledged. This approach is very natural and robust, but 
it introduces quite an amount of overhead. In order to  reduce the overhead, 
BAP is currently being discussed in the IEEE 802.11e task group [2]. 

The BAP mechanism allows a burst of frames to be transmitted before 
any acknowledgement. After sending a burst of frames, the sender sends 
a burst acknowledgement request (BlockAckReq) frame, and the receiver 
must respond by sending the burst acknowledgement (BlockAck) frame, in 
which the correctly received frames' information is included. All the frames, 
including BlockAckReq frame and BlockAck frame, are separated by an 
SIFS period. 

The sender should first win a transmission opportunity (TXOP) using 
a channel access mechanism before starting a burst. The burst length is 



limited, and the amount of state that must be kept by the receiver for 
receiving frames is bounded. 

If the BlockAck indicates that an MPDU was not received correctly, the 
sender shall retry that MPDU subject to MPDU's appropriate retry limit. 
Retransmitted burst data MPDU's shall preserve their original relative or- 
der. The receiver shall maintain a burst acknowledgement record consisting 
of a transmitter address and a 32-octet bitmap of received MPDU sequence 
numbers. These hold the acknowledgement state of the burst data received 
from that sender. 

In [21, 221, we show that BAP greatly improves throughput and delay. 

6 Related work for the EDCF 

In this section, we provide a short survey on the EDCF related work, espe- 
cially for service differentiation. 

6.1 Service Differentiation 

Service differentiation has been studied by two approaches, i.e. simulation 
approaches and analytical approaches. 

6.1.1 Simulation Approaches 

Several priority studies have been reported in the literature for the DCF. 
Deng and Chang [5] proposed a priority scheme by differentiating the backoff 
window: the higher priority class uses the lower portion of the window 
and the lower priority class uses the high portion of the window. Aad and 
Castelluccia [7] proposed a priority scheme achieved by differentiating inter- 
frame spaces (IFS). Veres and Campbell et al. [8] proposed priority schemes 
by differentiating the initial backoff window size and the maximum window 
size. Pallot and Miller [9] proposed three priority schemes: static priority 
scheduling (SPS), prioritized DIFS time mechanism, and prioritized backoff 
time distribution mechanism (PBTDM). In PBTDM, the backoff time is 
chosen in the current window range with different distributions for different 
priorities. Note that Deng and Chang's scheme [5] is one special case of 
PBTDM. 

For the EDCF, Mangold and Choi et al. [lo] introduced the IEEE 
802.lle EDCF and provided performance studies via simulations. Xiao [ll] 
introduced the updated EDCF, and studied priority schemes of the EDCF 



via both simulation and an analytical model. Choi [14] provided an up- 
dated simulation analysis for the EDCF. Romdhani, Ni, and Turletti [28] 
consider internal collision issues within the same station. Xiao, Li, and Choi 
[19] proposed two-level protection and guarantee mechanisms for voice and 
video traffic in the EDCF. 

6.1.2 Analytical Models 

Bianchi [23, 241 proposed a simple and accurate analytical model to compute 
saturation throughput for the original DCF, and Ziouva and Antonakopou- 
10s [25] improved Bianchi's model by deriving saturation delay. Xiao and 
Bianchi [20] provided an updated model with a comprehensive performance 
analysis, as well as a simple and accurate delay model. All these models are 
not for priorities, but for the original DCF. 

Xiao [6, 131 proposed an analytical model to evaluate backoff-based pri- 
ority schemes by differentiating the initial window size, the backoff window- 
increasing factor, and the maximum backoff stage. Ge and Hou [15] proposed 
an analytical model for p-persistent WLAN. Xiao [ll] proposed a rough 
model to analyze AFIS differentiation. Bianchi and Tinnirello [26] proposed 
an analytical model for AFIS differentiation. Xiao [16, 181 proposed an up- 
dated analytical model for backoff-based priority schemes by strengthening 
underline assumptions for both IEEE 802.11 and IEEE 802.11e. 

6.2 MAC E n h a n c e m e n t s  

Xiao [21, 221 provided an analysis for BAP. Choi studied CFB in [14]. 

7 Evaluation via Simulations 

In this section, we evaluate the EDCF for voice streams (AC=3), video 
streams (AC=2), and data (AC=O) in terms of throughput per flow, delay 
per flow, total throughput, fairness index factor, failure transmission, as well 
as effects of buffer size on delay, queuing delay ratio, drop ratio, and buffer 
overflow ratio, where queuing delay ratio is defined as the ratio of queuing 
delay with total delay per flow; drop ratio is defined as the ratio of dropped 
framesltraffic (in terms of Mbps) with total arrival traffic per flow; buffer 
overflow ratio is defined as the ratio of dropped framesltraffic due to buffer 
overflow (in terms of Mbps) with total arrival traffic per flow. The reason 
to define the performance metric of queuing delay ratio is to see how much 
percentage of queuing delay is in delay. 



7.1 Simulation Setup 

In our simulations, we have the following parameters unless stated other- 
wise: AIFS[3] = 2 5 ~ s ;  CWmin[3] = 8; CWmax[3] = 64; AIFS[2] = 2 5 ~ ~ ;  
CWmin[2] = 16; CWm,x[2] = 128; AIFS[O] = 3 4 ~ ~ ;  CWmin[O] = 32; 
CWmax[O] = 1024; the default buffer sizes per station for voice, video, and 
data are 0.02M bytes, 0.15M bytes, and 0.15M bytes, respectively; the total 
simulation time is 200 seconds. Each video stream rate is 4.86 Mbps, which 
is generated by a constant inter-arrival time 2.5 ms with a mean payload 
size 1464 bytes. Each voice stream rate is 0.0832 Mbps, which is gener- 
ated by a constant inter-arrival time 20 ms with a mean payload size 208 
bytes. Each data station has traffic of 1 Mbps, which is generated by an 
exponential inter-arrival time 12 ms with a mean payload size 1500 bytes. 
We adopt IEEE 802.11a, and the data rate and control rate are 54 Mbps 
and 24 Mbps, respectively. We assume that all the stations are within the 
transmission range. Initially, there are one voice stream, one video stream, 
and one data QSTA in the system. Beacon interval is looms, which is also 
used for the measurement interval. By default, we assume an ad hoc net- 
work or an infrastructure network in which all traffic is going out of the 
network. The latter case is equivalent to the DLP in some sense. In our 
simulations, each station only has one video stream, voice stream, or data. 
In other words, multiple streamsldata within the same station are not sim- 
ulated, i.e. internal virtual collisions, shown in Figure 6, are not considered 
in our simulations. 

7.2 Throughput, Delay, Fairness Index Factor, and Failure 
Transmission under Small Traffic Load 

In the small traffic load, one voice stream, one video stream, and one data 
station are added for each 10 seconds until there are total 10 voice streams, 
3 video streams, and 3 data QSTAs in the system. The buffer sizes per 
station for voice, video, and data are 0.02M bytes, 0.15M bytes, and 0.15M 
bytes, respectively; 

Figure 9 shows throughputs for voice, video and data. Figure 9 (a) shows 
that 10 voice streams are added totally, and Figure 9 (b) shows that 3 video 
streams are added totally. Figure 9 indicates that video streams need large 
bandwidth. 

Figure 10 shows throughputs per flow for voice, video and data. We 
observe that voice and video streams obtain their throughput requirements, 
i.e. 4.86 Mbps for a video stream and 0.0832 Mbps for a voice stream. 
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Figure 9: Throughputs (Mbps) 

Figure 10 also indicates that the EDCF is effective in terms of throughput 
differentiation. As illustrated in the figure, with the DLP, throughput has 
been greatly improved for all ACs. We also observe that sometime a data 
station traffic is larger than 1 Mbps although the arrival rate of a data station 
is 1Mbps. There are two reasons as follows. The first reason is that 1 Mps of 
data traffic is the mean value so that there is a random factor with respect 
to the measurement interval. The second and the most important reason is 
that when a frame arrives, it unusually cannot be transmitted immediately, 
but waits in the bufferlqueue that introduces much bursty. On average, 
data throughput is not larger than 1 Mbps. 

Figure 11 shows delays of voice, video, and data. As illustrated in the 
figure, delays for all ACs are very small and similar. Delay Differentiation 
between ACs is not good due to the small traffic load. In fact, under a 
small traffic load condition, service differentiation is not important since all 
requests can be satisfied. As illustrated in the figure, with the DLP, delay 
has been greatly improved for all ACs. 

Figure 12 shows the total throughput vs. the simulation time. The 
highest throughput is around 18 Mbps in this simulation. We observe that 
there are two throughput-jumps since a video stream and a data station are 
added per jump at the early time of the simulation. Later on, when voice 
streams are added, the total throughput changes very little since a voice 
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Figure 10: Throughputs (Mbps) per flow 

stream's traffic is small. 
Figure 13 shows that failure transmission in time (ms) increases as the 

traffic load increases, and remains relative constant when the traffic remains 
relatively constant. We observe that there are two big-jumps of failure 
transmission at the early time of the simulation since a video stream and a 
data station are added per jump. 

Figure 14 shows fairness index factor defined in [27], where the nearer to 
1 the value, the fairer it is. As illustrated in the figure, it is very fair among 
flows (data stations) within the same AC under such a traffic load. 

7.3 Throughput, Delay, Fairness Index Factor, and Failure 
Transmission under Large Traffic Load 

In the large traffic load, one voice stream, one video stream, and one data 
station are added for each 10 seconds until there are total 20 voice streams, 
5 video streams, and 5 data QSTAs in the system. The buffer sizes per 
station for voice, video, and data are 1M bytes, 7.5M bytes, and 7.5M bytes, 
respectively. 

Figure 15 shows throughputs for voice, video and data. Figure 15 (a) 
shows that 20 voice streams are added totally, and Figure 15 (b) shows that 
5 video streams are added totally. Compared with the Figure 9 under small 
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traffic, Figure 15 shows that video throughput decreases under a large traffic 
load condition. 

Figure 16 shows throughputs per flow for voice, video and data. As 
illustrated in the figure, voice throughput is good throughout the simula- 
tion, whereas video throughout decreases as the traffic load increases and 
therefore is degraded. The reason that voice and video reacts differently 
for different traffic load conditions is that an AC with a high demanded 
throughput such as video is more likely to be affected by a high traffic load. 
Another reason is that voice is a higher class. 

Figure 17 shows delays of voice, video, and data. As illustrated in the 
figure, voice delay is pretty good, i.e. at most 7 ms, whereas video delay and 
data delay are very high when the traffic load is high. Video delay reaches 
15s at the simulation time 160s and reaches 17s at the end of simulation. 
This is intolerable for real-time video. Data delay reaches as high as 20s, 
but this is not important. 

Figure 18 shows the total throughput vs. the simulation time. We ob- 
serve that there are 4 throughput-jumps at the early time of the simulation 
since a video stream and a data station are added per jump. The high- 
est throughput reaches about 28 Mbps. Later on, the total throughput 
decreases as the traffic load increases since a lot of collisions happen. How- 
ever, compared with Figure 12, Figure 18 has a larger throughput at the 
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end of simulation. The reason is that a relatively higher traffic load (not 
extremely high) is more likely to produce a higher throughput, but real-time 
traffic such as video and voice throughputs are more likely to be degraded. 

Figure 19 shows that failure transmission in time (ms) increases as the 
traffic load increases. We observe that there are big-jumps of failure trans- 
mission at the early time of the simulation since a video stream and a data 
station are added per jump. Compared with Figure 13, Figure 19 has a 
much higher failure transmission time. 

Figure 20 shows fairness index factor defined. As illustrated in the figure, 
it is very fair among flows within the same AC except data throughput. 
Compared with Figure 14, Figure 20 indicates that a high traffic load may 
cause a lower AC/class's throughput fairness factor degrade. 
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7.4 Effects of Buffer Size on Delay, Queuing Delay Ratio, 
Drop Ratio, and Buffer Overflow Ratio 

Time (a) 

In this section, we study effects of buffer size on delay, queuing delay ratio, 
drop ratio, and buffer overflow ratio. We have three buffer sizes in this 
subsection: small size, large size, and infinite size; the small buffer sizes per 
station for voice, video, and data are 0.02M bytes, 0.15M bytes, and 0.15M 
bytes, respectively; the large buffer sizes per station for voice, video, and 



Figure 13: Failure transmissions in time (ms) 

data are 1M bytes, 7.5M bytes, and 7.5M bytes, respectively. 
Figure 21 shows delay with different buffer sizes. We observe that for 

both video transmission and data transmission, when traffic load is high, 
a smaller buffer size has a lower average delay. One reason is that with a 
smaller buffer size, longer delayed frames caused by too many frames in the 
buffer are more likely to be dropped, and therefore these dropped frames are 
not counted in calculating delay since only successfully transmitted frames 
are counted. Another reason is that if the queue is long when a frame 
arrives, it takes a longer time for the frame to move to the front of the 
queue, therefore causes a longer delay. Voice transmission has no such an 
effect in this simulation setting since voice belongs the highest class and has 
much smaller frame sizes. With a smaller buffer size, larger frames are more 
likely to be dropped. Furthermore, voice frames are small so that the buffer 
size for voice is relatively large under the current simulation setting. 

Figure 22 shows queuing delay ratio, which is defined as the ratio of 
queuing delay with (total) delay. as illustrated in the figure, when traffic 
load is high, queuing delay for video is almost 100%. In other words, much 
of the delay time is caused by queuing! This observation has never been 
reported before according to our knowledge. When traffic load is high, 
much percentage of delay for data is also caused by queuing delay. Voice 
transmission has no such an effect in this simulation setting since voice 
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Figure 14: Fairness Index Factor 

belongs the highest class. We also observe that a buffer size has no effects 
on queuing delay (ratio). 

Figure 23 shows frame drop ratio with different buffer sizes. As illus- 
trated in the figure, a smaller buffer size has a larger drop ratio. When 
traffic load is high, drop ratio for video reaches almost 28% in this simula- 
tion setting. 

Figure 24 shows buffer overflow ratio with different buffer sizes, where 
buffer overflow ratio is defined as the ratio of dropped framesltraffic due 
to buffer overflow (in terms of Mbps) with total arrival traffic per flow. As 
illustrated in the figure, a smaller buffer size has a larger buffer overflow 
ratio. For video, buffer overflow ratio is very high (near 100%) when traffic 
load is high. In other words, when traffic load is high, many of dropped 
video frames are due to limited buffer size. We also observe that that buffer 
overflow ratio is zero when the buffer size is infinite. 

8 Conclusions 

In this chapter, we introduce the emerging IEEE 802.11e standard, as well 
as the related work for the EDCF. We give a performance analysis for the 
EDCF via extensive simulations for QoS enhancements to support multime- 
dia applications such as voice and video over the wireless medium. The key 
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simulation results are summarized as follows. 

Service differentiation is important only when traffic is relatively large. 
Under a small traffic load condition, service differentiation is not im- 
portant because all requests can be satisfied. 

Under a small traffic load, voice throughput and video throughput 
are good. However, under a large traffic load, video throughput is 
degraded with much more than voice throughput. The reason that 
voice and video reacts differently for different traffic load conditions is 
that an AC with a high demanded throughput such as video is more 
likely to be affected by a high traffic load. Another reason is that voice 
is a higher class. 

The highest throughput reaches about 28 Mbps in our simulations. 
A relatively higher (not extremely high) traffic load is more likely to 
produce a higher throughput, but real-time traffic such as video and 
voice throughputs are more likely to be degraded. 

Under a large traffic load, video delay is too high and intolerable al- 
though total throughput is a little higher. 

Fairness is pretty good among flows(data stations) within the same 
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Figure 16: Throughputs (Mbps) per flow 

AC. However, lower AC/class may have a better chance to have a 
degraded throughput fairness factor when traffic load is high. 

0 When traffic load is high, much percentage of both video delay and 
data delay is caused by queuing delay. 

0 When traffic load is high, many of dropped video frames are due to 
limited buffer size. 

In order to guarantee QoS for voice and video, admission control is 
highly recommended. In [19], we proposed two-level protection and guaran- 
tee mechanisms, which well addressed these issues. 
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1 Introduction 

1.1 Bluetooth Overview 

Bluetooth2 is a short-range wireless technology initially developed by Er- 
icsson in 1994 [8, 7, 23, 291. The technology is designed to be a low cost 
and low power "cable replacement" solution. Occupying the unlicensed 2.4 
GHz ISM (Industrial, Scientific, and Medical) frequency band, Bluetooth 
uses a low power (three classes; Class 1: 100 mW (+20 dBm); Class 2: 
2.4 mW (+4 dBm); Class 3: 1 mW) and its nominal transmission range is 
about 10 m. A total of 79 frequency channels, separated by 1 MHz, are de- 
fined. Frequency hopping spread spectrum (FHSS) using these 79 channels 
(in some countries, e.g., Japan, Spain, France, only 23 channels are used) is 
employed. Specifically, the frequency used for a particular transmission be- 
tween two devices can be expressed as: f = 2.402GHz+nMHz, n = 0,.  . . ,78 
(in Japan, Spain, and France, the starting frequencies are 2.473 GHz, 2.449 
GHz, and 2.454 GHz, respectively, and the values of n range from 0 to 22 
only). The frequency hopping rate is 1600 hops per second. A simple binary 
GFSK (Gaussian Frequency Shift Keying) modulation scheme is used and 
the symbol rate is 1 Mbps. 

At the MAC (medium access control) layer, Bluetooth employs a TDD 
(time-division duplex) master-slave coordination. Specifically, multiple Blue- 
tooth devices can form a network structure called a piconet, in which there is 
a single master and not more than seven active slaves. The Bluetooth MAC 
layer frame is divided into time-slots each of which is of 625 ps duration 
(corresponding to the hopping rate of 1600 hops/s). Thus, each time-slot is 
handled by a distinct carrier frequency, as illustrated in Figure 1. For each 
slave, the master first sends it a downlink packet, thereby also polling the 
slave to see if it has any uplink packet to send. If so, the slave is allowed to do 
so in the immediately next time-slot, using a different frequency as governed 
by the pre-defined frequency hopping pattern (different frequency hopping 
patterns can be used and a particular pattern is chosen depending on the 
master's clock and unique BDADDR [8, 71). The master addresses each 
of its active slaves by using a three-bit identifier called AMADDR (that 
is why only seven active slaves are supported). Bluetooth provides several 
baseband packet types occupying different number of time-slots (1, 3, or 
5), as shown in Table 1. The timing of the multi-slot packets are shown in 
Figure 2. Note that the frequency used is unchanged for a multi-slot packet. 
Specifically, the DHx (here, x indicates the number of time-slots occupied) 

' ~ a r n e d  after the King Harald Blaatand of Denmark (tenth century A.D.). 

254 



packet types are without FEC (forward error correction) bits incorporated. 
On the other hand, the DMx packet types incorporate a 213 rate FEC-a 
(15, 10) shortened Hamming code [8]. 

Figure 1: A snapshot of a Bluetooth frame. 

master 

Table 1: 

A 
' t  

slave ( C f 

Bluetooth packet types. 

Type 
DM1 

Symmetric rate (kbps) 

108.8 

Max. Payload (bytes) 

17 

Asymmetric rate (kbps) 

108.8 1 108.8 

There are two types of links in Bluetooth: ACL (asynchronous con- 
nectionless) and SCO (synchronous connection oriented). ACL refers to a 
point-to-multipoint link between the master and all its slaves in a single 
piconet. The master can exchange packets with any slave in any order (al- 
though usually straightforward round robin is used), including a slave that 
is already engaged in an SCO link. Packet retransmissions are provided in 
ACL link. On the other hand, in an SCO link, a fixed bandwidth is allo- 
cated between a point-to-point connection involving the master and a single 
slave. The master is responsible for maintaining the SCO link by reserving 
time-slots for the slave at regular intervals. Thus, the slave may transmit in 
the reserved time-slots no matter if it detects a downlink packet is addressed 
to it from the master. SCO time-slots may be spaced to use every slot-pair, 
every second slot-pair, or every third slot-pair. Consequently, the maximum 
number of SCO links that can be supported is three. While DM1 is the 
packet type that can be employed in both ACL and SCO link, the other 
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Figure 2: Timing of multi-slot packets. 

DM and DH packet types are relevant to ACL link only. Furthermore, an 
SCO link uses HVx packet types with 113 FEC [8] (again, x is the number 
of time-slots used). 

To set up an initial connection so that a device can join a piconet (or 
when the piconet is initially set up), an inquiy procedure is executed (the 
detailed state diagram can be found in [7, 81). Specifically, a potential mas- 
ter, in the inquiy state, transmits an ID (identity) packet with an inquiry 
access code (IAC), which is common to all Bluetooth devices. Using 32 out 
of the 79 channels (i.e., the so-called 32 "wake-up" carriers), the master 
transmits the IAC over each channel in turn. On the other hand, a poten- 
tial slave also periodically enters the inquiy scan state-to search for IAC 
packets in its vicinity. When the slave receives the IAC, it enters the inquiy 
response state such that it replies with an FHS (frequency hop synchroniza- 
tion) packet, containing its unique BDADDR and timing information. The 
slave then enters the page scan state to await the paging from the master 
to establish the connection. Here, paging means that the master actively 
calls the slave with a paging packet uniquely addressed to the slave. The 
master, however, may or may not respond with an FHS packet immediately 
because it may want to remain in the inquiry state to exhaustively find all 
potential slaves. After all slaves are found by the inquiry procedure, the 
master calculates a proper hopping sequence for its piconet using the slaves' 
BD-ADDR and timing information. The master then pages each slave to 
set up connections. The page message contains a device access code (DAC) 
of the specific slave (made up with the lower part of the device's unique 
BDADDR). A slave may be in any of the following four connected states: 

Active. The slave gets an AMADDR code and actively participate in the 
piconet. 



Sniff. The slave only participates in the piconet for a certain number of 
time-slots and then sleeps for a specific period of time (negotiated 
when connection is set up). The slave also gets an AMADDR code. 

Hold. The slave does not support ACL packet exchange and is in a reduced 
power status. However, the slave also gets an AMADDR code. As 
such, the slave may also possibly participate actively in another piconet 
(i.e., becomes a bridge node), while keeping its connected status in the 
current piconet. 

Park. The slave is still logically a member of the piconet but it does not 
have an AM-ADDR code. Slaves in this mode have the least level of 
activity. 

A simplified Bluetooth protocol stack is shown in Figure 3. The de- 
tails about the physical and baseband layer are described above. The LMP 
(link manager protocol) layer is responsible for link establishment between 
Bluetooth devices, as well as link management tasks such as authentication, 
encryption, and negotiation of baseband packet sizes. The L2CAP (logi- 
cal link control and adaptation protocol) layer is responsible for adapting 
upper-layer protocols to the baseband layer, i.e., taking care of the segmen- 
tation and reassembly (SAR) process. The SDP (service discovery protocol) 
layer is responsible for providing the following data to the querying devices: 
device information, details of the available services, and the characteristics 
of the devices. Finally, RFCOMM (radio frequency communications) layer 
is a virtual serial port that is designed to provide a seamless support to 
upper layer protocols such as PPP, TCP/IP, etc. 

An important aspect of Bluetooth is that multiple piconets can be con- 
nected together to form a larger scale network called scatternet, making use 
of some bridge nodes (e.g., slaves exploiting the hold mode), as illustrated in 
Figure 4. However, in the current Bluetooth specifications [7], the procedure 
for constructing a scatternet and the detailed operations of a bridge node 
(whether it is a master/slave bridge or a slave/slave bridge) are undefined 
as yet. 

1.2 Resource Management Motivations and Opportunities 

Although Bluetooth is seemingly a simple short-range communication tech- 
nology, there is in fact a large space for research to improve its performance 
under different situations. Specifically, the performance of a Bluetooth net- 
work can be significantly enhanced by using judicious resource management 
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Figure 3: A simplified Bluetooth protocol stack. 

Figure 4: A Bluetooth scatternet. 
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schemes that can intelligently make use of the various aspects of resources 
such as time-slots, frequency channels, etc. There are broadly two groups 
of resource management schemes aiming at different functional objectives: 
coexistence and connectivity. This is illustrated in the taxonomy shown in 
Figure 5. 

Coexistence Mechanisms. Because Bluetooth is inherently a short-range 
technology, we can expect that multiple independent piconets can exist 
even within a small area (e.g., office space). Under such a situation, the 
independent piconets, possibly using uncoordinated frequency hopping 
patterns, can interfere with other. Such coexistence of uncoordinated 
FHSS transmissions can easily lead to packet collisions, and in turn, 
to degraded performance for the different piconets involved. 

On the other hand, the ISM band is free and as such, there are many 
different wireless devices (open or proprietary) that are using this spec- 
trum. The most notable example is the IEEE 802.11b [27], which uses 
the DSSS technique occupying a 22 MHz passband in the spectrum. 
Again independent operations of a nearby Bluetooth piconet in close 
proximity of an IEEE 802.11b wireless LAN can lead to severe perfor- 
mance degradation for both. 

In summary, the coexistence problem must be tackled with care and 
efficiency in order that the Bluetooth (and IEEE 802.11b) can be truly 
ubiquitous. 

Connectivity Problems. Although the specifications define how a Blue- 
tooth master and its slaves are connected together, there is no con- 
sideration about performance (in terms of time-slot utilization and/or 
access delay) and user quality of service (QoS). Specifically, at  the 
piconet level, a straightforward round robin mechanism is commonly 
implemented in nowadays commercial devices. This is obviously too 
simple to provide optimized performance, leading to a limited scala- 
bility of the Bluetooth technology. 

On the other hand, as described earlier, at the scatternet level, the 
construction process is as yet undefined, making scatternet formation 
still largely a research topic instead of a commercial scenario. Because 
of Bluetooth's limited resources in terms of power and time-slots, scat- 
ternet formation is a difficult problem in that practical devices may 
not be able to execute construction schemes that are of a high com- 
plexity (in both time and space). Furthermore, once a scatternet is 



formed, how a bridge node should operate (time-sharing itself to two 
or more piconets) is another void in the specifications. Similar to the 
scatternet formation process itself, the bridge node operation mecha- 
nism is also a difficult problem to tackle because the bridge node can 
easily become a scatternet-wide bottleneck. 

Finally, even if after we set up a scatternet, we still need to deal with 
the "device discovery" problem-a device wants to communicate with 
a remote device that is a member of the scatternet but is out of its 
range. To achieve this, we need to have a routing policy, defining how 
to set up a multi-link (or multi-hop) communication path and a packet 
forwarding mechanism. 

Coexistence 9 Connectivity 9 

Figure 5: A taxonomy of Bluetooth resource management schemes. 

1.3 Techniques Based on Different Domains 

In this chapter, we provide an extensive survey of more than 20 recently 
proposed efficient techniques for the Bluetooth resource management prob- 
lems under different situations. These techniques can be broadly classified 
into different domains: 

Time-Domain. There are many techniques suggested for the coexistence 
and piconet/scatternet connectivity problems that make use of a time- 
domain perspective. Specifically, these techniques attempt to perform 
a judicious scheduling of time-slots or selection of packet types (i.e., 
DHx) in order to avoid interference or perform inter-piconet time- 
sharing. Some piconet scheduling algorithms are targeted to provide 
QoS to the slaves which may have different traffic demands. 



Frequency-Domain. Because FHSS is used in Bluetooth, there is an op- 
portunity for us to manipulate the hopping pattern in order to achieve, 
most notably, coexistence purposes. That is, by using a carefully de- 
signed hopping sequence, interference among piconets or other sources 
(e.g., IEEE 802.11b) can be completely eliminated. 

Network-Level. At the scatternet level, the connectivity problem is largely 
tackled by network level message-exchange. Specifically, independent 
devices autonomously execute a common distributed algorithm to clus- 
ter with nearby devices, and eventually connected with every other 
device to form a single scatternet. Furthermore, in the routing aspect, 
various well known ad hoc routing techniques [14, 411 are applied. 

2 Resource Management Schemes for Coexistence 

2.1 Overview 

As low cost and low power Bluetooth gadgets proliferate, we can foresee 
the situation where multiple independent piconets coexist in close vicinity. 
Thus, uncoordinated frequency hopping can easily result in frequency colli- 
sions, leading to transmission errors. This is one of the possible coexistence 
scenarios. On the other hand, because the unlicensed ISM band is free, 
there are already a crowd of wireless technologies making use of the spec- 
trum. The most notable one is the IEEE 802.11b wireless LAN (WLAN) 
devices. Indeed, experimental results from the IEEE 802.15 Task Group 
2 indicated that the interference between IEEE 802.11 and Bluetooth can 
severely degrade the performance of both systems when their separation is 
less than 2 m. As both Bluetooth and IEEE 802.11b are popular short-range 
wireless technologies, we cannot hope to eliminate any one of them. Thus, 
judicious mechanisms are needed to manage this coexistence problem. 

Coexistence solutions can be broadly classified into two types: collabo- 
rative and non-collaborative [34]. In a collaborative solution, the two inter- 
fering sources (e.g., two coexisting independent piconets or one Bluetooth 
device coexists with one IEEE 802.11b device) need to exchange informa- 
tion so that they can synchronize their transmissions to eliminate collisions 
completely. In the case of two interfering Bluetooth piconets, the two mas- 
ters can coordinate with each other to orthogonally multiplex their trans- 
missions. In the case of Bluetooth device coexisting with an IEEE 802.11b 
device, the two devices (e.g., colocated within the same machine) can be con- 
trolled by a centralized scheduler to time-multiplex the transmissions. Thus, 



mainly time-domain coordination schemes are used. On the other hand, in 
a non-collaborative scheme, the two interfering sources do not communi- 
cate with each other. There are two different non-collaborative approaches. 
In the first approach, both interfering sources actively sense the medium 
to avoid transmission or adjust the power to capture the medium. In the 
second approach, one of the interfering source, usually Bluetooth, tries to 
adjust itself to accommodate the IEEE 802.11b device. Specifically, an adap- 
tive frequency hopping mechanism can be implemented in Bluetooth so as 
to avoid using frequencies that fall within the spectrum occupied by IEEE 
802.11b. Indeed, frequency domain techniques are more commonly used in 
this heterogeneous coexistence scenario. 

In the following, we first describe techniques proposed to handle inter- 
piconet coexistence problem. We then discuss solutions for harmonizing the 
coexistence of Bluetooth and IEEE 802.11b WLAN. We also describe some 
of the performance studies about the coexistence problem. 

2.2 An Integrated Inter-Piconet Interference Avoidance Ap- 
proach 

In [52], Sun et al. observed in their simulations that inter-piconet interfer- 
ence can degrade the system throughput by more than 30%. In simple terms, 
with N coexisting piconets and assuming that all 79 channels are used in 
the frequency hopping process, the probability of hopping into the same fre- 
quency in one slot is: 1 - pLg/7gN, where PLg is the number of permutations 
of N objects chosen from 79 distinct objects. However, for a five-slot packets 
(e.g., DM5 or DH5), the probability becomes: 1 - ( ~ & ' / 7 9 ~ ) ~ .  Motivated 
by these observations, they suggested an integrated inter-master time-slot 
scheduling and data segmentation/reassembling (SAR) policy, which is a 
collaborative scheme designed for a single logical scatternet. The bridge 
nodes in the scatternet play a critical role in that each bridge node needs 
to relay the BD-ADDR and clock of a master to another master, and vice 
versa. As such, each of its masters can compute the hopping sequences of 
other masters connected by the same bridge node. Thus, each master per- 
forms interference avoidance MAC scheduling as follows. Before a packet is 
sent to a slave (assume that this is an ACL link), a master, denoted by MI,  
computes the frequency hopping patterns of other masters for the next ten 
slots. Suppose that at the i-th slot (10 2 i 2 I) ,  there is a collision involving 
another master M2. Further suppose that M2's  BD-ADDR is greater than 
that of M I .  Then, according to the scheduling algorithm, MI yields the 
transmission right to M2 at slot i. The master MI can then use the first 



i - 1 slots to communicate with the slave. Let the master's packet size be 
m (i.e., m = 1,3,5). The slave can send, on the uplink, the largest packet 
that can fit into the remaining i - 1 - m slots. The master M I  conveys this 
information to the slave using two bits in the poll packet. 

If there is an SCO link in a piconet, the corresponding master is always 
given a higher priority in the interference avoidance process, irrespective 
to its BD-ADDR (of course, if two masters are having SCO links, tie is 
broken by their BD-ADDR values as usual). Another implication of an 
SCO link is that a master cannot send a five-slot packet to a slave because 
according to the Bluetooth specification, SCO packet exchange has to be 
repeated every six slots. Indeed, the masters do not need to look-ahead 
for ten slots. Instead, looking ahead for four slots is enough. Furthermore, 
if there are three SCO links in a piconet, no ACL link can be supported. 
In 1521, the simulations using BlueHoc [6] indicated that this frequency- 
domain scheduling approach can significantly improve the overall scatternet 
throughput and end-to-end delay. A limitation of this approach is that if an 
independent piconet exists in close proximity of the scatternet, interference 
may still occur. 

2.3 An Inter-Piconet Interference Coping SAR Approach 

While the scheme described in Section 2.2 attempts to avoid inter-piconet 
interference, a non-collaborative technique, called the IBLUES (Interfer- 
ence Aware Bluetooth Segmentation) algorithm, proposed by Cordeiro and 
Agrawal [18], is more aggressive. Specifically, in IBLUES, instead of trying 
to avoid interference, each master computes a packet transmission successful 
probability before proceeding to exchange packets with a slave. The success- 
ful probability is determined by several important factors: the packet type 
(e.g., number of slots, DM or DH), the traffic load of the interference source 
(e.g., a nearby piconet master) and the distance between the master and 
the slave. The probability is derived from an analytical model suggested in 
1191. Based on the probability for each packet type, the master then selects 
the type that gives the highest probability of successful transmission for its 
downlink and uplink communications with the slave. In this approach, the 
estimations of the traffic load and the distance are very important. To obtain 
an accurate estimation of traffic load, LOAD-UPDATE messages are peri- 
odically exchanged among different masters in the same scatternet through 
the bridge nodes. On the other hand, the distance is estimated by assuming 
that the distributions of the slaves are uniform. It is mentioned in 1181 that 
IBLUES can also handle the coexistence problem involving an IEEE 802.11 



WLAN by using a UBM (useful bandwidth monitor) which dynamically 
tracks the channel condition. However, it is unclear as to how this UBM 
can be implemented in practice. Furthermore, the frequent exchanging of 
LOAD-UPDATE messages can also be a significant overhead. 

2.4 MAC Layer Scheduling for Colocated Bluetooth and IEEE 
802.11 

In this section we begin the discussion on coexistence mechanisms for co- 
ordinating Bluetooth and IEEE 802.11 WLAN. A collaborative coexistence 
mechanism, called MEHTA (MAC enhanced temporal algorithm) [33], is 
proposed within the IEEE 802.15 TG2. To make use of MEHTA, an IEEE 
802.11 device and a Bluetooth node must be colocated in the same phys- 
ical unit. MEHTA works by using a centralized controller that monitors 
the Bluetooth and the IEEE 802.11 traffic. Specifically, MEHTA is based 
on the exchange of information between the two colocated radio systems. 
Implemented at the MAC layer, the controller provides per-packet autho- 
rization of all transmissions from both IEEE 802.11 and Bluetooth. With 
perfect knowledge about the two channels, the controller can predict any 
possible collision. When a collision is foreseen, MEHTA schedules transmis- 
sions based on simple rules determined by the packet types. For instance, 
IEEE 802.11 acknowledgment packets are given a higher priority than any 
Bluetooth packets, while Bluetooth SCO traffic is assigned a higher priority 
than any IEEE 802.11 data packets. 

Another collaborative coexistence scheme, called AWMA (alternatig wire- 
less medium access) [47], is also proposed within the IEEE 802.11 TG2. The 
AWMA algorithm is a TDMA MAC scheduling scheme. Similar to MEHTA, 
AWMA also requires the two channels residing in the same physical unit. 
The IEEE 802.11 and Bluetooth tranceivers are activated alternately to com- 
pletely avoid overlapped transmissions. Specifically, AWMA is based on the 
beaconing mechanism in IEEE 802.11 in that the IEEE 802.11 transceiver 
sends out a beacon at a periodic interval and each beacon-to-beacon inter- 
val is divided into two subintervals: one for IEEE 802.11 traffic and one for 
Bluetooth traffic. AWMA is not applicable if an SCO link exists because 
the periodic nature (recall that master-slave packet exchange in an SCO 
link has to repeat every six slots), the SCO link traffic will also jam into the 
beacon interval allocated for IEEE 802.11. 

The two MAC layer scheduling techniques can also be enhanced by in- 
tegrating them with a collaborative physical layer solution, which is called 
deterministic frequency nulling scheme [55]. The premise is that with respect 



to IEEE 802.11 DSSS signal, Bluetooth signal is a narrowband interference 
source. Thus, the IEEE 802.11 transceiver can be nulled at the particular 
frequency that Bluetooth is using. The crux of this scheme is that the IEEE 
802.11 receiver must know clock and BDADDR of the Bluetooth master so 
that the frequency hopping pattern and timing can be computed. 

2.5 Adaptive Frequency Hopping: A Bluetooth Solo Against 
IEEE 802.11 Interference 

The original Bluetooth MAC layer is based on pseudo-random frequency 
hopping. Specifically, the frequency selection process is independent of the 
corresponding channel conditions. Generally, it performs well with non- 
static and narrowband interference. However, this is not the case when 
interferer like IEEE 802.11b WLAN exists nearby; where over 20 MHz of 
the spectrum is engaged for a certain period of time. It is neither non-static 
nor narrow. Thus, AFH (adaptive frequency hopping) is introduced in order 
to deal with this prevalent neighborhood. 

AFH is a non-collaborative mechanism that differs from pseudo-random 
frequency hopping by taking into account the channel condition in the selec- 
tion process. It enables the device modifying its hopping sequence dynam- 
ically, thereby minimizing interference and enabling coexistence with other 
devices in the 2.4 GHz ISM band. 

Generally, AFH can further divide into 4 sub-problems: (i) device identi- 
fication; (ii) channel classification; (iii) classification information exchange; 
and (iv) adaptive frequency hopping mechanism. Device identification is 
mainly used for backward compatibility and checking if a device can work 
in AFH mode. Channel classification is the process used for distinguishing 
the channel quality. There are a variety of implementation methods and the 
process is very important because the partition sequence generated by AFH 
mechanism is based on the result of this part. Classification information 
exchange is the process for master and slave to exchange the results of their 
measurement. AFH mechanism is the specific algorithm to choose the hop 
frequency. The goal of the algorithm is to avoid as many bad channels as 
possible. In this chapter, we will focus on the AFH mechanism. 

Generally, any new AFH mechanism is placed between the original hop 
selection kernel and the frequency synthesizer. Firstly, the channels are par- 
titioned into two sets-"good" or "badv-by some other technologies. A new 
partition sequence is generated according to the channels' conditions. The 
newly generated partition sequence is then compared with the original hop- 
ping sequence. The adapted hop frequency is generated after the checking 



of a remapping function. Furthermore, AFH for SCO and ACL connections 
are treated differently due to their highly different characteristics. In this 
study, we focus on ACL connection only 

AFH is considered to be a promising solution in non-collaborative co- 
existence schemes. A number of proposals have been submitted to 802.15 
TG2 for consideration as the TG2 coexistence mechanism. Three major 
AFH mechanisms for ACL connection have been studied. 

2.5.1 Approach A: Merged Adaptive Frequency Hopping 

This method [54] has been selected and adopted as TG2 AFH mechanism. 
It introduces 2 new blocks: sequence generator and remapping functions. 
The sequence generated specifies when and which frequency to use, and 
the remapping function is used for maintaining the pseudo-random nature 
within the partition which behaves as the original hop selection kernel. 

The system running this AFH mechanism examines the channel's qual- 
ity and maintains a list of "good" channels and "bad" channels initially. 
The sequence generator then produces a binary partition sequence which 
depends on the number of "good" and "bad" channels being available. The 
system maintains these channel lists and refresh them periodically. The 
generated partition sequence is compared to the original hopping sequence, 
and remapping will take place whenever the two sequences are not referring 
to the same channel list. 

The merged adaptive frequency hopping mechanism can operate in either 
Mode L or Mode H ,  depending on N,i,, the minimum number of channels 
that FCC (Federal Communications Commission) requires Bluetooth to hop 
over. When the number of available good channels is greater than Nmi,, the 
device will operate in Mode L where only good channels are remapped to; 
otherwise, it will operate in Mode H so that some of the bad channels are 
still used in order to comply with the FCC regulations. 

2.5.2 Approach B: Intelligent Frequency Hopping Scheme 

This method [4] works in a similar manner as the adopted one in the sense 
that it also keeps track of good and bad channel lists and generates a binary 
partition sequence. However, instead of carrying out a remapping process, 
it uses a look-ahead algorithm which attempts to cull all the good channels 
in the original hopping sequence. This could be done by comparing the 
original hop sequence with the channel lists. 



2.5.3 Approach C: Selective Hopping for Hit Avoidance 

This approach [13] is also similar to the adopted one while it introduces 
a concept of rearrangement. Inspired by the duty cycle of WLAN traffic 
that causes interference, it tries to avoid it by temporarily rearranging the 
hopping sequence in the upcoming N channels. It can also incorporate 
scheduling for ACL which will induce transmission delay that does not exist 
in other schemes. 

2.6 Knowledge Based Bluetooth AFH 

The above mentioned AFH mechanisms heavily depend on the lists of good 
and bad channels, and their validity. After a scrutiny of these AFH mecha- 
nisms, two major deficiencies can be identified: 

1. me mom^ concern: In order to make the adopted AFH mechanisms 
work, the master device must compile a list of good and bad channels, 
recording all channels' conditions and their associated information in 
real-time. Thus, it imposes a great pressure on the memory require- 
ment on handheld devices. Indeed, as shown in [lo, 111, reducing the 
memory size by half could double the collision rate. 

2. Power concern: The adopted AFH mechanism heavily depends on the 
results of channel classification because the formation of the partition 
sequence depends on the number of "good" or "bad" channels, and 
the remapping function need to map "bad" channels to/from "good" 
channels. Thus, the accuracy of the classification results is crucial for 
these coexistence schemes. However, the channel conditions could keep 
on varying. For example, a channel just sensed to be "good" might 
turn bad right after the classification. As a result, the channel lists 
need to be updated frequent enough to reflect accurately the current 
situation. To be exact, the updating rate of the lists should be faster 
than or equal to the changing rate of the channel's condition (i.e., the 
coherence times of the fading processes). This basic requirement im- 
poses stress on the computing power and hence, leads to rapid power 
drainage, especially in a fast changing environment (e.g., mobility is 
high). The simulation results in [lo, 111 indicate that improper up- 
dating rate could result in three times higher collision rate compare to 
a proper one. 

In view of these practical deficiencies, a new AFH approach, called 
Knowledge Based AFH (KBAFH), is suggested in [lo, 111. KBAFH has 



the following distinctive features: 

0 No need to maintain good and bad channel lists and record all infor- 
mation associated with the channels; 

0 Performance insensitive to memory and power constraints; 

0 Emerging interference sources can be added in the future; and 

0 Exploit potential performance gain based on more information. 

Recall that the TG2 AFH scheme outperforms the original pseudo- 
random frequency hopping mechanism because it considers the channel qual- 
ity also when choosing a hop frequency. KBAFH is a further improved 
approach in that the algorithm works by taking into account extra param- 
eters in the network environment before generating a hop sequence. In 
particular, KBAFH takes into account "type of interference source" and its 
"transmission characteristics", instead of just the channels condition only. 
What makes this idea feasible is the fact that, unlike other stochastic phe- 
nomena, it is practically feasible for us to know what kind of potential 
interference source exists and their corresponding transmission characteris- 
tics. With these pieces of information known beforehand, we can estimate 
what the potential interference source is and their transmission bandwidth 
and transmission time, etc., and hence, an optimized choice of hop sequence 
can possibly be obtained. 

KBAFH makes use of a repository where the extra information resides. 
Whenever there is any conflict in the ISM spectrum, the system will check 
the repository and estimate what kind of interference exists and thereby shift 
to an appropriate working mode accordingly. A repository for 2.4GHz ISM 
must be built before the proposed KBAFH can start. We use IEEE 802.11b 
non-overlapping channel to illustrate our ideas. In order to let the reposi- 
tory aware of this, we need to determine the physical layer specification of 
IEEE 802.11b [27], and then input the information into the repository, say, 
in the following format: {Type: IEEE 802.11b; carrier: 2412, 2437, 2462; 
span: 22). During the operations, when collisions are detected around these 
ranges, the KBAFH based Bluetooth system will know which frequency 
range suffers from the same interference problem. Here, it should be noted 
that this simplified example is just for illustration purpose. In actual prac- 
tice, more then one opportunity might exist and more sophisticated design 
for each operating mode should be considered. 

A critical design issue is when the KBAFH scheme should start and 
terminate. In practice, it can start from the beginning or triggered by a 



threshold collision rate. Collision rate can be monitored by the master 
continuously. In the case where collision rate keeps increasing, the KBAFH 
system will infer that the interference type is out of the knowledge of the 
repository, which will then fall back to pseudo-random frequency hopping 
mode. 

The general operation of the KBAFH is as follows: check the collision 
rate to see if it exceed threshold; trigger KBAFH and then go into the 
repository; then, based on the information provided by the repository, the 
system will estimate what the existing interference source is in the sur- 
rounding; finally appropriate operation mode will be chosen to cope with 
the interference. Meanwhile, the collision rate will be monitored to ensure 
the estimation accuracy. If the estimation turns out to be not accurate, 
other alternatives might be attempted. Specifically, if the collision rate is 
even higher than the theoretical maximum produced by the pseudo-random 
frequency hopping scheme, the system will fall back to pseudo-random fre- 
quency hopping so that the collision rate will be upper-bounded and the 
inference will not adversely affect other users. 

We can see that in KBAFH, system performance depends on the intel- 
ligence built in the repository. Vigilant analysis and intelligent handling 
methods must be designed beforehand, especially in a heterogeneous envi- 
ronment. 

2.7 Overlap Avoidance Traffic Scheduling 

Unlike the frequency-domain techniques mentioned above, the schemes pro- 
posed by Chiasserini and Rao [15] are non-collaborative integrated time- 
and frequency-domain scheduling techniques, employing similar principles 
as in the integrated SAR approaches discussed earlier in Section 2.2. They 
proposed two schemes: V-OLA (voice overlap avoidance) scheduling and 
D-OLA (data overlap avoidance) scheduling. V-OLA is designed to be im- 
plemented in an IEEE 802.11 device to prevent its transmission from col- 
liding with the voice packets (via an SCO link) transmission of a Bluetooth 
device, by carefully controlling the duration of the IEEE 802.11 packets. D- 
OLA is designed to be implemented in the Bluetooth device to prevent its 
data transmission from using those frequencies that fall within the spectrum 
used by the IEEE 802.11 device. Thus, V-OLA makes the transmissions of 
Bluetooth and IEEE 802.11 orthogonal in time, while D-OLA makes the 
transmissions orthogonal in frequency. Specifically, in V-OLA, the IEEE 
802.11 device detects the time intervals that are occupied by interfering 
transmissions by using the clear channel assignment (CCA) procedure. The 



IEEE 802.11 device then properly adjusts its transmissions so that each 
IEEE 802.11 packet falls within the inter-packet spacing of two SCO pack- 
ets. On the other hand, in D-OLA, the Bluetooth device is responsible 
for determining which particular frequencies are within the spectrum used 
by the IEEE 802.11 device. The Bluetooth device can achieve this by us- 
ing a learning approach or assessing the received signal strength indicator 
(RSSI) before starting operation. The Bluetooth device then keeps a list 
of such problematic frequencies that are subsequently avoided being used 
by SAR policies similar to those described in Section 2.2. In summary, us- 
ing the integrated two-part approach, the Bluetooth device just goes ahead 
its transmission if the link is an SCO connection, relying on IEEE 802.11 
to accommodate the transmission. If the transmission is an ACL link, the 
Bluetooth device adjusts it in order to accommodate the transmission from 
IEEE 802.11. Simulation results indicate that the integrated scheme ex- 
hibits significant performance improvements over an uncoordinated system 
in terms of goodput and packet delay, especially when the traffic load is 
high. 

2.8 BlueStar Coexistence Scheme 

The study by Cordeiro et al. [17] considers a two-tier short-range wireless 
network structure called BlueStar. In the network, there are two types of 
devices: pure Bluetooth devices and dual channel (Bluetooth plus IEEE 
802.11) devices. The latter devices are called BWGs (Bluetooth wireless 
gateways). The major rationale of this structure is that the BWGs enable 
the short-range PAN devices to be connected to a longer range WLAN, and 
in turn, to the wired infrastructure. Obviously a coexistence mechanism is 
needed to make this network structure work. The coexistence mechanism 
used consists of two parts: BCS (Bluetooth carrier sensing) and AFH. Specif- 
ically, the devices in the network, no matter using a WLAN or Bluetooth 
transceiver, perform carrier sensing (CS) before initiating transmissions. CS 
is readily available in WLAN devices but Bluetooth currently does not in- 
clude such a CS mechanism, and thus, needs to rely on learning or signal 
strength measurements. When a device senses that the medium is in use, it 
refrains its transmission and waits until the competing transmission finishes. 
AFH is required for Bluetooth transceivers because it is difficult for IEEE 
802.11 WLAN devices to detect Bluetooth transmissions due to the much 
lower power of the latter. 



2.9 Other Approaches 

An integrated transmission power control and rate scaling scheme [48] is pro- 
posed within the IEEE 802.15 TG2. In practice, according to the perceived 
channel quality, IEEE 802.11 devices can adjust the transmission rate by 
using different modulation and coding schemes. The technique suggested in 
[48] extends this channel adaptive idea so that the IEEE 802.11 transceiver 
uses a lower power for a higher data rate. 

In [12], a fuzzy based centralized controller is proposed for a two-tier 
system in which mobile devices can be assigned either Bluetooth or IEEE 
802.11b WLAN channel for communication. The fuzzy controller takes into 
account two parameters, speed of device and the data rate required, in mak- 
ing the fuzzy logic based decisions. Specifically, incorporating the estimated 
values of these two parameters into a set of pre-defined fuzzy logic rules, 
the controller decides on whether a Bluetooth or IEEE 802.11b channel is 
allocated to the device. Thus, this fuzzy logic based technique is essentially 
a time-domain scheduling scheme at the service level. It is shown [12] that 
this fuzzy logic based approach can improve system performance in terms 
of blocking probability, system utilization, and end-to-end delay. A limita- 
tion of the system architecture considered is that each mobile device has to 
possess both Bluetooth and IEEE 802.11b capabilities. 

2.10 Performance Studies 

In [40], Pasolini describes an analytical performance study about the aggre- 
gate throughput of a set of nearby independent piconets. Assuming one-slot 
packet transmissions and that devices are uniformly distributed, the prob- 
abilities of packet loss due to collisions are derived. These probabilities 
critically depend on several parameters: the radius of the whole region con- 
sidered, the maximum radius of a piconet, the slot efficiency factor (i.e., the 
ratio of packet and slot duration), maximum distance between two trans- 
mitting devices that a collision can be detected, and the number of channels 
used. Using a worst-case analysis, a lower bound of aggregate bandwidth 
is determined. Consequently, the lower bound can be used to deduce the 
optimal number of piconets that should be set up within a fixed size region 
so that the worst-case aggregate bandwidth is maximized. According to the 
numerical results shown in [40], when the ratio of region radius to the maxi- 
mum piconet radius is 3, the optimal number of piconets is close to 300 and 
the corresponding lower bound aggregate bandwidth is about 31 Mbps. 

For the coexistence of Bluetooth and IEEE 802.11, Howitt [24, 251 sug- 



gests rigorous mathematical modeling of the various performance measures 
including: packet error rate, number of packet retransmissions, and trans- 
mission latency. These performance measures are analytically related to 
one crucial quantity-the probability of packet collision, denoted by Pr[C]. 
The probability Pr[C], in turn is derived by taking into account the ex- 
pected number of interferers, the probability of time coincidence, and the 
probability of frequency coincidence. Howitt applies similar mathematical 
techniques in another analysis of inter-piconet interference [26] for multiple 
independent piconets. As indicated by the simulation results, the analytical 
model provides results within 95% confidence bounds of the empirical data. 
Low power environment (at 0 dBm) and high power environment were also 
compared. It was found that a 40% decrease in the number of scenarios in 
which the collision probability is less than 10%. 

Conti et al. [16] also derives a close form expression for the packet error 
probability using bit-level error analysis. Their analysis takes into account 
many practical parameters such as thermal noise, propagation impairments, 
interference, modulation formats, channel coding techniques, frequency hop- 
ping, packet structures, and traffic load. The model is also applied in envi- 
ronments with and without line of sight propagation. 

Kumar and Gupta [32] present a detailed analysis of the capacity of 
a single Bluetooth piconet. They then extend their results to the case 
where multiple independent piconets coexist. Their mathematical modeling 
also considers numerous practical parameters: hopping sequence, transmit- 
ted power, receiver sensitivity, modulation, forward error correction (FEC), 
coherence bandwidth, coherence time, and spatial characteristics. Perfor- 
mance is then analyzed in terms of aggregate throughput. Zhen et al. [58] 
also describe a simple analytical performance model of Bluetooth coexistence 
and other interference sources such as microwave oven are also considered. 
There are also a number of simulation performance studies about Bluetooth 
coexistence [l, 22, 501. In particular, in [I], it was found that incorporated 
with STBC (space time block code), the performance of the Bluetooth sys- 
tem considered is enhanced significantly. 

2.11 Discussion 

While purely collaborative approaches may not be practicable (e.g., the in- 
dependent piconets are owned by different people, or it is infeasible in some 
situations to colocate Bluetooth and IEEE 802.11b in the same machine), 
passively non-collaborative approaches may not be very effective either (e.g., 
it may not be possible to completely avoid frequency collisions using AFH). 



A hybrid approach, in which the system gradually evolves from purely non- 
collaborative to semi-collaborative in the sense that the interfering devices 
learn the characteristics of the transmission environment so as to appro- 
priately adjust the hopping sequence or power level. In such a scheme, an 
accurate learning component is needed. Furthermore, a cross layer design is 
also necessary in that the interference avoidance mechanism can take into 
account the traffic requirements of the applications. For example, in some 
cases, it may not hurt to miss some packets but the overall delay is impor- 
tant. The interference avoidance component can make better decisions with 
such information. The KBAFH approach [lo, 111 is a very first step in this 
direction. 

3 Resource Management Schemes for Connectiv- 
ity: Piconet and Scatternet Time-Slot Schedul- 
ing 

3.1 Overview 

Within a piconet, the master completely controls the channel access of its 
slaves. In the default Bluetooth arrangement, a straightforward round robin 
polling algorithm is used-the master sends each slave its downlink packet, 
thereby polling the slave to see if it has any uplink packet to be transmitted; 
and this process is strictly repeated for each and every other slave. However, 
this simple round robin scheme can be very inefficient in that some slaves 
may not have any packet to send when they are polled. Furthermore, from a 
quality of service (QoS) point of view, some slaves may need more frequent 
service in order to satisfy its traffic demand (e.g., video), while some other 
slaves may just sparingly use its allocated slots. Thus, an efficient time-slot 
scheduling scheme should take into account the QoS of different slaves. 

Time-slot scheduling is also an important problem for bridge nodes in 
a scatternet. Specifically, a bridge node needs to be time-shared by two 
or more piconets. Thus, we can expect that a bridge node is under an 
even higher pressure due to simultaneous traffic demands from different 
piconets. Consequently, a judicious time-sharing scheme is needed to satisfy 
the possibly heterogeneous traffic demands while maximizing the utilization 
of the links. 



3.2 Piconet Queue-S tate-Dependent Scheduling 

Kalia et al. [30] are among the first researchers to consider the inefficiency 
of straightforward round robin time-slot scheduling at the Bluetooth MAC 
layer. They classify master-slave communication pairs into three classes. 
The first class pairs are those that can completely utilize the downlink and 
uplink slots (e.g., 1-1, 1-3, and 3-1, for four consecutive slots). The second 
class pairs are those that lead to 25% wastage (e.g., 3-0 and 0-3 for four 
consecutive slots). The third class pairs are those that lead to 50% wastage 
(e.g., 1-0 and 0-1). Kalia et al. then propose three different scheduling 
policies: 

1. HOL-PP (head-of-line priority policy): The master-slave pairs are 
served in a weighted round robin manner with first class having the 
highest weight while third class having the lowest weight. Specifically, 
when a first class slave is polled, it is given P slot-pairs (for uplink and 
downlink). On the other hand, for a second class slave, it is served 
only for 3P/2 times. Finally for a third class slave it is given only 
one single slot-pair when it is polled. Thus, this HOL-PP scheme is 
designed to maximize utilization. 

2. Because HOL-PP pays no attention to the fairness issue, Kalia et al. 
also consider another scheme called HOL-KFP (HOL K-fairness pol- 
icy). In this scheme, the extra allocations to first class (or second 
class) with respect to a fair allocation without regard to utilization 
are accounted. Similarly, the deficit allocations to third class are also 
recorded. The maximum difference between these two extremes are 
continuously monitored and is restricted to be bounded by a constant 
K, which serves as a unfairness tolerance threshold. When the differ- 
ence goes beyond this value, a third class slave is also given its due 
service without regard to utilization. 

3. HOL-KFP assumes an error-free environment in that a master-slave 
pair can always proceed. However, the channel quality of a particular 
master-slave pair may not be good (even if the slave is a first class), and 
thus, should not be allocated time-slots which will be wasted due to 
channel errors. Thus, a modified HOL-KFP scheme is suggested and 
the scheme works by considering the channel state in the weighted 
round robin process. 

Kalia et al. also propose two SAR policies. The first policy is called 
I-SAR (intelligent SAR) which works by selecting the right number of slots 



suitable for the upper layer traffic (e.g., video). Another policy is called 
PR-SAR (partial reordering SAR) which works by dispatching the second 
packet in the queue (at the master or slave) when the HOL packet cannot be 
accommodated in the allocated slots. Simulation results indicate that the 
fairness based policies (HOL-KFP and the modified version) work better. 

3.3 Piconet SAR and Scheduling 

Das et al. [20] investigate on efficient strategies for SAR and time-slot 
scheduling in a single piconet to enhance system performance of ACL link 
in terms of utilization and delay. They consider two different SAR policies: 

SAR-BF. A best-fit (BF) mechanism, this strategy tries to segment up- 
per layer packets using the baseband packet size that can achieve the 
highest utilization. 

SAR-OSU. Although this scheme is called optimal slot utilization (OSU), 
in fact its objective is to reduce the overall delay by using the least 
number of baseband packets, with possibly larger than required sizes. 

For example, suppose we have a 556 bytes L2CAP packet to be segmented. 
Assume that the capacities of a five-slot, three-slot, and one-slot packet 
are: 339 bytes, 183 bytes, and 27 bytes, respectively. Using SAR-BF, the 
L2CAP packet is first segmented into one five-slot packet and the remaining 
217 bytes fit better into a three-slot packet than a five-slot one, in terms 
of utilization. Finally, the residual 34 bytes are broken into two one-slot 
packets. On the other hand, using SAR-OSU, the L2CAP packet is again 
first segmented into one five-slot packet. However, the remaining 217 bytes 
can also be fitted into one single five-slot packet, resulting in the minimum 
number of baseband packets used. 

Das et al. also consider three different time-slot scheduling policies: 

1. Adaptive flow-based polling (AFP): In this policy, the polling interval 
of each slave is dynamically adjusted according to their traffic intensity 
as observed by the master. Specifically, with every slave starting with 
the same nominal polling interval (e.g., a straightforward round-robin), 
the polling interval of a slave is doubled if the master finds that the 
slave does not have an uplink packet to send after it is polled. On 
the other hand, if the flow-bit of the uplink packet received from a 
slave is set to 1, indicating that the slave's queue is longer than a 
predefined threshold, the master reduces the slave's polling interval 



to the minimum value. However, each slave is still allowed to send one 
packet at  a time when it is polled. 

2. Sticky: In this policy, whenever the master finds that a slave has its 
flow-bit set to 1, the master allows the slave to send numsticky packets 
all at once (in the simulations, it is found that setting numsticky to 
16 gives the best performance). 

3. Sticky with AFP: Combining the above two policies together. 

In their simulations using a two-state Markov chain wireless channel 
model with TCP sources, they find that SAR-OSU gives better performance. 
Combining SAR-OSU with all the three time-slot scheduling policies, they 
find that the Sticky (alone) and AFP (alone) policies exhibit good perfor- 
mance, in particular in terms of end-to-end delay. 

3.4 Piconet Link-State History Based Scheduling 

Deb et al. [21] present a simple but analytically sound approach to channel 
adaptive time-slot scheduling in a Bluetooth piconet. Specifically, based on 
the ACK or NACK packets received (induced by downlink transmissions 
from the master) from a slave, the master infers the channel quality of the 
slave. A two-state channel model is assumed such that when the channel 
is in the bad state, the master simply does not allow the slave to make 
use of the link (i.e., time-slot is not assigned to it). Moreover, in contrast 
to most existing approaches, a frequency-specific channel model is used in 
that the channel state is frequency dependent. The master keeps a counter 
Cij for slave i at frequency j to record the channel state at frequency j. 
Whenever a slave transmits an ACK packet on the uplink, the counter is 
reset to zero. On the other hand, if a NACK is transmitted, indicating a 
failure, the counter is incremented. When the counter reaches a threshold 
TH1, the master stops scheduling any time-slot to the slave when its turn 
is due. Yet the counter is still incremented. When the counter eventually 
reaches another threshold TH2, the master resets the counter to zero and in 
the next round, the slave gets scheduled a time-slot again. 

In this scheme, essentially the master keeps on tolerating transmission 
failures of the slave until the threshold TH1 is reached, in the hope that 
the errors are due to transient channel quality fluctuations. Indeed, if the 
slave transmits an ACK in time before TH1 is reached, the counter is reset 
to zero such that the transient channel problem is "forgotten." However, 
beyond TH1, the master considers that the channel is changed to the bad 



state, which is expected to persist for a period of time. Thus, the slave is 
forced to miss (TH2 - TH1) rounds of transmissions, in the hope that after 
this period of time, the channel reverts to the good state. Obviously, the 
selection of the parameters TH1 and TH2 is critical in obtaining a good 
performance. Through their detailed analytical modeling and simulations, 
Deb et al. find that TH1 = 4 and TH2 = 100 are reasonable choices. 

3.5 Piconet Sniff Scheduling 

Lin and Tseng [36] tackle the sniff scheduling problem in a single Bluetooth 
piconet. Consider the sniffing arrangement of a slave k as shown in Figure 6, 
the master needs to appropriately assign values to the sniff window size 
3 and the active window size Nk. The objective is for power saving and 
maximum utilization of the active window while satisfying the slave's traffic 
demand. For each slave k, the master computes a parameter Uk which is the 
utilization fraction of the assigned active window (i.e., 0 < Uk < 1). With 
Bk denoting the backlog size of slave k (i.e., the number of packets awaiting 
transmission), the following parameter is computed: 

where Bmax is the maximum buffer space and a is a constant between 0 
and 1 for adjusting the importance of Uk and Bk. The value of Wk is then 
compared against the pre-defined upper and lower bounds. If the value of 
Wk is beyond the range, the slave's sniff parameters need to be adjusted. 
Specifically, a new ratio of Nk to !&, denoted by Sk, is determined: 

Note that in Equation (2), the original values of Nk and 3 are used. This 
ratio Sk is then used to compute new values of Nk and 3. 

Their scheduling model considers multiple slaves simultaneously. Thus, 
with Equation (2), we still need to determine the ordering of the sniff 
windows of different slaves. Two policies are suggested: longest sniff in- 
terval first (LSIF) and shortest sniff interval first (SSIF). These policies 
work by search through a two-dimensional resource matrix representing the 
time-slots availability in the piconet under different scheduling scenarios. 
Through simulations, they also find that the scheduling algorithms pro- 
posed are quite accurate and can dynamically adjust the scheduling deci- 
sions based on up-to-date sniff-related parameters governed by the slaves' 
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Figure 6: A sniff window. 

traffic patterns. Most importantly, their schemes consider multiple slaves at 
the same time. 

3.6 Scatternet Nodes Randomized Rendezvous Scheduling 

RBcz et al. [43] formulate the time-slot scheduling problem of a bridge node 
participating in scatternet-wide communications as  a checkpoint or ren- 
dezvous scheduling problem. In general, a bridge node has two or more 
links to distinct neighbors (from different piconets) in the scatternet. Thus, 
the bridge node has to perform rendezvous (or to "meet") with different 
neighbors at different times. RBcz et al. suggest a randomized algorithm for 
scheduling the rendezvous events. The algorithm is called PCSS (pseudo 
random coordinated scatternet scheduling) which works by randomly com- 
puting the rendezvous point based on the master's clock and the slave's 
device address. A rendezvous event will continue until one of the nodes 
leaves for attending another rendezvous. In order to adapt to various traffic 
conditions, the PCSS algorithm monitors the utilization of links in a coarse- 
grain manner and adjusts the inter-rendezvous time period accordingly. 

3.7 Locally Coordinated Scheduling in Scatternets 

Tan and Guttag [53] use a different approach in scheduling rendezvous events 
for bridge nodes in a scatternet. Their algorithm, called LCS (locally coordi- 
nated scheduling), works by computing the duration of the next rendezvous 
based on the queue size and past history of transmissions such that the 
duration is just large enough to exchange all the backlogged data. Further- 
more, LCS computes the start time of the next meeting based on whether 
the data rate observed is increasing, decreasing or stable so that it responds 
to varying traffic conditions quickly without wasting resources. Moreover, 
LCS groups together meetings with the same traffic characteristics to re- 
duce wasted bandwidth of nodes and end-to-end latency. LCS also aligns 



rendezvous events at various parts of the scatternet in a hierarchical fash- 
ion (assuming that the scatternet is a tree structure) so that the number of 
parallel communication is high, increasing system-wide throughput signifi- 
cantly. Finally, LCS is designed to reduce the amount of time a node spends 
transmitting packets while the receiver is not ready, thereby conserving en- 
ergy. 

3.8 Maximum Distance Rendezvous Scheduling in Scatter- 
nets 

Johansson et al. [28] suggest a simple approach in determining a rendezvous 
schedule. The basic idea of their algorithm, called MDRP (maximum dis- 
tance rendezvous point) scheduling, is that rendezvous points should be as 
far from each other as possible. To achieve this, the master in a piconet 
considers the rendezvous points of all the bridge nodes within its piconet. 
In determining a new rendezvous point with a bridge node, the master then 
computes the maximum allowable distance. Thus, the new rendezvous point 
is chosen as the middle slot of the largest interval between successive ren- 
dezvous points. These rendezvous points are then periodically repeated in 
the next super-frame which is implemented by using the sniff mode of the 
bridge node. It should be noted that the MDRP algorithm is radically dif- 
ferent from the schemes described above in that it explicitly considers all 
bridge nodes simultaneously within a single piconet. 

3.9 An Integrated Time-Slot Scheduling Approach 

Shek and Kwok [45, 461 suggest an integrated scheme which contains four 
main mechanisms to address the different facets of the problem, namely 
Compensation-Based Time-Slot Assignment (CTSA), Traffic Differentiation 
Queueing (TDQ), Adaptive Master-Slave Switching (AMSS), and an En- 
hanced AODV algorithm for ad hoc routing. 

Compensation-Based Time-Slot Assignment (CTSA) is a scheduling al- 
gorithm tailor-made for Bluetooth. With the formation of scatternet, some 
nodes have to take up the role of routers or bridges to interconnect differ- 
ent piconets together. As Bluetooth uses a frequency hopping scheme, a 
node cannot listen to two piconets simultaneously. As a result, it can only 
synchronize and participate in one piconet at a time. This implies that 
these bridge nodes have to multiplex their time among different piconets. 
However, as Bluetooth adopts a centralized polling scheme for time slots 
allocations, these nodes have to compete for time slots with all the other 



nodes when they switch back to another piconet. Consequently, the re- 
sources acquired by these nodes from the piconet are fewer. In a scatternet 
environment, traffic routing across the network can be abundant. The bridge 
nodes play an important role in routing packets across different piconets and 
they become the bottlenecks of the system. Most of the existing scheduling 
algorithms allocate time slots according to the loads of the queues, and if 
we apply them to Bluetooth directly, we may have ignored the bridging and 
uplink traffic problems. CTSA is an advanced scheduling scheme for Blue- 
tooth. It exploits the properties of the absence of bridge nodes to calculate 
the time slots allocation for each nodes more effectively. 

Traffic Differentiation Queueing (TDQ) is a technique to separate differ- 
ent traffic to different queues in Bluetooth's link layer. Traffic is differenti- 
ated as "self traffic" and "forward traffic" in this scheme and they are put 
into two different queues. Those being generated by the Bluetooth host itself 
are classified as "self traffic" while those being forwarded to it are classified 
as "forward traffic". The Bluetooth link layer serves these queues based on 
an adaptive ratio manner. This scheme helps routing packets across scat- 
ternet more efficiently and can improve the throughput and delay in a large 
extent. 

Adaptive Master-Slave Switching (AMSS) is a hold time calculation 
scheme between bridge nodes, which decides the duration for a node to 
stay in a piconet. As bridge nodes in Bluetooth network need to multiplex 
their time to different piconets in a scatternet, the time spent on a piconet 
greatly affects the overall system performances. Hence, an adaptive calcula- 
tion of the hold time is required. AMSS addresses this problem and uses an 
adaptive method based on queue lengths and utilization ratio to determine 
the hold time for a piconet. This scheme allocates time between piconets in 
a more effective way. 

Enhanced AODV for Ad Hoc Routing is a routing protocol developed 
to facilitate ad hoc routing in Bluetooth network. AODV is used because it 
is one of the most representative ad hoc routing protocols and it performs 
well in most of the wireless network environment. In our enhanced AODV 
routing protocol, we have modified AODV for Bluetooth so that it becomes 
suitable for Bluetooth's narrow bandwidth and small packet size features. 
Our modifications are mainly about reducing the overheads in the AODV 
protocol, making the modified version more suitable for the Bluetooth en- 
vironments. 



3.10 Performance Studies 

Capone et al. [9] present a simulation performance study on several piconet 
time-slot scheduling schemes: 

A benchmark scheme, denoted as B1, which is assumed to have com- 
plete knowledge about the queue lengths of all slaves; B1 does not 
switch to the next slave until the current slave's queue is exhausted; 

Pure Round Robin (PRR): The master polls the slaves in a fixed order; 
PRR is not exhaustive; 

Exhaustive Round Robin (ERR): Similar to PRR, the master polls the 
slaves in a fixed order but the server does not switch to the next slave 
until both the master and the slave queues are empty; 

Exhaustive Pseudo-Cyclic Master Queue Length (EPM): Dynamic cyclic 
order is defined at the beginning of each cycle and each master-slave 
pair is visited exactly once in a single cycle; the polling is in decreasing 
order of master to slave queue lengths; 

Limited and Weighted Round Robin (LWRR): The operation is sim- 
ilar to a normal weighted round robin but the weights are dynami- 
cally changed according to the observed queue status; Specifically, the 
weight of a slave is reduced by 1 if it does not have any packet to send 
when it is polled by the master. 

Based on their simulation results using exponential traffic sources and TCP 
sources, the performance of ERR is better than PRR and EPM in terms of 
delay. However, an exhaustive serving scheme such as ERR can be subject 
to complete "capturing" by a single selfish slave. In this regard, the LWRR 
scheme performs the best among all schemes. 

J. MiSiC: and V. B. MiSiC: [39] present a detailed and rigorous mathe- 
matical analysis of the performance of slave/slave bridges and master/slave 
bridges in a scatternet environment. They consider two simple scheduling 
policies, namely the limited service and exhaustive service, in their analytical 
modeling. The probability distributions of access delay and end-to-end delay 
for both intra-piconet and inter-piconet bursty traffic sources are considered. 
Specifically, the mean access delay is lower in the scatternet topology with an 
slave/slave bridge because both masters in the two piconets can spend more 
time serving their slaves. The same argument can be applied in the case for 
the lower mean end-to-end delay for local traffic. On the other hand, the 



average end-to-end delay for non-local traffic (i.e., inter-piconet) is lower for 
the master/slave configuration. This is because of the lower number of hops 
that the packets have to traverse. Finally, exhaustive scheduling is found to 
consistently outperform limited service scheduling. This is explicable by the 
fact that under a low load, limited service scheduling tends to waste slots 
but exhaustive service serves all the packets at once. Yet under a high load, 
this "exhaustive" effect diminishes and the two scheduling algorithms show 
similar performance. 

3.11 Discussion 

TDMA slots scheduling is in fact an old problem. Thus, it is a bit surprising 
to note that many previously proposed efficient techniques (e.g., fair queue- 
ing approaches) are not yet applied in the time-slot scheduling problem for a 
piconet or even a bridge node in a scatternet. The deficit round robin (DRR) 
algorithms are however studied in [45] and are found to exhibit quite good 
performance. On the other hand, the channel adaptive approach presented 
in [21] is interesting yet highly relevant in a practical situation. Indeed, 
it would be even more attractive if the scheduler also selects appropriate 
FEC coded packets (DMx types) in the time-slot scheduling problem, to 
further enhance the overall performance in terms of goodput. Bridge node 
rendezvous scheduling is a complicated problem and the currently available 
solutions are by and large not very mature. Perhaps this multi-dimensional 
scheduling problem needs to be tackled by an optimization approach. 

4 Resource Management Schemes for Connectiv- 
ity: Scatternet Formation and Routing 

4.1 Overview 

Unlike a wired network whose topology is set up manually by the planned 
connections among machines, in a wireless ad hoc network, the devices can 
spontaneously and autonomously connect with each other without human 
intervention. This is more so in a Bluetooth scatternet [2]. Simply put, scat- 
ternet formation can be done either in a centralized or distributed manner. 
In the former case, a leader is elected and then it instructs other devices 
within range to connect among each other to form the topology (e.g., a 
tree) according to the leader's desire. In the distributed case, each device 
acts autonomously and a scatternet can be formed after iterative merging 
of localized clusters. 



The premise underlying scatternet formation as described above is that 
device discovery (i.e., routing) can be automatically done or at least very 
much eased. However, if the connectivity among devices is only useful for 
a short period of time, the overhead involved in forming a scatternet may 
not be worthwhile. In this case, on-demand routing is a better approach 
[41, 421. 

In the following, we first describe several interesting algorithms (semi- 
centralized or distributed) for scatternet formation. We then discuss several 
routing strategies that can work with or without an underlying scatternet 
constructed a priori. 

4.2 BTCP: Bluetooth Topology Construction Protocol 

Salonidis et al. [44] pioneer in the quest for a distributed approach to scat- 
ternet formation. Their algorithm is called BTCP (Bluetooth topology con- 
struction protocol) and consists of three phases. The first phase is the most 
critical step and involves an exhaustive leader election. Specifically, all the n 
initially independent devices participate in the leader election process. Thus, 
a crucial requirement of BTCP is that all the devices have to be within each 
other's range. Indeed, as mentioned in [44], n 5 36. Each device has a 
variable called VOTE. At the beginning of the leader election process, the 
value of VOTE is 1 for every device. Each device then performs inquiry and 
inquiry scan alternately in order to set up connections with nearby device. 
When a connection is set up, the two devices compare their VOTE vari- 
ables. The device with a larger value of VOTE becomes a winner, while the 
other becomes a loser. Tie is broken by comparing the BDADDR-a larger 
BD-ADDR wins. The winner then adds the loser's VOTE to its own value 
and breaks the connection. Afterward, the winner continues the alternate 
switching and attempting to set up connections. On the other hand, the 
loser will just continually perform page scanning to wait for being scanned 
by potential masters in the final phase of the scatternet formation process. 
This VOTE comparison duel is repeatedly executed until there is only one 
single winner, signifying the end of the first phase. 

The solitude winner is then the global centralized controller in the sub- 
sequent phases. In the second phase, the global winner gets any "special 
requests" from the other devices before making topology construction de- 
cisions. Having global and complete information (e.g., number of devices, 
each device's clock and BDADDR, etc.) the global winner instructs other 
devices to form the scatternet topology which satisfies any pre-defined con- 
straints (e.g., node degree must be less than three). Specifically, some de- 



vices are assigned to be pure slaves, while other devices are assigned as 
masters or bridge nodes (slave/slave bridges or masterlslave bridges). In 
the final phase, actual connections are made among devices, according to 
the global winner's instructions. 

4.3 Bluetree Scatternet Formation 

Zaruba et al. [57] suggest a scatternet formation protocol called bluetree. 
In this protocol, every node is required to perform a pre-processing step 
which aims to locate the neighbors. Specifically, each node, upon power 
up, actively performs inquiry and inquiry scanning to set up point-to-point 
connections with its neighbors. Then the connected nodes exchange infor- 
mation such as clock and BDADDR. After this pre-processing step, a node 
is designated as the blueroot, which has complete information about the ge- 
ographical locations and properties of all nodes in the system. The blueroot 
then initiates a spanning tree formation process with itself as the root of the 
spanning tree. An interesting property is that some nodes may not be phys- 
ically connected in the resulting spanning tree because some leaf nodes may 
be assigned to some master nodes that already have seven slaves. Zaruba et 
al. also propose an enhancement of the protocol by designating two or more 
nodes to be blueroots. These blueroots then independently form spanning 
trees and eventually these trees are merged together to form a single logical 
scatternet graph. A limitation of bluetree is that the root node may become 
a bottleneck of inter-piconet communications (e.g., two piconets that belong 
to different branches of the root). 

4.4 Bluenet Scatternet Formation 

Wang et al. [56] propose another three-phase algorithm for scatternet for- 
mation, called Bluenet. In contrast to bluetree described above, in Bluenet 
there is no designated root node. Thus, the resultant scatternet graph may 
or may not be a tree. In the first phase of the algorithm, similar to that 
in bluenet, the initially independent Bluetooth nodes perform inquiry and 
inquiry scanning to set up local connections with nodes in the neighborhood 
and in turn exchange information about each other. After this information 
acquiring step, nearby nodes cluster together and one of them becomes the 
master to form a piconet. Thus, at the end of phase one, there are numer- 
ous piconets distributed across the area. In phase two, any independent 
nodes that are still not connected to any piconet are required to perform 
page scanning, awaiting paging from nearby nodes that already connected to 



some piconets. The only constraint in this process is the maximum number 
of slaves a piconet is designated to handle (in their simulations, this value 
is five). Afterward, in phase three, the separate piconets in the system are 
connected to form a single scatternet by having the slaves in each piconet 
actively set up outgoing links to other slaves in other piconets. In their 
simulation study, it was found that the Bluenet structure can carry a higher 
volume of traffic then bluetree. 

4.5 BlueConstellation Scatternet Formation 

Basagni and Petrioli [3] also suggest a three-phase protocol for scatternet 
formation. In their algorithm, each piconet is called a BlueStar and the 
resultant scatternet is called a BlueConstellation. The initial phase of the 
algorithm is very similar to that in bluetree and Bluenet described a b o v e a  
physical topology discovery process for obtaining mutual information about 
neighboring nodes via the exchanging of FHS (frequency hop synchroniza- 
tion) packets. In the second phase, BlueStars (i.e., piconets) are formed. In 
each BlueStar, the master is elected by comparing the weights of clustered 
nodes in the vicinity. Tie is broken by the unique IDS. In the final phase, 
the BlueStars are connected together to form the BlueConstellation. In the 
scatternet construction process, the masters of individual piconets that are 
within three hops distance from each other are qualified to make connec- 
tions. Furthermore, the master that has a larger weight is the initiator of 
the connection. Specifically, such a master starts a paging process so as to 
recruit a slave of a neighboring piconet to join its piconet. Effectively such 
a slave becomes a bridge node. 

4.6 Randomized Scatternet Formation 

Law et al. [35] suggest a novel randomized algorithm for forming a scat- 
ternet from an initial set of totally independent Bluetooth devices in an 
iterative manner. The algorithm is elegant yet highly practical in that it 
has a time complexity of O(1ogn) (with probability of 1 - l/ne(')) and a 
message complexity of O(n), where n is the number of Bluetooth devices. 
The key structures are the components and leaders. Initially, every device 
is a leader of a component consisting of only itself. During the scatternet 
formation process, an independent piconet's leader is the master and a scat- 
ternet's leader is one of the masters. The core mechanism is the iterative 
randomized retiring of leaders (i.e., changing a leader to a non-leader) and 
the maintenance of two invariants: 



1. Each leader either has no slave, or has at least one unshared slave. 

2. Each leader has no more than k slaves (k = 7 according to the Blue- 
tooth specification). 

The crux of the algorithm is the randomized expansion of components 
(from an independently lonely device, to a piconet, then to a scatternet, 
and so on). In each iteration, each leader randomly decides (governed by a 
probability p, 113 < p < 213) whether to perform a SEEK operation (i.e., an 
inquiry) through which a new slave (that performs a SCAN, i.e., an inquiry 
scan) is connected; otherwise, the leader itself performs SCAN or instructs 
an unshared slave to perform SCAN in case the leader has such a slave. 
After the matching, two components are merged to form a larger component. 
This is followed by a restructuring of the resultant component in order to 
maintain the two invariants and the key feature that each component has a 
single leader (i.e., some leaders are retired after each iteration). 

The algorithm has many salient features. For example, in the resulting 
scatternet, the node degree of each device is at most two, and as such, 
network bottleneck is avoided. Furthermore, the resultant scatternet has at 
most [(n - 2)/(k - 1)J + 1 piconets. This is very close to the lower bound: 
[(n - l)/k] (see [35] for the proofs). Having a small number of piconets can 
help to reduce the inter-piconet interference. Finally, the network diameter 
is found, through simulations, to be O(1og n)  also. 

4.7 Scatternet Formation Based on Search Trees 

Sun et al. [51] propose a scatternet formation scheme that enables "self- 
routingv-nodes do not need to use routing tables to keep reachability in- 
formation about other nodes in the scatternet. Specifically, their scheme 
aims to construct an seven-way search tree connecting all the nodes in the 
system. It is a seven-way search tree because each node is a master of a 
piconet having at the most seven slaves. Thus, the bridge nodes in the tree 
act as both master and slave. An essential requirement is that all nodes are 
within range of each other such that pairing of nodes to form links can be 
done arbitrarily independent of their geographic locations. The root of the 
tree is the one with the largest value of BDADDR. Having obtained all the 
characteristics of nodes within the system (e.g., BDADDR and clock), the 
root instructs other nodes to form the tree based on a tree-sort like proce- 
dure. In the process, an invariant for each node a in the tree is maintained: 
max(ci) < min(cj) for all i < j ,  where ci and cj are children of a; max(b) 
and min(b) are respectively the largest and smallest value of BDADDR in 



the sub-tree rooted at node b. With such a sorted tree structure, routing 
becomes very easy in that if a node a wants to reach another node b, node 
a just needs to compare its BDADDR with that of b and then recursively 
traverses the tree until it locates b. The root also periodically goes into 
inquiry mode to see if any new node wants to join the scatternet. If the 
root finds such a node, it inserts the new node into appropriate place in the 
search tree. A practical limitation of this protocol is that the root can be 
heavily loaded with tree maintenance tasks and also become a bottleneck in 
inter-piconet communications. 

4.8 Scatternet Formation Based on de Bruijn Graphs 

Song et al. [49] propose another self-routing scatternet structure based on an 
elegant structure called de Bmijn graph. In a set of n initially independent 
Bluetooth nodes (again the nodes are all within range of each other), the 
one with the smallest BDADDR is selected as the leader, which also holds 
a token. The leader picks a group of 2' nodes (including itself) into the 
master set for forming the scatternet backbone based on the de Bruijn graph 
structure. Note that s is chosen such that 2'-l < b/61 < 2'. The leader 
then assigns itself with an address label OS (i.e., an s-bit number in which all 
digits are zero), and each node in the master set with a unique s-bit address 
label in the range from 0 .  01 to 1 11. The following procedure is then 
executed. 

1. The token holding node (initially the leader, with address label OS) 
selects two nodes from the remaining nodes (outside of the master 
set) to be slave/slave bridge nodes. These bridge nodes get address 
labels (xl , . . . , x,, 010) and (xl , . . . , x,, 101), respectively. The three- 
bit portions (i.e., 010 and 101) are also used as the Bluetooth medium 
access code within the piconet. The token holding node then uses 
the bridge node with label (xl, . . . , x,, 010) to connect to a neighbor 
master with address label ~ 2 x 3 .  . . x,0. Similar, the bridge node with 
label (xl,.  . . , x,, 101) is connected to another neighbor master with 
address label 22x3 . x, 1. 

2. The token holding node then selects from the remaining nodes another 
three (or less) nodes to be pure slaves. 

3. The token is then passed to the successor master (i.e., the master with 
next value of address label) and the whole process is repeated again. 



Using the above procedure (see [49] for more details), a scatternet with 
a de Bruijn graph backbone is formed. For example, a 48-node scatternet is 
shown in Figure 7. With the de Bruijn backbone structure, self-routing is 
again an easy process. Specifically, if a master with address label xlx2 . - x, 
wants to reach another master with address label yly2 + .  - ys, the message 
can be routed through the following chain of master nodes: ~ 1 x 2 . .  .x,, 
22x3 a . . x, 91, x3x4 a . . x, y1 y2, . . ., x, yl - . ~ ~ - 1 ,  y1 y2 . - y,. If a pure slave 
node wants to reach another pure slave node in another piconet, the former 
just passes the message to its master which then follows the above routing 
rule to reach the corresponding master of the latter. Finally, if a slave/slave 
bridge wants to reach a node in another remote piconet, it just randomly 
selects one of its two masters and passes the message to it, which then again 
follows the above routing rule. 

Figure 7: An example de Bruijn graph based scatternet core. 

Compared with a tree-like structure discussed earlier, using the de Bruijn 
graph structure leads to many salient features: each bridge node only par- 
ticipates in at most two piconets; self-routing is easy; the diameter of the 
graph is O(log n); the congestion of every node is at most 0 ( % )  assuming 
that the traffic demand is evenly distributed. The structure can also be 
incrementally changed at a low time complexity when nodes join or leave 
the network. 

4.9 BlueRing Scatternet Formation 

Lin et al. [37] suggest a ring topology for constructing Bluetooth scatternets. 
Similar to many approaches described above, their algorithm assumes that 
all nodes within the system are within range of each other. In the initial step, 



nodes exchange information about their characteristics (e.g., BDADDR, 
clock, etc.). A leader, with the largest BDADDR, is elected among all 
nodes. The leader then designates several other nodes in the system to 
be masters as well, and this group of master nodes form a ring structure. 
Afterward, each master recruits nodes from the remaining nodes to form 
its own piconet. One such slave is designated as a slave/slave bridge for 
connecting two neighboring masters in the ring. With this ring structure, 
again self-routing is easy because a message is just circulated around the 
ring until it finally reaches the destination's master. However, compared 
with the de Bruijn graph structure discussed in Section 4.8, the diameter 
of a ring is O(n) instead of O(logn), and as such, the delay may be quite 
significant for a large ring. 

4.10 RVM Routing 

In this section we begin our survey of several routing protocols for Bluetooth 
scatternets. Bhagwat and Segall [5] pioneer in the quest for a practical rout- 
ing scheme for Bluetooth scatternets. Designed from a practical perspective, 
their scheme, called RVM (routing vector method) works by using the source 
routing algorithm. Specifically, when a node wants to reach a remote node 
in another piconet, the former first searches a route to reach the latter. The 
source node then embeds the whole route discovered in the packets which are 
forwarded incrementally through connected piconets. In the route searching 
process, similar to many ad hoc routing protocols [41], a flooding of route 
search packets are sent across the entire scatternet. During the flooding 
process, the intermediate nodes receiving the search request append their 
own addresses into the search packet before forwarding it onward. The des- 
tination, upon receiving the search packet, extracts the route embedded in 
it, and then unicasts a reply message (of course, also containing the entire 
route) to the source. The source can then extract the route and make use 
of it in the subsequent data transmissions. Thus, the RVM algorithm is 
basically a direct application of traditional ad hoc routing techniques, with- 
out much exploitation of the distinctive characteristics of Bluetooth and the 
structure of the underlying scatternet. 

4.11 On-Demand Scatternet Routing 

Based on the observation that static scatternet formation may not be suit- 
able for networks with low traffic demand and severely power-limited de- 
vices, Liu et al. [38] propose an on-demand approach in setting up scatter- 



net routes. Essentially, the nodes in the system are neither logically nor 
physically connected until there is a need for packet transmissions. This 
on-demand approach is in sharp contrast to the rationale behind the various 
scatternet formation strategies described above-to maintain connectivity 
at all time. Of course, the demerit of on-demand approach is that the route 
set-up delay can be very large. Indeed, this is the major problem tackled by 
Liu et al. in their study [38]. Their on-demand routing approach is again 
very similar to those common ad hoc routing protocols. Specifically, the 
source node floods a route request packet across the entire system, inter- 
mediate nodes record their addresses in the route request packet, and the 
destination eventually extracts the route which is then used for unicasting 
the route reply to the source. 

The crux of their scheme is an elaborate strategy to reduce the set-up 
delay, in particular the delay introduced by the route request incremental 
forwarding process. The difficulty involved in a totally on-demand setting, 
compared to the situation where an underlying scatternet exists, is that the 
neighboring nodes do not have connection set up a priori that can be used 
for relaying the route request packet. Thus, in the most straightforward 
approach, the route request packet is relayed after a connection is set up 
between two neighboring nodes. Specifically, the route request packet can 
be forwarded through the connection either at  the L2CAP layer or at  the 
LMP layer. However, in both cases, the delay is dominated by the con- 
nection set-up process involving inquiry and inquiry scanning. Indeed, the 
inquiry and inquiry scanning process lead to a delay of 10.24 seconds for 
one hop. Thus, for a multihop relaying of route request packets, the delay 
can be unacceptably large. In view of this obstacle to the practicality of 
the routing process, Liu et al. [38] make an intelligent suggestion in that the 
inquiry packet itself can be used for carrying the route request information. 
Using this technique, the per hop delay is reduced to 2.56 seconds. The re- 
sultant scatternet route is composed of alternating master and slave nodes, 
as illustrated in Figure 8. Based on their simulations using BlueHoc [6], 
it is found that the network utilization is the highest (at 36.16%) for DH5 
packets. 

source destination 

Figure 8: An example scatternet route with alternating masters and slaves. 



4.12 Zone Routing Protocol 

Kapoor and Gerla [31] also propose a new scheme to address the route set-up 
overhead problem in Bluetooth scatternet. However, in their scheme, it is 
assumed that an underlying scatternet structure already exists. Specifically, 
the entire system is partitioned into disjoint zones and the size of each zone 
is governed by the MAXHOPS parameter. Within a zone, each and every 
node maintains the complete routing information of other nodes in the same 
zone. Such complete information is determined by complete exchange within 
the zone using LMP broadcasts. The routing across zones is accomplished 
by using an on-demand routing protocol such as the AODV (ad hoc on- 
demand distance vector) algorithm, which is also based on flooding route 
request packets. Thus, whenever a node has information to send to a remote 
node (outside its piconet), it first checks its zone routing hash table to see if 
the destination is within the same zone. If the destination is not in the same 
zone, it triggers an AODV algorithm across the zones. Simulation results 
indicate that the value of MAXHOPS is better set to be two to four in order 
not to incur a large overhead in terms of route information storage space. 

4.13 Discussion 

The various distributed algorithms for scatternet formation are all interest- 
ing yet practicable given their moderate or low complextiy. However, an 
even more interesting problem is to construct the scatternet by taking into 
account the traffic requirements of the participating devices. Such traffic 
information can also be exchanged during the first phase of the scatternet 
formation process. The scatternet so constructed can then provide more 
support, in the form of less traffic relaying burden, to those heavily loaded 
devices. On the other hand, routing approaches applied in Bluetooth are 
largely those suggested for general ad hoc networks. Such ad hoc routing 
protocols may not be the most appropriate in a Bluetooth scatternet be- 
cause the devices in a Bluetooth environment are already clustered into at 
least independent piconets. Such a feature should be exploited in order to 
enhance the performance of ad hoc routing. 

5 Further Research Opportunities 

While many salient approaches to various resource management problems in 
Bluetooth networks have been proposed and shown to be effective, there are 
still a large number of interesting problems to be tackled. Indeed, we have 



described a number of such problems in the "Discussion" sections earlier. 
Here, we highlight three more interesting problems: 

Cross-Layer Channel Adaptive SAR. Due to various inevitable signal 
propagation impairments such as multipath fading and shadowing, the 
quality (e.g., in terms of error rate or signal-to-noise ratio) of a wireless 
channel is always time-varying. That is, the channel quality may be 
very good in certain moments so that no FEC is required. In some 
other moments, the channel may be very noisy so that even a high level 
of FEC may not guarantee correct reception of packets. Of course, in 
other cases, the channel quality may be somewhere in between. The 
channel quality of a Bluetooth link is more so time-varying due to 
the crowded ISM band. Thus, overall throughput can be enhanced by 
using a channel adaptive approach-when the channel is good, DHx 
packets are used; when the channel is not good, DMx packets are used. 
Research issues include: how we can infer channel quality accurately; 
which packet type (DM1, DM3, or DM5) we should use; how we can 
take into account application level traffic requirements. 

Integrated Traffic Engineering. While piconet scheduling, scatternet for- 
mation, and bridge node scheduling are independently tackled with 
success, it is good to design a total solution that takes into account 
the possibly heterogeneous traffic requirements of participating nodes. 
Furthermore, such a scatternet-wide integrated traffic engineering mech- 
anism should be dynamic in that when the traffic pattern changes 
(determined by some traffic inference algorithms), the structure of 
the scatternet and/or the scheduling strategies of each piconetlbridge- 
node should be changed as well. 

Theoretical Capacity of Scatternets. In some scatternet formation al- 
gorithms, the number of piconets, and hence the number of Bluetooth 
devices, can be very large. Given the modest data rates supported by 
Bluetooth, a large number of piconets may not make much sense in 
practice. Thus, it is interesting to analytically study the capacity of a 
scatternet possibly in terms of number of distinct source-destination 
pairs. Certainly the capacity is also limited by the inter-piconet inter- 
ference and power consumption constraints. 



6 Summary 

Bluetooth is becoming a ubiquitous short-range wireless technologies in that 
many low cost commercial devices are already very popular. However, there 
are still many outstanding issues not defined in the specifications or not 
agreed upon by the researchlindustrial community. In this chapter, we focus 
on various resource management issues. Specifically, we consider resource 
management problems related to coexistence and connectivity. We present 
a detailed survey of more than 20 recently proposed techniques for tackling 
the resource management problems considered. 
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1 Introduction 

A mobile ad hoc network (MANET) is defined as an autonomous system 
of mobile routers (and their associated hosts) connected by wireless links 
. the union of which forms an arbitrary graph . It is characterized by fast 
deployment. dynamic multi-hop topology. self-organization without typical 
infrastructure support. etc . These properties are desirable in situations such 
as battlefields. where network connectivity is temporarily needed. or fixed 
infrastructures are unavailable. expensive. or infeasible to deploy . However. 



wide deployment of MANET has not come yet due to many technical chal- 
lenges, among which energy issue is a fundamental one. Typical wireless 
devices are powered by small-sized batteries, whose replacement is very dif- 
ficult or even impossible in some applications (e.g. disaster relief operation). 
Therefore, power conservation is one of the most important design consider- 
ations for MANET. It has attracted a large number of researchers in recent 
years [3]. 

Power conservation in an ad hoc network is the procedure of determin- 
ing the transmit power of each communication terminal such that a design 
objective ( e g  network lifetime, throughput, etc.) can be satisfied. There 
are two major reasons for transmit power control. First, transmitting at  a 
high power may increase the interference to co-existing users and therefore 
degrade network throughput. Power saving mechanisms have been shown to 
be able to decrease multi-user interference, and hence increase spatial chan- 
nel reuse and the number of simultaneous single-hop transmissions. One 
direct benefit of this increase is the enlarged overall traffic carrying capacity 
of the network [27]. Second, energy-efficient schemes can impact battery life, 
consequently prolonging the lifetime of the network. Current power control 
mechanisms include low-power wireless access protocols, power-aware rout- 
ing for ad hoc and sensor networks [60] [51], and node-level energy-efficient 
information processing [16]. In this paper, we will focus on energy aware 
MAC (Media Access Control) layer protocols for ad hoc networks. 

MAC layer is the sublayer of the data link layer that is responsible for 
coordinating and scheduling of transmissions among competing nodes. As 
claimed by [63], MAC protocols could significantly reduce the power con- 
sumption of mobile terminals in MANETs. The energy-aware MAC pro- 
tocols in a multi-hop self-organizing mobile ad hoc network must simulta- 
neously satisfy the following three objectives. First, MAC protocols should 
facilitate the creation of the network infrastructure. Second, MAC protocols 
are in charge of fairly and efficiently sharing the wireless channels among a 
number of mobile terminals. In MAC layer channel scheduling, packet col- 
lision among different users should be reduced or even completely avoided, 
and the bandwidth should be fully-utilized. These two goals are conflict- 
ing with each other. Therefore MAC protocols should be carefully designed 
to balance them based on network requirements. Third, MAC protocols 
should be energy-aware for extending battery lifetime. Supporting power 
management to save energy is required for battery-powered mobile nodes in 
MANETs. Actually, this is the motivation of our paper. The power conser- 
vation mechanisms for MANETs also must support multi-hop forwarding. 
They should be distributed, as there is no centralized control to rely on. 



The remainder of this paper is organized as follows. In Section 2, we 
identify major sources of energy waste in MANETs and discuss low-power 
MAC design principles. From Section 3 to section 8, we survey and ana- 
lyze different energy-aware mechanisms together with their applications in 
energy-aware MAC protocols. The techniques covered include channel reuse, 
power controlled scheme, power off mechanism, dual channels, and antenna- 
based power efficient schemes. Detailed analysis and comparison will also 
be given. We conclude this paper in Section 9. 

2 Sources of Power Waste and Low-Power MAC 
Design Principles 

2.1 Major Sources of Energy Waste 

The major sources of power waste in mobile computing devices include radio 
communication and data processing, with radio communication often being 
the dominate source of energy consumption. Data processing involves the 
usage of CPU, memory, hard drive, etc. Its energy consumption is rela- 
tively negligible compared with that of the radios. The energy expenditure 
in radio communication includes the power consumed by transmitting and 
receiving devices of all nodes along the path from source to destination, to- 
gether with their neighbors that can overhear the transmission. Actually, 
there is a tradeoff on energy consumption between data processing and ra- 
dio communication, the two energy consuming factors [33]. For example, 
data compression techniques are introduced in [13] to reduce packet length 
and therefore achieve energy saving in radio communication, but the cost of 
computation is increased. 

Let's first take a look at  the characteristics of energy consumption in a 
radio interface so that we can easily understand the motivations of the energy 
efficient mechanisms discussed in the following sections. In mobile ad hoc 
networks, communication related energy consumption includes the power 
consumed by the radios at the sender, receiver and intermediate nodes in 
the route from the source to the destination. Actually, at any time a mobile 
node in MANETs must be in one of the following four modes: transmit, 
receive, idle listening, and sleep. When a node is in transmit or receive 
mode, it is transmitting or receiving a packet. Idle listening mode means 
the node is neither transmitting nor receiving a packet, but is doing channel 
monitoring. This mode consumes power because the node has to listen to the 
wireless medium continuously in order to detect the arrival of the packet that 



Table 1: LUCENT IEEE 802.11 WAVELAN PC CARD (2Mbvs) CHARACTER- 
\ . ,  

ISTICS 

it should receive, so that the node can switch to receive mode [45]. When 
in the sleep mode, nodes do not communicate at all. Receive and idle mode 
consume similar amount of power, while transmit mode requires slightly 
larger amount. Nodes in sleep mode consume extremely low power. As 
an example, we illustrate the energy consumption of different modes for the 
2.4GHz DSSS Lucent IEEE 802.11 WaveLAN PC "Bronze" (2Mbps) wireless 
network interface card [21] in Table 1. Note that mobile ad hoc nodes must 
keep on monitoring the media for possible data transmission. Thus most of 
the time nodes must be in idle listening mode instead of sleeping. Actually, 
a network interface operating in ad hoc status has a constant idle power 
consumption, which reflects the cost of listening to the wireless channel. 
Many measured results have shown that the energy spent by idle listening is 
50~100% of that by receiving. In other words, idle listening consumes only 
slightly less energy than actually receiving traffic. Thus, significant energy is 
consumed even when there is no traffic in the MANETs. Further, the energy 
expenditure for the radio interface to transit from one mode to anther is not 
negligible because the transition time can not be infinitesimally short. For 
example, the transition between transmit and receive modes typically takes 
6 to 30 ps, while the transition from sleep to transmit or receive generally 
takes even more time (250 ps) [29]. Mode transitions have significant impact 
on energy consumption of wireless nodes. 

Besides the power consumption in transmit, receive and idle listening, 
there exists other significant energy expenditure in packet retransmission, 
node overhearing and protocol overhead [62]. Retransmission is caused by 
collision. When a packet is corrupted, it must be discarded and transmitted 
again. Retransmission increases energy consumption. In fact, due to the 
lack of a centralized authority in mobile ad hoc networks, transmissions of 
packets from distinct mobile terminals are more prone to overlap, resulting 
in more serious packet collisions and energy loss. Overhearing means a 
node picks up packets that are destined for other nodes. Wireless nodes 
will consume power unnecessarily due to overhearing transmissions of their 

Modes 
Sleep Mode 
Idle Mode 

Receive Mode 
Transmit Mode 

Energy Consumption 
14 mA 
178 mA 
204 mA 
280 mA 



neighboring nodes. Protocol overhead is generated by packets dedicated for 
network control and header bits of data packets. It should be reduced as 
much as possible because transmitting data packet headers or control packets 
also consumes energy, which results in the transmission of less amount of 
useful data packets. 

2.2 Low-Power MAC Design Guidelines 

As stated in Subsection 2.1, the major energy waste comes from idle listen- 
ing, retransmission, overhearing and protocol overhead [62]. Thus there is 
no wonder why all power-aware MAC protocols try hard to reduce energy 
waste from one or all of the above sources. To make a MAC protocol energy 
efficient, at least one of the following design guidelines must be obeyed: 

Minimize random access collision and the consequent retrans- 
mission 

Collisions should be avoided as far as possible since otherwise the fol- 
lowed retransmission will lead to unnecessary energy consumption and longer 
time delay. Actually, one of the fundamental tasks of any MAC protocol 
is to avoid collisions so that two interfering nodes do not transmit at the 
same time. The simplest ways for collision avoidance in a general network 
include code division multiple access (CDMA), time division multiple ac- 
cess (TDMA), and frequency division multiple access (FDMA). However, 
for mobile ad hoc networks there exist many special issues that need to be 
addressed for a MAC protocol design. For example, because of the nonex- 
istence of fixed base stations in MANETs, mechanisms to avoid collision 
among mobile nodes must be distributed. Since collision avoidance may re- 
sult in substantial overhead, which will burn more energy, tradeoffs must be 
explored to achieve reasonable solution. Further analysis on channel reuse 
mechanisms based on scheduling will be given in Section 3. Such schemes 
are designed to increase the channel utility and at the same time to avoid 
collisions. 

0 Minimize idle listening 

In typical MANET systems, receivers have to be powered on all the time. 
This results in serious energy waste. Since the power consumed in idle lis- 
tening is significant, as indicated in Subsection 2.1, we should pay attention 
to the energy conservation in nodes other than the source and destination. 
Ideally the radio should be powered on only when it needs to transmit or 



receive packets, thus remove the unnecessary monitoring of the media. Re- 
cently, energy-aware MAC protocols that require nodes be in sleep mode 
periodically for energy conservation have been proposed. When in sleep 
mode, nodes neither transmit nor receive packets; but they must be woken 
up to idle mode first for attending traffic relay. Sleep mode requires more 
than an order of magnitude less power than idle mode. Hence, intelligently 
switching to sleep mode whenever possible will generally lead to significant 
energy saving. This topic will be addressed in detail in Section 5. 

Minimize overhearing 

Wireless nodes consume power unnecessarily due to overhearing the 
transmissions of their neighbors. This is often the case in a typical broad- 
cast environment. For example, as the IEEE 802.11 wireless protocol de- 
fines, receivers remain on and monitor the common channel all the time. 
Thus the mobile nodes receive all packets that hit their receiver antennae. 
Such scheme results in significant power consumption because only a small 
number of the received packets are destined to the receiver or needed to be 
forwarded by the receiver. One solution to this problem is the introduction 
of a control channel for the transmission of control signals that will wake 
up the nodes only when needed. Such dual channel mechanism will be dis- 
cussed in Section 6. Another solution for overhearing avoidance is to power 
off interfering nodes after they hear an RTS or CTS packet [62]. [54] pro- 
poses to broadcast a schedule that contains the data transmission starting 
times for each mobile nodes. 

0 Minimize control overhead 

Protocol overhead should be reduced as much as  possible, especially for 
transmitting short packets [62]. Due to the large channel acquisition over- 
head, small packets have disproportionately high energy costs. Header com- 
pression can be used to reduce packet length, thus achieving energy savings. 
Since significant energy is consumed by the mobile radio when switching be- 
tween transmit and receive modes, packet aggregation for header overhead 
reduction will be useful. When mobile nodes request multiple transmission 
slots with a single reservation packet, the control overhead for reservation 
can be reduced. Allocating contiguous slots for transmission or reception to 
reduce the turnaround also helps to achieve low power consumption [ll]. 

0 Explore the tradeoff between bandwidth utilization and en- 
ergy consumption 



As stated by 1211, energy consumption and bandwidth utilization are 
substantively different metrics. But they are strongly related to each other. 
To conserve power, its radio must be turned off if the node does not par- 
ticipate in the traffic dissemination, as the energy spent in receiving and 
discarding packets (this happens when overhearing and idle listening) is sig- 
nificant. Further, to shun the energy consumption resulted from packet 
retransmission, a node need to be powered off if the media is busy. This 
greatly decreases the channel utilization, thus decreases network through- 
put. Therefore, the tradeoff between the bandwidth utilization and energy 
consumption must be exploited for throughput improvement. Scheduling 
the channel efficiently among neighboring nodes is a challenging problem. 

To design a good MAC protocol for MANETs, designers must take into 
account energy, bandwidth, delay, channel quality, etc.. Other factors that 
play important roles in power-aware MAC protocol design include network- 
wide traffic pattern (broadcast versus point to point traffic, short packet 
vs. long packet, etc) and per node operation mode (promiscuous mode 
vs. non-promiscuous mode). Different tradeoffs must be explored based 
on application requirement (operation time, availability of infinite power 
supply, etc.) such that multiple factors can be considered together. We 
can simplify the design goal of power-controlled MAC protocols as follows: 
to increase the overall network throughput while maintain low energy con- 
sumption for packet processing and radio communication. We will discuss 
different mechanisms for power-controlled MAC protocols in detail in the 
following sections. All of them are trying to achieve the above goal. 

3 Scheduling-based Mechanism 

From the above analysis, we know that collisions occurred in MAC layer 
is one of the major sources of energy waste in mobile ad hoc networks. 
Therefore, reducing or avoiding the data link layer collision is the first issue 
we should consider in power-controlled MAC protocol design. This is the 
motivation of the scheduling-based mechanism for low power MAC. The sim- 
plest techniques in this category include frequency-division multiple access 
(FDMA), time-division multiple access (TDMA), and code-division multi- 
ple access (CDMA). Such classification is based on the domain in which 
the channel resources are shared by multiple simultaneous transmissions, as 
shown in Figure 1. FDMA divides the available frequency band into multi- 
ple non-overlapping channels. Nodes access the media at the same time but 
operate on different frequency channel. On the other hand, TDMA allocates 
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different time slot to each user. Nodes share the same frequency band but 
access the media at different time slot. CDMA relies on orthogonal codes. 
Simultaneous transmissions can coexist on the same frequency channel at 
the same time if each is assigned a unique code. These three techniques have 
been well studied in literature. FDMA is applied to the first-generation mo- 
bile system, while TDMA and CDMA are widely used as the multi-access 
scheme for the second-generation system. Now, CDMA seems to attract the 
most attention in research. Actually, it has been shown that the capacity 
provided by CDMA is up to six times of that by TDMAIFDMA-based so- 
lutions [23]. Thus in this paper, we will put more effort on CDMA ad hoc 
networks. We will talk about the motivation of scheduling-based MAC pro- 
tocols in Subsection 3.1. Then we will discuss the three techniques together 
with their applications in mobile ad hoc networks in Subsections 3.2- 3.4. 
Example scheduling-based low power MAC protocols for ad hoc networks 
will be examined in Subsection 3.5. 

3.1 Motivation 

With the introduction of FDMA, TDMA, and CDMA, wireless links occu- 
pied by different transmissions can be maintained active at the same time 
without collision. The scheduling in frequency, time, or code domain, is 
essential to coordinate the transmissions of independent users. This mech- 
anism assigns each user a predetermined and fixed portion of the wireless 
bandwidth resource. Such scheduling-based assignment can eliminate the 
interference among different users. With scheduled access, each node can 
only transmit with the pre-assigned frequency or code, or at the pre-assigned 
set of slots. Therefore no collision in the MAC layer can occur. In this way, 
energy waste due to packet retransmission can be avoided. Another direct 



benefit of collision avoidance is the improvement of network throughput 
and effective channel utilization. Further, in TDMA, since nodes know their 
schedules ahead of time, they can simply turn off their radios to save en- 
ergy if it is not the time for them to grep the channel. Thus the chance of 
overhearing and idle listening can greatly decreased, and the corresponding 
energy expenditure can be reduced too. 

Compared with random access MAC protocols, in which nodes contend 
for the channel resource whenever they have packets to send, scheduling- 
based MAC protocols can achieve better energy conservation due to collision 
avoidance. However, the complicated control involved in the setup and 
maintenance of a schedule may compensate the saved energy obtained from 
collision avoidance, if it does not exacerbate the energy consumption. On 
the other hand, scheduling-based MAC protocols may not work well for 
bursty traffic, as the schedules are fixed, regardless of the user's real need. 
Another restriction on the application of these techniques is the topology 
dynamism. Scheduling-based protocols require that the network topology 
remains stable or changes slowly such that a schedule can effect for longer 
time to compensate the high setup overhead. Thus, they cannot be applied 
to highly mobile or other dynamic environments directly [25]. 

3.2 CDMA Ad Hoc Networks 

3.2.1 CDMA 

CDMA is based on direct sequence spread spectrum (DSSS) encoding tech- 
nique. In a typical CDMA system, all users share the same frequency, but 
each sender-receiver pair is assigned a unique pseudo-random noise (PN) 
code [48]. Data packets are xor-ed with the PN code before transmission 
and then xor-ed again with the same PN code at the intended receiver to 
ensure the correct decoding. When each signal is assigned a distinct PN 
code, several coded messages can simultaneously occupy the same channel. 

CDMA improves the overall system capacity by making it possible for 
several independently coded signals to occupy the same channel. Thus mul- 
tiple users can "coexist" and transmit simultaneously with minimal inter- 
ference. This feature is crucial for networks with bursty traffic, high node 
density, and asymmetric transmission ranges. CDMA can effectively aver- 
age the interference across transmissions at different spatial scales, hence 
enhance capacity and relax power control requirements. For example, by 
using CDMA, the channel efficiency has been improved by a factor of 4 with 
respect to TDMA in the Qualcomm cell phone. And as mentioned earlier, 



CDMA has been shown to provide up to six times as large as the capacity of 
TDMA or FDMA based solutions [23]. CDMA can also protect users from 
outside interference and jamming. Some other desirable features of CDMA 
include signal degradation, multi-path fading resistance, and frequency di- 
versity [41]. 

However, there are also some deficiencies. First, CDMA degrades net- 
work throughput for bursty traffic. Orthogonal codes may be wasted when 
users have no data to send. Second, CDMA can not avoid idle listening. 
Nodes must keep on sensing the channel to receive possible traffic. As men- 
tioned earlier, such idle listening consumes a large amount of energy. Third, 
data transmission rate is limited. 

3.2.2 CDMA Ad Hoc Networks 

In a CDMA ad hoc network, mobile nodes serve as CDMA transceivers. 
This topic has been extensively studied in recent years. As claimed by [56], 
analysis of a CDMA ad hoc system is quite difficult due to the uncoordinated 
behavior of nodes. In [6], the performance comparison between centrally- 
controlled and ad hoc CDMA wireless LAN networks is presented; while 
in [7], the performance comparison between CDMA ad hoc networks and 
cellular networks is given. The results show that for the same spreading gain 
and error control coding, CDMA ad hoc systems have higher throughput 
and shorter packet delay than centrally-controlled CDMA wireless LAN and 
cellular networks under light traffic load; however, cellular networks and 
centrally-controlled ad hoc systems outperform CDMA ad hoc networks 
when the traffic is heavy. 

The advantages of CDMA in ad hoc networks are summarized in the 
following: 

Capacity improvement. By increasing the number of successful recep- 
tions at the link-layer, the capacity of ad hoc networks is enhanced. 

Energy saving. CDMA improves parallelism, thus decreases the pos- 
sible delay a node must go through when waiting for grabbing the 
channel. This helps to decrease idle listening. On the other hand, 
predetermined schedules result in collision avoidance, which helps in 
reducing energy consumption. 

Routing overhead reduction. It is easy to implement multi-path rout- 
ing in CDMA ad hoc networks, which reduces the overhead signifi- 
cantly. 



However, CDMA ad hoc networks still face quite a few challenges: 

0 Near-Far effect [46]. When cross-correlations between different CDMA 
codes are non-zero, the induced multi-access interference results in col- 
lisions at the receiver. This problem can cause a significant reduction 
in network throughput, thus it must be carefully considered. When 
combined with power control issues, things become even more com- 
plex. Since each terminal can communicate with several other nodes 
simultaneously in ad hoc networks, the transmit power must be con- 
trolled to avoid overhearing in near-far situations. 

0 Code design. Distinct codes are required for different communication 
parties. Thus a spreading-code protocol is needed to decide which 
code to use for packet transmission and which to use for monitoring 
the channel in anticipation of packet reception [56]. Such problem 
is usually formulated as Graph Coloring, a well-known NP-complete 
problem. 

Recoding. Due to the topology dynamism of ad hoc networks, recoding 
is necessary. Otherwise collisions may happen. However, recoding 
brings about additional overhead on channel acquisition at the receiver 
side and synchronization between the sender and the receiver. Such 
process is expensive and must be minimized as well [26]. 

3.3 TDMA 

In TDMA systems, the time axis is divided into a number of frames with 
fixed length. Each frame is further divided into a number of time slots. A 
user can only transmit in the pre-assigned time slots. By this way, inter- 
ference from neighboring nodes is reduced. Compared with random access 
MAC protocols, TDMA protocols is advantageous in energy conservation. 
This is because dedicated time slots for each user have been pre-determined. 
Therefore collision and the corresponding overhead can be avoided. 

However, the scalability of TDMA is not as good as that of random access 
scheme [62]. Applying TDMA protocols in wireless systems usually require 
all nodes to form real communication clusters, such as in Bluetooth and 
LEACH [30]. The control of inter-cluster communication and interference is 
complex, especially when nodes are mobile as in MANETs. Further, TDMA 
requires the sender and receiver to be perfectly time-synchronized, which is 
not trivial. Designers need to consider factors such as the timing difference, 
clock shift, propagation delay, etc.. 



3.4 FDMA 

FDMA is a technology that transmits multiple signals simultaneously in 
time domain. Each signal only occupies a portion of the entire available 
bandwidth. The basic idea is stated as follows. The spectrum is divided 
into many channels using discrete frequencies, called subcarriers. Different 
terminals are allocated a different number of subcarriers, depending on their 
data rate requirement. By this way, all terminals can transmit simultane- 
ously without collision. 

Orthogonal Frequency Division Multiplexing (OFDM) is an emerging 
modulation scheme. OFDM distributes the data over a large number of 
carriers that are spaced apart at precise frequencies. This spacing prevents 
the demodulators from seeing frequencies other than their own. Such a 
design results in high spectral efficiency, which is important to the limited 
wireless resources. The IEEE 802.11a standard uses OFDM in the 5.8-GHz 
band [70]. OFDM has also been included in the standardization for 3G 
systems [71]. 

3.5 Related Protocols 

3.5.1 CA-CDMA 

In [41], a novel Controlled Access CDMA (CA-CDMA) protocol is proposed 
to solve the notorious near-far problem for CDMA ad hoc networks. In 
CA-CDMA, all nodes use a common spreading code in the control channel 
to contend for the channel resource with a modified RTSICTS mechanism. 
Data packets are transmitted in the data channel encrypted with different 
terminal-specific codes. By using two non-overlapping frequency bands, it 
is easy to get a code in the control channel orthogonally with each code in 
the data channel. Hence, nodes can transmit and receive at the same time 
over the control and data channels no matter how much the signal power is. 
This makes it possible to allow interfering nodes to transmit simultaneously. 
CA-CDMA adjusts the transmitting power according to the channel-gain 
information so that concurrent transmissions are possible. Figure 2 shows 
the code assignment scheme used in CA-CDMA [41]. The results show that 
CA-CDMA can improve the network throughput by 280% and save 50% 
energy consumption when compared with IEEE 802.11. 

Energy savings are achieved in CA-CDMA by using orthogonal codes to 
achieve the goal of channel reuse. Based on the orthogonality between the 
control channel and the data channel, concurrent transmissions are made 
possible such that the throughput is improved with the same or less energy 
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consumption. In fact, CA-CDMA utilizes power control and dual channel 
mechanisms, which will be discussed in detail in the following Sections 4 
and 6. 

3.5.2 Energy-Efficient MAC Based on CDMA/TDMA 

In [32], a MAC protocol based on CDMAITDMA for energy-limited single- 
hop ad hoc networks is proposed. The main idea is based on the observation 
that radio module consumes more power in transmission mode than in re- 
ception mode, and the least power in sleep/idle mode. The motivation is 
to inform each terminal through MAC layer control when to wake up from 
sleep mode and when to sleep from transmission/reception mode in order to 
save battery power. This motivation is similar to that of the power control 
mechanism to be discussed in the following section. In this protocol, such a 
design objective is achieved by a scheduling and reservation method based 
on CDMAITDMA. 

There are two different kinds of mobile terminals defined in this MAC 
protocol: a pseudo base stations (PBS) and normal mobile nodes. The PBS 
is introduced to emulate a base station (BS) in infrastructure networks. It 
is responsible for the centralized control of collecting requests from mobile 
terminals and allocating CDMA codes and TDMA slots. The protocol is 
sketched below. The PBS first broadcasts synchronization message to all 
the other terminals at the start of each frame. Terminals with packets to 
deliver must send request and power level update messages to the PBS in 



the request/update/new mobile phase. New terminals register themselves 
with the PBS. Next the PBS broadcasts the scheduling information con- 
taining TDMA slots and CDMA codes whose assignment is based on the 
priority and battery level of each wireless node. After exchanging informa- 
tion during these three control phases, terminals communicate directly with 
no mediation from the PBS. Since data transmission in the communication 
phase uses only pre-assigned CDMA codes and TDMA slots, no collision 
will occur. 

The transmission procedure in the proposed MAC protocol is based on 
frames controlled by PBS. In the frame synchronization phase, all normal 
mobile terminals are in reception mode while the PBS is in transmission 
mode. In the request/update/new mobile phase, nodes with no traffic to 
send sleep. But in the scheduling phase, all nodes must be waken-up for the 
reception of the schedule. A node can sleep again if it is not the source and 
target of any traffic. This strategy avoids the idle listening and overhearing 
for a traffic-free mobile. But the overhead incurred at the three control 
phases consumes non-negligible power. On the other hand, the schedule for 
data transmission ensures collision free communication, which reduces the 
energy for packet retransmissions. The direct data traffic between mobile 
nodes is independent of the PBS, further saving energy. 

PBS plays an important role in power conservation. First, The PBS 
selection/reselection is based on battery power. Only high power node can 
serve as the PBS. Second, the scheduling is based on the power level of each 
normal terminal. Nodes with lower power have higher priority in allocating 
radio resources. This can effectively reduce the possibility of early termi- 
nation of low power nodes. By this way, the battery energy of high power 
terminals is shared within all nodes and the network lifetime is extended. 
Simulation results show that this protocol can effectively protect mobile ter- 
minals from collision and retransmission when traffic is heavy. Low power 
terminals work better than high power nodes, especially in energy efficiency. 
However, with the centralized control by the PBS, this protocol can only 
support single-hop wireless ad hoc networks. 

4 Power Control Techniques 

Besides scheduling-based schemes, all remaining MAC mechanisms are contention- 
based (also named random access MAC), since mobile nodes must contend 
for the channel resources before transmission. Such contention schemes pro- 
vide a simple but robust method for mobile nodes to efficiently share wire- 
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less links and are especially suitable for the dynamic topology of MANETs. 
The introduction of contention, However, also means additional power for 
channel sensing, ACK schemes, retransmissions etc. Thus, conservations 
mechanisms are especially important to the design of contention-based MAC 
protocols. From this section on, we will focus on some mechanisms for en- 
ergy conservation in contention-based MAC protocols. First, we will discuss 
the power control mechanism which allows nodes to modify the transmission 
power levels for network capacity improvement. 

4.1 Mechanism 

The most widely used MAC protocol in MANETs is the IEEE 802.11 DCF 
(CSMA/CA+ RTS/CTS) mechanism. In 802.11, mobile nodes try to avoid 
collisions with carrier sensing before transmission. If the channel is busy, 
the node will defer transmission and enter into backoff state. Otherwise, the 
nodes will begin the RTS/CTS dialog process to capture the channel and 
then transmit the packets. 

The CSMAICA scheme effectively reduces the amount of possible colli- 
sions. The RTS/CTS is also helpful since it will reserve the channel spatially 
and temporarily. RTS/CTS exchange is helpful in avoiding hidden terminal 
problem, since any node overhearing a CTS message cannot transmit for 
the duration of the transfer. However, this process severely limits available 
bandwidth. Measurements show that the flow can only obtain about 2% of 
available bandwidth. Actually, such artificial restrictions may bring about a 
waste of the wireless link resources. For example, in the following examples 
(Figure 3), the two data flows are compatible, but this is not allowed by the 
CSMA/CA scheme [72]. 

Hence, a new kind of energy conservation scheme is proposed to reduce 
the active link power levels to minimum values so that more than one link 
can access the channel simultaneously thereby excluding the prevention from 
parallel transmission by CSMA. The low power transmission scheme can help 



increase network capacity. Furthermore, such a scheme can also increase 
the battery mean life time, since each node only acquires the minimum 
transmission range needed to reach its counterpart and hence consumes less 
energy. In the following section, we will detail how the minimal power level 
can be found and applied. 

The first benefit is the energy conservation when every node tries to 
transmit at the minimal level. This brings another benefit of spatial reuse 
improvement of the wireless channel, by letting more users transmit at the 
same time. Thus the network capacity is improved. And thirdly, by reducing 
the power to a minimal level, the transmission range needed is also reduced 
to the minimal one, thus helping in avoiding some unnecessary overhearing 
and reducing co-channel interference with neighboring nodes. All the above 
benefits help achieve the goal of energy savings in the MAC layer. 

However, such a scheme will result in an inherent asymmetry. Poojary 
et al. [47] investigated the system performance using the IEEE 802.11 
MAC protocol in which different nodes may transmit at  different power 
levels. Results show that such scheme can lead to unfairness, since low 
power nodes may be overwhelmed by the higher power nodes in accessing 
and using channel resources. Collisions may also happen and in some cases 
may degrade the performance. This is even worse when the mobile nodes 
are of high density. A simple idea to overcome this deficiency is to broadcast 
CTS or its variation multiple times such that more nodes clear the channel 
for the initiating node, as proposed by [47]. However, simulation study shows 
that the potential gain of this strategy is outweighed by the corresponding 
overhead. 

Another problem is that such multiple power levels scheme may cause 
additional collisions (Figure 4, [20]). When node A transmits with a low 
power level, node A may not detect the transmission and hence possible col- 
lision may occur because of the interference between the transmission from 
a to b and from A to B. This may be solved by using adaptive power control 
loop scheme [I], which adjusts transmission power adaptively according to 
a weighted history data. Another solution is to use an optimal common 
transmit power level for the whole network instead of per-node transmission 
power levels. COMPOW is one such example [43]. 



Figure 4: Problem with different power levels 

4.2 Related Protocols 

4.2.1 PCM 

A Power Control MAC (PCM) protocol is proposed in [34] to allow per- 
packet selection of transmit power. In PCM, RTS/CTS packets are trans- 
mitted with a max power level, P,,,. But for data packets, they are trans- 
mitted with a lower power level. In order to avoid a potential collision caused 
by the reduced carrier sensing zone, during the DATA packet transmission 
PCM periodically increases the transmission power to pma,. ACK packets 
are transmitted with the minimum required power to reach the source node. 
Figure 5 shows the power level used in PCM. 

By periodically increasing the power level for data transmission, PCM 
effectively reduces the amount of possible collisions. This way, retransmis- 
sion is avoided as much as possible, and correspondingly, the goal of energy 
savings is achieved. Results show that PCM can achieve a throughput com- 
parable to the IEEE 802.11 but with less energy consumption. However, 
PCM requires a frequent increase and decrease in transmission power levels, 
hence the implementation is not easy. 

4.2.2 PCMA 

The Power Controlled Multiple Access (PCMA) Protocol [40] proposes a 
flexible "variable bounded power" collision suppression model and allows 
variable transmit power levels on a per-packet basis. Similar with IEEE 
802.11, PCMA uses RPTS/APTS handshake to  determine the minimal 
transmission power required for successful packet reception. The difference 
lies in that PCMA introduces a second channel, the busy tone channel, to 
implement the noise tolerance advertisement. During data transmission pe- 



Figure 5: PCM Scheme: Data packets are transmitted with a periodically 
increased power level 

riods, each active receiver will periodically send a busy tone to advertise the 
maximum additional noise power it can tolerate. Any potential transmitter 
must first sense the channel for busy tones to determine the upper bound of 
its transmit power for a minimum time period (determined by the frequency 
with which the busy tones are transmitted). Actually, PCMA uses the signal 
strength of a received busy tone message to bound the transmission power 
of neighboring nodes. This way, power control mechanism is realized and 
spatial reuse is achieved. 

PCMA works effectively in energy conservation since it allows more con- 
current data transmission compared with IEEE 802.11 standard by adapting 
the transmission ranges to be the minimum value required for successful re- 
ception on the receiver side. Results show that PCMA can improve the 
throughput performance by more than a factor of 2 compared to the IEEE 
802.11 for highly dense networks. The throughput gain over 802.11 will 
continue to increase as the connectivity range is reduced. What's more, the 
power controlled transmission in PCMA helps increase channel efficiency at 
the same time preserving the collision avoidance property of multiple access 
protocols. 

Energy efficient mechanisms using busy tone is discussed in Section 6. 
Similar to PCMA, [67] also uses the power control schemes with busy tone. 

4.2.3 DCA-PC 

A Dynamic Channel Assignment with Power Control (DCA-PC) is proposed 
in [66]. Similar with PCMA, this power control protocol uses one control 
channel to transmit all the control packets (RTS, CTS, RES etc). The 



difference is that multiple data channels are assigned on demand. In DCA- 
PC, the pair of source and destination nodes uses a RTSICTS dialogue 
to decide which channel to grab and which power level to use for data 
transmission. A RES message is used to reserve the data channel. Then 
data packets and ACKs are transmitted on the reserved data channel using 
the assigned power level. 

In DCA-PC, all the control packets are transmitted with a maximal 
power level in order to warn the neighboring nodes of the communication. 
The data packets are transmitted with proper power levels for channel reuse. 
Results show DCA-PC can achieve a higher throughput with the same en- 
ergy consumption compared to DCA [65] protocol, which includes no power 
control mechanisms. 

DCA-PC is the first protocol to realize the mechanisms of power control 
and multi- channel medium access together in MAC protocols of MANETs. 
By using multiple channels, it is easier to increase the throughput, reduce 
normalized propagation delay per channel, and support quality of service. 
We discuss the multi-channel scheme for energy efficient MAC in the follow- 
ing Section 6. 

4.2.4 PCDC 

The Power Controlled Dual Channel (PCDC) Medium Access Protocol [42] 
also uses two channels like PCMA, one control channel and one data channel. 
However, PCDC is the first to utilize the inter-layer dependence between the 
MAC and network layers to provide an efficient and comprehensive power 
control scheme. The idea is based on the observation that the transmis- 
sion power has direct impact not only on the floor reserved for the next 
transmission but also on the selection of the next hop node. Hence, the 
interaction between the MAC and network layers can help for an effective 
power control scheme. In order to select the lowest possible power level while 
maintaining the network connectivity and proper MAC function, PCDC uses 
a distributed algorithm to compute a minimal connectivity set(CS) for each 
node. By controlling the transmission power of a route request (RREQ) 
packet, PCDC broadcasts the RREQ packets to the connectivity set only, 
hence the MAC can effectively control the set of candidate next-hop nodes. 

Since RREQ packets are only transmitted to the nodes in the connec- 
tivity set, it is easy to control the potential contention. Hence, the process 
to find the destination in PCDC has low overhead, less contention and less 
power consumption. Compared with IEEE 802.11, PCDC achieves improve- 
ments of up to 240% in channel utilization and over 60% in throughput, and 



a reduction of over 50% in energy consumption [42]. However, the adaptive 
computing of the connectivity set may impose a lot of computing workload 
for each node. 

4.2.5 Other Power Control Techniques 

We have discussed the power control mechanism and some corresponding 
protocols used in MAC layer in the above section. Actually, power control 
can also be used in network layer, for example, COMPOW [43] and clustering 
scheme [36]. 

As the analysis in Section 4.1 shows, different transmission power may 
cause additional collisions. Hence, it is proposed to use an optimal common 
transmit power level by the nodes in the networks. According to [43], a per 
node throughput of o(&) can be obtained using a common power level, 
while with per node optimal levels the upper bound of the throughput is 
0 ( 1 )  . Thus, common power for all nodes is near optimal. Js; 

The Common Power (COMPOW) Protocol [43] proposes to use a com- 
mon power level to ensure bidirectional links. Every COMPOW node runs 
several instances of a proactive ad hoc routing protocol (eg. DSDV), with 
each at a different transmit power level. A set of routing tables are main- 
tained, each contains the corresponding connectivity information. The op- 
timum power is defined to be the minimum power whose routing table has 
the same number of entries as that of the routing table at  maximum power 
level. which achieves the same level of network connectivity as the 

COMPOW is designed to maximize the traffic capacity of the network, 
provide power aware routes and reduce the contention at  the MAC layer. 
Thus, energy consumption is reduced at the same time that network ca- 
pacity is increased. However, COMPOW completely relies on routing layer 
agents to converge to a common power level. This usually incurs significant 
overhead, especially for constantly moving mobile nodes. In clustering ad 
hoc networks, such a common power level may be more difficult or even 
infeasible to achieve, because of the hierarchical architecture. 

Clustering by power control is used for non-homogenous ad hoc net- 
works [36]. Clustering is used for non-homogenous scenarios. It classifies 
nodes hierarchically into clusters, dominated by "cluster-heads" and con- 
nected by "gateways". Cluster-heads are used as base stations to emulate 
power control as in an infrastructure network. The main idea of such a kind 
of power control is based on the observation of the extremely high energy cost 
of an idle interface. Thus by emulating the infrastructure (BSS) operating 
mode through clustering, energy consumption can be reduced by letting the 



cluster-heads control the intra-cluster data transmission. Different power 
levels are used in the intra-cluster and inter-cluster communication with 
a high power level among the cluster-heads and a low common power level 
among most of the intra-cluster communication. On the other hand, cluster- 
ing can also help in reducing the route discovery overhead. They both help 
reduce energy consumption. However, the dynamic topology of MANETs 
brings about quick connectivity changes, which means a high overhead for 
cluster maintenance. Thus, protocol designers must consider latency and 
packet loss issues. Some new problems also arise. For example, how to form 
routing backbones to reduce network diameter, how to abstract network 
state information to reduce its quantity and variability, etc [17]. 

5 Power Off Mechanism 

5.1 Mechanism 

In typical wireless systems, receivers have to be powered on at all time to 
detect any possible signals that target them. However, this "always-on" 
results in significant unwanted energy consumption. As mentioned in Sec- 
tion 2, much more energy is consumed in idle state than in sleep state. For 
example, measurements have shown that idle listening consumes 50-100010 
of the energy required for receiving [62]. Therefore, idle listening should be 
avoided as much as possible. Ideally, the wireless radio is powered on only 
when there are packets waiting to be transmitted or received. Otherwise, 
the radio is powered off and the node is in sleep/doze state. By this way, 
the wasted monitoring effort is minimized. 

The motivation can be further explained as the following. If the ra- 
dio is powered on at  all time, the ongoing transmission is overheard by all 
the neighbors of the transmitter, which frequently happens in ad hoc net- 
works. In this scene, the neighboring nodes have to monitor the channel 
and consume power even though the packets are not directed to them. A 
large amount of energy is consumed unnecessarily in this case. Take a sim- 
ple example: If a transmitter T has n neighbors, then the transmit energy 
needed for a m-packet transmission is m * (Etran,(transmitting energy per 
packet)+Erecv(receiving energy per packet). However, since the transmis- 
sion may be heard by all its neighbors, the actual power will be m* (Et7.ans + 
n * Ere,,) . Obviously, it produces energy waste of m * (n - 1) * Ere,, . 

Based on this observation, a new kind of power conservation mechanism 
is proposed in which some nodes are allowed to stay in doze/sleep state 
when they are not actively transmitting, receiving, or waiting for a channel 



( [ll], [73], [31]). Obviously, this power off mechanism can save battery 
power. Thus, it helps prolong the lifetime of hosts and the whole network 
system. With the current hardware technology, this scheme requires the 
CPU, transceiver and other hardware to be switched off. 

Several different methods have been proposed to realize this mechanism. 
One method is to exploit an additional control channel to notify the wireless 
terminals when to power off or power on, such as PAMAS [53, 521. PAMAS 
will be studied in this section and the section covering the dual channel 
mechanism (Section 6). Another method is to periodically power down the 
terminal ( [74], [75]). As proposed in [24], periodically shutting down a host 
results in great power saving during the sleep period. Based on this, consid- 
erably longer beacon intervals may be acceptable to realize the scheduling. 
Both the sender and the receiver can shut down the radio according to its 
schedule. Scheduling helps to avoid the effort of determining when to power 
the radio down. But this technique requires time synchronization, which 
makes practical scheduling hard. One solution is to use a master host to 
store the data while the destination is powered down and forwarding the 
data when it powers up. Another solution is to provide a framing structure 
for hosts to synchronize their active periods [74], [75]. However, scheduling 
locally or globally is expensive and is not so easy to implement in ad hoc 
networks. 

Other techniques to realize the power off mechanism include multi-sleep 
mode [12] and power mode scheduling method [45]. Waking up terminals 
from sleep mode can be done with synchronization [55] or without synchro- 
nization [25]. We will discuss the protocols in the following subsection. 

However, there exist problems to be considered for this power conserva- 
tion mechanism, including when to switch to sleep mode, how long to sleep, 
and how a host can send or receive packets when in sleep mode. Actually, 
it is difficult to design a protocol that allows hosts to spend most of their 
times with the receivers switched off. 

5.2 Related Protocols 

5.2.1 PAMAS 

The Power-aware Multi-access Protocol with Signaling (PAMAS) [53, 521 
is proposed to conserve battery power by powering off nodes that are not 
transmitting or receiving. This is a combination of the original MACA 
protocol [35], and the use of a separate signal channel - the "busy tone" 
channel [64]. By using busy tone, the terminals are enabled to determine 



when and how long they should power off the radio. The determination 
must obey the following rules: If a host has no packets to transmit, then it 
should power the radio off if one of its neighboring nodes begins transmitting. 
Similarly, if at  least one neighboring node is transmitting and another is 
receiving, the host should also power itself off because it cannot transmit or 
receive packets (even if its transmit queue is nonempty). 

In the proposed protocol, each host makes the decision whether and 
when to power off the radio independently. As proposed in [53, 521, a host 
knows whether a neighboring node is transmitting because it can hear the 
transmission over the channel. Similarly, a host (with a nonempty transmit 
queue) knows if one or more of its neighbors is receiving because the receivers 
should transmit a busy tone when they begin to receive packets (and in 
response to the RTS transmissions). Thus, a host can easily decide when 
to switch to the sleep mode. And, PAMAS also gives several factors to 
determine the length of time for which nodes can be in sleep mode: empty 
transmit queue and t-probe(1) control packet. 

The results show that PAMAS works effectively in power conservation. 
It achieves power saving from 10% (when the network is sparsely connected) 
to almost 70% (in fully connected networks) without affecting the delay and 
throughput behavior of the basic protocol. 

5.2.2 S-MAC 

An energy-efficient MAC protocol for wireless sensor networks, called S- 
MAC is proposed in [62]. Different from PAMAS, S-MAC uses the scheme 
of periodic listen and sleep to reduce the energy consumption by avoiding idle 
listening. However, this requires synchronization among neighboring hosts. 
And the latency is increased since a sender must wait for the receiver to wake 
up before transmission. But S-MAC uses synchronization to form virtual 
clusters of nodes on the same sleep schedule. This technique coordinates 
nodes to minimize additional latency. 

Another difference from PAMAS is that S-MAC uses the in-channel sig- 
naling to put the nodes in sleep mode when its neighboring node is in trans- 
mission. The in-channel signaling helps reduce the overhearing problem and 
avoids the use of additional channel resource. 

Compared with 802.11, S-MAC reduces the energy consumption by up 
to 50% for heavy traffic; and much more energy is saved for light traffic. It 
surely has very good energy conserving properties comparing with 802.11. 
Additionally, it can make trade-offs between energy and latency according 
to traffic conditions. This is a useful feature for sensor networks. 



5.2.3 PicoNode's Multi-Channel MAC 

A low power distributed MAC is proposed in UC Berkeley's PicoNode 
project [25]. A power saving mode based on waking up radio without syn- 
chronization is used in this MAC protocol. With a separate wake up radio, 
the normal data radio can be powered down when it is in idle listening state. 
Multiple channels and CSMAICA are combined in the MAC for efficient en- 
ergy usage. The multi-channel spread spectrum helps reduce collisions and 
retransmissions. It also helps reduce delay and increase throughput (see 
Section 6). The exploit of random access results in the avoidance of syn- 
chronization since it does not require any topology knowledge. Therefore 
there is no overhead in exchanging schedules and reservation information. 
All these measures help in energy consumption reduction. Simulation results 
show the proposed protocol can reduce the power consumption by 10-100 
times compared with existing MAC protocols with traditional radio. 

As defined by the MAC protocol, each terminal in the network is either 
in "mobile mode", or "static mode". Mobile nodes periodically broadcast a 
beacon through the wake-up channel to keep the neighboring nodes awake, 
thus maintaining a dynamic active zone within two hops. Channel assign- 
ment is conducted as the problem of two hop coloring in graph theory. Static 
hosts in the active zone remain awake. They go back to sleep mode again 
when no beacon has been received for a predefined period. Under two in- 
stances a node can be waken up: it has packets to send out, or it will receive 
packets from a neighbor. A node can be woken up by itself, or by a beacon 
from a neighboring node through the wake-up radio channel. 

5.2.4 Power Management Using Multi Sleep States 

A distributed power management policy is introduced in [12] for ad hoc 
networks. This policy aims to maximize energy conservation in battery- 
powered devices while satisfying the required traffic quality of service. 

In this paper, L different states are used: the first L - 1 states are 
sleep states, while the L-th state corresponds to the active state in which 
nodes can transmit or receive packets. Each sleep state is characterized by a 
certain amount of power consumption and a delay overhead. The deeper the 
sleep state, the less the power consumption and the longer the time to wake 
up. According to the desired QoS and its own battery status, each terminal 
must choose an appropriate sleep state when it has been idle for a certain 
time period equal to or greater than the corresponding timeout value. The 
sleeping node will switch back to the active state when it receives the signal 



from the Remote Activated Switch (RAS). 
Simulation is conducted to study the power gain in a simple network 

scenario which assumes L = 4. Results show that power gain as high as 24% 
can be obtained even at high traffic load. However, this gain is achieved at 
the expense of a limited additional delay. 

Compared with periodic sleep mechanisms, the biggest advantage of this 
power management policy is perhaps the remote signaling scheme. By using 
the Radio Frequency (RF) tags technology, this policy avoids the needs of 
clock synchronization. In this way, nodes are woken up only when neces- 
sary, rather than switched back to an active state periodically to check for 
potential traffic. 

6 Multi Channel Mechanism 

6.1 Mechanism 

As mentioned before, the main function of MAC layer protocols is to control 
and coordinate the multiple access of wireless terminals to share the commu- 
nication medium, while at the same time maintain high network utilization. 
Most MAC protocols assume that there is only one channel shared among 
different mobile nodes in ad hoc networks. Thus the essential design goal is 
to increase the channel utilization while avoid hidden terminal and exposed 
terminal problems. As shown in Figure 6, hidden terminals and exposed ter- 
minals cause collisions if no measures are taken. This problem is more serious 
if transmission delay is longer. In MAC layer, unnecessary collisions should 
be avoided, since retransmissions cause additional power consumption and 
further increase packet delay. MAC protocols based on RTSICTS, such as 
[35], [8], [22] have been proposed to alleviate these problems. However, as 
the number of mobile terminals increase, more energy will be consumed for 
channel contention and the network performance will degrade quickly. On 
the other hand, as explained in the following, RTSICTS-based protocols do 
not completely solve the hidden terminal and exposed terminal problems. 

As shown in Figure 6, exposed terminals are allowed to send their RTS 
packets. However, they could not receive any CTS replies if another node is 
transmitting on the same channel. Similar scenario happens on the hidden 
terminals: they are forbidden to access the channel because they can not 
reply to RTS packets. Since the in-band transmission of RTSICTS pack- 
ets inhibits the data transmission of the exposed terminals and the data 
reception of the hidden terminals, the introduction of an additional con- 
trol channel may be a proper solution to relieve the hidden terminal and 



Figure 6: (a) Hidden terminal: A is sending packets to B. Since C is in the 
range of B but not A, it cannot sense the on-going transmission. Therefore 
collisions may happen at B if C transmits before the termination of the traffic 
from A to B. In this case, C is referred as the hidden terminal that needs to 
be notified explicitly. (b) Exposed terminal: A is sending packets to D. B 
is in the range of A and hence delays its transmission to C. B is called the 
exposed terminal. The postpone of B's transmission is unnecessary: these 
two transmissions can happen at the same time without collision. 

exposed terminal problems. Motivated by this observation, multi channel 
mechanism has been proposed. With an additional control channel, the hid- 
denlexposed problem is avoided. Therefore the corresponding unnecessary 
energy consumption is conserved. 

One notice should be mentioned here: "channel" is used upon a logical 
level [65]. From the physical level, transmission can be based on CDMA or 
FDMA, and hence the channel can be a frequency band or an orthogonal 
code. In this section, we disregard the transmission technology and discuss 
those mobile hosts that can access multiple channels at the same time. 

6.1.1 Basic Multi Channel Scheme 

An ad hoc network built on multi channel scheme can be considered as a 
system composed of one control channel, together with one or more data 
channels. In other words, the overall bandwidth is divided into one control 
channel and n data channels. The introduction of the control channel is to 
resolve the contention that may happen on data channels and to distribute 
data channels among mobile nodes. Data channels are used to transmit 
data packets and acknowledgements. A special case is the "Dual Channel" 
scheme in which only one data channel is used along with a control channel. 
Examples include [18] and [67]. 



6.1.2 Busy Tone Scheme 

Another scheme to resolve the contention on data channels is to use a busy 
tone channel. Busy tone scheme is first introduced in [59] that uses a busy 
tone to solve the hidden terminal problem. However, this protocol, named 
as Busy Tone Multiple Access (BTMA), relies on a centralized network 
operation. 

Later, Wu and Li [64] propose a Receiver-Initiated Busy-Tone Multiple 
Access scheme (RI-BTMA). In this protocol, the busy tone provides two 
functions: to acknowledge the request for channel access and to prevent 
transmissions from other nodes. However, the performance of RI-BTMA is 
dependent on the synchronization, which is usually not easy to achieve in 
a distributed system. Synchronization is especially hard when considering 
the mobile behavior of the ad hoc networking environment. 

Another scheme is proposed in [67], which combines the busy tone 
scheme with power control technique. In this protocol, the sender trans- 
mits the data and the busy tone at the minimum power level, while the 
receiver transmits its busy tone at the maximum power level. Each neigh- 
boring node estimates the channel gain from the busy tone and is allowed to 
transmit if its transmission is expected to add no more than a fixed "noise" 
value to the ongoing reception. This combination of busy tone and power 
control prevents channel interference and hence helps to reduce the power 
consumption. 

6.2 Related Protocols 

6.2.1 DCA 

Wu et al. [65] propose a Dynamic Channel Assignment(DCA) protocol that 
assigns channels dynamically in an on-demand style. This protocol exploits 
one control channel to resolve contentions on data channels and assign data 
channels to mobile hosts. Multiple data channels are available for data 
transmission. In this protocol, all data channels are equivalent with the 
same bandwidth. Each host has two half-duplex transceivers, thus it can 
listen on the control channel and its data channel simultaneously. 

This protocol is sketched below. For a mobile node A to communicate 
with B, A sends a RTS to B carrying its free channel list (FCL). Such 
list includes all information about the data channel condition around A. 
Then B matches this FCL with its channel usage list(CUL) to select a data 
channel (if any) for subsequent communication and replies A with a CTS. 
After receiving B's CTS, A sends a RES (reservation) packet to inhibit its 



neighborhood from using the same channel. Similarly, the CTS inhibits B's 
neighbors from using that channel. All these message are transmitted on 
the control channel. After this handshake protocol is done, DATA packets 
and their ACK messages are exchanged on the selected data channel. 

Channels are assigned on demand in this protocol. There is no need for 
clock synchronization. Thus channels are used with little control message 
overhead. Results show that DCA suffers less collision and corruption com- 
pared with a simple 802.11-like multi channel protocol. The introduction of 
the control channel and multi data channel helps to reduce unwanted power 
consumption. 

6.2.2 DBTMA 

In Dual Busy Tone Multiple Access protocol (DBTMA) [18] [28], two busy 
tones, namely transmit busy tone and receive busy tone, are placed on the 
available spectrum at  different frequencies with enough separation. 

The receive busy tone provides two functions: 1) Acknowledge the sender 
that the channel has been successfully acquired, and 2) Notify its neighbor- 
ing nodes of the following transmission and provides continuous protection 
for the on-going traffic. The transmit busy tone is used to protect the RTS 
packets. With these two busy tones, exposed terminals can establish their 
own transmission, since there is no need for them to monitor the channels to 
receive the acknowledgment from their intended receivers. Instead, the ac- 
knowledgment of the successful channel request will be sent by means of the 
receive busy tone. Furthermore, the hidden terminals can reply to the RTS 
requests by simply setting up its receive busy tone. Power control technique 
is also exploited in DBTMA. Simulation results show that DBTMA protocol 
is superior to RTSICTS-based protocols, such as MACA [35], MACAW [8], 
and FAMA-NCS protocols, which works on a single channel. DBTMA 
achieves the performance gain as high as 140% over MACA and FAMA- 
NCS, 20% over RI-BTMA. It also reduces the number of possible collisions 
and corruptions. However, this scheme requires hardware support. Addi- 
tional busy tone transmitters and sensing circuits need to be incorporated 
into each wireless terminal. 



7 Antenna-based Mechanism 

7.1 Mechanism 

Antenna is an effective way used in ad hoc networks for energy conserva- 
tion. There are a lot of factors resulting in energy consumption such as 
transmission/receiving, collision, interference and so on. To save energy for 
transmission and receiption is the main goal of antenna design. Different 
antenna designs lead to different reduction in energy consumption. Three 
kinds of antennas are discussed in this section, namely omni-antenna, di- 
rectional antenna, and smart antenna. Omni-antenna is the pervasive way 
used in ad hoc networks due to its simplicity, although it consumes the most 
energy among these three kinds of antennas. Compared with omni-antenna, 
directional antenna achieves more energy saving by distributing the energy 
directionally and purposely. The most energy conserving method may be 
smart antenna that has more "intelligence" than directional antenna has. 

Significant improvements and benefits can be achieved by using direc- 
tional antennas or smart antennas. However, it is important to note that the 
deployment of directional or smart antennas involves additional complexity. 
Despite the complexity, typically there are many gains in throughput and 
power consumption reduction. 

7.1.1 Omni-Antenna 

Omni-antennas radiate or receive energy equally well in all directions. That 
is, all hosts have a 360 degree coverage angle and do not need to aim at each 
other for communication. The advantage of this approach is its simplicity. 
However, a lot of energy is wasted this way, since the power is broadcasted 
towards all directions and therefore attenuates rapidly with distance. Fur- 
thermore, it causes unwanted interference. It may be therefore advantageous 
to use directional antennas or smart antenna instead. 

7.1.2 Directional Antenna 

Directional antennas, with the advantage of reducing unwanted interference, 
can provide higher gains than that of omni-directional antennas. Also, di- 
rectional antennas have the capability to receiveltransmit more energy in 
one direction as compared to other antennas. In addition, the use of direc- 
tional antennas allows hosts to communicate using less power than omni- 
directional ones, because the power savings of a directional antenna over an 
omni-directional one depend on the primary beamllobe and the suppressed 
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Figure 7: Antenna-based transmission 

secondary lobes [2]. These characteristics can potentially provide larger fre- 
quency reuse, reduce collisions, interference. So directional antennas can be 
useful in power saving and increasing host and network lifetime in wireless 
ad hoc networks. 

MAC design with directional antennas in ad hoc network is a relatively 
new area. Some researchers have proposed the use of directional antennas 
in packet radio networks to achieve better performance. In [68], directional 
transmissions were proposed in a slotted ALOHA packet radio network. 
Thereafter, more attention is paid to the MAC layer protocol design using 
sectorized and beamforming directional antennas for mobile ad hoc net- 
works ( [4], [50], [37], [49], [15], [57]). The usage of directional antennas 
offers benefits to mobile ad hoc networks since it helps isolate independent 
transmissions in the network and thereby increase the network performance. 

7.1.3 Smart Antenna 

Smart Antennas can null out interference from other hosts. A smart an- 
tenna contains an array of antennas elements, and each element has an 
associated "eight" that determines the weight. The antenna has complex 
signal processing techniques to decide which elements to receive signals (or 
transmission) from and how much power to use on each element. 

7.2 Related Protocols 

7.2.1 Directional MAC 

In [37], directional antennas are applied to the IEEE 802.11a MAC protocol. 
RTS, data and ACK packets are sent directionally and a better performance 



is achieved than current MAC protocols since it allows simultaneous trans- 
missions that are not allowed by the current MAC protocols. 

The Directional MAC protocol works under the following assumptions: 
All the terminals in a region share a wireless channel and communicate on 
the shared channel. Each node is equipped with multiple directional anten- 
nas. Transmissions from two different nodes will interfere at some node X, 
even if at X, different directional antennas are used to receive the two trans- 
missions. Simultaneous transmissions to different directions are not allowed 
at any node. Under these assumptions, several possible cases are considered 
and two different schemes are proposed in [37]: Directional MAC scheme 
1 for using only directional RTS (DRTS) packets, and Directional MAC 
scheme 2 for using both DRTS and omni-directional RTS (ORTS) packets. 
The use of ORTS and CTS packets allows the corresponding recipients to 
determine the direction of the transmitters. These directions are then used 
for directional transmission and reception of the data packets. [37] also 
discussed an optimization using directional Wait-to-Send (DWTS) packets 
to prevent unnecessary retransmissions of RTS packets. However, it relies 
on an accurate tracking and locating technology, such as GPS or periodic 
location beaconing, which may be impossible in some cases. 

7.2.2 DMACP 

In [44], a new directional antenna based MAC protocol with power control 
(DMACP) is proposed which uses directional antennas along with power 
control technique. DMACP focuses on the adaptation of IEEE 802.11 so 
as to find practical solutions for: (a) Finding the directions of transmis- 
sion/reception at mobile nodes, (b) Designing appropriate transmission and 
reception strategies for the MAC control packets to minimize interference 
amongst distinct pairs of communicating hosts, (c) Implementing the power 
control strategy for data transmission to reduce power consumption. In 
addition, [44] discuss how to take advantage of directional antennas and 
present some practical schemes for implementing directional RTS and CTS 
transmissions. 

Results show that the use of directional antennas offers many benefits, 
such as significant power savings, network throughput improvement, and 
much less interference. However, all these benefits do not come for free. 
Different from the omni-directional antennas based scheme, the antennas of 
transmitters/receivers have to be aimed at each other before the commu- 
nication starts. The implementation is complex, and the hidden terminals, 
deafness problems may also exist [14]. 



7.2.3 A MAC Protocol Using Directional Antennas 

[49] avoids the requirements for hardware support by exchanging omni- 
directional RTS/CTS frames. The direction of a transmitting host is deter- 
mined through measuring the signal strength, and hence the need for GPS 
receivers is eliminated. The scheme is based on the IEEE 802.11 protocol, ex- 
cept for some modifications for adapting the use of directional transmission. 
The key modification is a mechanism for the pair of communicating nodes 
to recognize the direction of each other through the RTS/CTS exchange. 
No location information is needed, which helps reduce the interference. 

According to [49], the radio transceiver in each mobile node is assumed 
to be equipped with M directional antennas. Each of the antennas has 
a conical radiation pattern, spanning an angle of 2n/M radians. The M 
antennas in each host are fixed with non-overlapping beam directions, so as 
to collectively span the entire plane. 

Simulation experiments indicate that by using the proposed protocol 
with 4 directional antennas per node, the average throughput in the net- 
work can be improved up to 2 to 3 times over those obtained by using 
CSMA/CA schemes based on RTS/CTS exchange with traditional omni- 
directional antennas. However, since the proposed protocol uses omni- 
directional RTS/CTS exchange, it loses the benefits of reduced transmission 
area. 

7.2.4 DPC with Smart Antenna 

A distributed power control(DPC) protocol is proposed for ad hoc network 
stations with smart antennas in [19]. In the proposed protocol, the receivers 
gather local interference information and send it back to the transmitters. 
Then the transmitter can use this feedback to estimate the power reduction 
factors for each activated link. The feedback information consists of the 
corresponding minimum SINR (signal to interference plus noise) during RTS, 
CTS, DATA and ACK transmission. Here DATA and ACK transmissions 
are in (beamformed) array-mode since smart antennas are used at both ends 
of the link. 

In DPC protocol, the interference information is collected during both 
omni-directional RTS/CTS transmission and the beamformed DATA/ACK 
transmission. RTS /CTS packets are always transmitted with full power 
in omni-directional mode, and the power level of DATA/ACK transmis- 
sion is determined by a power reduction factor which is determined by the 
maximum interference. According to the simulation results, significant per- 



formance improvement has been achieved compared with a system using 
conventional IEEE 802.11 protocol. And the results indicate that the DPC 
protocol enables the network to dynamically achieve capacities close to the 
optimal levels which is achieved by a system where the power control has 
been statically optimized. 

8 Others 

Besides the protocols discussed above, there exist other MAC layer tech- 
niques proposed to reduce energy consumption for wireless ad hoc networks. 

The Multiple Access with Collision Avoidance protocol(MACA) [35] 
solves the hidden terminal and exposed terminal problems. Therefore MACA 
outperforms CSMA in wireless multi-hop networks. MACA uses three-way 
handshake, RTS-CTS-DATA, to reduce the number of collisions. MACAW [8] 
expands MACA to five-way handshake (RTS/CTS/DS/DATA/ACK). How- 
ever, each additional handshake brings about a longer turn-around time, and 
more control (e.g. source-destination information) and checksum bits. This 
enlarged overhead clearly reduces the channel utilization and causes more 
power consumption. Therefore, decreasing the number of handshakes may 
be an effective way for reducing the control overhead. MARCH [61] and 
MACA-BT [58] explores this technique. MARCH reduces the control over- 
head by reducing the number of RTS's along the multi-hop path. MACA-BI 
uses a two-way handshake, RTR(Ready To Receive)-DATA, which reduces 
transmitlreceive turn-around time (up to 25 microseconds) and control 
packet collisions. Simulation results confirm the superiority of MACA-BT 
to existing MACA type schemes in CBR traffic. However, its performance 
degrades in bursty traffic compared to MACA. 

As we have discussed in Section 3, scheduling-based mechanisms are es- 
tablished by either dynamically exchanging and resolving channel requests, 
or prearranging a set of channels for individual nodes or links before hand. 
In this way, transmissions from these nodes or on these links are collision- 
free. Contentions are avoided, and power consumption is reduced. However, 
it is difficult to realize scheduling in distributed mobile ad hoc networks. A 
novel solution is to use GPS neighborhood information to realize schedul- 
ing( [69] [5] [9]). For example, in SNDR (Sequenced Neighbor Double Reser- 
vation) [9], the neighbor sequenced method is used to realize scheduling, and 
the double reservation method is adopted to improve the throughput. No 
handshake or carrier sensing is needed in SNDR, but it avoids contentions, 
hidden terminal and exposed terminal problems. However, in dense ad hoc 



networks, or when the network topology changes very often, the control 
overhead will be very high. In this case, it consumes significant power and 
bandwidth. 

9 Conclusion 

As the dynamic, fast deployable ad hoc networks have many promising ap- 
plications such as e-conference, emergency services, home networking, etc., 
more and more attention are focused on ad hoc network research, especially 
on energy-aware mechanisms. It is important to study how to reduce the 
power consumption while a t  the same time fully-utilize the bandwidth re- 
source. Moreover, third generation wireless networks are supposed to carry 
diverse multimedia traffic that will consume more power than a normal 
data device. Thus energy-aware mechanisms play an important rule in fu- 
ture wireless networks. In this paper, we study the low-power MAC layer 
mechanisms. We not only analyze the design motivation of each mecha- 
nism but also study multiple example protocols in each category. However, 
MAC layer is not the only layer for power conservation. As claimed by [33], 
enhancing power efficiency can be achieved in the entire network protocol 
stack of wireless ad hoc networks. For example, it is common to use power 
conservation schemes in the hardware design of wireless systems. On the 
other hand, attention should also be paid on higher levels of the protocol 
stack. 

References 

[l] S. Agarwal, S.V. Krishnamurthy, R.H. Katz, and S.K. Dao, Distributed 
power control in ad-hoc wireless networks, Proceedings of IEEE Inter- 
national Symposium on Personal, Indoor and Mobile Radio Communi- 
cations(PIMRC) (San Diego, 2001). 

[2] C.A. Balanis, Antenna Theory: analysis and design, 2nd ed., (Wiley, 
1997). 

[3] N. Bambos, Towards power-sensitive network architectures in wireless 
communications: concepts, issues and design aspects, IEEE Personal 
Communications Vo1.5 No.3 (1998) pp. 50-59. 

[4] S. Bandyopadhyay, K. Hausike, S. Horisawa, and S. Tawara, An adap- 
tive MAC and directional routing protocol for ad hoc wireless networks 



using ESPAR antenna, Proceedings of the ACM/SIGMOBILE MobiHoc 
(October 2001). 

[5] L. Bao and J.J. GarciaLunaAceves, Channel access scheduling in ad 
hoc networks with unidirectional links, Proceedings of Workshop on Dis- 
crete Algorithms and Methods for Mobile Computing and Communica- 
tions(DIALM) (Rome, Italy, Jul. 2001). 

[6] J.Q. Bao and L. Tong, A performance comparison between ad hoc and 
centrally controlled CDMA wireless LANs, IEEE Transactions on Wire- 
less Communications Vol. 1 (Oct. 2002) pp. 829-841. 

[7] J.Q. Bao and L. Tong, A performance comparison of CDMA ad-hoc 
and cellular networks, Proceeding of IEEE Global Telecommunications 
Conference (GLOBECOM'OO) (San Francisco, 2000) pp. 208-212. 

[8] V. Bharghavan, A. Demers, S. Shenker, and L. Zhang, MACAW: a me- 
dia access protocol for wireless LAN's, Proceedings of the ACM SIG- 
COMM'94 (London, UK, 1994) pp. 212-25. 

[9] Z. Cai, M. Lu, SNDR: a new medium access control for mult-channel 
ad hoc networks, Proceedings of IEEE Vehicular Technology confer- 
ence(VTC) 2000-Spring, Vo1.2 (May 2000) pp.966 - 971. 

[lo] J .  C. Chen, K.M. Sivalingam, and P. Agrawal, Performance compari- 
son of battery power consumption in wireless multiple access protocols, 
Wireless Networks Vo1.5 No.6 (1999) pp. 445-460. 

[Ill J.C. Chen, K.M. Sivalingam, P. Agrawal, and R. Acharya, Scheduling 
multimedia services in a low-power MAC for wireless and mobile ATM 
networks, IEEE Transactions on Multimedia Vol.1 No.2 (1999) pp. 187- 
201. 

[12] C.F. Chiasserini and R.R. Rao, A distributed power management pol- 
icy for wireless ad hoc networks, IEEE Wireless Communication and 
Networking Conference (2000) pp. 1209-1213. 

1131 J .  Chou, D. Petrovic, and K. Ramchandran, A distributed and adap- 
tive signal processing approach to reduce energy consumption in sensor 
networks, INFO COM 2003. 

[14] R.R. Choudhury and N.H. Vaidya, Impact of directional antennas on ad 
hoc routing, Proceedings of IFIP Personal and Wireless Communications 
(2003). 



[15] R.R. Choudhury, X. Yang, R. Ramanathan, and N.H. Vaidya, Using 
directional antennas for medium access control in ad hoc networks, Pro- 
ceedings of the 8th annual international conference on Mobile computing 
and networking (Atlanta, USA, March 2002). 

[16] M. Chu, H. Haussecker, and F. Zhao, Scalable information-driven sensor 
querying and routing for ad hoc heterogeneous sensor networks, IEEE 
Journal of High Performance Computing Applications Vo1.16 No.3 (2002) 
pp. 90-110. 

[17] L.A. DaSilva, J.H. Reed, W. Newhall, Mobile ad 
hoc networks and automotive applications, Available 
at: http://www.mprg.org/Tech~xfer/ppt/GMTutorialonAd- 
hocNetworlcsfrom VATech.pdf 

[18] J .  Deng and Z.J. Haas, Dual busy tone multiple access(DBTMA): a 
new medium access control for packet radio networks, Proceedings of the 
International Conference on Universal Personal Communication (Oct 
1998). 

[I91 N.S. Fahmy, T.D. Todd, V. Kezys, Distributed power control for ad hoc 
networks with smart antennas, Proceedings of IEEE Vehicular Technol- 
ogy conference(VTC) 2002-Fall Vo1.4 (Sep. 2002) pp. 2141-2144. 

[20] L.M. Feeney, Energy efficient communication in ad hoc wireless net- 
works, http://www.sics.se/ lmfeeney/wip.html. 

[21] L.M. Feeney and M. Nilsson, Investigating the energy consumption of 
a wireless network interface in an ad hoc networking environment, IN- 
FOCOM 2001. 

[22] C.L. Fullmer and J.J. Garcia-Luna-Aceves, Floor acquisition multiple 
access (FAMA) for packet-radio networks, Proceedings of the A CM SIG- 
COMM'95 (Cambridge, MA, 1995) pp. 262-273. 

[23] K.S. Gilhousen, I.M. Jacobs, R. Padovani, A.J. Viterbi, Jr.L.A. Weaver, 
and C.E.Wheatley 111, On the capacity of a cellular CDMA system, IEEE 
Transactions on Vehicular Technology Vo1.40 No.2 (1991) pp. 303-312. 

[24] G. Girling, J.L.K. Wa, P. Osborn, and R. Stefanova, The 
design and implementation of a low power ad hoc protocol 
stack, Presented at IEEE Wireless Communications and Network- 
ing Conference, (Chicago, September 2000). Available a t  www- 
lce.eng.cam.ac.uk/publications/files/tr.2000.13.pdf 



[25] C. Guo, L.C. Zhong, and J.M. Rabaey, Low power distributed MAC 
for ad hoc sensor radio networks, Proceedings of IEEE GlobeCom 2001 
(San Antonio, Nov. 2001). 

[26] I. Gupta, Minimal CDMA recoding strategies in power-controlled ad- 
hoc wireless networks, Proceeding of 1st International Workshop on Par- 
allel and Distributed Computing Issues i n  Wireless Networks and Mobile 
Computing (San Francisco, Apr. 2001). 

[27] P. Gupta and P.R. Kumar, The capacity of wireless networks, IEEE 
Transactions on Information Theory, Vo1.46 No.2 (2000) pp. 338-404. 

[28] Z.J. Haas and J .  Deng, Dual busy tone multiple access(DBTMA) - a 
multiple access control scheme for ad hoc networks, IEEE Transactions 
On Communications Vo1.50 No.6 (2002) pp. 975-985. 

[29] P.J.M. Havinga, G.J.M. Smit, and M. Bos, Energy efficient wireless 
ATM design, Proceedings of the second IEEE international workshop on 
wireless mobile ATM implementations (wmATM799) (Jun. 1999) pp. 11- 
22. 

[30] W.R. Heinzelman, A. Chandrakasan, and H. Balakrishnan, Energy effi- 
cient communication protocol for wireless microsensor networks, In  33rd 
Annual Hawaii International Conference on System Sciences, (2000) pp. 
3005-3014. 

[31] C.-H. Hwang, A.C.-H. Wu, A predictive system shutdown method for 
energy saving of event-driven computation, IEEE/ACM International 
Conference on Computer-Aided Design (San Jose, CA, Nov. 1997), pp. 
28-32. 

[32] K.T. Jin and D.H. Cho, A new MAC algorithm based on reservation 
and scheduling for energy-limited ad hoc networks, IEEE Tkansactions 
on Consumer Electronics Vo1.49 (Feb. 2003) pp. 135-141. 

[33] C.E. Jones, K.M. Sivalingam, P. Agrawal, and J.C. Chen, Survey of en- 
ergy efficient network protocols for wireless networks, Wireless Networks 
V01.7 No.4 (2001) pp. 343-358. 

[34] E.-S Jung and N.H. Vaidya, A power control MAC protocol for ad hoc 
networks, Proceedings of ACM MOBICOM702 (Sep. 2002). 



[35] P. Karn, MACA - a new channel access method for packet radio, Pro- 
ceedings of the 9th ARRL/CRRL Amateur Radio Computer Networking 
Conference (Sep. 1990) pp. 134-140. 

[36] V. Kawadia and P.R. Kumar, Power control and clustering in ad hoc 
networks, IEEE INFOCOM 2003. 

[37] Y.-B. KO, V. Shankarkumar, and N.H. Vaidya, Medium access control 
protocols using directional antennas in ad hoc networks, Proceedings of 
IEEE INFOCOM (2000) pp. 13-21. 

[38] G. Kulkarni, V. Raghunathan, M.B. Srivastava, and M. Gerla, Channel 
allocation in OFDMA based wireless ad hoc networks, SPIE Interna- 
tional Conference on Advanced Signal Processing Algorithms, Architec- 
tures, and Implementations, (Jul. 2002). 

[39] B. Mcfarland, G. Chesson, C. Temme, and T.M eng, The 5-UP pro- 
tocol for unified multiservice wireless networks, IEEE Communications 
Magazine Vo1.39 No.11 (2001) pp. 74-80. 

[40] J .  Monks, V. Bharghavan, and W. Hwu, A power controlled multiple 
access protocol for wireless packet networks, Proceedings of IEEE Info- 
com (Apr. 2001) pp. 219-228. 

[41] A. Muqattash and M. Krunz, CDMA-based MAC protocol for wireless 
ad hoc networks, Proceedings of the International Symposium on Mobile 
Ad Hoc Networking and Computing (MOBIHOC'O3) (Annapolis, Jun. 
2003). 

[42] A. Muqattash and M. Krunz, Power controlled dual channel (PCDC) 
medium access protocol for wireless ad hoc networks, IEEE INFOCOM 
2003. 

[43] S. Narayanaswamy, V. Kawadia, R.S. Sreenivas, and P.R. Kumar, 
Power control in ad-hoc networks: Theory, architecture, algorithm and 
implementation of the COMPOW protocol, Proceedings of European 
Wireless Conference (Feb. 2002) pp. 156-162. 

[44] A. Nasipuri, K. Li, and U.R. Sappidi, Power consumption and through- 
put in mobile ad hoc networks using directional antennas, Proceedings 
of the IEEE International Conference on Computer Communication and 
Networks(ICCCN2002), (Miami, Florida, Oct. 2002). 



[45] S. PalChaudhuri and D.B. Johnson, Power mode scheduling for ad 
hoc networks, Proceedings of the 10th IEEE International Conference 
on Network Protocols(ICNP '02) (2002). 

[46] R.L. Pickholtz, D.L. Schilling, and L.B. Milstein, Theory of spread 
spectrum communications - a tutorial, IEEE Transactions on Commu- 
nications Vol. 30 (May 1982) pp. 855-884. 

[47] N. Poojary, S.V. Krishnamurthy and S. Dao, Medium access control in a 
network of ad hoc nodes with heterogeneous transmit power capabilities, 
Proceedings of ICC 2001 (Helisinki, 2001). 

[48] J.G. Proakis, Digital Communications, (McGraw-Hill Inc., 2001). 

[49] A. Nasipuri, S. Ye, J .  You, and R.E. Hiromoto, A MAC protocol 
for mobile ad hoc networks using directional antennas, Proceedings of 
IEEE Wireless Communications and Networking Conference(WCNC), 
(Chicago, IL, Sep. 2000). 

1501 R. Ramanathan, On the performance of ad hoc networks with beam- 
forming antennas, Proceedings of ACM MobiHoc (Oct. 2001) pp. 95-105. 

[51] R. Shah and J .  Rabaey, Energy aware routing for low energy ad hoc sen- 
sor networks, Proceedings of IEEE Wireless Communications and Net- 
working Conference(WCNC'O2) (Florida, Mar. 2002). 

[52] S. Singh and C.S. Raghavendra, Power aware multi-access protocol with 
signaling for ad hoc networks, ACM Computer Communication Review 
Vol. 28 No. 3 (Jul. 1998) pp. 5-26. 

[53] S. Singh and C.S. Raghavendra, Power efficient MAC protocol for mul- 
tihop radio networks, in  The Ninth IEEE International Symposium on 
Personal, Indoor and Mobile Radio Communications (Sep. 1998) pp. 
153-157. 

[54] K.M. Sivalingam, J.C. Chen, P. Agrawal, and M. Strivastava, Design 
and analysis of low-power access protocols for wireless and mobile ATM 
networks, Wireless Networks Vo1.6 No.1 (2000) pp. 73-87. 

[55] K. Sohrabi and G. Pottie, Performance of a novel self-organization pro- 
tocol for wireless ad-hoc sensor networks, Proceedings of the IEEE 50th 
Vehicular Technology Conference (1999) pp. 1222-1226. 



[56] E.S. Sousa and J.A. Silvester, Spreading code protocols for distributed 
spread-spectrum packet radio networks, IEEE Transactions on Commu- 
nications Vo1.36 No.3 (Mar. 1988) pp. 272-281. 

[57] M. Takai, J. Martin, and R. Bagrodia, Directional virtual carrier sens- 
ing for directional antennas in mobile ad hoc networks, Proceedings of 
ACM International Symposium on Mobile Ad Hoc Networking and Com- 
puting(M0BIHOC) (Lausanne, Switzerland, Jun. 2002). 

[58] F. Talucci and M. Gerla, MACA-BI(MACA By Invitation): A wireless 
MAC protocol for high speed ad hoc networking, Proceedings of IEEE 
ICUPC'97 (San Diego, Oct. 1997). 

[59] F.A. Tobagi and L. Kleinrock, Packet switching in radio channels: Part- 
I1 the hidden terminal problem in carrier sense multiple access mod- 
els and the busy tone solution, IEEE Transactions on Communications 
Vo1.23 No.12 (1975) pp. 1417-1433. 

[60] C. Toh, Maximum battery life routing to support ubiquitous mobile 
computing in wireless ad hoc networks, IEEE Communications Magazine 
(Jun. 2001) pp. 138-147. 

[61] C.K. Toh, V. Vassiliou, G. Guichal, and C.H. Shih, MARCH: a medium 
access control protocol for multihop wireless ad hoc networks, Pro- 
ceedings of IEEE Military Communications Conference(MILC0M) Vol.1 
(Los Angeles, 2000) pp. 512-516. 

[62] Y. Wei, J .  Heidemann, and D. Estrin, An energy-efficient MAC protocol 
for wireless sensor networks, INFOCOM 2002. 

[63] H. Woesner, J-P. Ebert, M. Schlager, and A. Wolisz, Power-saving 
mechanism in emerging standards for wireless LANs: The MAC level 
perspective, IEEE Personal Communication Vo1.5 No.3 (1998) pp. 40- 
48. 

[64] C. Wu and V.O.K. Li, Receiver-initiated busy-tone multiple access 
in packet radio networks, Proceedings A CM SIGCOMM'87 Workshop 
Vo1.17 No.5 (Stowe, Vermont, 1987) pp. 336-342. 

[65] S.L. Wu, C.Y. Lin, Y.C. Tseng, and J.P. Sheu, A new multi-channel 
MAC protocol with on-demand channel assignment for mobile ad hoc 
networks, Proceedings of International Symposium on Parallel Architec- 
tures, Algorithms and Networks(ISPAN'00) (Dallas/Richardson, Texas, 
USA, 2000) pp. 232-237. 



[66] S.L. Wu, Y.C. Tseng, C.Y. Lin, and J.P. Sheu, A multi-channel MAC 
protocol with power control for multi-hop mobile ad hoc networks, The 
Computer Journal (SCI) Vo1.45 No.1 (2002) pp. 101-110. 

1671 S.L. Wu, Y.C. Tseng, and J.P. Sheu, Intelligent medium access for mo- 
bile ad hoc networks with busy tones and power control, IEEE Journal 
on Selected Areas in Communications Vo1.18 No.9 (2000) pp. 1647-1657. 

1681 J. Zander, Slotted ALOHA multihop packet radio networks with direc- 
tional antennas, Electronics Letters Vo1.26 No.25 (2000) pp. 2098-2099. 

1691 C. Zhu and MS.  Corson, A five-phase reservation protocol (FPRP) for 
mobile ad hoc networks, Proceedings of IEEE Conference on Computer 
Communications(INFOCOM'98) Vol.1 (San Francisco, 1998) pp. 322- 
331. 

1701 IEEE Standard 802.11a-1999, Wireless LAN medium access control 
(MAC) and physical layer (PHY) specifications, Supplement to IEEE 
Standard for Information Technology, (Sep. 1999). 

[71] Flarion Technologies, http://www.flarion.com/ 

1731 ETSI TC-RES, Radio equipment and systems(RES); high performance 
radio local area network(H1PERLAN) type 1; functional specification, 
European Telecommunication Standard ETS 300 652 (Oct. 1996). 

1741 Bluetooth specification volume 1, Bluetooth Consortium, (Jul. 1999). 

[75] ISO/IEC and IEEE draft international standards, part 11: wireless 
LAN medium access control (MAC) and physical layer (PHY) specifica- 
tions, ISO/IEC 8802-11, IEEE P802.1 1/D10, (Jan. 1999). 



QoS-Based Routing in Wireless Mobile Networks 

Eylem Ekici 
Department of Electrical Engineering 
Ohio State University, Columbus, OH 43210 
E-mail: ekici .20osu. edu 

Contents 

1 Introduction 343 

2 Quality of Service Based Routing 344 
2.1 Network State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346 
2.2 Route Calculation and Session Establishment . . . . . . . . . . . . . 348 
2.3 Session Termination . . . . . . . . . . . . . . . . . . . . . . . . . . . 349 

3 QoS-Based Routing in Ad Hoc Networks 350 
3.1 Effect of Ad Hoc Network Properties on QoS-Based Routing . . . . 350 
3.2 Maintenance of QoS Paths . . . . . . . . . . . . . . . . . . . . . . . . 351 
3.3 Example QoS-Based Routing Protocols . . . . . . . . . . . . . . . . 352 

3.3.1 DSDV QoS Routing [14] . . . . . . . . . . . . . . . . . . . . . 353 
3.3.2 Core Extraction Distributed Ad Hoc Routing (CEDAR) [15] 353 
3.3.3 Ticket Based Probing (TBP) [16] . . . . . . . . . . . . . . . . 355 
3.3.4 AODV-Based QoS Routing Protocol [17] . . . . . . . . . . . . 357 
3.3.5 INORA [19] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359 

4 Conclusions 361 

References 



1 Introduction 

Wireless ad hoc networks are formed by mobile devices that autonomously 
form a communication network over their wireless communication interfaces. 
These mobile nodes (MN) have the capability of moving arbitrarily, resulting 
in a dynamic network infrastructure. The concept of self forming networks 
without a wired infrastructure has applications in various domains ranging 
from disaster relief operations to digital battlefield. With the wide variety 
of application fields, it is not surprising that ad hoc networks have become 
the center of attention of the research community. 

Ad hoc networking concept brings a multitude of problems to be ad- 
dressed. Wireless channel access, routing, topology management, transport 
layer and many more problems cannot simply be solved completely based on 
the solutions developed for the wired networks. Mobile nodes in an ad hoc 
network are usually distributed over a given geographical region that pre- 
vents direct communication between all source-destination pairs. Therefore, 
mobile nodes in ad hoc networks must be able to act as relay nodes to enable 
end-to-end communication. In wired networks, packets may follow either 
static pre-configured paths or paths created via a routing protocol. Since 
the network topology of an ad hoc network is not known in advance, routes 
between source-destination pairs must be calculated dynamically, which is 
often used in wired networks, as well. However, the similarities end at  this 
point. In ad hoc networks, calculated routes only have limited life times 
since the connection structure of the network changes due to nodal mobil- 
ity. Augmented with limited resources on the wireless links, computational 
capacity, and power available at mobile nodes, routing in ad hoc networks 
becomes an important and non-trivial problem to be addressed. 

Basic ad hoc network routing protocols can be classified in two groups. 
The pro-active routing protocols are based on the determination of the paths 
before there is any demand for communication. Routing tables in mobile 
nodes are configured ahead of time by the algorithm and maintained through 
periodic and trigger-based topology exchange messages. This way, all pack- 
ets can be routed toward their destinations without delay as soon as they 
are generated. Destination-Sequenced Distance Vector Routing (DSDV) [I], 
Fisheye State Routing (FSR) [2], and Optimized Link State Routing (OLSR) 
[3] are examples of pro-active routing protocols for ad hoc networks. Since 
pro-active routing protocols rely on the dissemination of topology informa- 
tion in the network even though there may be no demand for data commu- 
nication, they potentially incur high protocol overhead. The second group 



of the routing protocols for ad hoc networks are reactive (or on-demand) 
protocols. Protocols belonging to this class do not calculate the paths ahead 
of time. Paths are discovered at the time of the communication request. 
Hence, topological changes do not incur control communication overhead 
regardless of the network dynamics until a source-destination pair needs to 
be connected. Ad-Hoc On Demand Distance Vector (AODV) Routing Proto- 
col (41, Temporarily Ordered Routing Algorithm (TORA) [5], and Dynamic 
Source Routing (DSR) [6] can be classified as reactive routing protocols. 
Although reactive routing protocols can potentially initiate redundant path 
discovery and establishment procedures, these negative effects can be re- 
duced by listening to other path discovery procedures and caching already 
known paths. Despite these improvements, the path discovery delay, which 
is the time between generation of connection request and sending the first 
packet, can be be prohibitively large under reactive schemes. For a discus- 
sion of basic routing protocols in ad hoc networks, the reader is referred to 

[TI 
In the last decade, the need for networks providing Quality of Service 

(QoS) guarantees has increased tremendously primarily due to increasing 
popularity of mission-critical real-time and multimedia applications. Ad hoc 
networks are considered for deployment in environments where multimedia 
and real-time applications with various QoS demands are essential to their 
basic operation. The quality of service guarantees delivered to applications 
include bandwidth, throughput, delay, delay jitter, error rate guarantees, 
etc., or a combination thereof. In this article, QoS provisioning in ad hoc 
networks is discussed from a network layer perspective. In the following sec- 
tions, principles of QoS-based routing are reviewed and example QoS-based 
routing proposals for ad hoc networks are presented along with possible 
research directions for future work. 

2 Quality of Service Based Routing 

In its broadest form, Quality of Service refers to the contract between the 
service provider, i.e., the network, and customers, i.e., applications [8]. For 
any communication network to provide QoS guarantees to applications, fol- 
lowing steps are essential: 

1. Determination of Requirements: Many applications require by 
their nature service guarantees that are already quantified. However, 
QoS can also be defined based on the human perception, which, more 



often than not, is based on a set of subjective measures. An example 
subjective requirement may be that the streaming video should not be 
"choppy." In order for networks to provide QoS guarantees, subjective 
and qualitative requirements must be translated to quantified ones. 

2. Network State Collection: To provide QoS guarantees in the net- 
work, the available resources in the network must be determined. De- 
pending on what particular metrics are utilized in QoS provisioning, 
most up-to-date information about resource availability in and be- 
tween network elements must either be computed or measured. 

3. Route Calculation and Resource Allocation: The routing proto- 
col must calculate a route between the source and destination that can 
satisfy the QoS metrics required by the application. Once the path 
is calculated, necessary resources must be allocated on the calculated 
path. It is also the responsibility of the routing algorithm and re- 
source management scheme to compute alternative paths and allocate 
new resources if the network conditions change. 

4. Session Termination and Resource Deallocation: Once the com- 
munication session is over, all allocated resources must be released. 
Accordingly, the availability of resources in the network must be up- 
dated such that they are utilized by other data flows. 

All these steps are very important to QoS provisioning in any network. 
However, in order to focus on the QoS-based routing techniques, we will 
make some simplifying assumptions. First, we assume that applications 
provide a clear, quantified set of QoS metrics that must be satisfied. The 
second and more important assumption is that we assume that network 
nodes are equipped with methods to determine availability of resources and 
are capable of allocating and deallocating them. Routing protocols may 
include routines to signal allocation and deallocation of resources, or they 
may rely on the availability of auxiliary signaling protocols. In any case, the 
details of the resource discovery and allocation methods are shielded from 
the routing protocol. Note that some of the protocols reviewed in this article 
include explicit methods to deal with the above mentioned functions, which 
will be very briefly described where necessary. 



2.1 Network State 

Network state refers to the collection of the status information about all 
resources in the network. Nodal connectivity, capacity of the links, band- 
width usage, computational capacity of nodes, bandwidth utilization, link 
delay, and other metrics can be used as descriptors of the network state. 
A network may choose to utilize one or more of these metrics to represent 
the network state. The selection of these descriptors affects the collection 
and maintenance of the network state. This point can be analyzed with the 
following example: 
(i) Consider a wired network that only utilizes the nodal connectivity as the 
network state descriptor and ignores the resource availability on the links. 
In this case, the network state is stationary for long periods because the 
state changes only if there is a link failure or addition of a new link. Hence, 
the network state can be updated on an event-triggered basis. 
(zi) Let us expand the state definition of the previous example by adding 
the available bandwidth on each link. Although nodal connectivity does 
not change during most of the lifetime of the network, available amount of 
bandwidth changes with addition and removal of flows. If the flows in the 
network are monitored and admitted by a central authority, then the state 
maintenance may be reduced to resource tracking in a central location. If 
flows are admitted to the network in a distributed fashion, then more fre- 
quent updates are necessary to maintain the state information. Updates 
can be obtained periodically or whenever there is a change in the resource 
availability exceeding a certain threshold value. 

The state of the network can be maintained in several ways at varying 
levels [8]. The so-called local state is the state of a node and its adjacent 
links that is tracked by the node itself. Each node maintains the local state 
by monitoring the availability of resources (bandwidth, buffer space, etc.) or 
the effects of the combination of available resources and other factors (delay, 
error rate, etc.). The global state of the network is created by exchanging 
the local state information. If all nodes utilize the global state, then local 
states can be exchanged using a link state algorithm, which will be pieced 
together to represent the global state. The link state algorithms broadcast 
the information to all nodes in the network and all nodes make path calcu- 
lations on their own behalf. Another possibility is to use a distance vector 
algorithm, which exchanges "cost" information to all possible destinations 
periodically. The cost of a path passing through a particular node is changed 
according to the methods used to calculate the cost of a path before it is 
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Figure 1: A simple network and its representation in nodes with link state 
and distance vector algorithms 

advertised to other nodes. If the global state information is to be used by a 
central authority for flow admission, then the local state exchanges can be 
converted to local state reports that are sent to only one node rather than 
broadcast to all nodes. 

A simple network consisting of four nodes and five links is depicted in 
Figure 1.a. Each link is associated with three metrics, representing the cost 
of the link, delay, and the available bandwidth. Assuming that the links 
share all metrics in both directions, the topology table constructed using 
link state algorithm is shown in Figure 1.b. The distance vector created at 
node A using the distance vector algorithm is shown in Figure 1.c. It is as- 
sumed that the distance vector algorithm selects and forwards the least cost 
paths to all destinations. Note that the distance vector algorithm processes 
the path selection criteria during vector exchange, whereas the link state 
algorithm only collects local states to be processed later in the nodes. 

Construction of global state of the network involves several communica- 
tion events and may take considerable amount of time. Hence, one cannot 
assume that the constructed global state reflects the most up-to-date con- 
dition of the network. This effect is more pronounced in distance vector 
algorithms since the propagation of the cost information is performed in- 
crementally at every time period, whereas the link state routing algorithms 
broadcast and relay local state as soon as they are generatedlreceived. 

Another important point is the amount of data to be collected to con- 
struct global state. In large networks, broadcasting individual local states 
to construct global state can cause very high protocol overhead and, due to 
larger delays experienced, can become invalid by the time they are received 
by nodes potentially using them. Instead, it is possible to organize nodes in 
groups and communicate an aggregate state of the group. If necessary, node 
groups can recursively form other groups and details of the group state can 



be retained in the group alone. When constructing the global state, each 
group can be inserted into the global map as a node with properties re- 
flecting a summary of local states in the group. Hence, the communication 
overhead can be reduced at the cost of losing global state details. Note that 
dissemination of group state can be accomplished with distance vector or 
link state algorithms. 

2.2 Route Calculation and Session Establishment 

A path that satisfies all QoS requirements between the source and the des- 
tination is called feasible. A feasible path is called optimal if it has the 
least cost among all feasible paths. The global network state, either in full 
detail or in a summarized form, is used to calculate a path connecting the 
source-destination pair which satisfies the required QoS parameters. When 
all local states are collected in a node, the network can be represented as a 
graph with links that have several metrics associated with them. However, 
even though the global state is reconstructed, calculation of QoS-constrained 
paths is a non-trivial task. In fact, the computation of paths that satisfy 
two or more additive constraints (such as cost and delay) is shown to be 
NP-complete [9]. If a constraint is bottleneck based, such as bandwidth, 
multiple constraint problems can be simplified by eliminating all links (or 
nodes) that do not satisfy the bottleneck constraint. Provided that there is 
only one additive constraint left, the graph that contains only eligible links 
and nodes can be used to find the optimal path with a shortest path algo- 
rithm such as Dijkstra's [lo]. Otherwise, remaining problems are addressed 
with suboptimal algorithms that rely on sequential elimination of possible 
routes [ll]. The path can be computed either by the source or by a central 
authority, in which case the computed path is delivered to the source to 
be processed. Once the end-to-end path is determined, a signaling protocol 
such as RSVP [12] used to allocate resources along the path. At this point, 
it is important to emphasize the fact that these solutions are based on the 
assumption that precise global state information is available at the time of 
the computation. QoS-based route calculation problem with imprecise state 
information is addressed in [13]. 

Distance vector algorithms tend to incorporate the local states into rout- 
ing decisions as the state information is propagated in the network. This 
approach enables the system to determine the availability of resources in 
a parallel way for all possible destinations. The local state information is 
incorporated into potential routing possibilities when distance vectors are 



exchanged. When there is a demand to reach a destination subject to QoS 
constraints, the source node compares the QoS requirements of the flow with 
the QoS levels that can be supported by known paths and makes a selection. 
Note that since it is impossible to forward all possible distance vectors from 
a node to all possible destinations, a selection among available alternatives 
is made during distance vector exchange. Therefore, resulting paths may 
not be optimal or feasible paths may have been eliminated during the dis- 
tance vector exchange, causing the source not to find a path to destination. 
In case a feasible path is found, the resource reservation signal travels the 
path hop by hop toward destination, both validating and reserving resources 
along the route. After a path is selected and the resources are allocated, the 
packets are forwarded on the path where reservations have been made. 

At this point, it is worth noting that, regardless of the network state 
collection and QoS path calculation method, there is a possibility that the 
resources known to be available may become unavailable between the time of 
the path calculation and the actual allocation of resources. It is possible for 
two almost simultaneous requests to contend for the same set of resources. 
Since there is a non-zero time between the selection of the QoS path and 
the actual allocation of resources, two independent path calculations may 
see resources available for them during calculation, but only one of them 
may obtain these resources whereas the other path setup fails because the 
remaining after the first allocation are not sufficient to sustain the second 
flow. In an extreme case, if two calculated QoS paths use the same set of 
links in opposite directions, both path setup attempts may fail when these 
requests meet. A good QoS routing protocol should avoid resolve such race 
conditions, and if they happen, resolve them such that a minimum number 
of path setup requests fail. 

2.3 Session Termination 

Allocation of resources introduce another dimension to the system state 
in the network. The resource allocation state affects the global state by 
changing the availability of resources, which in turn changes the state de- 
scriptors of the network. After the initial resource allocation, the resource 
allocation state must be maintained so that the flows utilize them while 
packet forwarding. The maintenance of allocated resources directly influ- 
ences the way sessions are terminated, as well. The first way of resource 
allocation maintenance is to retain the allocation unless the connection is 
explicitly terminated. This hard allocation method requires that, once the 



source no longer has data to send, it signals the release of resources along 
the path, which returns the allocated resources to the available pool. Al- 
ternatively, resources may be allocated as soft states where, following the 
initial resource allocation, the resource allocation must be refreshed regu- 
larly to ensure availability. In case the allocation is not refreshed within a 
time period, resources are deallocated. A resource allocation scheme based 
on the soft state paradigm does not require the use of explicit disconnect 
messages. Depending on the choice of resource maintenance, explicit session 
termination messages may or may not be used. 

3 QoS-Based Routing in Ad Hoc Networks 

As presented in the previous section, QoS-based routing has its own unique 
challenges, especially regarding the variability of network state and its effects 
on routing and resource management. These challenges are augmented with 
additional constraints imposed by the nature of ad hoc networks. The special 
properties of ad hoc networks affect QoS-based routing schemes as described 
in the following section. 

3.1 Effect of Ad Hoc Network Properties on QoS-Based Rout- 
ing 

Network Dynamics: QoS-based routing schemes need to adapt themselves 
to changing network state continuously. Even in wired networks where the 
topology changes are very seldom, the network state presents its dynamic 
nature due to changing availability of network resources. The network state 
dynamics is more pronounced in ad hoc networks since the nodes are free 
to move in arbitrary directions, causing the topology of the network to 
change constantly. As the topological changes affect the resource availability 
directly, the network dynamics cause more frequent local state propagation 
and exchange operations in ad hoc networks to reach the same level of global 
state representation in a static network. As an example, even though there 
may be no traffic carried in the network, the global state changes in an ad 
hoc network, whereas the global state would not change in a wired network 
under the same conditions. Consequently, it can be concluded that ad hoc 
networks require a higher frequency of local state exchanges if the QoS routes 
are calculated centrally. 
Resource Dynamics: In wired networks, all resources available for a node 
are known by the node at all times. By inspecting the allocation of resource 



for all data flows, a node can determine quite easily how much residual re- 
sources are available for other potential data flows. In ad hoc networks, 
it is possible to keep track of resources allocated within the node, such as 
buffer space and processing power. However, available wireless resources 
may not be determined as easily. In general, wireless resources are not per- 
manently and exclusively allocated to individual mobile nodes as to increase 
the channel utilization. Although the maximum available bandwidth in the 
wireless channel can be assumed to be known, it is shared among mobile 
nodes that are within each other's communication range. Similarly, hid- 
den terminals in a region affect the transmission schedules, and hence the 
available bandwidth, of nodes not directly in their communication ranges. 
Hence, the residual available bandwidth is not only a function of maximum 
available capacity and characteristics of flows carried by that node, but also 
of the flows traversing other nodes in the near vicinity. Hence, generation 
of local states by individual nodes may result in approximate rather than 
exact results. 
Autonomy: By definition, ad hoc networks are autonomous entities de- 
coupled from wired infrastructures in functioning and management. An ad 
hoc network is generally composed of nodes of similar properties, i.e., none 
of the nodes is designed to carry out specialized jobs. Consequently, the 
network must be able to manage itself in all aspects. Since there is no en- 
tity that can collect and control all network operations, the load is shared 
among mobile nodes. Load sharing can be accomplished by distributed cal- 
culations, by making each node responsible for a certain set of calculations 
(e.g., paths are calculated by source nodes), or, in case centralized calcula- 
tions are required, by employing multiple central nodes (e.g., mobile nodes 
form clusters and cluster heads make calculations). Note that single hop 
wireless networks such as cellular networks and wireless local area networks 
do not face similar problems since the centralized computations can easily 
be performed by a node in the wired segment of the network. 

3.2 Maintenance of QoS Paths 

In addition to the steps outlined in Section 2, another important operation 
is imposed by the dynamic topology of ad hoc networks to enable QoS-based 
routing. In wired networks, the topology does not change unless there is a 
link or node failure in the network. Therefore, as long as nodes ensure that 
resources are allocated for flows as requested, it can be assumed that the 
network will deliver negotiated QoS guarantees. In case of a failure, affected 



paths can be recalculated based on the new topology information. 
In ad hoc networks, topological changes are rules rather than exceptions. 

Maintenance of paths is essential to provide the negotiated QoS guarantees. 
There are two main mechanisms for path maintenance and recovery in ad 
hoc networks. The first one is based on the recalculation of paths. When a 
link on a path becomes unavailable due to mobility or failure, the node where 
the original path is calculated or path calculation is initiated is notified by 
intermediate nodes on the path that discover the broken link in the chain. 
Once the notification is received, a new path is calculated and resource 
allocation is performed. Once the new path is ready, the flow is shifted from 
the old path to the new path. This approach creates high quality paths 
at the cost of response time. During the path recalculation period, the 
packets in the network can be buffered, dropped, or routed on alternative 
best effort paths. If immediate recovery is required, multiple paths can be 
maintained between the source and the destination. However, this would 
require redundant resource allocations in a resource-limited environment. 

The second method is based on the utilization of some portions of the 
original path. When a link becomes unavailable, a neighboring node on the 
path initiates a path discovery from that particular location to reach the 
source, the destination, or another intermediate node on the path to bridge 
the unavailable link. The resources in the remaining portions of the original 
path is retained and the old path is augmented with a new segment. This 
second method usually provides faster recovery than the first method, but 
the resulting paths may have higher cost than the alternatives. Redundant 
protection of segments of the path can also be utilized if vulnerable segments 
can be determined at the initial path setup. 

It is also possible to combine the two methods and create temporary and 
fast solutions with the path augmentation and switch over the flow to a new 
path that is computed end-to-end once it is available. However, this hybrid 
scheme would incur higher protocol overhead than each method alone. Note 
that it is possible that there are no feasible paths in the network after the 
topology change or that the routing protocol is unable to find one. Both 
cases result in the forced termination of the communication on the path in 
question. 

3.3 Example QoS-Based Routing Protocols 

In literature, several proposals for QoS provisioning in ad hoc networks exist. 
In the following sections, proposals that mainly investigate methods for dis- 



covering paths that can provide QoS guarantees are overviewed. Although 
the protocols presented in this article are not exhaustive, they represent the 
state-of-the art of the subject. For all proposals presented below, it is as- 
sumed that mobile nodes discover their neighbors through packet exchanges 
and that all nodes are associated with unique IDS. Furthermore, unless 
otherwise stated, it is also assumed that the MAC layer handles resource 
reservations and emulates point-to-point links where necessary. 

3.3.1 DSDV QoS Routing [14] 

The DSDV QoS Routing protocol is one of the earliest QoS-based routing 
protocols proposed for ad hoc networks. In this proposal, the nodes are 
grouped into clusters and each cluster is assigned a distinct CDMA code. 
Within the cluster, medium access is accomplished with TDMA using the 
same CDMA code. By using different CDMA codes in every cluster, the 
computation of the available bandwidths on links is simplified. The propaga- 
tion of bandwidth information is piggybacked on the distance vector packets 
of the DSDV [l] protocol, which normally carries a sequence number, pre- 
vious hop, and a distance metric to the destination in question. Hence, the 
source of a flow can initiate a path setup if the available bandwidth on the 
path to the destination is greater than the one needed for the flow. Broken 
paths are recovered with the methods inherited from the DSDV protocol. 
The use of soft state paradigm is proposed for resource reservation, where 
the resources are released if a reserved slot is not used for several consecutive 
frames. 

3.3.2 Core Extraction Distributed Ad Hoc Routing (CEDAR) 
[I51 

The CEDAR protocol creates and maintains bandwidth-constraint paths in 
ad hoc networks. CEDAR is based on creation and maintenance of mobile 
node groups under the group heads referred to as dominators. Each domina- 
tor is responsible for a group of nodes in its n-hop neighborhood, and knows 
the full group state. The groups are formed such that the entire network 
is covered. The dominators communicate with each other over virtual links 
that may be composed of several hops in the ad hoc network. The domina- 
tors and the virtual links connecting them form the core of the network. The 
topology and local state information also travels past the group boundaries 
over the virtual links. When the nodes realize that the available bandwidth 



in one of their adjacent links changes more than a threshold value, they 
inform their dominators about the change. These core nodes inform other 
core nodes by broadcasting the information to other dominators in the core 
over virtual links. The information about increase and decrease in band- 
width travels in the core at different speeds. The increase waves travel in 
the core slower than the decrease waves such that decrease waves catch up 
with increase waves and cancel each other. Effectively, knowledge about 
unstable links with frequently changing bandwidth amounts is confined to 
a small neighborhood whereas stable links are advertisedin a larger range 
among the cores. 

The bandwidth-constrained path calculation is performed collectively in 
the core of the network. As the first step, the location of the destination 
must be discovered if not already known. This is accomplished by broad- 
casting a discovery packet in the core, which records the core nodes it has 
traversed. The dominator of the destination replies with a packet containing 
the reversed core node list recorded in the discovery packet, which is called 
the core path. As the next step, the dominator of the source calculates a 
segment of the path using the full topology information of its group and the 
partial topology information of other groups known to it. During this phase, 
the dominator of the source tries to calculate a path to a node that belongs 
to the furthest away core node in the core path subject to bandwidth con- 
straints. If there are multiple feasible path to reach the furthest group, the 
core node chooses the shortest 0ne.l If the destination is not reached, the 
furthest core node in the core path is notified with the destination, the core 
path, the segment that is already computed, and bandwidth requirement. 
The intermediate core nodes repeat the calculation until the destination is 
reached or connection request fails due to insufficient resources. 

An example path path calculation is depicted in Figure 2. To calculate 
the path from source S to destination D, the core path {I,II,III,IV} is dis- 
covered. Then core node I calculates the shortest-widest-furthest path from 
S toward D using its partial topology information. Assume that the path 
segment calculated by core node I is {S,I,2,3,4,6}. Then core node I notifies 
I11 about the segment it has calculated. I11 calculates the remaining part of 
the path that connects 6 with D over segment {6,III,8,D). 

For path maintenance, a two-phase method is used. Assume that a link 
fails on the path as a result of mobility. In the first phase, the node upstream 

'The path segments calculated by core nodes using the described method are called 
"shortest-widest-furthest path." 
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Figure 2: An example of path calculation under CEDAR 

to the point of failure initiates a local route computation similar to the initial 
path calculation to create a path from itself to destination. Meanwhile, the 
source is also notified, which triggers another route calculation to find a 
better path to the destination as the second phase of path maintenance. 
The first phase is used to deliver packets already in transit and provides a 
fast solution while second phase create a long-term alternative path. QoS 
state maintenance for individual flows and connection termination details 
are not discussed in [15]. 

3.3.3 Ticket Based Probing (TBP) [16] 

The Ticket Based Probing protocol is a distance vector based routing proto- 
col that discovers paths subject to QoS constraints. It is also assumed that 
the topology changes do not occur too frequently, which would render QoS 
calculations meaningless. The paths are calculated on a per-connection basis 
using precise cost and possibly imprecise bandwidth and delay informations. 
The main idea is to search multiple paths from source to destination in par- 
allel. Instead of flooding the network with probe packets to discover paths, 
TBP limits the overhead of searching by assigning a limited number of tick- 
ets for each probe packet, where each ticket corresponds to a possible path 
to be searched. Intermediate nodes are not allowed to increase the number 
of tickets, and consequently, the maximum number of paths to be searched 
is limited to the number of tickets generated by the source. Intermediate 
nodes receiving probe packets may split the tickets between multiple out- 
going probe packets and search alternative paths in parallel. The effect of 
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Figure 3: Path discovery with different ticket numbers 

different number of tickets in the original probe packet is demonstrated in 
Figure 3. The different paths depicted in this figure show how many original 
tickets are needed such that the protocol probes a particular path between 
S and D. As can be seen, as the number of tickets is increased, the number 
of probed paths is increased, as well. In other words, the ticket number 
determines the search space of the path discovery algorithm. 

TBP is used to discover delay-constrained minimum cost paths and 
bandwidth-constrained minimum cost paths. In both versions, two different 
type of tickets, marked as yellow and green, are utilized. In the delay- 
constrained minimum cost path version, yellow tickets are used to maxi- 
mize the probability of finding a feasible path by searching low delay paths. 
When TBP is used to discover bandwidth-constrained minimum cost paths, 
the yellow tickets are used again to maximize the probability of finding a 
feasible path, but this time by following wider paths toward destination. 
On the other hand, the green tickets are used to find low cost paths. The 
paths discovered by probes with green tickets may or may not satisfy the 
delaylbandwidth constraint. In case of violation of a constraint, the probes 
are dropped and a notification is sent to the destination. Once the desti- 
nation accounts for all tickets (either through receiving the probe packets 
or by receiving drop notifications), it selects the path with minimum cost 
among the paths corresponding to the received probe packets. (These paths 
are known to be feasible because the probe packets have been received by 
the destination.) A confirmation packet is sent back on the selected path 
toward the source, which also allocates necessary resources on the path. If 
the resource allocation fails, an alternative path is selected at destination 
and the same procedure is repeated. 

TBP proposes different levels of path redundancy to deal with the dy- 
namic network topology. Flows are assigned different redundancy levels 
depending on their reliability requirements. The first level of redundancy 



calls for establishment of parallel link-disjoint paths between the source and 
the destination. All paths carry copies of the same packet to the destination 
such that the communication is not disrupted when a path becomes un- 
available. The second level of redundancy is similar to the first one in that 
resources on multiple parallel paths are allocated, but data is sent on the 
primary path. The resources of other paths are used by best-effort traffic 
unless needed after the primary path fails. The third level of redundancy is 
identical to the second level except that resources are allocated only on the 
primary path. Apart from the redundancy, TBP also supports two-hop path 
repairs where a failing or unavailable link is bridged between the upstream 
and downstream nodes around the node of failure. However, this recovery 
method does not work for bridging nodes more than two hops away from 
each other. In all cases, explicit resource deallocation is not required since 
the allocations are maintained as soft states refreshed by explicit messages 
as long as the resources are utilized. 

3.3.4 AODV-Based QoS Routing Protocol [17] 

The objective of the protocol presented in this paper is to address the 
bandwidth-constrained routing problem in flat ad hoc network architec- 
tures using TDMA.~ This protocol is developed for small networks and low 
to medium mobility rates, and calculates bandwidth-constrained paths for 
flows using the principles of AODV [4]. In this paper, a method to calculate 
the bandwidth on a given path is also provided, which is a greedy scheme 
seeking local maximal bandwidth from the source to the next hop, given the 
sets of time slots used along the path to reach the current node. (The reader 
is referred to [17] for the details of bandwidth calculation procedure.) When 
a node wants to establish a bandwidth-constrained path, it broadcasts a 
route request packet (RREQ) that contains the flow information as shown 
in Figure 4.a. As the RREQ packets are propagated in the network, each 
node receiving the request calculates the bandwidth according to bandwidth 
and time slot allocation of the previous hops. If, at a certain point, it is dis- 
covered that a particular hop cannot maintain required bandwidth, RREQ 
is no longer forwarded. Nodes receiving multiple RREQ packets only for- 
ward the first RREQ packet that corresponds to a feasible partial path and 
discard subsequent RREQ packets for the same flow as shown in Figure 4.b. 

2A similar routing algorithm based on bandwidth calculation in a system using CDMA 
over TDMA is presented in [18]. The routing protocol presented below [17] is chosen for 
presentation as the description was more detailed. 
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Figure 4: Path setup and rerouting with AODV-QoS protocol 

As the RREQ packets are forwarded, the state of the node is set to REQ 
stating that resources are temporarily allocated. As the intermediate nodes, 
the destination node also reacts to the first feasible RREQ packet and sends 
back on the reverse direction a route reply packet (RREP) which converts 
the REQ state of the nodes on the selected path to RESV, indicating that 
resources are allocated for packet forwarding. 

The proposed protocol deals with resource allocation using soft states as 
the underlying protocol AODV does. When the RREQ packet is forwarded 
in the network, many nodes will be set into REQ state, which goes back to 
neutral if they are not converted to RESV by a RREP packet. Similarly, the 
allocated resources, i.e. time slots, are released if RESV state is not refreshed 
by incoming packets of the flow. Note that, instead of using special control 
packets, data packets are used to refresh the reservations. 

The route maintenance procedures proposed in [17] also utilize soft states. 
When a link becomes unavailable due to mobility, the node downstream to 
the point of failure sends a route hold packet toward the destination, indi- 
cating that an upstream link has failed and that they should enter BRK-U 
state and wait. Such a case is depicted in Figure 4.c, where the link between 
nodes 1 and 2 is broken because node 2 moves out of the communication 
range of node 1. Similarly, the node upstream sends a route error packet 



toward source, causing the upstream nodes to enter BRKD state, indicating 
that a link downstream has failed. When the source receives the route error 
packet, it initiates a new path discovery procedure (Figure 4.d). The main 
idea behind this recovery scheme is to reuse already allocated resources if 
portions of the old and new paths overlap. As the RREQ packet is for- 
warded, if bandwidth is available, it converts neutral and B R K D  states to 
REQ, and converts BRK-U states to RESV directly. Intermediate nodes in 
BRK-U state are allowed to send RREP packets to the source to finalize the 
recovery process. In case of the source receiving multiple RREP packets, 
only the first one is processed and subsequent ones are discarded. With the 
use of soft states, this protocol achieves reuse of already allocated resources 
and solves the double resource booking problem. 

3.3.5 INORA [I91 

The INORA proposal for QoS-based routing is based on two other propos- 
als: It uses TORA [5] for route computation in ad hoc networks, and IN- 
SIGNIA [20] for resource allocation and signaling.3 TORA is an on-demand 
routing protocol that discover paths from source to destination by link re- 
versal method. When a path to a destination is needed, a QUERY packet 
is flooded in the network. When the destination or an intermediate node 
that knows a path to destination receives the QUERY packet, it broadcasts 
an UPDATE packet that contains its relative height with respect to the 
destination. A node receiving the UPDATE packet sets its own height to 
a value more than the value contained in the UPDATE packet, creating a 
gradient toward the destination. The directed acyclic graph (DAG) gener- 
ated by TORA maintains multiple paths to destination, which is used by 
the INORA proposal. INSIGNIA, on the other hand, is a signaling protocol 
which allocates, maintains, and releases resources for end-to-end flows. It is 
designed on the principles of in-band signaling and maintaining a soft state 
in the highly dynamic network topology. When allocating resources on a 
given path, the request is forwarded in a RES packet which indicates the 
requested resource amount. If a node in the path cannot allocate requested 
resources, the source is notified and packets are delivered in best effort mode. 
Note that INSIGNIA does not include mechanisms for path discovery and 
requires that paths are supplied by a routing protocol. 

INORA protocol uses hop-by-hop feedback about bandwidth allocation 

3The name of the protocol INORA is derived from these two protocols, 
INSIGNIA+TORA. 



to search for alternative paths that can provide QoS guarantees. The paths 
calculated by TORA are used to forward INSIGNIA RES packets. Two 
feedback schemes, coarse and fine feedback, are supported under INORA. 
Under the coarse feedback scheme, the call admission feedback obtained 
from INSIGNIA is binary, i.e., the resources can either be allocated or not. 
When resources cannot be allocated at an intermediate node, an admission 
control failure (ACF) packet is sent to previous hop, which is not necessar- 
ily the source. This previous node selects the next best hop determined by 
TORA and forwards the request. ACF packets are generated and sent to 
the previous hop only when all possible paths starting from an intermediate 
node results in failure. Hence, the DAG generated by TORA is searched 
in a depth-first fashion. When using fine feedback scheme, the minimum 
and maximum bandwidth amounts requested by the flow are specified and 
the minimum-maximum bandwidth interval is divided into N classes. When 
reserving bandwidth on links, the call admission procedure generates ACF 
messages only if the minimum bandwidth level cannot be sustained. Oth- 
erwise, the maximum discrete amount of bandwidth from the minimum- 
maximum bandwidth interval is allocated, and a modified RES packet that 
contains a new maximum bandwidth is sent toward destination. The pre- 
vious hop is notified about the amount of resources not allocated, which in 
turn searches alternative paths that can sustain the remaining bandwidth 
difference. Effectively, a large flow is split into smaller flows and delivered 
to the destination on alternative paths. The operation of INORA in a small 
network is depicted in Figure 5. The DAG from source S to destination D 
generated by TORA is shown in Figure 5.a. The numbers next to the links 
represent the available bandwidth on the corresponding links. Let S have a 
flow that has a minimum bandwidth requirement of 2 units and a maximum 
bandwidth requirement of 4 units. When the coarse feedback scheme is used, 
the flow follows the path marked with the dashed line in Figure 5.b since 
the entire flow must take the same path. However, when the fine feedback 
scheme is used, the flow can be split as shown in Figure 5.c, where two units 
are carried on the right path after bifurcation and 2 units carried on the left. 
Using the fine feedback scheme, available network resources can be utilized 
better since the bandwidth allocation need not be made as a whole. 



Figure 5: Example DAG generated by TORA and resource allocation op- 
tions with INORA 

4 Conclusions 

QoS-based routing in ad hoc network is one of the most important topics 
that will enable the use of many applications in self-forming ad hoc network 
environments. These applications are expected to significantly improve effec- 
tiveness of operations conducted in locations without a wired infrastructure. 
Majority of the existing work on QoS-based routing for ad hoc networks aims 
to discover paths in this dynamic network environment that satisfy band- 
width or delay constraints. Although these efforts provide answers to many 
questions, there are other important issues that would increase the range of 
deployment scenarios and applications running on ad hoc networks. 

One of the more important topics to be investigated is the scalability 
of QoS-based routing protocols for ad hoc networks. As the number of 
nodes in the network increases, the protocol overhead, especially regarding 
local state exchanges, increases. In literature, several solutions regarding 
the routing protocol scalability have been proposed [21]. The application of 
these methods to the QoS-based routing may result in higher performance 
in large scale networks. 

Another important aspect of QoS-based routing is the selection of met- 
r i c ~  considered for route calculation. Bandwidth, delay, and delay jitter are 
important metrics for multimedia applications. Mission-critical real-time 
applications, on the other hand, require delivery as well as timeliness guar- 



antees, which cannot be provided by paths calculated using only bandwidth 
and/or delay-related metrics. Although parallel routes increase the delivery 
probabilities, existing routing proposals fail to provide statistical delivery 
guarantees along with delay guarantees. Incorporation of link reliability into 
routing protocols as a metric should be investigates as a possible solution. 

The success of QoS-path setup attempts is another dimension along 
which routing protocols can be improved. Considering that wireless ad hoc 
networks undergo more frequent topological changes and the resource avail- 
ability cannot be as easily determined as in their wired counterparts, it is 
expected that more path setup attempts would fail due to lack of resources 
at the time of resource allocation. Furthermore, race conditions can also 
arise not only because two flows attempt to use the same set of nodes, but 
also because they may try to allocate resources in a two-hop neighborhood, 
where simultaneous resource reservations may not be sustained. In either 
case, a failed attempt may require the system state to be generated anew, 
lengthening the path setup time and possibly resulting in unnecessary use 
of valuable wireless resources. Hence, routing protocols and applications 
requiring QoS guarantees may benefit from more efficient methods for de- 
termination of available network resources, their propagation in the network, 
and for resolving race conditions. 

Although ad hoc networks operate independently from a wired infras- 
tructure, it is very important to develop mechanisms that enable integration 
of QoS-based routing solutions with the QoS-support mechanisms of wired 
networks. Seamless integration of QoS-based paths in the ad hoc and wired 
domains would enable various new applications. Regarding the integration 
issue, the extension of the paths from wired to ad hoc domain can be investi- 
gated with an eye toward supplementing existing QoS support mechanisms 
for wired networks to operate in ad hoc networks. 
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1 Introduction 

As technology advances, wireless and portable computers and devices are becom- 
ing more powerful and capable. These advances are marked by an increase in 
CPU speed, memory size, disk space, and a decrease in size and power consump- 
tions. The need for these devices to continuously communicate with each other and 
with wired networks is becoming increasingly essential. Mobile ad hoc networks 
(MANETs) open the door for these devices to establish networks on the fly, i.e., 
formally, a MANET is a collection of mobile devices which form a communication 
network with no pre-existing wiring or infrastructure. They allow the applications 
running on these wireless devices to share data of different types and characteris- 
tics. There are many applications of MANETs, each with different characteristics 
of network size (geographic range and number of nodes), node mobility, rate of 
topological change, communication requirements, and data characteristics. Such 
applications are conferences, classroom, campus, military, and disaster recovery. 
Each node is directly connected to all nodes within its own effective transmission 
range. Nodes in the network are allowed to move in and out of range of each other. 
Communication between nodes that are not within range of each other is accom- 
plished by establishing and using multi-hop routes that involve other nodes which 
act as routers. New nodes can join the network at any time and existing nodes can 
leave the network as well. 

Due to the dynamic nature of MANETs, designing communications and net- 
working protocols for these networks is a challenging process. One of the most 
important aspects of the communications process is the design of the routing proto- 
cols used to establish and maintain multi-hop routes to allow the communication of 
data between nodes. A considerable amount of research has been done in this area, 
and multi-hop routing protocols have been developed. Most of these protocols such 
as the Dynamic Source Routing protocol (DSR) [29], Ad Hoc on Demand Distance 
Vector protocol (AODV) [3 11, Temporally Ordered Routing Protocol (TORA) [28], 
and others establish and maintain routes on a best-effort basis. While this might 
be sufficient for a certain class of MANET applications, it is not adequate for the 
support of more demanding applications such as multimedia audio and video. Such 
applications require the network to provide guarantees on the Quality of Service 
(QoS). 

Some researchers have been active in the area of QoS support in MANETs, 
and have proposed numerous QoS routing protocols for this environment. Most 
of these protocols provide QoS support for the available bandwidth requirement 
for a given path. This is because bandwidth is the most critical parameter in most 
MANET applications due to the scarcity of this resource in the wireless environ- 
ment. The protocols that are discussed in this chapter support quality of service to 



varying degrees, in different ways, and using various network and and communi- 
cation models. 

In this chapter, these different approaches are presented, discussed and classi- 
fied according to which of the main existing best-effort routing algorithms (DSR, 
AODV, DSDV, TORA, etc) they extend or are most closely related. In addition, 
some protocols are based on new algorithms. The QoS routing protocols that 
are discussed operate in both the network layer and the medium access control 
(MAC) layer which is equivalent to the data link layer in the OSI model. There 
are also design approaches, such as the IP-Based quality of service framework for 
MANETs (INSIGNIA) [1][15][16] and the integrated mobile ad hoc QoS frame- 
work (iMAQ) [3], which are designed to support multimedia traffic and achieve 
better efficiency in terms of bandwidth and energy consumption through the im- 
plementation of inter-layer QoS frameworks. As these protocols are classified and 
presented, the networking layer, or layers in some cases, within which they operate, 
as well as their assumed QoS model will be identified and discussed. 

The remainder of this chapter is organized in the following manner. First, an 
overview of the topic is presented which includes a brief look at the best-effort 
routing algorithms which are both most popular and most used. Then the typical 
models used for QoS routing protocols are discussed along with the different layers 
within which the QoS support mechanisms are included. Existing QoS routing 
protocols are then classified according to which best effort routing protocol they 
extend or to which they are closest in design. As these protocols are discussed, 
the QoS model and networking environment they assume is identified along with 
the communication layer within which they are designed to operate. The chapter 
is completed with a conclusions and future research section. 

2 Overview 

Most QoS routing algorithms represent an extension of existing classic (or major) 
best-effort routing algorithms. Many routing protocols have been developed which 
support establishing and maintaining multi-hop routes between nodes in MANETs. 
These algorithms can be classified into two different categories: on-demand (reac- 
tive) such as DSR, AODV, and TORA, and table-driven (proactive) such as Desti- 
nation Sequenced Distance Vector protocol (DSDV). In the on-demand protocols, 
routes are discovered between a source and a destination only when the need arises 
to send data. This provides a reduced overhead of communication and scalability. 
In the table-driven protocols, routing tables which contain routing information be- 
tween all nodes are generated and maintained continuously regardless of the need 
of any given node to communicate at that time. With this approach, the latency for 



route acquisition is relatively small, which might be necessary for certain applica- 
tions, but the cost of communications overhead incurred in the continued update of 
information for routes which might not be used for a long time if at all is too high. 
Furthermore, this approach requires more memory due to significant increase in 
the size of the routing table. These requirements put limits on the size and density 
of the network. A third hybrid approach, the Zone Routing Protocol (ZRP), has 
also been proposed and attempts to reap the benefits of both methods. In ZRP, 
the network is divided into zones. A proactive table driven strategy is used for 
establishment and maintenance of routes between nodes of the same zone, and a 
reactive on-demand strategy is used for communication between nodes of different 
zones. This approach can be effective in larger networks with applications that ex- 
hibit a relatively high degree of locality of communication, where communication 
between nodes with close proximity to one another is much more frequent than 
that between nodes which are further apart. 

Before presenting the current approaches for design and implementation of 
QoS routing protocols, it is important to briefly discuss the existing best-effort 
routing protocols which exist for MANETs. Many routing protocols have been 
designed to discover and maintain routes between source and destination nodes. 

Among the most important and classic routing algorithms for MANETs that 
have evolved are three basic types. Each of these three basic types has its own 
advantages, disadvantages, and appropriateness of use in certain types of ad hoc 
networks depending on the mobility, number of nodes involved, node density, un- 
derlying link layer technology, and general characteristic~ of the environment and 
applications being supported. These three routing algorithms are: (1) reactive (on- 
demand) such as DSR (Dynamic Source Routing) protocol, AODV (Ad hoc On De- 
mand Distance Vector) routing protocol, and TORA (Temporally Ordered Routing 
Alogrithm) protocol, and (2) proactive (table-driven) such as DSDV (Destination 
Sequenced Distance Vector) protocol. There are also other types of routing pro- 
tocols designed for more scalability such as (3) the ZRP (Zone Routing Protocol), 
which is a hybrid framework for routing in ad hoc networks (proactive within the 
zone and reactive between zones), in addition to others, which will be mentioned 
subsequently. 

2.1 DSR - the Dynamic Source Routing Protocol 

DSR is one of the most well-known routing algorithms for ad hoc wireless net- 
works. It was originally developed by Johnson, Maltz, and Broch [29]. DSR uses 
source routing, which allows packet routing to be loop free. It increases its ef- 
ficiency by allowing nodes that are either forwarding route discovery requests or 
overhearing packets through promiscuous listening mode to cache the routing in- 



formation for future use. DSR is also on demand, which reduces the bandwidth 
use especially in situations where the mobility is low. It is a simple and efficient 
routing protocol for use in ad hoc networks. It has two important phases, route dis- 
covery and route maintenance. The main algorithm works in the following manner. 
A node that desires communication with another node first searches its route cache 
to see if it already has a route to the destination. If it does not, it then initiates a 
route discovery mechanism. This is done by sending a Route Request message. 
When the node gets this route request message, it searches its own cache to see if 
it has a route to the destination. If it does not, it then appends its id to the packet 
and forwards the packet to the next node; this continues until either a node with a 
route to the destination is encountered (i.e. has a route in its own cache) or the des- 
tination receives the packet. In that case, the node sends a route reply packet which 
has a list of all of the nodes that forwarded the packet to reach the destination. This 
constitutes the routing information needed by the source, which can then send its 
data packets to the destination using this newly discovered route. Although DSR 
can support relatively rapid rates of mobility, it is assumed that the mobility is not 
so high as to make flooding the only possible way to exchange packets between 
nodes. 

2.2 AODV - The Ad Hoc On-demand Distance-Vector Protocol 

AODV [31] is another routing algorithm used in ad hoc networks. Unlike DSR 
(Dynamic Source Routing Algorithm) it does not use source routing, but like DSR 
it is on-demand. In AODV, each node maintains a routing table which is used to 
store destination and next hop IP addresses as well as destination sequence num- 
bers. Each entry in the routing table has a destination address, next hop, precursor 
nodes list, lifetime, and distance to destination. 

To initiate a route discovery process a node creates a route request (RREQ) 
packet. The packet contains the source node's IP address as well as the destina- 
tion's IP address. The RREQ contains a broadcast ID, which is incremented each 
time the source node initiates a RREQ. The broadcast ID and the IP address of the 
source node form a unique identifier for the RREQ. The source node then broad- 
casts the packet and waits for a reply. When an intermediate node receives a RREQ, 
it checks to see if it has seen it before using the source and broadcast ID'S of the 
packet. If it has seen the packet previously, it discards it. Otherwise it processes the 
RREQ packet. To process the packet the node sets up a reverse route entry for the 
source node in its route table which contains the ID of the neighbor through which 
it received the RREQ packet. In this way, the node knows how to forward a route 
reply packet (RREP) to the source if it receives one later. When a node receives the 
RREQ, it determines if indeed it is the indicated destination and, if not, if it has a 



route to respond to the RREQ. If either of those conditions is true, then it unicasts 
a route replay (RREP) message back to the source. If both conditions are false,i.e. 
if it does not have a route and it is not the indicated destination, it then broadcasts 
the packet to its neighbors. Ultimately, the destination node will always be able to 
respond to the RREQ message. When an intermediate node receives the RREP, it 
sets up a forward path entry to the destination in its routing table. This entry con- 
tains the IP address of the destination, the IP address of the neighbor from which 
the RREP arrived, and the hop count or distance to the destination. After process- 
ing the RREP packet, the node forwards it toward the source. The node can later 
update its routing information if it discovers a better route. This could be used for 
QoS routing support to choose between routes based on different criteria such as 
reliability and delay. To provide such support additional QoS attributes would need 
to be created, maintained, and stored for each route in the routing table to allow the 
selection of the appropriate route among multiple routes to the destination. 

2.3 TORA - The Temporally Ordered Routing Algorithm 

TORA [28] is the most well known LRR (Link Reversal Routing) algorithm [29] 
which provides a very adaptive type of routing. It is intended to be used in networks 
with rapidly changing topologies. It uses a strategy of de-coupling of far-reaching 
control message propagation from the dynamics of the network's topology. It is 
efficient to use TORA in networks where the rate of topology changes is not so 
fast as to make flooding the only form of transmitting messages and not so slow 
as to make the use of algorithms supporting shortest path calculations applicable. 
Therefore, the algorithm's applicability is a function of the network's size, rate of 
topological changes, and available bandwidth. TORA minimizes the network mes- 
sages in reaction to changes in topology, which are caused by link activation and 
failure. The algorithm localizes the reaction to these topological changes. TORA 
does not maintain information sufficient to support shortest path calculation, and 
maintains only state information sufficient to form a DAG (directed acyclic graph) 
routed at the destination. The destination is therefore the only node with no outgo- 
ing links (a sink). The maintenance of the DAG provides loop free communication 
to the destination. It also allows the existence of multiple paths to the destination. 
This provides good reliability, which is desirable in ad hoc networks, and possible 
QoS extension support, by selecting paths with particular characteristics and that 
can support pre-specified QoS constraints. 

TORA is source initiated and demand driven. Therefore, due to its nature, it 
forgoes optimal routing. It does not make sure to select the shortest possible path, 
even though it can be shown that due to the nature of RPY message propagation, 
shorter paths are more likely to form. However, it provides routing which is very 



adaptive and scalable with relatively small overhead bandwidth usage for control 
messages. In addition, lower delivery latency can be achieved. 

In contrast with other earlier LLR (Link Reversal Routing) algorithms, TORA's 
key feature is its reaction to link failures. This reaction is structured as a temporally 
ordered sequence of diffusing computations with each computation consisting of 
a sequence of directed link reversals. Each link reversal sequence effectively con- 
ducts a search for alternative routes to the destination. The search mechanism in 
TORA often involves only a single pass of the distributed algorithm because it si- 
multaneously modifies the routing tables during the outward phase of the search 
procedure itself. This is not the case in other approaches such as DSR and AODV 
which take three-pass procedures (i.e. route-errorlroute-requestlroute-reply) to dis- 
cover new routes when a node loses its last route [29]. The algorithm uses a "phys- 
ical or logical clock" to provide a temporal order of topological change events, 
which is used to structure the protocol's reaction to changes. More information on 
TORA is available in [29] and in [28]. 

2.4 DSDV - The Destination Sequenced Distance Vector Protocol 

DSDV [29] is one of the most well known table-driven routing algorithms for 
MANETs. It is a distance vector protocol. In distance vector protocols, every node 
i maintains for each destination x a set of distances { d i j ( x ) )  for each node j that 
is a neighbor of i. Node i treats neighbor Ic as a next hop for a packet destined to x 
if dik(x) equals minj{dij  (x)). The succession of next hops chosen in this manner 
leads to x along the shortest path. In order to keep the distance estimates up to 
date, each node monitors the cost of its outgoing links and periodically broadcasts 
to all of its neighbors its current estimate of the shortest distance to every other 
node in the network. The distance vector which is periodically broadcasted con- 
tains one entry for each node in the network which includes the distance from the 
advertising node to the destination. The distance vector algorithm described above 
is a classical Distributed Bellman-Ford (DBF) algorithm. 

DSDV is a distance vector algorithm which uses sequence numbers originated 
and updated by the destination, to avoid the looping problem caused by stale rout- 
ing information. In DSDV, each node maintains a routing table which is constantly 
and periodically updated (not on-demand) and advertised to each of the node's 
current neighbors. Each entry in the routing table has the last known destination 
sequence number. Each node periodically transmits updates, and it does so im- 
mediately when significant new information is available. The data broadcasted by 
each node will contain its new sequence number and the following information for 
each new route: the destination's address, the number of hops to reach the destina- 
tion and the sequence number of the information received regarding that destina- 



tion, as originally stamped by the destination. No assumptions about mobile hosts 
maintaining any sort of time synchronization or about the phase relationship of 
the update periods between the mobile nodes are made. Following the traditional 
distance-vector routing algorithms, these update packets contain information about 
which nodes are accessible from each node and the number of hops necessary to 
reach them. Routes with more recent sequence numbers are always the preferred 
basis for forwarding decisions. Of the paths with the same sequence number, those 
with the smallest metric (number of hops to the destination) will be used. The ad- 
dresses stored in the route tables will correspond to the layer at which the DSDV 
protocol is operated. Operation at layer 3 will use network layer addresses for the 
next hop and destination addresses, and operation at layer 2 will use layer-2 MAC 
addresses. 

2.5 Other Approaches 

In addition to the standard routing protocols discussed above, there exist other pro- 
tocols which use different approaches. The following are some of these protocols 
~ 9 1 .  
Location-Assisted Routing: This approach improves route discovery and mainte- 
nance with the use of localization information which is accomplished by keeping 
track of the position and velocity of the mobile node. Nodes not in that general 
direction can be excluded from the route discovery and maintenance process to 
reduce bandwidth consumption and control message communication overhead. 
Fisheye Routing: This is a form of routing which has nodes keeping track of more 
topology data for closer nodes. It is similar to the Zone Routing Protocol strategy, 
but with blurred boundaries between zones. This strategy can be very useful to 
increase the scalability of routing protocols. 
Cedar (Core Extraction Distributed Ad Hoc Routing): The strategy in this type 
of routing algorithm is to increase scalability by creating and maintaining a back- 
bone for communication of route requests to avoid broadcasting such information 
on a network-wide basis. The difficulty is in managing these backbone nodes, 
which can move relative to each other. Wu and Li in [36] provide a good algorithm 
for constructing a core which is a connected dominating set. Further research in 
this area is needed. 

3 QoS Routing Protocols: Models and Classification 

In this section, the different QoS models used in literature are presented. This is 
followed by a classification of the current QoS routing protocols according to the 



best effort routing protocol they extend as well as the model and environment they 
assume, and the communication layer within which they operate. 

3.1 QoS Models in MANETs 

Depending on the application involved, the QoS constraints could be available 
bandwidth, end-to-end delay, delay variation (jitter), probability of packet loss, 
and so on. This kind of demand puts more pressure on the network and the routing 
protocols which are used to support the communications. Establishing multi-hop 
routes between nodes is not sufficient in this case. The discovered routes can only 
be considered if they provide guarantees of the QoS parameters, such as band- 
width required by the application. Let m(u,  v )  be the performance metric for the 
link (u ,  v )  connecting node u to node v, and path (u ,  ul , uz, ... , ur,, v )  a sequence 
of links for the path from u to v. Three types of constraints on the path can be 
identified [6][33] : 

1. Additive constraints: A constraint is additive if 
m(u,  v )  = m(u,  u l )  + m(u1, u2) + ... + m(uk ,  v ) .  
For example, the end-to-end delay (u ,  v )  is an additive constraint because it 
consists of the summation of delays for each link along the path. 

2. Multiplicative contraint: A constraint is multiplicative if 
m(u,  v )  = m(u,  u l )  x m(u l ,  u2 )  x ... x m(uk ,  v) .  
The probability of a packet prob(u, v) ,  sent from a node u to reach a node v, 
is multiplicative, because it is the product of individual probabilities along 
the path. 

3. Concave constraint: A constraint is concave if 
m(u,  v )  = min{m(u, ul) ,m(ul,  ua),...,m(uk, v ) ) .  
The bandwidth bw(u, v )  requirement for a path between node u and v is 
concave. This is due to the fact that it consists of the minimum bandwidth 
between the links along the path. 

Wang and Hou [33] provide a list of twelve combinations with multiple con- 
straints. It has been proven in [35] that any multiple constraints with two or more 
type 1 and/or type 2 constraints are NP-complete; otherwise, they are tractable. Ap- 
proximation methods exist for QoS constraints that are NP-complete. Sequential 
filtering is a commonly used approach, where multiple paths between two nodes 
u and v that satisfy a single metric first (like bw) are found, then a subset of these 
paths is eliminated by optimizing over a second metric (like end-to-end delay), and 
SO on. 



In MANETs, node mobility often results in frequent topology changes, which 
presents a significant challenge when designing QoS routing protocols. High node 
mobility can make satisfying QoS requirements unreachable. Consequently, it is 
required that the network be combinatorically stable in order to achieve QoS sup- 
port [2]. This means that the changes in network topology must be slow enough 
within a particular time window to allow the topology updates to propagate suc- 
cessfully as required in the network. 

QoS support of MANETs requires availability of network state. However, due 
to mobility and constant topology changes, the cost of maintenance of the network 
state is expensive especially in large networks. In [4] the imprecise network state 
model is introduced. It provides a cost-effective method for providing QoS sup- 
port based on imprecise network information. The majority of QoS routing pro- 
tocols are reservation-based. Probe messages are sent through the network from 
the source to the destination in order to discover and reserve paths which satisfy a 
given QoS requirement. Due to the dynamic nature of the network, reserved QoS 
paths must be reaffirmed periodically by sending special control packets, called 
refreshers ,  along the path. Another approach, called soft  state, relies on peri- 
odic time out at each node for path maintenance. 

In addition, due to the difficulty of QoS support in the inherently dynamic 
environment of MANETs, some more "compromising principles" have been pre- 
sented; So f t  QoS and QoS adaptation. Soft QoS [9] indicates that there may 
be transient periods of time during which the QoS specifications are not honored. 
However, the QoS satisfaction is quantified by the total disruption time over the 
total connection time. This ratio must be above a specified threshold in order to 
fulfill the QoS requirements. In the fixed - level QoS approach, the reservation is 
defined in an n-dimensional space where the coordinates define the characteristics 
of the service [27]. On the other hand, QoS adaptation introduces the concept of 
dynamic QoS, where a range of QoS values, rather than a single point, is allowed 
to be specified by the application. This must be done through appropriate, flexible, 
and simple user interface which effectively maps the perceptual parameters into 
QoS constraints. The use of dynamic QoS provides more flexibility to the system 
and gives the network the ability to adjust the allocation according to the current 
availability of the required resources. The higher networking layers can then adapt 
to these changes. This adaptation can be achieved in different ways at the different 
layers of the architecture. The physical layer, for example, can adjust the transmis- 
sion power to react to more frequent bit errors. The link layer can incorporate more 
error control (detection and correction) codes as well as automatic repeat requests 
(ARQ) in reaction to changes in link error rates. 

At the other end of the OSI stack, namely the application layer (multimedia 
video conferencing for example), different compression techniques with varying 



compression ratios can be employed to adapt the application to the changes in 
bandwidth, delay, and error rates without drastically compromising the perceived 
audio and video quality. As more resources become available, the quality of the 
presentation can then be adjusted to take advantage of the added resources. In ad- 
dition to compression algorithms, other techniques are being investigated at this 
level including layered encoding, rate shaping, adaptive error control, and band- 
width smoothing. 

It is important at this point to state that the QoS model defines the general 
approach, goals, and framework for providing QoS support in a network. It does 
not specify a particular protocol, design, or implementation details. Providing QoS 
support is done at each of the layers of the OSI model starting from the application 
layer and ending with the physical layer. Various protocols and specifications such 
as QoS user interface, routing, signalling, resource reservation, and error checking, 
measuring, and correcting must work and coordinate together in a collaborative and 
complementary fashion in order to satisfy the QoS requirements of the underlying 
applications. In this chapter, we focus on QoS routing, which is one of the most 
critical components in providing QoS support in MANETs. 

3.2 QoS Routing Protocols 

In order to support applications with quality of service requirements, such as mul- 
timedia, different QoS routing protocols have been developed. Of the quality of 
service parameters that are required by these applications that were mentioned ear- 
lier, minimum bandwidth is the most common. To support such requirement, the 
application layer of the source node sends a request to the lower layers (in the OSI 
model) with a specific destination and an amount of bandwidth which is required 
in order to satisfy the communication needs of that particular session. Depend- 
ing on the communication requirements used, this desired amount of bandwidth is 
represented in different ways. In the synchronous Time Division Multiple Access 
(TDMA) environment, which is described later in this chapter, the bandwidth is 
represented by the number of slots needed to be reserved in the TDMA frame. In 
order for the route to satisfy this requirement, each of its links must reserve that 
number of slots for this particular session. When the session is ended, the reserved 
slots are freed and allowed to be reserved for other sessions. On the other hand, 
in the asynchronous environment, the slot size is variable and the amount of band- 
width reserved on particular links of the path is represented by a duration and a 
start time within the super frame [19][21][26][32]. The location of the slots within 
the frames of the different links of a path have direct affect over the total end-to-end 
transmission delay of data for a particular source-destination pair during a session. 
Different algorithms which have been proposed which choose the start times and 



durations of the slots according to different policies. The policies can be minimize 
end-to-end delay, maximize the probability of success in applying the reservation 
algorithm, or compromise between the two objectives. 

QoS routing protocols for MANETs can be classified into different categories 
depending on the best effort routing algorithm which they extend or most closely 
resemble (DSR, AODV, DSDV, TORA, etc.) Though most of the the QoS routing 
protocols are designed to operate within the network layer, some of the implemen- 
tations go below the network layer into the MAC layer. In the following sections, 
different QoS routing protocols are presented. 

4 Sample QoS Routing Protocols 

The following samples of QoS routing protocols are presented grouped according 
to which best effort routing protocol they extend or to which they are most closely 
related. As each of the protocols is discussed, the following characteristics will 
be identified: (1) the network layer within which it resides. (2) The QoS model 
it assumes (TDMA, CDMA-over-TDMA, etc.) (3) The networking environment 
within which it is designed to operate (synchronous or asynchronous). 

4.1 Extensions of DSR 

Many of the QoS routing algorithms represent extensions of DSR, which is a pop- 
ular on-demand protocol for MANETs. Since this category has a larger share of 
QoS protocols than its counterparts, both it and its associated protocols are pre- 
sented with more detail than the others. Some of these protocols are shown in table 
1 and are discussed below. 

The QoS routing algorithm in [17] by Liao et al. is an extension of the DSR pro- 
tocol. It is on-demand and can operate in a single channellcode or multiple chan- 
nellcode environment. In the single channel case, 1-hop neighbor nodes (nodes that 
are within range of each other) transmit and receive on the same channel frequency 
in frequency division multiplexing (FDM) networks, or code in the code division 
multiplexing (CDM) networks. The implementation of the protocol in [17], as- 
sumes a TDMA synchronous networking environment (single channel mode). In 
this network, communication between nodes is done using a synchronous TDMA 
frame. The TDMA frame is composed of a control phase and a data phase 

[24]. Figure 3 shows the TDMA frame structure for a TDMA network (or a 
TDMA cluster) of N nodes. Each node in the network has a designated control 
time slot (control slots 1 through N in this example), which it uses to transmit its 
control information, but, the nodes in the network must compete for use of the data 



Figure 1: The hidden terminal problem creating a collision at node A. 

time slots (data slots 1 through M in this example) in the data phase of the frame. 
As mentioned earlier, the TDMA environment is a single channel model. This 

model is generally practical and less expensive because only a relatively simple 
transmission mechanism and antenna design is needed. However, this model im- 
poses on the designer the constraint of the hidden terminal and exposed terminal 
problems. The routing protocol must account for these problems and have appro- 
priate mechanisms to avoid hidden terminal interference on one hand, and maxi- 
mize channel re-use by taking advantage of the exposed terminal transmissions on 
the other hand. Consider the example in figure 1. A hidden terminal problem 
in a wireless environment is created when two nodes which are out of range of 
each other, B and C for example, transmit to a third node A, which can hear them 
both. This creates a collision of the two transmissions at the "middle node" A. An 
exposed terminal is illustrated in figure 2. It is created when a node A, is within 
range of and between two other nodes B and C, which are out of range of each 
other. When A wants to transmit to one of them, node B for example, the other 
node, C in this case, is still able to transmit to a fourth node, D which is in C's 
range (but out of the range of node A). Here A is an exposed terminal to C but can 
still transmit to B. 

Liao and Tseng [17] specify three rules which must be satisfied for proper 
slot allocation at a particular node. These rules are in place in order to prevent 
transmission collisions that are due to the nature of the wireless medium, and to 
avoid the hidden terminal problem. They state that a time slot t is considered free 
to be allocated to send data from a node x to a node y if the following conditions 
are true: 

1. Slot t is not scheduled for receiving or transmitting in neither node x nor y. 



Figure 2: An exposed terminal is created at node A. Node A is exposed to node 
C's transmission to node D, but can still transmit to node B. 

TDMA Frame 
< * 
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Figure 3: The structure of a TDMA frame for a network of N nodes and M data 
slots per frame. Each node has a fixed control slot. Nodes compete over the use of 
data slots. 



2. Slot t is not scheduled for receiving in any node z that is a 1-hop neighbor 
of x. 

3. Slot t is not scheduled for sending in any node z that is a I-hop neighbor of 
Y. 

Race condition due to multiple reservations at intermediate nodes. The proto- 
col in [17], like many of the other QoS routing protocols [10][11][18][17], do not 
account for the race conditions which can become more significant with increased 
node mobility, network density and higher traffic loads. These race conditions can 
arise when multiple path reservations are being processed at intermediate nodes at 
the same time. A solution for such race conditions is presented in 1141. The follow- 
ing is a brief description of the race conditions and the solution provided. Consider 
the example shown in Figure 4. Here, two QoS path reservations are taking place 
simultaneously. A path is being reserved from node A to C (source node A sends 
the QoS request message QREQl to propagate to destination node C) and another 
is sent from node D to E (source node D sends the QoS request message QREQ2 
to propagate to destination node E ). The two requests pass through a common in- 
termediate node B. When node B receives QREQl (with say b slots required) from 
node A to node C, it allocates b slots and forwards the request. Let slot t be among 
these allocated slots. Before B receives the reply message, QREPI, which would 
confirm the QoS path reservation from node C to A and reserve the allocated slots, 
it is possible the another request, QREQ2, can arrive at node B. QREQ2 from node 
D requests to reserve a path from node D to node E passing through node B. In 
the algorithm in [17], node B would potentially go ahead and allocate one or more 
of the same slots, including slot t in this example, for the request, QREQ2, for 
the path from D to E. This constitutes a double allocation of the same slots to two 
different QoS paths. When the reply message, QREPI, arrives at B to confirm the 
QoS path reservation from C to A, node B will go ahead and confirm these slots, 
including slot t, and mark them as reserved in its ST and RT tables. Later, when 
the other reply message, QREP2, arrives at node B to confirm the QoS path from 
D to E, node B will potentially again reserve the same slots, including slot t in this 
example, for the second QoS path. Therefore, due to this race condition, the same 
slot t was reserved for two different QoS paths. This would create a conflict when 
the source nodes start using these reserved QoS paths to send data. 

The conflict arises when the packets are transmitted from A to C and D to E 
simultaneously, and two data packets from two different paths arrive at node B. In 
this case, node B must decide which data packet it will actually send. The other 
data packet will be dropped. In this case, node B can, if the protocol requires, 
inform the other source of this error condition, or the source would simply time 



out the request. The corresponding source must then start the process of trying to 
reserve a new QoS path all over again. This leads to a decline in the throughput. In 
[14] an algorithm is proposed to fix this problem which is called the "race condition 
due to multiple reservations at an intermediate node". 

Parallel race condition. The paper in [14] presents another possibility of a race 
condition which is due to a parallel reservation problem. An example of this 
race condition is shown in Figure 5. In this case, we have two parallel paths, ABCD 
and EFGH, being reserved. Two or more of the intermediate nodes belonging to the 
two parallel paths are 1-hop neighbors. In this case, node B, which belongs to the 
first path, and node F, which belongs to the other path are 1-hop neighbors. This is 
indicated in the figure using the dashed lines. The same relationship exists between 
nodes C and G. When QREQl is propagating from node A to D, the slots are allo- 
cated at the intermediate nodes. However, if the slot allocation information is not 
maintained by the nodes, say node B here, but only placed in the QREQl message, 
then no memory of this allocation is kept by the node, as is the case in [17]. This 
can cause another type of race condition, which we call the parallel reservation 
problem. This problem arises if, before QREQl propagates and is confirmed, the 
same process occurs with QREQ2 and node F allocates slots for the other QoS path 
and does not take into consideration the allocation of slots for QREQl at node B. 

If both QREQ messages are successful in reserving their corresponding paths, a 
potential problem exists because the slot allocations at nodes B and F can be violat- 
ing the slot allocation conditions mentioned earlier in this chapter. Nodes B and F 
each did the allocation based on information which did not consider the other 1-hop 
neighbor node's slot allocation for the corresponding parallel path being reserved. 
Again, if the two parallel paths are reserved successfully and data transmission is 
started along these paths, collisions will occur at the 1-hop neighbors belonging to 
the different parallel paths. In this example, nodes B and F would experience this 
collision in their transmissions. A similar situation can occur between any 1-hop 
neighbors belonging to the two parallel paths, for example, between nodes C and 
G of the same figure. 

It is important to note that this parallel reservation problem can occur in any 
situation where the two paths have 1-hop neighbors, with each belonging to the 
other path. This would also be the case in the example presented in Figure 6, 
where nodes B and E are 1-hop neighbors who belong to two different QoS paths. 
In [14], an algorithm which fixes this parallel reservation problem is proposed. 

A more detailed example of the multiple QoS path reservation competition is 
shown in Figure 7. Node A wants to request a QoS path to node C with b = 3 
(i.e. the required bandwidth is 3 slots). Node A sends a QoS request, QREQl, to 
reserve the path. The QREQ message travels through the nodes on its way to C 



Figure 4: Multiple QoS path reservation competition. Two different QoS paths 
A..B..C and D..B..E are being reserved simultaneously, and they both pass through 
node B. 

Figure 5: Parallel reservation problem. Nodes B and F (similarly, nodes C and 
G) are I-hop neighbors which belong to two different QoS paths ,A..B..C..D and 
E..F..G..F, that are being reserved simultaneously. 



Figure 6: Parallel reservation problem. Nodes B and E are 1-hop neighbors which 
belong to two different QoS paths, A..B..C and D..E..F, that are being reserved 
simultaneously. 

and arrives at node B. We see that node B has nodes F and G as 1-hop neighbors, 
and node G has node B and H as 1-hop neighbors. Node B will now try to allocate 
slots for this arriving QREQl message to send to each of its 1-hop neighbors, if 
there are b slots available to send from itself to this neighbor. It will calculate the 
number of slots available to each of those neighbors and will place those neighbors 
along with the allocated slots in the next hop list (NH). Node B will then include 
the next hop list (NH) in the QREQl message before it broadcasts (forwards) it. 

Let's consider the process of calculating the number of slots available to send 
from node B to its 1-hop neighbor, node G. Node B has slot allocation information 
for itself and for all of its 1-hop and 2-hop neighbors including node G. Node B 
realizes that it cannot allocate slots 2 and 5, because they are scheduled by node 
B itself, to send and receive (slot selection rule 1). It also realizes that it cannot 
allocate slots 3 and 4, because they are scheduled to send and receive in node G 
(slot allocation rule 1). It cannot use slot 1 because it is scheduled to receive in 
one of its 1-hop neighbors, node F (slot allocation rule 2). Note that this is due 
to the hidden terminal problem; if node B sends to G using slot 1, this will cause 
a collision at node F which is using slot 1 to receive as well. Furthermore, node 
B cannot use slot 6, because it is scheduled to send in node H, which is a 1-hop 
neighbor of the node it intends to send to, node G (slot allocation rule 3). Note that 
this is another example of the hidden terminal problem, because if node B sends 
to node G using slot 6, it will cause a collision at node G. However, node B can 
use slot 7 to send to node G even though it is scheduled to send in node F. This is 



the exposed terminal problem. In fact, it would be more desirable for node B to 
allocate this slot to send to node G; this would increase channel reuse, a desired 
goal in wireless communications. Therefore, this leaves slots 7 through 12 which 
are free to send from node B to node G in this example. 

After the calculation above, node B allocates slots 7,8, and 9 to send from itself 
to G. It includes G in its next hop list NH along with the list of the slots 7, 8, and 
9. It then broadcasts the QREQl message. In [17], node B does not keep track of 
this allocation which is only remembered in the forwarded QREQl message. So, 
until node B receives the corresponding QREPl message which will be propagated 
from the destination C, slots 7,8, and 9 in node B will remain free. They will only 
change status from f r e e  to reserved when and if the corresponding QREPl mes- 
sage arrives from node C on its way to node A to confirm the QoS path A..FBG..C 
slot reservations. This poses no problem so long as no other requests arrive at node 
B during the period between forwarding QREQl and receiving the reply message 
QREPl. However, consider a situation where another request, QREQ2, arrives at 
node B from a source node D trying to reserve a QoS path from itself to node E 
with b=3 (i.e. the required bandwidth is 3 slots). Node B in this case will look 
at its slot status tables and will see no allocation for slots 7 through 12. It will 
then proceed to allocate some of these slots for this newly requested path. If the 
corresponding slot allocation procedure allocates slots 7, 8 and 9 for this new path 
and includes them in the next hop list, NH, then Node B will broadcast (forward) 
QREQ2 to node I which is on the path to node E. When QREPl arrives at node 
B, it will change the status of slots 7, 8 and 9 to reserved. Afterwards, QREP2 
will arrive at node B from node E on its way to node D. Node B will then have 
the problem of double allocation of slots 7, 8 and 9. In [17] the slots are reserved 
again (double reservation) for the second path. This will lead to a conflict at node 
B when data transmission using the two different paths starts. This is a multiple 
reservation problem due to a race condition at node B. 

A similar example can be shown for the parallel reservation problem. This was 
described in Figure 6 where node B would select the slots to forward QREQl by 
considering only the status of the slots in node E prior to the allocation done by 
node E for the slots for QREQ2. When QREPl returns to node B and QREP2 
returns to node E, they both reserve the allocated slots. These slot selections can 
be in violation of the slot allocation rules and result in collisions when data transfer 
using the two different QoS paths begin. 

In [14] a protocol is proposed to solve the race conditions described earlier and 
enhance network performance, especially in situations of increased node mobility, 
increased node density and higher traffic loads. The protocol uses a more conserva- 
tive strategy. This strategy is implemented using the following features: (1) Three 
states for each slot: reserved, allocated, free. The three states are defined in the 



Figure 7: Multiple QoS path reservation competition. Two different QoS paths 
A..FBG..C and D..BI..E are being reserved simultaneously and they both pass 
through node B. The figure shows the slot reservation status before allocation to 
send from node B to G for QoS path requested by QREQ1. R: scheduled to re- 
ceive. S: scheduled to send. empty: not scheduled to receive or send. 

following manner: Free: not yet allocated or reserved. Allocated: in process of 
being reserved, but not yet confirmed. This means that the slot is allocated by a 
QREQ message but the corresponding QREP message has not yet arrived to con- 
firm the reservation. Reserved: reservation is confirmed and the slot can be used 
for data transmission. (2) Discrimination between allocated (not yet reserved) and 
free slot status to alleviate the racing condition. (3) Wait-before-reject at an inter- 
mediate node with three conditions to alleviate the multiple reservation at inter- 
mediate node problem. (conditon 1: all required slots are available, condition 2: 
not-now-but-wait, and condition 3: immediate drop or reject of QREQ). (4) TTL 
timer for allocated and reserved slots. (5) TTL timers for maximum total QREQ 
propagation delay allowed, and for maximum total QREQIQREP delay allowed 
(i.e. maximum QoS path acquisition time). More discussions and details about the 
proposed protocol is presented in [14] 

In [18], Liao et al. present a multi-path QoS routing protocol which is also 
an extension of DSR. The protocol is designed to work in a CDMA-over-TDMA 
environment, but can be easily extended to other types of networks. The protocol 
enables a source node to search for a multi-path QoS route to a particular destina- 
tion satisfying certain bandwidth requirements. A number of tickets are distributed 
from the source. The tickets can be further partitioned in to sub-tickets to search for 
a satisfactory multi-path. This protocol provides a higher success rate for finding 



a QoS path satisfying the required bandwidth requirements when the bandwidth is 
very limited. If a link along the path does not have the entire required bandwidth, 
the path does not immediately fail to be reserved; the protocol still searches for 
the possibility that a multi-link path exists from that node to intermediate nodes 
or to the destination whose aggregate bandwidth is equal to the required one. This 
increases the success rate of reserving the required path between the source and the 
destination especially in situations where the bandwidth is scarce and the network 
traffic is high. The number of tickets issued by the source can affect the perfor- 
mance and can be empirically adjusted. When the network bandwidth is sufficient, 
this protocol provides a performance similar to protocols which find a uni-path 
between the source and the destination. 

In [37], Zhu et al. present a Five-Phase Reservation Protocol (FPRP) for QoS 
support in synchronous TDMA-based MANETs. FPRP perfoms the tasks of chan- 
nel access and node broadcast scheduling simultaneously. It uses a contention- 
based mechanism for nodes to reserve TDMA slots. The protocol takes into con- 
sideration the hidden terminal interference in the reservation process. Reservation 
is made through a localized conversation between nodes in a Zhop neighborhood. 
Due to its fully-distributed nature, it is scalable. 

4.2 Extensions of AODV 

The protocol presented in [lo] and in [ l l ]  by Gerasimov et al., which is named 
QoS-AODV, is an extension of the well known AODV protocol. It is on-demand 
and designed to work in a TDMA network. This protocol combines information 
from both the network and data link layer. Unlike other protocols which make 
path bandwidth calculations only after paths to the destination have been discov- 
ered [5] [I 01 [13] [ D l  [24], QoS-AODV incorporates path finding with the band- 
width reservation mechanism. QoS-AODV is fully aware of the bandwidth re- 
source availability by coupling together routing and MAC TDMA layers. As de- 
scribed earlier, the nodes compete for the slots contained in the data phase of the 
TDMA frame. In order for the source node to send data to a destination node, 
it must establish a virtual circuit (VC) connection with that destination. The VC 
establishment process includes route discovery, path bandwidth calculation and 
bandwidth reservation (data-phase-slot reservation) components. Each node keeps 
a schedule which contains information about both its own and its neighbor's time 
slots that are used for sending and receiving. A schedule is defined as a sequence 
of 1's and 0's where a number is the order of the corresponding slot in the data 
phase of the TDMA frame. The paper in [lo] includes the algorithm used by each 
node to determine which slots are available to send to and receive from its neigh- 
bor, and to calculate link bandwidth scheduling from itself to each of its neighbors. 



The link bandwidth information is used in the calculation of the path bandwidth 
schedules to source and destination nodes. Modified AODV HELLO messages are 
used which include slot scheduling information. The HELLO messages are sent 
either periodically or when link bandwidth information is changed. 

In QoS-AODV, path discovery is done in the following manner. A source node 
that wants to send data to a particular destination determines if it has enough link 
bandwidth available to any of its neighbors. If it does not, it then denies the request 
initiated by its application layer. Otherwise, it creates a routing table entry for the 
requested application call ID and the destination address. Note that, in QoS-AODV, 
there is an entry in the routing table for each application call ID/source/destination 
triple instead of one per source/destination tuple as in the original AODV. The 
source node then sends the reservation request message, RREQ, which contains 
call ID and number of slots required for reservation, in addition to the standard 
AODV information. 

When an intermediate node receives a RREQ message, it checks whether it 
already has an entry in its routing table corresponding to the received application 
call ID. The node then calculates the path bandwidth schedules using algorithms 
similar to ones presented in [24]. If the calculated path bandwidth to the source 
is insufficient, then the node does not forward the RREQ message. Otherwise, 
the intermediate node augments the RREQ message with path and link bandwidth 
parameters and broadcasts it further. The link bandwidth between two nodes is 
calculated as the intersection of their free slot schedules. The send link bandwidth 
(say of a link AB at a node A) is defined as the intersection of the free send slot 
schedule of the sender node (A) and the free receive slot schedule of the receiver 
node (B). The receive link bandwidth (say of a link AB at a node A) is defined as the 
intersection of the free receive slot schedule of the receiver node (A) and the free 
send slot schedule of the sender node (B). In addition to information corresponding 
to the original AODV protocol, the route table entry contains the addresses of three 
nodes along the path to the source, and link and path bandwidth schedules between 
those nodes. This information is needed in order to allocate slots that do not cause 
interference according to the slot allocation rules discussed before including the 
hidden terminal problem considerations. 

An example of QoS-AODV route discovery is shown in Figure 8. A source 
node A needs to create a new VC to send data to a destination node E. Node A 
broadcasts an RREQ message which contains the call ID and the number of slots 
required for the QoS path. Upon receiving the RREQ message, node B, knowing 
that node A is one of its neighbors, determines that the available path bandwidth 
from A to B is equal to the receive link bandwidth from A to B. Path bandwidth 
AB is calculated as a portion of the receive link bandwidth AB. Node B then aug- 
ments the RREQ message with the calculated link bandwidth AB and the address 



Figure 8: QoS-AODV - Propagation of RREQ message from source node A to des- 
tination node E. The RREQ message is forwarded only if the required bandwidth 
is available at each link. At each intermediate node, it is augmented with QoS 
bandwidth information 

of A and rebroadcasts the RREQ message to all of its neighbors. When node C 
receives the propagated RREQ message from B, it knows that A is B's neighbor. 
Therefore it calculates the available path bandwidth using the AB and BC receive 
link bandwidth to avoid any interference conflicts including the hidden terminal 
problem. If the path bandwidths AB and BC contain the required number of slots, 
then C augments the RREQ message with the address of A and B, the receive link 
bandwidth BC, and the path bandwidth AB before it rebroadcasts it. Node D then 
receives the RREQ message; it calculates the path bandwidth to A using the link 
bandwidths AB, BC, and CD. If the calculated path bandwidth is sufficient, then 
D rebroadcasts the RREQ message after adding the address of C and B along with 
the receive link bandwidth CD and path bandwidth BC. When the destination node 
E receives the message, it uses the same algorithms to determine the path band- 
width scheduling CD and DE. Once the destination node E determines that there is 
enough bandwidth to the source node, it starts the reservation process by creating 
a reservation instance. The reservation parameters stored at each node along the 
VC for that VC ID include: (1) source and destination ID'S, (2) application call 
ID, (3) next hop, previous hop and next hop bandwidth scheduling, and (4) reser- 
vation status. The destination node (E in this example) reserves MAC receive slots 
corresponding to previous hop bandwidth scheduling and composes a reservation 
message, RSV, which is a new message added to the AODV protocol. The R S V  
message is propagated back to the source, A in this example, by the intermediate 
nodes (B, C, and D in this example) which reserve corresponding MAC receive 
and send slots. When the source node receives the R S V  message, it informs its 



application layer of the establishment of a VC connection to the destination. The 
algorithm also defines an unreserved message, URSV which can be used to re- 
lease slot resources if multiple reservations at a particular node are done due to 
race conditions caused by node mobility. 

In [38], Zhu et al. present an AODV-based QoS routing protocol. It is designed 
to function in the network layer. The protocol establishes QoS routes with reserved 
bandwidth on a per flow basis in a TDMA network. It incorporates an algorithm 
for calculating end-to-end bandwidth on a path. This algorithm is included in the 
path discovery mechanism of AODV to establish QoS routes. The protocol in [38] 
protects active routes with soft-state, i.e., a timer is associated with an active route 
at a node and is refreshed every time the route is used. If the route is not used 
within a certain amount of time and the timer expires, the corresponding entry in 
the routing table is deleted. The protocol defines the five possible states of a QoS 
route, which indicate whether the route exists, and if so, if it is processed but not 
established, set up and used to forward packets, broken at upstream of the node 
and is being repaired, or broken at downstream of the node and is being repaired. 
Transitions among these states is done by either receiving or transmitting a packet, 
or expiration of the timer associated with the state. The paper defines eleven con- 
ditions and operations associated with transitions among these states. The QoS 
routing protocol builds different QoS routes for individual flows even between the 
same source and destination. The protocol is also capable of restoring a route when 
it breaks due to some topological change, which allows it to cope more robustly 
with some degree of node mobility. The simulation in the paper shows that the 
protocol produces higher throughput and lower delay than the best-effort AODV 
protocol. It performs best in smaller networks with low node mobility. 

4.3 Extensions of TORA 

The protocol in [lo] by Gerasimov et al., named QoS-TORA, is based on the link 
reversal best effort protocol TORA. It is designed to work in a TDMA network 
where the bandwidth of a link is measured in terms of slot reservations in the data 
phase of the TDMA frame. This protocol makes use of information in the network 
and MAC layers. 

QoS-TORA operates in the following manner which is illustrated in Figure 9. 
When a source desires to communicate with a particular destination node, it checks 
whether it has a best-effort path to that destination. If there is no path, it tries to es- 
tablish one by sending the original TORA QRY packet as indicated in [28]. When 
there is at least one best-effort path to the destination, the source node sends a 
QoS specific BQRY message, which contains the number of slots needed by the 
application along with the application ID. This BQRY message is propagated to 



the destination along the best-effort path. When the BQRY message reaches the 
destination, it checks whether it has enough slots available to receive. If it does, 
it then broadcasts a QoS-TORA specific UBW message, which contains the appli- 
cation ID, number of slots required and the source ID. Upon receiving the UBW 
message, each intermediate node checks whether it has already received a UBW 
message with the same application ID from the same neighbor and whether there 
is an existing path to that destination node with the required bandwidth. If the 
node does not have a QoS path available or the new path contains a smaller num- 
ber of hops, the new path bandwidth is saved, which corresponds to the path that 
is going through the neighbor from which the UBW message was received. The 
intermediate node calculates the path bandwidth based on the information for three 
nodes along the path to the destination. This information is necessary to make 
sure that the slot allocation is done according the the rules stated earlier which pro- 
vide interference-free operation. The source node waits for the reception of several 
UBW messages from its neighbors before it starts the reservation process. This 
allows the source node to choose which neighbor it wants to use for the establish- 
ment of the QoS path. This is in contrast to AODV-based QoS protocols which 
have single table entries for each destination. This gives QoS-TORA more flexibil- 
ity to respond to link breakage due to node mobility. The simulation experiments 
presented in [lo] show considerable improvements in the probability of being able 
to find an end-to-end QoS path. Simulation also shows that QoS-TORA provides 
higher throughput under higher mobility circumstances. This is due to the fact that 
when a VC breaks, unlike the case in AODV-based QoS protocols, the source node 
might have another neighbor to start reservations, so the path discovery procedure 
can be skipped. 

In [7] Dharmaraju et al. present another TORA-based QoS routing protocol for 
MANETs called INORA (INSIGNIA [1][15][16] + TORA). INORA is a network 
layer QoS support mechanism that makes use of the INSIGNIA in-band signalling 
mechanism and the TORA routing protocol for MANETs. In INORA, QoS sig- 
nalling is used to reserve and release resources, and set up, tear down and renego- 
tiate flows in the network. These reservations can be either hard state or soft state. 
The latter is more desirable in MANETs due to their dynamic nature. The INORA 
protocol operates the signalling mechanism independently from the TORA routing 
protocol. This provides decoupling of the two mechanisms and there is no inter- 
action between. TORA provides the route between the source and the destination 
of a flow. Then the signalling mechanism (INSIGNIA) establishes resources for 
the route provided by TORA. INORA tries to find paths in the network that can 
satisfy the desired QoS requirements. In INORA, INSIGNIA asks TORA for al- 
ternative routes when the current route is not able to meet the QoS requirements. 
The INORA scheme provides load-balancing in the network which aids in the per- 
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Figure 9: The DAG in the QoS-TORA protocol. The figure shows the propagation 
of the BQRY message from the source node, S, to the destination. The destination 
node, D, responds with the UBW message which contains the application ID, No. 
of slots, and source node ID. 

formance of non-QoS flows. Future work will try to alleviate congestion in the 
wireless network by establishing QoS flows which avoid congested neighborhoods. 
The decoupling between the signalling and routing protocols allows for more flex- 
ibility in the design to incorporate load-balancing, congestion control, class-based 
admission control, and so on. This added flexibility comes at the price of more 
overhead when compared with other TORA-based QoS routing protocols which 
do not have the decoupling mechanism stated above. 

In [12], Gupta et al. propose a framework for providing quality of service guar- 
antees given limits on the rate of change in the topology. The protocol specifies 
changes which need to be incorporated in buffer requirements and play out times. 
The QoS support mechanisms reside in the network layer and constitute an exten- 
sion of the INSIGNIA protocol mentioned earlier. The protocol also uses a soft 
state model (flows time out according to a soft state timer if not used to transmit 
data before timer expiration) which allows it to withstand link failures and route 
changes. The protocol relies on local action taken by a node detecting link failure 
to repair the path locally instead of generating an error message back to the source. 
The node is expected to buffer the received packets in the meantime before the path 
is repaired. The underlying protocol is assumed to be able to provide link failure 
information to the network layer. The IEEE 802.11 link layer protocol supports 
this operation. Route repair is done using a Route Repair Request (RRReq) packet 
which is sent to a limited area specified by a TTL (Time to Live in number of hops) 



field. Other nodes send a Route Repair Reply (RRRep) packet listing a path. The 
best path is used. The route restoration process and its ability to repair is limited 
by the rate of change of the topology. Otherwise, quality of service guarantees 
would not be possible and in such circumstances the application must be adaptive 
and able to live with the best-effort service. 

4.4 Extensions of DSDV 

In [26], Manoj et al. propose a MAC layer protocol named Real-time MAC (RT- 
MAC) for MANETs, which provides a bandwidth reservation mechanism. The 
protocol is designed to work in an asynchronous environment. The protocol relies 
on the flexibility of placement of reservation slots (of variable start and finish times) 
in the super-frame. The protocol makes use of holes (short free slots in the super- 
frame which otherwise cannot be utilized). The authors provide simulation which 
compares the protocol performance with the MACAIPR protocol, proposed by Lin 
and Gerla [22], and show that RTMAC outperforms MACAIPR in call blocking 
ratio, average end-to-end delay, packet delivery ratio, and provides less effect of 
the presence of best-effort traffic on real time traffic. RTMAC is an extension of 
DSDV [30]. It is responsible for finding an end-to-end path that satisfies the QoS 
bandwidth requirements. Bandwidth reservation for Constant Bit Rate (CBR) traf- 
fic is provided by dividing the transmission time into successive super-frames. This 
scheme can also be extended to support Variable Bit Rate (VBR) traffic as well. 

The main concept in this approach is the flexibility of slot placement in the 
super-frame. Each super-frame consists of a sequence of reservation-slots (resv- 
slot). The time duration of a resv-slot is twice the maximum propagation delay. 
Each session between source and destination nodes requires the reservation of a 
block of consecutive resv-slots. A node must first reserve a set of resv-slots and 
a guard band to cushion the propagation delay (henceforth it is referred to as a 
connection-slot) on a super-frame and uses the same connection-slot to transmit 
in successive super-frames. A reservation table must be maintained by each node. 
The table contains information such as sender, receiver, and starting and ending 
time of the reservations that are active within its transmission range. This scheme 
is different from that of the TDMA environment because it requires no time syn- 
chronization (no need to maintain a global clock with the associated communica- 
tion overhead) and uses a relative time for all reservation purposes [26]. Each node 
transmits its reservation table along with the route update packet of DSDV. The pro- 
tocol includes the capability of a node to designate a specific connection-slot to be 
reserved for a particular connection, which gives the routing protocol the flexibility 
to position the connection slot. The protocol applies different schemes to reserve 
connection-slot (conn-slot). Different schemes can be used to allocate connection- 
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Figure 10: The MACAPR protocol: RTS-CTS-PKT-ACK ... PKT-ACK sequence. 
A CYCLE is the maximum interval allowed between two real-time packets. 

slots such as first fit (reserve slot in the immediate freely available connection- 
slot), best fit (place connection-slots at a place that succeeds the connection-slot on 
which the node receives the real-time packets) and fair fit (reserve connection-slots 
in a way which creates free slots that can be used for best-effort traffic). A source 
node desiring to transmit data to a certain destination node checks the reservation 
information of its neighbors, finds free slots that can be reserved, and initiates the 
reservation process for those free slots. 

In [19], Lin introduces the MACAPR (Multiple Access Collision Avoidance 
with Piggy-back Reservation) protocol. It is an asynchronous network based on the 
collision avoidance MAC scheme used in the IEEE 802.11 standard. MACAPR 
avoids collisions due to the hidden terminal problem by establishing an RTS-CTS 
(request to send - clear to send) dialogue, which can be used as a building block 
to eliminate hidden terminal interference. The key components of the MACAPR 
architecture are: a MAC protocol for transmission of data packets, the reservation 
protocol for setting up real-time connections, and the QoS routing algorithm which 
is an extension of the best-effort table-driven DSDV protocol. Figure 10 shows the 
MACAPR protocol's RTS-CTS-PKT-ACK.. .PKT-ACK sequence. A CYCLE is 
defined to be the maximum interval allowed between two real-time packets. The 
sender schedules its next transmission after a time CYCLE following the current 
data packet. The intended receiver enters the reservation in its reservation table and 
confirms it in the ACK returned to the sender. 

The protocol has two features: 'flexible' reservations within a CYCLE (as op- 
posed to slotted reservation of TDMA schemes), which is defined below, and QoS 
loop-free routing. The first data packet in the multimedia stream makes the reserva- 
tions along the path. Once the first data packet is accepted on a link, a transmission 
window is reserved on that link at appropriate time intervals for all the subsequent 
packets in the connection. The window is released if it is idle for a specified num- 
ber of cycles. The RTS-CTS exchange is used in the first packet transmission to 
set up the reservation. The subsequent data packets do not require the RTS-CTS 
exchange and are done using only packet transmission followed by corresponding 
acknowledgements. 



The QoS routing protocol must first find a path which satisfies the QoS re- 
source requirements desired by the application. The resource setup protocol starts 
hop-by-hop negotiation and setup along the path. Each node periodically broad- 
casts to its neighbors the {bandwidth, hop distance} pairs for the preferred paths 
(one per bandwidth value) to each destination. The number of preferred paths is 
the maximum number of slots (or packets) in a cycle. In the implementation in 
[19] each node keeps track of the bandwidth on the shortest path, and the max- 
imum bandwidth (over all possible paths). A node drops real time packets with 
bandwidth requests which it cannot satisfy by the currently available path to the 
destination. If a link has no bandwidth or the bandwidth is below a predefined 
threshold, its weight is set to oo. This will prevent any new connections from being 
established until an old connection releases some bandwidth. MACA/PR strikes a 
good compromise between the totally asynchronous, unstructured PRNET and the 
highly organized cluster TDMA. 

5 Other QoS Routing Protocols and Related Issues 

In addition to the categories of protocols mentioned above, there exist other pro- 
tocols which are not direct extensions of DSR, AODV, TORA, and DSDV. In this 
section, some of these protocols are presented. 

In [21], Lin and Gerla present a network architecture for multimedia. The ar- 
chitecture assumes a code division access scheme. Specifically, direct-sequence 
spread-spectrum for CDMA is used. The protocol operates at the level of the MAC 
layer. The nodes in the MANET are organized into clusters. All links in a cluster 
are assigned the same spread spectrum code. Any two nodes in a cluster are only 
one hop away from each other. A round robin scheme is used to provide channel 
access to the nodes in a cluster with bandwidth reservation for real time traffic. 
A virtual circuit is allocated at call setup time between a source and a destination 
node. The protocol is designed to work in an asynchronous environment. The pro- 
tocol uses piggy-back reservations with packet transmissions to reserve time slots 
dynamically for packets from active voice sources without conflict. The proto- 
col uses CSMA-PR (Code Division Multiple Access with Piggy-back Reservation) 
to resolve the conflict situation which arises when some traffic sources are trying 
to access the channel at the same time. Because CDMA is used, all clusters can 
operate simultaneously. 

In [32] by Sheu et al., a distributed bandwidth allocation/sharing/extension 
(DBASE) protocol is proposed. It supports multimedia traffic with CBR (con- 
stant bit rate) and VBR (variable bit rate) traffic over ad hoc WLAN. This protocol 
functions at the MAC layer. It is asynchronous and uses RTS-CTS-asynchronous 



data-ack exchanges for channel access. In DBASE, rt(rea1time) - stations can 
reserve and free channel resources dynamically. The bandwidth allocation proce- 
dure is based on a contention (and back-off) process that only occurs before the 
first successful access and a reservation process after the successful contention. 
When the rt-station leaves, the bandwidth is immediately released by DBASE. The 
proposed protocol is compliant with the IEEE 802.1 1 standard. The simulation pre- 
sented in the paper shows an improvement over the conventional 802.11 standard 
in terms of high channel utilization, low access delay and small delay variation for 
real-time services. 

In [34] by Wang et al., a QoS Routing protocol with Mobility Prediction (QRMP) 
is presented. QRMP uses mobility prediction and QoS requirements on bandwidth 
and delay to select the most stable path. The route setup phase consists of request 
and reply stages. In addition to the usual routing information such as nodeid and 
sequence-number, all QoS requirements information and nodein f o including re- 
lated information of the node, e.g. link delay, link bandwidth and interface velocity, 
are considered. QRMP reduces route setup time and control overhead as well as 
increases packet delivery ratio by selecting the most stable route based on mobility 
prediction. The latter is also used to reduce the update message frequency. 

In [8], Dong et al. propose an on-demand Supernode-based Reverse Label- 
ing (SRL) algorithm for QoS provisioning, specifically bandwidth and delay, in 
MANETs. The algorithm utilizes a hierarchical structure, which is formed by dy- 
namically electing super nodes. The other nodes are slave nodes and are always 
one hop away from their corresponding super node. Slave nodes regularly com- 
municate with their super node through periodic HELLO messages. The authors 
provide algorithms to perform effective route discovery and local route informa- 
tion management: virtual route discovery, reverse link labeling and dynamic route 
repairing. A node sends its QREQ message to its super node. A sequence of super 
nodes is considered a virtual route (VR). Delay requirement and accumulated delay 
fields are supported and can be used by delay sensitive applications. The simula- 
tion in [8] shows that SRL is efficient in terms of packet delivery ratio and average 
end-to-end delay. It also has reduced packet loss ratio and route request overhead 
caused by node mobility. A source node which needs to transmit information to a 
destination sends a route request message to its super-node. The request includes 
QoS requirements, which can be bandwidth and/or delay constraints depending on 
the needs of the application involved. The request propagates through intermediate 
super nodes to find the destination and its corresponding super node, which will 
then process the request in a manner similar to DSR [8]. Transmitted messages in- 
clude Delay Requirement and Accumulated Delay fields for applications that have 
such requirements. 

A summary of the classification of the protocols discussed in this chapter is 



presented in table 1. The table contains the following columns. First the QoS 
routing protocol is listed. Then, "Net. Layer" parameter indicates the networking 
layer within which the protocol is designed to operate. The "Syn./Asyn." parame- 
ter indicates whether the protocol operates within a synchronous or asynchronous 
environment. The "Comm. Mode" parameter indicates the communication net- 
work assumed such as TDMA, CDMA-over-TDMA, and so on. The "BE Routing 
Prot." parameter indicates the best effort routing protocol that is extended by or is 
most closely related to the corresponding QoS protocol. The "Proact./React." pa- 
rameter indicates whether this QoS protocol is reactive (on-demand) or proactive 
(table-driven). Then the "Comments" field contains additional information about 
the QoS protocol. There are other parameters which can also be considered such 
as a protocol being location assisted or not, which were not included in the table. 

6 Conclusions and Future Research 

In this chapter, we discussed the existing QoS routing protocols. The different ap- 
proaches taken by researchers who are active in this area were discussed. The most 
popular best effort routing protocols in MANETs, such as DSR, AODV, DSDV and 
TORA, and the different QoS parameters were presented with a brief description 
of each. Classification of the existing QoS routing protocols was done accord- 
ing to different criteria such the related best effort routing protocol, the OSI layer, 
communication model, and synchronization mechanisms used. 

Significant advances are constantly taking place to increase the capabilities and 
use of wireless devices. Communication between these devices will become an es- 
sential part of their growth. As applications including audio and video multimedia 
are developed to support the growing services that these networked devices pro- 
vide, the need for QoS guarantees to be given by lower layers of the network to the 
application layer will become an indispensable part of supporting communication. 
Many areas of research in this field provide considerable challenge and potential to 
enhance the growth and proliferation of MANETs and their applications. These ar- 
eas include power consumption, resource availability, location management, inter- 
layer integration of QoS services, support for heterogenous MANETs, as well as 
robustness and security. Continued growth is expected in this area of research in 
order to develop, test and implement the critical building blocks to provide efficient 
and seamless communications in mobile ad hoc networks. QoS routing protocols 
will play an essential role in providing the required support mechanisms. 
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Table 1. QoS Routing Algorithm Classification. Abbriviations: gen.: general which also 
indicates applicability to all cases of that classification (higher level); C-o-T: CDMA-over- 
TDMA; C-o-TDM: CDMA-over-TDM. 
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1 Introduction 

The ad hoc wireless networking technology shows great potential and im- 
portance in many situations due to its independence of a fixed infrastructure 
and its instant deployment and easy reconfiguration capabilities. Usually, 
a mobile ad hoc network (MANET) is assumed to be homogeneous i.e., all 
mobile nodes in the network share the same random access wireless channel 
with a single omnidirectional radio. However, a flat ad hoc network has 
poor scalability [3, 9, 101. In [lo], theoretical analysis implies that even 
under optimal network layout conditions, the throughput for each node de- 
clines rapidly toward zero while the number of nodes is increased. This is 
proved in an experimental study of scaling laws in ad hoc networks employ- 
ing IEEE 802.11 radios presented in [9]. The measured per node throughput 
declines much faster in the real testbed than in theory. These results re- 
flect that a "flat" ad hoc has an inherent scalability problem. Besides the 
capacity limitation, ad hoc routing protocols also pose a heavy burden to 
the network. Flooding is usually adopted by routing protocols to search a 
path or propagate routing information. In large-scale network with mobility, 
routing overhead will consume a major fraction of the available bandwidth. 
Thus further limits the scalability of "flat" ad hoc networks. 

One way to reduce the control overhead and improve the network scala- 
bility is to organize the ad hoc network in some kind of hierarchy, which is 
usually called as topology management. One well studied way of topology 
management is clustering including both proactive clustering [I, 7,13,14,18] 
and passive clustering [6]. The major idea of clustering is to divide the mo- 
bile nodes into geographical groups. Each group has one cluster head and 
some cluster members. Typically a cluster head is in the center of the cluster 
and the distance between any two nodes in the same cluster is less than a 
fixed number of hops, which controls the cluster size. The cluster head usu- 
ally maintains some information of its members. Those nodes which are in 
multiple clusters are usually referred as gateway nodes. The gateway nodes 
can connect multiple clusters. The clustering information can be utilized 
to reduce the size of the routing tables and correspondingly routing control 
overhead. One typical clustering based routing scheme is the Clusterhead- 
Gateway Switch Routing (CGSR) [2]. In CGSR, any source and destination 
node pair can find a path in a format of "Clusterhead - Gateway - Cluster- 
head - Gateway ..." between them. Data packets are all routed through such 
Clusterhead-Gateway switch paths. Another typical example is the Hierar- 
chical State Routing (HSR) [4], which is a multi-level clustering based link 



state routing protocol. It  maintains a logical hierarchical topology by using 
the clustering scheme recursively. More examples can be found in [6, 131. 

One similar topology management scheme is the landmark hierarchy as 
being utilized in the LANMAR routing scheme [5]. Under the assumption 
of group mobility, mobile nodes are divided into different mobile groups. 
Nodes in the same group move in the same fashion. Then, in each group, 
a landmark node is elected to represent the whole group. Apparently this 
builds some kind of logical hierarchy. Routing across groups can be sum- 
marized as only maintaining routes to the landmark node of each group. 
By maintaining "summarized" routing information, LANMAR reduces both 
routing table size and control overhead effectively. It  greatly improves rout- 
ing scalability to large, mobile ad hoc networks. Another type of topology 
management scheme is to build a virtual backbone throughout the whole 
network such as in [12]. Such a backbone network can be viewed similar to 
the backbone of the wired network. However, this virtual backbone network 
is only logical concept. The backbone links are emulated, in most times, by 
multihop paths. 

The topology management schemes described above can be used for sim- 
plifying the network protocols and reducing control overhead. However, 
most of them still assume the "flat" ad hoc network. The capacity limi- 
tation of "flat" ad hoc network is still there. To future improve network 
scalability in large scale ad hoc networks, recently, physically hierarchical 
ad hoc networks have been proposed to improve the performance of large 
scale ad hoc networks [8, 12, 17, 191. In such hierarchical networks, some 
nodes are more powerful with multiple wireless radios installed. One of the 
radios usually has longer radio range and higher bandwidth. These radios 
can be used to connect these powerful nodes to build a high level wireless 
backbone network, which provide a "short cut" to connect remote nodes. 
This wireless backbone network is not a fixed infrastructure like the Internet 
backbone. Instead, nodes consisting of the wireless backbone network are 
also mobile and perhaps join and leave the backbone network dynamically. 
Thus, it is also a typical ad hoc network. In this chapter, we refer such 
a backbone network as a mobile backbone network (MBN). The powerful 
nodes are named as backbone nodes (BNs). 

An inherent challenge of operating such hierarchical ad hoc network 
architecture is again how to maintain and manage the hierarchical topology. 
Major difficulty comes from the fact that the topology of the backbone 
network is very dynamic due to  mobility and node failures. The ultimate 
goal is to achieve a uniform distribution of backbone nodes in the whole field 



even under mobility and node failures. Static backbone nodes deployment 
at the beginning cannot achieve this goal. Even they can be distributed 
very well at the beginning, their topology may be in a very bad shape 
after mobility. Moreover, when node failures happen, new backbone nodes 
are required to replace old one. All these problems require good topology 
management of the wireless backbone network. 

In this chapter, we introduce two schemes for managing the wireless 
backbone network topology. The first scheme is a backbone node election 
algorithm. The main idea is to deploy redundant backbone capable nodes. 
Here backbone capable nodes mean those mobile nodes which physically 
have the capability to play the role as backbone nodes. Only a limited 
number of backbone nodes then are elected among these candidates. Others 
are kept as backup. When one backbone node is destroyed or moves out from 
a certain area, if there is any backbone capable node available in that area, 
a new backbone node will be elected to replace the old one. In this way, 
we can dynamically reorganize the backbone network topology. Another 
scheme is called backbone nodes automatic repositioning scheme. It aims at  
achieving uniform distribution of backbone nodes by letting the backbone 
nodes automatically coordinate their positions with each other. Combining 
both schemes together, we can then maintain a good backbone network 
topology. It in turn can improve the network performance, which is proved 
via simulations. 

This chapter is organized as following. We first give an brief overview 
of the mobile backbone network architecture in section 2. Then in section 
3 and 4, we introduce two topology management schemes, which are the 
backbone node election algorithm and the backbone node automatic reposi- 
tioning scheme. We also discuss (in section 5) that how the routing scheme 
can be extended to efficiently utilize the hierarchical network structure. Per- 
formance evaluations via simulation are given in section 6 and we conclude 
the chapter in section 7. 

2 Ad Hoc Network with Mobile Backbones 

The hierarchical ad hoc network structure discussed in this chapter is called 
mobile backbone network (MBN). It is a hierarchical network in which a 
set of nodes functionally more capable than the ordinary nodes form the 
backbone. The basic scenario consists of a large numbers of mobile nodes 
deployed over a large area. Among these, the backbone nodes (BN) have 



Figure 1: Illustration of an Hierarchical Mobile Ad Hoc Network. 

the ability of forming multilevel backbone networks using long range radios. 
Usually, radios at each backbone level use some form of channel separation 
(e.g., antenna directivity, different codes, different frequencies, or combina- 
tions thereof) in order to minimize interference across levels. Radios in the 
same level share the same frequency and channel resources. Unlike the wired 
network, the nodes in the mobile backbone network are also moving, thus 
the backbone topology is dynamically changing. In many scenarios such as 
the battlefield, the hierarchical structure is an inherent feature of the appli- 
cation. Different units have different communication devices and capacities. 
For example, the wireless radios installed in military vehicles have a more 
ample energy supply and thus are more powerful than those carried by the 
dismounted soldiers. Unmanned Aerial Vehicles (UAVs) and even satellites 
can be used for providing higher level and broader reach connections. Fig- 
ure 1 illustrates a three level hierarchy where the first level supports ground 
communications among soldiers; and second and third level are implemented 
using tanks and UAVs respectively. In this chapter, most of our discussions 
and simulations are based on a two level hierarchical architecture. However, 
the topology management schemes can be easily extended to  multi-level 
hierarchical networks. 

Hierarchical ad hoc networks have great potential in real time con- 
strained applications, especially in the digitized battlefield. However, the 
backbone design and topology management of such a network are quite 
challenging if the nodes are mobile. One issue is how to deploy the back- 
bone nodes. The main difficulties are mobility and BN failures. Using a 
clustering scheme to elect the BNs is a natural choice. Clustering has been 
widely used to form logically hierarchical networks [I, 181 and to partition 
a large scale network into small groups. However, a drawback of current 



clustering schemes is cluster instability, as indicated in many papers such 
as [I]. Conventional clustering schemes work effectively only in networks 
with very low mobility or no mobility at all, such as the sensor networks. 
Instability of the clusters and frequent changes of BNs introduce high rout- 
ing O/H and make the hierarchy difficult to manage. In this chapter, we 
will introduce a clustering scheme to achieve good stability. In addition 
to using clustering for managing the backbone network topology, we also 
introduce another scheme called backbone node automatic repositioning to 
achieve uniform distribution of the BNs in the whole field. Combining the 
two schemes together, we can manage the mobile backbone network in a 
very efficient way. The two schemes are introduced and investigated in the 
rest of sections. 

3 Mobile Backbone Node Election 

To deploy the backbone node, the simplest way is to pre-assign backbone 
nodes and scatters them uniformly across the field at initialization. How- 
ever, such a static deployment has two main problems. First, the BNs are 
constantly moving. Thus after some time, some BNs may congregate in 
small geographical areas, creating congestion; while other areas may be de- 
pleted of BNs altogether. This certainly is not a good scenario. The second 
concern is fault tolerance. BNs may fail or even be destroyed (a likely event 
considering the emergency applications envisioned for MANETs). New BNs 
should be deployed to replace the defunct ones. Static deployment cannot 
fulfill these requirements. One solution is to deploy some redundant back- 
bone capable nodes (i.e., nodes with long range radios) and to dynamically 
elect a proper subset to BNs. When one BN is destroyed or moves out of 
a certain area, a new BN will be selected from the backbone capable node 
pool. If two backbone nodes move near to each other, one of them will give 
up its backbone role. The backbone node election is completely distributed 
and dynamic. It must result in a backbone node distribution that reflects 
the distribution of ordinary nodes. A Distributed Clustering algorithm is 
the most common approach to this problem. 

3.1 Random Competition based Clustering 

Many clustering schemes have been proposed in the literature [I, 7, 13, 141. 
Among them, the Lowest ID (LID) and Highest Degree (HD) algorithms 
are widely used due to their simplicity. The details of the two algorithms 



can be found in [7, 141. Most of these work mainly focused on how to 
form clusters with good geographic properties such as minimum overlap of 
clusters etc. However, stability is probably the most critical property in 
applications involving mobility. This is because clustering is often used to 
support hierarchical routing. In particular, for the hierarchical structure, 
the stability of the backbone nodes is important, and it directly depends on 
the stability of the clustering algorithm that elects them. 

Here we introduce a clustering scheme called Random Competition based 
Clustering (RCC) [19], which targeting stability, simplicity and light over- 
head. The main idea is that any node that doesn't belong to any cluster, 
can initiate a cluster formation by broadcasting a packet to claim itself as a 
cluster head. The first node, which broadcasts such a packet, will be elected 
as the cluster head by its neighbors. All the neighbors, after hearing such 
a broadcast, give up their right to be a cluster head and become members 
of this cluster. Cluster heads have to periodically broadcast a "cluster head 
claim packet" (CHCP) to maintain their role. Since there is a delay between 
CHCP broadcast and reception by neighbors, several neighbor nodes may 
simultaneously broadcast CHCPs. To reduce such concurrent broadcasts, 
a random timer is introduced. Each node defers by a random time before 
its cluster head claim. If it hears another cluster head claim during this 
random time, it gives up its broadcast. The idea of "first claim node wins" 
was first proposed in the passive clustering scheme in [6] .  Due to the specific 
limitations imposed by "passive clustering" no timers were used in [6 ] .  How- 
ever, the RCC scheme is "active clustering". The introduction of an explicit 
random timer is necessary to reduce conflicts. Of course, the random timer 
reduces, but cannot completely eliminate concurrent broadcasts. When a 
concurrent broadcast is detected, node ID resolves the conflict. The node 
with lower ID becomes the cluster head. 

The Random Competition based Clustering (RCC) scheme is more sta- 
ble than conventional clustering schemes such as LID and HD. In the LID 
scheme, when the cluster head hears a node with a lower ID, it will give up 
its cluster head role. Similarly, in the HD scheme, when a node with more 
neighbors appears, the cluster will also be reformed. Due to node mobil- 
ity, such things may happen very frequently. In RCC, one node gives up its 
cluster head position only when another cluster head moves near to it. Since 
cluster heads are usually at least two hops away, clusters formed by RCC 
are much more stable. The low control overhead of our scheme is clear. In 
the lowest ID and highest degree clustering schemes, each node has to have 
complete neighbor information. In our scheme, only the cluster heads need 



to broadcast a small control packet periodically. All other nodes just keep 
silent. 

Usually clustering schemes are single hop based, that is the cluster head 
can reach all members in one hop. This is not suitable for backbone node 
election. We want to approximately control the number of elected BNs. 
To achieve this, the clustering schemes must be extended to form K-hop 
clusters. Here, K-hop means that a cluster head can reach its members in 
at most K hops. Adjusting the parameter K can control the number of 
elected cluster heads. To extend RCC scheme from single hop to multihop 
clustering, each node stamps hop distance (to its cluster head) in the cluster 
head claim packet and forwards it to its neighbors. A mobile node will select 
the nearest cluster head within its K-hop scope to be its cluster head. When 
there is no cluster head within its K-hop scope, a backbone node capable 
node (after deferring some random time) claims itself as a cluster head. In 
multihop clustering, the probability of concurrent cluster head claims is high 
due to the higher latency for propagating cluster head claim packet K-hop 
away. The random defer time plays an important role here. 

3.2 Stability of the Backbone Nodes 

We use GloMoSim [20], a packet level simulator specifically designed for ad 
hoc networks, to evaluate the stability of the proposed Random Competition 
based Clustering (RCC) algorithm. We compare its stability with that of 
the Lowest ID (LID) and Highest Degree (HD) algorithms. Since we are 
targeting large-scale networks, 1000 mobile nodes are deployed. The field is 
a 3200mX3200m square. Each mobile node has an IEEE 802.11b wireless 
radio with transmission range of 175m. The DCF mode of IEEE 802.11 
MAC is used and channel bandwidth is set to 2 Mbps. Node mobility model 
is random waypoint mobility ill].  Simulation time of each run is 6 minutes. 

The stability of clusters includes two parts, stability of cluster head and 
stability of cluster members. We define two metrics, average lifetime of 
a cluster head and average membership time of a cluster member. The 
average lifetime of a cluster head is defined as the average time period during 
which one node plays the role as a cluster head uninterrupted. The average 
membership time is the average time that one mobile node remains in a 
cluster. These two metrics fully reflect the stability of clusters. In a MBN, 
average lifetime of a cluster head is exactly the average lifetime of a BN. 
In our simulations, we only implement the basic clustering scheme without 
considering the "gateway" node selection feature as in [7, 141 etc. The 
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clustering scope is 1 hop. Simulation results are given in Figure 2 and 
Figure 3. 

From Figure 2 and Figure 3, we can see that the RCC algorithm is more 
stable than the LID and HD algorithms under both low mobility and high 
mobility. Stability of the HD algorithm is the worst. This is due to the 
fact that the degree of one node is changing very frequently under mobility. 
In our experiments, we have assumed that every node has capability to be 
a cluster head. In reality, only a small fraction (e.g. 10-25010) of the total 
mobile nodes are backbone capable. Thus, we expect clusters to be more 
stable as an established cluster head has fewer challengers. 

4 Backbone Node Automatic Repositioning 

The backbone node election scheme discussed in previous section provides 
good robustness and reliability of the mobile backbone network. The clus- 
tering algorithm focuses on the stability of backbone nodes, thus stability of 
the backbone network. However, the distribution of those elected backbone 
nodes may not be uniformly scattered in the whole field. To further opti- 
mize the topology of the backbone network, in this section, we introduce 
a backbone node automatic repositioning (BNAR) scheme to re-coordinate 
the positions of backbone nodes to achieve good distribution in the whole 
field. 

The major idea of the BNAR scheme is to let each backbone node adjust 
its position according to the position information it learns from neighboring 



backbone nodes. First, we assume the backbone nodes know their positions 
via either GPS or other similar techniques. Second each BN broadcasts its 
position information periodically via scoped flooding in the backbone net- 
work. Here scoped flooding means the position information is only flooded 
to a limited number of hops away. After exchanging the position information 
among the neighboring nodes, each node now maintains a list of neighbors 
and their positions. Now the question is how to adjust the position of cur- 
rent node to achieve a better distribution? We assume that two BNs have 
repulsive force to each other. This force should be inversely proportional 
to square of the distance between the two nodes. By summing up all the 
repulsive forces from all neighboring BNs, one BN can then decide the di- 
rection and speed it should move. Such mobility will then result in a better 
distribution of BNs. 

Now, let's give a formal description of the algorithm. Suppose node A 
with position (x,, y,) has a neighbor list with m nodes as (NI, N2, ..., Ni, ..., N,). 
The position of any neighbor Ni is (xi, yi). The repulsive force from node + 
Ni to node A is given as 1 f i l  = 3. Here KI  is a constant and Di 

is the distance between node A and'node Ni, which is given as Di = 

J(xa - + (y, - yil2. Sum the repulsive forces from all nodes in the 
neighbor list, we get the f = + ..., +x, + ..., +c. The direction of f is 
then the direction node A should move to. For simplicity, the moving speed 
of node A is calculated as 1731 = K2 * 171. Here K2 is another constant 
parameter. The values of K1 and Kz can be adjusted to achieve better 
performance in different environment. 

The above algorithm does not consider the boundary of the field. How- 
ever, in nearly all simulation experiments, the field size is fixed with bound- 
aries. If the boundary is not considered, actually many BNs will be forced 
to move to the edges. This certainly is not the good distribution we are 
seeking for. To take the field boundary into account, we assume the edges 
of the fields also have repulsive forces to each BN. This force is computed 
the same way as the repulsive force between two BNs. Just the distance now 
is only the vertical or horizontal distance from the BN to the edge. Thus, 
each BN has to consider additional 4 repulsive forces from the edges of the 
field (Here, we assume all BNs have the same height. Thus only 4 edges 
need to be considered.). 

The proposed backbone node automatic repositioning scheme is fully 
distributed. Each node makes its mobility decision based on the informa- 
tion it receives from neighboring nodes. In the implementation, a BN only 



periodically checks its neighbor list and update its mobility speed and direc- 
tion. This algorithm for calculating the mobility vector emulates the particle 
diffuse procedure within a sealed space. 

5 Routing in Mobile Backbone Network 

After the backbone network is well organized, we need to apply a proper 
routing protocol to operate it efficiently. The routing scheme in the MBN 
has some requirements: it must be able to exploit the high level backbone 
links, enhancing throughput and delay with respect to scheme without a 
backbone. It must do so without compromising (in fact, possibly enhanc- 
ing) scalability and fault tolerance. In fact, considering the emergency re- 
covery, unfriendly or even hostile environments where ad hoc networks are 
deployed, the backbone nodes can very possibly become disabled or may fail 
to operate. Maintaining connectivity in the face of backbone node failures 
is a strong requirement. Thus, the addressing and routing scheme cannot 
be totally "dependent" on the health of the backbone. To meet the chal- 
lenges of our extremely volatile environment, we extend the Landmark Ad 
Hoc Routing (LANMAR) [5] to operate in the MBN. We call this solution 
Hierarchical LANMAR Routing (H-LANMAR). The details of H-LANMAR 
are presented in the following subsections. 

5.1 Landmark Ad Hoc Routing (LANMAR) Overview 

LANMAR [5] is an efficient routing protocol designed for ad hoc networks 
that exhibit group mobility. Namely, one can identify logical subnets in 
which the members have a commonality of interests and are likely to move 
as a "group". The logical grouping is reflected in the address used within the 
ad hoc network, namely the two field address < GroupID, HostID >. LAN- 
MAR uses the notion of landmarks to keep track of such logical groups. Each 
logical group has one node serving as a "landmark". The landmark node is 
dynamically elected. The routes to landmarks are propagated throughout 
the network using a distance vector mechanism (in this study, we assume 
DSDV). In addition to landmark distance vector propagation, LANMAR re- 
lies also on a local, myopic routing algorithm (in this work, we use Fisheye 
State Routing (FSR) [15], with limited scope; but, any other proactive rout- 
ing scheme could work). Within the local scope, LANMAR thus runs link 
state routing. For nodes outside of the scope, only landmark distance vec- 
tors are broadcast. In local FSR routing, each node periodically exchanges 



in-scope topology information with its immediate neighbors. Updates carry 
the sequence numbers assigned by the sources. To the Fisheye update, the 
source also piggybacks a distance vector of all landmarks. Thus, in LAN- 
MAR each node has detailed topology information about nodes within its 
scope and has a distance and routing vector to all landmarks. 

When a node needs to relay a packet to a destination that is within its 
local scope, it uses accurate routing information available from the Fish- 
eye Routing Tables. The packet will be forwarded directly. Otherwise, the 
packet will be routed towards the landmark corresponding to the destina- 
tion's logical subnet, carried in the packet header. When the packet arrives 
within the scope of the destination, it is routed to it directly (possibly with- 
out going through the landmark). 

5.2 Hierarchical Landmark Ad Hoc Routing (H-LANMAR) 

LANMAR can be well integrated into the MBN by virtue of the fact that 
it is itself logically hierarchical. Routing information to remote nodes is 
summarized by landmarks. Now, we will extend such a logical hierarchical 
structure to utilize the physical hierarchy. In the original LANMAR scheme, 
we route the packet toward the corresponding remote landmark along a long 
multi-hop path. In the hierarchical MBN, we can route the packet to the 
nearest BN, which then forwards it through a chain of MBN links to a remote 
BN near the remote landmark. Finally, the remote BN sends the packet to 
the remote landmark or directly to the destination if it is within its scope. 
This will greatly reduce the number of hops. The procedure is illustrated in 
Figure 4. We can see that by utilizing the backbone links, the 8-hop path 
is reduced to be 4 hops long, a great improvement! 

We extend the LANMAR routing protocol so that it can take the "short 
cut" described above. First, all mobile nodes, including ordinary nodes and 
BNs, are running the original LANMAR routing via the short-range radios. 
This is the foundation for falling back to "flat" multi-hop routing if BNs 
fail. Second, a BN will broadcast the landmark distance vectors to neighbor 
BNs via the backbone links. The neighbor BNs will treat this packet as a 
normal landmark update packet. Since the higher level paths are usually 
shorter, they will win over (and thus replace) the long multi-hop paths in 
the level 1 network. Erom landmark updates the ordinary nodes thus learn 
the best path to the remote landmarks, including the paths that utilize the 
backbone links. 

One important feature of our routing scheme is reliability and fault tol- 



LANMAR Routing in an Ad Hoc Network without Backbones 

H-LANMAR Routing in an Ad Hoc Network with Backbones 

Figure 4: Illustration of H-LANMAR routing in a MBN. 

erance. The ordinary nodes are prevented from knowing the backbone links 
explicitly. The backbone links are indirectly learned via BN routing broad- 
casts. Now, suppose a BN of one group is destroyed by enemies, the shorter 
paths via this BN will expire. Then new landmark information broadcasted 
from other nodes will replace the expired information. Thus, in the worst 
case, routing in this group goes back to original landmark routing while 
other groups with BNs can still benefit from backbone links among them- 
selves. When all backbone capable nodes are disabled, the whole network 
becomes a "flat" ad hoc network running the original level 1 LANMAR 
routing, which can still provide connectivity, yet at lower performance. 

6 Performance Evaluation 

6.1 Performance Evaluation of Backbone Node Election 

In this section, we present simulation results to compare the H-LANMAR 
in the MBN with the original LANMAR routing and AODV routing [16] 
in a "flat" ad hoc network. The purpose of these experiments is to show 
that how H-LANMAR running on top of MBN can improve the network 
performance effectively. Same network scenario as in previous experiments 
is used and channel bandwidths of the "short range" and "long range" radios 
are set to 2Mbps and l lMbps respectively. The scope of backbone election 
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is fixed to be 2. 30 randomly selected CBR pairs are used to generate 
traffic. We increase the node mobility from Om/sec to lOm/sec to compare 
the performance. Results are given from Figure 5 to Figure 8. 

In Figure 5, the delivery fraction of H-LANMAR clearly outperforms 
"flat" LANMAR and AODV as mobility increases. Without mobility, all 
three protocols have delivery fraction nearly equal to 1. This is due to the 
fact that in a stationary network the routing information in the node routing 
table is always accurate. Only few packets are dropped on the way to desti- 
nations. Note that the CBR traffic load was chosen so as not to saturate the 
network. However, when the nodes are moving, routing information tends to 
become obsolete very rapidly. By utilizing the backbone links, H-LANMAR 
can propagate new routing information very quickly and efficiently and keep 
the routing table more up-to-date than the other schemes. This is way H- 



LANMAR can achieve a high delivery fraction in high mobility while the 
other two degrade quickly. Similar results, this time in terms of network 
throughput, are reported in Figure 6. 

Figure 7 shows average delay as a function of mobility speed. The aver- 
age end-to-end delay of AODV increases rapidly with mobility speed. This 
is due to the on-demand routing maintenance feature of AODV. With in- 
creased mobility speed, path interruptions and expirations are more fre- 
quent. AODV delays packets in intermediate queues as it searches for new 
paths. In contrast, LANMAR and H-LANMAR are proactive, thus the av- 
erage delay (of the packets that actually get delivered to destination) is not 
significantly affected by speed. H-LANMAR further reduces the delay by 
using backbone network. 

Figure 8 gives the normalized routing overhead (NRO) of the three pro- 
tocols. The normalized routing overhead is defined as the number of routing 
packets used in order to route one data packet successfully. In low mobility 
or no mobility, the routing overhead of AODV is much smaller than LAN- 
MAR and H-LANMAR. In fact, AODV re-computes a route only when it 
expires because of lack of user traffic. Thus, its NRO is very small. However, 
with increasing mobility, the frequent link breaks and path expirations cause 
the overhead of AODV to increase sharply. As a result, the NRO increases 
very quickly. This is an indication that AODV has a scalability problem in 
large-scale, mobile ad hoc networks. Compared with AODV, the overhead 
of LANMAR and H-LANMAR is only minimally affected by mobility. 

6.2 Performance Evaluation of Backbone Node Automatic 
Repositioning 

Now, we investigate how the backbone node automatic repositioning (BNAR) 
scheme can further improve the network performance by re-shaping the back- 
bone network topology. The simulation configurations are exactly same to 
the experiments in previous subsection except the BNAR scheme is applied. 
Only H-LANMAR routing is adopted. We compare the network perfor- 
mance with and without BNAR for different fraction of backbone capable 
nodes. The results are shown from Figure 9 to Figure 11. 

In Figure 9, we observe that the data packet delivery ratio is increased 
greatly by applying the BNAR scheme. This is due to the fact that backbone 
nodes are now more uniformly distributed to help delivering packets. Also 
we observe that the delivery ratio is also increase along with the increase 
of the fraction of backbone capable nodes. This is because the more the 
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number of backbone capable nodes, the better the backbone node election 
algorithm can build the backbone network. However, since the backbone 
election algorithm doesn't guarantee the uniform distribution of the elected 
nodes, the re-coordinating of backbone nodes can still help improving the 
network performance. Only when the two schemes are combined, we can 
then get a good distribution of backbone network, while still keeping the 
good stability of the network hierarchy. The performance improvements 
are also confirmed in Figure 10, where the total throughput of the CBR 
connections also gets increased when the BNAR scheme is applied. Figure 
11 shows the average delay of data packets with and without the BNAR 
scheme adopted. We observe that BNAR scheme reduces the average data 
packet delay in some degree. 



7 Conclusion 

Building hierarchical ad hoc network is a promising approach to provide 
scalability to future large scale ad hoc networks. However, due to node mo- 
bility and node failures, the topology management of the wireless backbone 
network is not as simple as in the wired networks. In this chapter, we intro- 
duced two schemes to help managing the hierarchical network structure. The 
goal is to achieve good distribution of backbone nodes as well as robustness, 
reliability and stability of the backbone network under node mobility and 
node failures. Simulation results show that topology managed hierarchical 
ad hoc network can improve the network performance significantly. 
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1 Introduction 

Resource discovery is an essential element in the design of infrastructure-less 
networks. Many classes of multi-hop wireless networks, including mobile ad 
hoc networks (MANets) and sensor networks, are designed as infrastructure- 
less, unattended, rapidly-deployable networks. In these cases, each network 
node does not have prior knowledge of the resources available in the network. 
Hence, resource discovery is imperative to the design of ad hoc and sensor 
networks. In general, a resource can be any type of service or capability, such 
as nodes with high energy, processing power or storage, multiple interfaces, 
printing capability, or sensing capability. Also a resource may be shared 
information, as in file-sharing, publish-and-subscribe, storage-retrieval, and 
querying for sensed data. 

Resource discovery in wireless ad hoc and sensor networks is a chal- 
lenging problem mainly due to the following reasons. First, the lack of 
infrastructure, where there are no well-known servers in a pre-defined net- 
work structure as in DNS. Second, the highly dynamic nature of ad hoc 
and sensor networks that leads to  frequent changes in the network topology 
and resource availability and locations. Network dynamics arise mainly due 
to the characteristics of wireless channels, in terms of fading, interference 
and variability in the loss rates, in addition to possible node movement in 
mobile networks. Third, scarcity of energy and communication bandwidth 



in such networks necessitates the design of new resource discovery protocols 
qualitatively different from those designed for the wired Internet. In the 
wired Internet protocols were not designed for energy and communication 
constrained environments. Moreover, in many cases wireless networks may 
scale up to thousands of nodes rendering the discovery problem even more 
challenging. 

Service discovery may occur between the querier and the resource node 
directly, according to the client-server model. Another alternative is to use 
the directory lookup model where the target resource node registers itself 
(or its service) in the directory. A node interested in the stored data may 
perform a lookup in the directory before issuing the request. In either model, 
an efficient distributed search protocol is necessary. The design and analysis 
of search protocols in wireless ad hoc networks is the topic of this chapter. 

Efficiency of a resource discovery protocol may be measured using differ- 
ent metrics. Some of the most meaningful metrics in the context of wireless 
ad hoc networks include communication overhead, energy consumption, de- 
livery success rate and response delay. In general, bandwidth in wireless 
networks is a scarce resource. In addition, due to the broadcast nature 
of the wireless medium, collisions, due to medium contention, may further 
decrease the throughput of the network. Furthermore, nodes in ad hoc net- 
works are, in general, battery powered and hence are energy constrained. 
Communication is a main consumer of energy, during both transmission and 
reception of packets. Hence, reducing communication overhead and overall 
energy consumption is one of the main goals of ad hoc networking protocols. 

There are several design approaches for distributed search protocols that 
may apply to resource discovery. In general, a resource discovery architec- 
ture in wireless ad hoc and sensor networks may be categorized as 'location- 
aware' or 'location-free'. Location-aware architectures require that node (or 
resource) location information be widely available in the network. Such 
architectures usually use geographic or trajectory routing to forward the 
updates or queries and include geographic rendezvous mechanisms (such as 
GLS [7], Rendezvous Regions [55] [39] [53], and GHT [33]) and trajectory 
advertisement schemes (such as TBF [54], and [56] [57]). These architectures 
may be efficient when (and if) location information is available. On the other 
hand, location-free architectures do not require or use location information. 
In this chapter we shall present and study location-free resource discovery 
architectures, and will not be discussing location-aware architectures. 

Here we provide a simple classification of the main common location- 
free search techniques, and provide an overview of each of those techniques, 
along with a discussion on their applicability and performance in ad hoc 



networks. Specifically, an overview is given for the following schemes. 

1. Flooding-based techniques, including (a) simple flooding (or expand- 
ing ring search), (b) scoped flooding and (c) efficient reduced broad- 
cast, 

2. Ad hoc on-demand routing (with caching), 

3. Hierarchical architectures, including (a) cluster-based hierarchy, (b) 
landmark hierarchy (c) dominating set (or backbone) approaches, and 

4. Hybrid (loose hierarchy) routing, including (a) zone routing and (b) 
contact-based architectures. 

This is not meant to provide an exhaustive list for the large body of 
literature that exists in this area. Rather, it is a representative subset of 
the main approaches. Then we shall present an elaborate discussion of the 
design and evaluation of the contact-based architecture as an illustrative 
case study and as a promising architecture for efficient resource discovery in 
large-scale ad hoc networks. A comparative simulation study is given at the 
end of the chapter. 

2 Overview of Resource Discovery Approaches 

We address the problem of resource discovery in infrastructure-less wireless 
mobile ad hoc networks. Hence, architectures that require infrastructure 
(e.g., DNS) are not suitable for our problem. Centralized approaches are 
neither robust nor scalable. 

Perhaps one of the simplest search schemes is flooding. Flooding each 
request throughout the network enables the search for the resource sought 
in every node in the network. Simple flooding causes every node to forward 
the request packet until all the nodes in the network receive it. In wireless 
networks, flooding leads to what is called a 'broadcast storm' [23] with many 
packets sent in a relatively short period, potentially leading to collisions and 
congestion. Several variants of flooding attempt to alleviate the expensive 
cost of simple flood. Scoped-flooding (or expanding ring search) attempts 
to perform the search in expanding rings and stops when the request is 
satisfied. Reduced broadcast techniques use heuristics to suppress flooding 
redundancies. 

Several on-demand ad hoc routing protocols build upon flooding to ob- 
tain up-to-date routes, but use caching to take advantage of the history of 



route requests to avoid unnecessary flooding. The efficacy of the cache de- 
pends on the cache spread, which in turn affects the cache hit rate, and the 
cache validity ratio. The cache hit and validity ratios depend on dynamics 
of the cached information. In case of highly dynamic scalable networks the 
cache efficacy may decrease, forcing more request flooding. 

To provide a scalable architecture, some approaches use a hierarchical 
scheme based on dynamically formed 'clusters'. The clusters are re-formed 
with topology dynamics due to node failure and mobility. One common 
method to form clusters is to elect a dominant set of nodes that reach all 
other nodes in the network within 1 hop. This scheme attempts to guarantee 
request reception at each node in the network for every request. 

A hybrid approach is used in the zone routing protocols, in which a proac- 
tive (push) mechanism is used intra-zone and a reactive (pull) mechanism 
is used inter-zone. In this approach each node establishes its zone inde- 
pendently forming a loose hierarchy. Flooding requests between the zone 
periphery nodes (called borders) is used in the inter-zone reactive phase in 
a mechanism called bordercasting. Bordercasting attempts to achieve full 
coverage of the network by querying the border nodes. The contact-based 
architectures use the concept of zones, but instead of using bordercasting, 
only contact-nodes that lie out-of-zone are elected and queried on-the-fly. 
Contacts may be elected in an energy-aware fashion to achieve load balanc- 
ing and to extend the network lifetime l. 

3 Resource Discovery Approaches 

3.1 Flooding-based Approaches 

Flooding is a simple, commonly used technique for resource discovery. In 
simple flooding a message is sent to all nodes in the network with every dis- 
covery request. A mechanism to prevent loops is usually employed, where 
each node stores the request and querier IDS and forwards the query only 
once. In general, if there are N nodes in the network then each node gets 
to transmit the packet except the target node; i.e., N - 1 transmissions. 
Over wireless channels when a node transmits a packet during flooding, it is 
broadcast to all neighbors of that node. If there are on average g neighbors 
per node - where g is called the average node degree - then we get g.(N - 1) 
receptions per flooding. Put differently, for every link AB (between nodes A 

'Several other resource discovery systems have been developed for ad hoc networks 
including [58] [59] [60] [61]. For brevity we do not discuss those systems. 



and B) the flooded message will traverse twice; once when the node A sends 
to B and again when B rebroadcasts, so number of receptions is N 2L, where 
L is the number of links in the network. Energy is expended in both trans- 
missions and receptions. As one might expect, it is usually not necessary for 
every node in the network to transmit the packet in order to achieve full net- 
work coverage (in which all nodes in the network receive the packet). Hence, 
simple flooding may lead to unnecessary redundant transmissions. For fre- 
quent requests flooding may incur significant communication overhead, and 
hence may be undesirable for wireless networks. 

Expanding ring search (ERS) techniques (or scoped-flooding) are also 
commonly used for discovery. E R S  uses repeated flooding with a limit on 
the number of flooding hops (TTL). If the resource is not found in a trial, 
then this hop limit (TTL) increases for subsequent trials by an increment. 
A simple version of E R S  may use a constant increment of '1'. Variants of 
ERS may be derived, however, by varying the increment, either to a constant 
greater than 1 or to a variable such as exponential in the number of trials. 
E R S  usually performs better than simple flooding when the resource is 
relatively close to the querier. However, E R S  may be quite inefficient when 
the querier-target pairs are randomly distributed the network diameter is 
high, which tends to be true in many wireless networks due to clustering of 
nodes. 

Reduced broadcast techniques [23] [62] use heuristics to reduce the re- 
dundancies of flooding and conserve communication. The main idea is to 
exploit node density to reduce redundant transmissions, sometimes at the 
expense of reducing network coverage. The heuristics are used to estimate 
when message rebroadcasts are likely to be effective. These schemes may be 
quite effective when the amount of broadcast redundancy is high due to high 
node density. In situations where the wireless network is not highly dense, 
the effect of reduced broadcast is quite limited. The aim of these heuristics 
is to deliver 'broadcast' messages that should be received by all nodes in the 
network; a goal sometimes different from that of resource discovery. Some 
broadcast reduction heuristics include (i) probabilistic forwarding, (ii) count 
of message receptions, (iii) node distance, or (iv) node locations. 

In probabilistic flooding, each node rebroadcasts the message with prob- 
ability p. When p = 1, the scheme degenerates into flooding. 

The counter-based scheme takes advantage of the following observation; 
a node may receive the flooded message x times, and the additional network 
coverage obtained by rebroadcasting a message decreases with increase in x. 
Hence, after receiving a number of messages, it may be desirable for a node 
to suppress its message rebroadcast if the expected added coverage is very 



low. So, in the counter-based scheme a node maintains a message counter 
(x) and a counter threshold (Cth). Upon first receipt of the message a node 
waits a random time during which it counts other receptions, when x > Cth 
then the rebroadcast is suppressed. 

The distance-based scheme also attempts to suppress rebroadcasts that 
are expected to achieve very low coverage, but it performs its calculations 
based on distance. If a message is received from a nearby node, then there 
is a low added coverage achieved by rebroadcast. In this scheme, a node 
waits a random time and maintains the least distance (d) to the nodes from 
which it received messages. Each node also has a distance threshold set at 
Dth. If d < Dth then the broadcast is suppressed. 

A related scheme is the location-based scheme. Knowing the locations of 
the sending nodes enables the receiving node to estimate the added area cov- 
erage, a. If a is greater than a certain area threshold (Ath) then rebroadcast, 
otherwise suppress. 

The location-based scheme is the most effective among these heuris- 
tics, since many redundant rebroadcasts maybe achieved without affecting 
message reachability significantly. It also works well for various node dis- 
tributions, but requires location information. The counter-based scheme is 
simple (does not require location information) and achieves noticeable re- 
duction in number of redundant rebroadcasts if the network is dense (where 
the broadcast redundancy is high). 

3.2 Ad Hoc On-demand Routing 

Routing protocols in ad hoc networks can be generally classified as proactive 
(table-driven) or reactive (on-demand). Previous studies [43] have shown 
that on-demand routing protocols with caching (e.g., DSR [5], AODV [4]) 
achieve better throughput and overhead performance better than proactive 
protocols in terms of throughput and overhead especially with node mobil- 
ity. On-demand protocols employ mechanisms for route caching to avoid 
unnecessary flooding of route requests and robust route repair mechanisms 
to deal with frequent route breaks. 

Performance studies of ad hoc routing that usually use long-lived as- 
signed connections mainly capture the route repair phase of the routing 
protocols, while the route discovery phase is invoked only during the ini- 
tial setup period of the connections. However, resource discovery protocols 
may exhibit significantly different behavior, where the route discovery/setup 
phase (and caching) becomes the dominant factor affecting performance 
while route maintenancelrepair is very rarely triggered. Caching is used in 



on-demand (reactive) ad hoc routing [5,4] to alleviate the effects of flooding. 
Caching can be quite efficient, when the cache hit ratio is high and the cache 
is valid. The effectiveness of this approach thus depends on the cache va- 
lidity, which in turn is a function of the network and information dynamics 
and request patterns. In cases of mobile networks and frequent un-correlated 
short requests, however, one might expect the cache performance to degrade 
as the on-demand routing degenerates with high probability into flooding. 

To gain better understanding of the effect of caching on protocol over- 
head, we build a caching model for the on-demand DSR approach and 
evaluate it. Earlier studies on on-demand ad hoc routing protocols in- 
vestigated relatively small (40-100 node) networks, with long lived connec- 
tions [5] [40] [41] [42] [43] [44]. We instead study cache performance for 
larger scale networks and for resource discovery. 

3.2.1 Caching Model 

Our caching model follows the dynamic source routing (DSR) design [5] 
[40]. A source looking for a target (or a destination) triggers a route request 
(RREQ) on demand. The process of route request is illustrated in Figure 1. 
First, the source (Q) looks up its own local cache for a route to the target 
(T). If local cache is not found, then the source sends a query to its first 
hop neighbors and they perform cache lookup. If a cached route is not 
found, or if the found cache does not result in positive response from the 
target (e.g., due to invalidity of the cache), then the source floods the route 
request throughout the network. The target replies to requests from distinct 
neighbors to create multi-paths, and intermediate nodes with cached route 
to T, respond to the request. The replies (from the target and intermediate 
nodes) traverse the reverse pathes to the source, and nodes along the route 
(and their neighbors) cache the route information (i.e., aggressive caching). 
When a cached route is used and is found to be invalid or out-of-date, it is 
attached to the flooded route request to invalidate all copies of that route 
in the network. 

Now, let us define the cache hit ratio as the fraction of cache lookups 
that are found, and the cache validity ratio as the fraction of cache hits that 
are valid. Let the local cache hit ratio be pl ,  and the local cache validity 
ratio be q l .  Similarly, let neighbor cache hit ratio be p2, and the neighbor 
cache validity ratio be q2. Furthermore, let the validity ratio for the routes 
obtained and used by flooding be q,. Note that if the flooded request reaches 
the target T (i.e., destination) causing a reply to be send to Q, and if that 
reply is used, then it should be valid. There may be other situations where 



Figure 1: DSR-like routing model: a querier node Q issues a request for a 
target resource T. The request process progresses as follows: 1. Q performs 
local lookup, 2. If a cached route to T is not found then request a lookup 
from 1-hop neighbors (within transmission range), 3. If a cached route is 
not found (or is invalid) then flood a request throughout the network, 4.a. 
Intermediate nodes with cached route to T reply to Q, 4.b. The target T 
replies to requests returning multiple paths to Q. 



Figure 2: State diagram for the probabilistic decision chain for on-demand 
routing in DSR-like mechanisms. 



nodes en-route to the destination have a cached route for T ,  in which case 
the flooded request may not reach T,  and in which case there is a probability 
that the replies may be invalid. In these situations another request may be 
flooded to obtain a valid route. The state diagram for this process and the 
state transition probabilities are given in Figure 2. 

From the previous figures we can get an estimate of the overhead (or cost) 
incurred. For now we define cost in terms of requests and replies transmitted 
and forwarded. In later analysis we shall study the cost in terms of energy 
consumption. The three main procedures of the route discovery mechanism 
are I. local cache lookup, 11. neighbor cache lookup, and 111. flooding the 
request. 

I. Local cache lookup does not incur any communication overhead. 
11. Neighbor cache lookup incurs one request transmission and replies 

from neighbors with a route cache. If g is the average node degree, and a is 
the average fraction of neighbors that respond to the request (0 5 a 5 I), 
then number of replies is a.g. Let the cost of neighbor cache lookup be NC, 
then N C  = 1 + a.g. 

111. Request flood incurs - ( N  - 1) request transmissions, and replies 
from the target T for multiple routes equal to the number of T's neighbors 
forwarding the request; i.e., - g. Each reply traverses L hops from T to 
Q, where L is the average path length in hops between the querier and the 
target. The flood will also trigger replies from P.N intermediate nodes, each 
traversing y.L hops, where P is the average fraction of intermediate nodes 
responding to the request and y is the fraction of the average path length 
for path lengths for the path from Q to an intermediate node. Let the cost 
of flooding be C F ,  then we get 

As was mentioned previously, there may be a need for repeated floods 
if no valid route is obtained. Assuming, for simplicity, that the subsequent 
floods are independent with each having an average of qr success rate, then 
we get a geometric distribution and the overall (expected) cost of flooding 
becomes CFIq,. 

From the state machine we get an expression for the overall overhead 
(Ov) per discovery for on-demand routing, as follows. 



3.2.2 Simplifications for Resource Discovery 

Several minor modifications may apply to ad hoc on-demand routing for 
resource discovery. Since the resource discovery request will be sent in one- 
shot (i.e., in a very short transfer) there is no need to store multiple paths 
for future route maintenance, and only one route to the target T is needed. 
Hence, we can eliminate the multiple responses from the target and the re- 
sponses from the intermediate nodes, thus reducing the discovery overhead. 
This would result in b = 0, q, = 1 and C F  = ( N  - 1) + L. If we consider 
medium to large scale networks where N  N 100 to 1000 nodes or more, and 
consider a reasonable range for g N 6 to 12 neighbors, then we can ignore 
C N  with a small margin of error. Also, if we combine effects of local and 
neighbor cache lookups simply as p for the cache hit ratio and q for the 
cache validity ratio, such that p.q = plql+ p2q2 - plp2q2, we then get: 

It is clear that the overhead depends heavily on the cache hit and validity 
ratios. Let us define the cache efficacy ( C E  = pq) as the combined effect of 
cache hit and validity ratios. But what are the main factors affecting CE? 
In the following subsection caching performance is evaluated and analyzed 
over a variety of network size and mobility degrees to attempt to extract 
those factors. 

3.2.3 Simulation and Analysis of Caching 

We observe the performance of the on-demand routing caching scheme through 
simulation. Networks with 40 to 2000 nodes were simulated with various mo- 
bility degrees. Each node moves using a "random waypoint" model with no 
pause time. Each node selects a random value between [O,Vmax] m/s and a 
random destination to which it moves with constant speed. This process is 
repeated whenever a node reaches its destination. Vmax was varied from 0 
to 60m/s. Querier-target pairs were chosen randomly and 1000 queries were 
performed in each run with 10 queries per sec. A cache warm-up period was 
allowed before measurements were taken in each run. Each data point rep- 
resents an average of 10 simulation runs with different random seeds. The 
average node degree was kept almost constant for all topologies at 8 neigh- 
bors per node, in lkmxlkm network. The results are given in Figure 3 and 
Figure 4. Figure 3 shows the cache efficacy for various mobility desgrees and 
network sizes. For very small scale networks (40-100 nodes) the efficacy is 
relatively high (N 50-70%) especially for low mobility cases. As the number 



Figure 3: The cache efficacy with various velocities and various network 
sizes. The cache performance degrades drastically with scale of the network 
and with (even very low) mobility. 

of nodes increases, however, the cache efficacy drops dramatically, even for 
very low mobility, to  N 10% for 1000 nodes and to N 5% for 2000 nodes. 
Figure 4 gives a closer look at the cache metrics. It  is apparent that the ef- 
fect of network size is more significant than the effect of mobility. The cache 
hit ratio (p) drops from N 73% (for 40 nodes) to N 30% (for 2000 nodes). 
The more drastic drop occurs in the valid cache ratio (q), from N 92% (for 
40 nodes) to 14% (for 2000 nodes), which brings the overall cache efficacy 
(p.q) down. 

For moderate to large-scale networks (above 1000 nodes) the perfor- 
mance of on-demand routing with caching approaches flooding, where the 
on-demand routing protocol resorts to flooding more than 90% of the time 
due to cache misses or invalid cache hits. 

3.3 Hierarchical Approaches 

For scalability, several hierarchical approaches have been proposed [20, 21, 
451. Many hierarchical architectures are cluster-based, in which each clus- 
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Figure 4: Cache hit ratio (p), valid cache ratio (q) and cache efficacy (p.q) 
with the network size for lm/s  and 20m/s. The cache efficacy with vari- 
ous velocities and various network sizes. The cache performance degrades 
drastically with scale of the network and with (even very low) mobility. 



ter (or group) of neighboring nodes elects a cluster-head to relay traffic to 
the other clusters. One advantage of this approach is that a request may 
be forwarded to the cluster heads (via intermediate nodes) without flooding 
the whole network. A disadvantage, however, is that a cluster-head may 
become a single-point-of-failure or a point of traffic concentration and a po- 
tential bottleneck. The landmark hierarchy [6] [14] [15] uses landmarks 
as directions for routing, but does not use landmarks as communication re- 
lays between clusters. This alleviates traffic concentration at the landmarks 
and reduces the risk of single-point of failure. However, the highest level 
landmark needs to periodically flood its information throughout the net- 
work, which may be unsuitable for wireless networks. One major concern 
in these hierarchical approaches is their reliance on complex coordination 
mechanisms, for election, promotion and demotion. Hence, in highly dy- 
namic environments, such as wireless ad hoc networks, complex hierarchical 
approaches are susceptible to major re-configuration with node failure, sleep 
schedules and mobility, leading to serious performance degradation. 

One common method used for clustering is based on dominating sets 
(DS) [24] 1251 1461 [47]. A dominating set of nodes in a network is a subset 
of the nodes in the network such that each node is either in that set or is a 
neighbor of a node in the set. The problem of finding the minimum dominat- 
ing (MDS) set has been proven to be NP-complete. Several heuristics have 
been proposed to approximate the optimal solution. The proposed solutions 
provide various trade-offs between the establishment (and maintenance) of 
the dominating set (sometimes called backbone) and the cost of broadcast. A 
good survey on these schemes is provided in [46]. Some protocols use a con- 
nected dominating set (CDS) as shown in Figure 5, while others propose a 
weakly-connected DS (WCDS) as shown in Figure 6. WCDS schemes lead 
to a smaller number of clusters and fewer nodes in the backbone than C D S  
schemes and thus incur less overhead to setup. Dominating set approaches, 
in general, guarantee (in theory) that the network will be fully covered. By 
contrast, the heuristics used for reduced broadcast cannot guarantee full 
network coverage. 

In general, DS-based approaches may operate in two-steps or one-step 
(on-the-fly). The two-step protocols (e.g., 1471) conduct the DS election (or 
backbone setup) in one phase, then use another phase to perform the discov- 
ery. Because the two-step protocols setup and maintain a backbone they are 
subject to re-configuration with mobility. On the other hand, the single-step 
protocols, such as dominant pruning as in [24] 1251, conduct the dominating 
set election while performing the discovery, and hence are more resilient 
to mobility effects. In general, cluster-based approaches using dominating 



Figure 5: Example connected dominating set, black nodes belong 
backbone constituting a dominating set. 

to the 

Figure 6: Example weekly connected dominating set. 



sets attempt to achieve complete network coverage by ensuring that every 
node receives every request. These approaches may be quite effective when 
broadcast redundancy is high (i.e., in highly-dense networks). For networks 
in which node distribution is not highly-dense, however, the effects of over- 
head using these approaches is quite limited, and perhaps hybrid approaches 
should be investigated. 

3.4 Hybrid, Loose Hierarchy 

Hybrid schemes use a mix of proactive and reactive schemes in an attempt to 
establish a reasonable overhead balance. Nodes exchange periodic and trig- 
gered information with neighbors within a limited number of hops to form 
zones. The proactive protocol is used for intra-zone updates, while reactive, 
on-demand, request forwarding is used for inter-zone discovery. The zones 
form a loose hierarchy because each node maintains its zone independently, 
and no major re-configuration is incurred with mobility. Unlike dominating 
set schemes, hybrid approaches, in general, do not deliver every request to 
all nodes. Rather they attempt to achieve complete network information 
coverage by forwarding the request to nodes that (collectively) have infor- 
mation about network routes or resources. In this section we discuss two 
hybrid approaches (a) the zone routing protocol, and (b) the contact-based 
architectures. 

3.4.1 The Zone Routing Protocols (ZRP) 

The zone routing protocol (ZRP) [9] [lo] [ll] [12] [13] uses a hybrid approach, 
where link state is used intra-zone and on-demand routing (border-casting) 
is used inter-zone. A feature of zone routing is that, unlike cluster-based 
approaches, a zone is node-specific, and no complex coordination is used for 
cluster-head or landmark election. In zone routing each node transmits its 
information up to R hops away, where R is called the zone radius. Based 
on this message transmission, each node independently collects information 
from its neighbors and forms its own view of the network, called a zone. 
Nodes at exactly R hops away are called border nodes. Figure 7 shows the 
concept of a zone and independent zone construction by network nodes. 

In ZRP the querier, Q, sends the request to its borders, and the bor- 
ders send it to their borders, and so on. Query control mechanisms are 
used to reduce redundant querying. Requests are broadcast (or multicast) 
hop by hop and are recorded by nodes along the path. Query detection 
mechanisms (called QD-1 and QD-2) specify that intermediate nodes along 



Figure 7: Concept of zone radius, R (in hops), border nodes, and per-node 
zone in hybrid routing with loose hierarchy. 
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Figure 8: ZRP bordercasting with query early detection and control, various 
zone for the border node of Q are shown using different colors for illustration. 
Bold lines indicate the paths traversed by the bordercast messages. 



the forwarding path (and their neighbors) record the request information. 
Upon receiving a request sent to a border that has been previously visited, 
the intermediate node terminates such request. The intermediate node has 
knowledge of the previously visited borders in its zone by maintaining intra- 
zone information of up to 2R-1 hops (called the extended zone). Hence, 
the redundant request can be terminated early. This scheme is called early 
termination (ET).  Illustration of the basic operation of ZRP and border- 
casting is given in Figure 8. ZRP design attempts to achieve an overhead 
balance between intra-zone maintenance and inter-zone discovery by vary- 
ing the zone radius R, which in turn varies the amount of information to 
store in each node. The optimal value of R depends on the network size and 
dynamics. More specifically, it depends on the 'call-to-mobility ratio' that 
in essence captures the amortization factor for the zone maintenance cost 
(due to mobility) over the number of call requests issued. It is during those 
bordercast requests that ZRP provides savings over flooding. 

3.4.2 Contact-based Resource Discovery Architectures (CoRDs) 

Contact-based resource discovery architectures (CoRDs for short) employ 
the hybrid approach and use loose zone-based hierarchy. However, the re- 
quests are forwarded to only a small number of selected nodes out of the 
zone, called contacts. Instead of using shortest path or optimal routes, 
CoRDs design goal is to conserve network bandwidth and energy, while 
achieving high request success ratio. CoRDs protocols avoid border-casting 
by using contacts out-of-zone. The concept of contacts is key for efficient 
discovery in these schemes. The idea behind the contacts borrows from small 
worlds [I] [17]. Unlike relational or random graphs, wireless networks are 
spatial graphs (in which links are a function of distance, among other factors) 
that tend to be highly clustered, leading to very high degree of separation. 
For a node, contacts are a few nodes outside of the zone that act as short 
cuts to transform the wireless network into a small world and hence reduce 
the average degrees of separation between the querier and the target. When 
a request is made, a contact-selection protocol is invoked. Contact selection 
mechanisms aim to reduce zone-overlap and to elect contacts that increase 
the coverage of the search. The search proceeds according to several possi- 
ble policies; single-shot, or multiple-expanding trials. Several protocols have 
been designed for contact-selection, including CARD [48] [49], MARQ [50], 
and TRANSFER [51]. The first two architectures, CARD and MARQ, 
use a pro-active approach that selects and maintains contacts. CARD uses 
zone-edge information to select useful contactq, ;while MARQ exploits mobil- 



ity by choosing contacts moving away from the zone. The third architecture, 
TRANSFER, on the other hand, uses a re-active approach, by choosing 
contacts dynamically, on-the-fly, when the request is issued. The reactive 
nature of this protocol reduces the maintenance overhead and is more re- 
silient to network dynamics. In the rest of this chapter the contact-based 
architecture will be presented as an elaborate case study for the design, eval- 
uation and analysis of an efficient resource discovery protocol for large-scale 
ad hoc wireless networks. The contact selection mechanism presented use 
the dynamic contact selection mechanism, as in TRANSFER [51]. 

4 Contact-based Resource Discovery Architectural 
Overview, Design and Evaluation 

In the contact-based architecture, each node in the ad hoc network keeps 
track of a number of nodes in its vicinity within R hops away. This defines 
the zone of a node. The zone is maintained using a proactive localized link 
state protocol. Each node chooses its zone independently, and hence no 
major re-configuration is needed when a node moves or fails. There is no 
notion of cluster head, and no elections that require consensus among nodes. 
A neighbor discovery protocol is used by which each node identifies nodes 
1 hop away (through periodic beacons). The link state protocol provides 
neighbor information to other nodes in the zone. Typically the number 
of nodes in the zone is small (less than 100 nodes). As part of the zone 
information each node keeps routes to nodes and pointers to resources in its 
zone. Nodes exactly R hops away are called borders. When a querier node 
Q (potentially any node in the network) issues a resource discovery request, 
it first checks to see if the resource (or destination) is in its zone. If not, 
then it seeks the assistance of a number of contacts (NoC) outside the zone, 
as follows. First, a request is issued to NoC (say 3) of Q's borders (R hops 
away). Each border, B, receiving the request would in turn select another 
node, C, at r hops away to which to forward the request. C is called a contact 
node. To increase the search efficiency, C should have low zone overlap with 
Q. Proper setting of the parameter r helps to reduce such overlap. Contact 
nodes act as short cuts that bridge between disjoint zones. This helps to 
reduce the degrees of separation between Q and the target nodes. Degrees 
of separation in this context refer to the number of intermediate nodes from 
the querier node to the target. The main architecture is shown in Figure 9, 
where the querier node Q chooses three of its borders, B1, B2, B3 to which 
to send a request message. Each of the borders in turn chooses one contact 
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Figure 9: Each node in the network has a zone of radius R hops. A querier 
node, Q, sends a request through a number of its borders equal to the 
number of contacts (NoC), in this case NoC = 3. Each border node, Bi, 
chooses one of its borders, Ci, to be the direction for forwarding the request 
r hops further until it reaches the contact. The contacts are at most (Rf  r )  
hops away from Q. In this example r = R = 3. 

at r hops away to which to forward the request. C1, C2, and C j  represent 
the contacts. The number of borders (and subsequently contacts) chosen, 
NoC, and the contact distance (r hops) are design parameters. If r = R 
then the contact is a border of a border of Q. Questions regarding setting 
the design parameters, such as number of contacts (NoC), contact distance 
(r) ,  and zone radius (R),  will be presented in the evaluation section. First, 
we describe the contact selection scheme. 

4.1 Contact Selection and Search Policies 

This section describes the contact-selection protocol and the notion of levels 
of contacts. Then presents various search policies. 



4.1.1 Contact Selection Protocol 

The main purpose of a contact node is to act as a short cut to increase the 
view of the network by searching for the target in uncovered parts of the 
network. Hence, it is important for a contact to have a zone that does not 
overlap significantly with that of the querier node, Q, or the other contacts 
of Q. However, contacts do not know about each other, and do not know 
their shortest distance to the querier (remember that contacts are outside 
of the querier's zone). To address this problem an algorithm is used to re- 
duce zone overlaps, thus increasing coverage and reducing search overhead. 
The first kind of overlap occurs between the contact's zone and the querier's 
zone. To reduce this overlap the request is directed out of the querier's 
zone. One simple approach to try to achieve this is for the border node to 
randomly choose one of its borders to which to forward the request. This, 
however, often leads to significant overlap with the querier's zone rendering 
the contact ineffective and the query success rate becomes low. Another 
simple approach is for the border node to avoid sending the request through 
the node from which it was received. However, wireless networks have a high 
clustering coefficient2[1][17]. This means that, on average, there is relatively 
high probability that the neighbors of a neighbor of B are also neighbors of 
B. Therefore, it is not sufficient to avoid only the previous hop since there 
may still be a good chance that the border may forward the request through 
nodes that belong to Q's zone. This is illustrated in Figure 10 (a), where 
the border node B receives the request from node L (the previous hop), and 
forwards it to contact C1 through node x. Node x is a neighbor of node L 
and is within Q's zone, and hence would lead to a contact less than R + r 
hops away. In many cases the contact chosen this way may have a zone 
heavily overlapping with Q's zone. The problem in forwarding the request 
outside of Q's zone to a useful contact is the loss of direction for the for- 
warded message at the border of the zone (since Q knows only about nodes 
R hops away). To achieve a sense of direction without location information, 
a mechanism is designed that uses information about the neighbors of B's 
previous hop, L, as explained next. A querier node, Q, sends a request to 
NoC of its borders. Consider one of those borders, B. Let node L be the last 
hop before B on that path. Note that B is R hops away from Q, and L is 
R-1 hops away from Q. All L's neighbors (including B)  are 1 hop away from 
L, and hence are at most R hops away from Q. That is, all L's neighbors 

'The clustering coefficient (cc) measures the probability that neighbors of a node are 
also neighbors of each other. In [17] it was shown that for wireless networks cc=0.58 (high 
clustering) for settings similar to  our study. 



are within Q's zone. As was mentioned before, due to high clustering many 
of L's neighbors (all of which are in Q's zone) may also be B's neighbors. 
Hence, B should attempt to avoid forwarding the request through any of L's 
neighbors. As illustrated in Figure 10 (b), B avoids L's neighbors (x, y, z )  
and is able to forward the request to a contact, Cz,  that has significantly less 
zone overlap with Q than C1 does. This scheme is called the zone overlap 
reduction (POR) scheme. Note that the above examples used r = R for 
illustration. In cases where r is not equal to R, POR is used to select a 
border for B that provides direction for choosing the contact, this is called 
the direction border. If r < R then POR is performed by B and then the 
contact is selected between B and its direction border. If r > R then the 
direction border needs to perform POR again to find its own direction bor- 
der, and so on. POR is performed rrlR1 times at each chosen border. 

The second type of overlap occurs between zones of contacts. To re- 
duce this overlap the querier node, Q, attempts to select borders to which it 
has disjoint routes. This is done using the zone information (with no extra 
overhead). If NoC borders are chosen by the end of this procedure then 
Q sends the request to the chosen borders. Otherwise, borders are chosen 
with minimum route overlap (i.e., with different 2nd hop nodes, then 3rd 
hop nodes, etc.). Otherwise, new borders are chosen randomly until NoC 
borders are chosen. This scheme does not guarantee non-overlap between 
contacts' zones, but performs quite efficiently during requests, as we shall 
show. We call this scheme the route overlap reduction (ROR) scheme. The 
POR and ROR mechanisms are performed as part of the query forward- 
ing process, i.e., 'on-the-fly'. Reduced broadcast heuristics or dominating 
set schemes may be used to reduce the overhead of the zone maintenance. 
Power-Aware Contact Selection: The contact-selection criteria can (and in 
fact should) take power into consideration. Information about power lev- 
els in nodes and rate of energy consumption may be piggybacked upon the 
proximity exchange messages. During the contact selection mechanisms (i.e., 
POR and ROR) nodes with low remaining energy are given low selection 
priority. To achieve this the following power-aware algorithm is used. A 
node that is selecting a border or contact first applies the POR and ROR 
rules as described above. If the selected node(s) (or any of the nodes en 
route to the selected node(s)) has less than a power threshold (P th l )  of 
remaining power, then the selection process is repeated for P thz  < Pthl,  
so on, until the selection is made. Hence, this algorithm selects the most 
energy-capable nodes that satisfy the non-overlap rules of POR and ROR. 
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Figure 10: (a) The border node, B, forwards the request towards its border 
C1 via node x. Cl's zone has significant overlap with Q's zone. By only 
using random forwarding or avoiding only node L (the previous hop) B 
can easily lose sense of direction and choose a poor contact. (b) By using 
neighbor information of L, B avoids forwarding the request to L or any of 
its neighbors (x,  y, z ) ,  all of which are in Q's zone. Hence, B is more likely 
to choose a useful contact, C2. The overlap between C2's zone and Q's zone 
is a lot less than overlap between Cl's and Q's zones. 



4.1.2 Levels of Contacts - putting the first pieces together 

The above contact selection schemes (POR and ROR) provide a mechanism 
to select NoC contacts that have distances up to R + r hops away from Q. 
These contacts are called level-1 contacts. To select the level-1 contacts 
Q performs ROR to reach NoC borders, then those borders (and their 
respective direction borders, and so on, rrlR1 times) perform POR to get 
the contacts' directions. To select farther contacts during the query process, 
level-1 contacts repeat the contact selection to choose their own contacts, 
which we call level-2 contacts. This process is further repeated as needed 
at the level-1 contacts, level-2 contacts and so on, up to a number of levels 
called maxDepth, D. The effect of D is studied in the evaluation section. 
Note that in order to select level-1 contacts, Q performs ROR, whereas to 
choose level-i + 1 contacts, level-i contacts need to perform both POR and 
ROR. That is, a level-i contact selects borders with disjoint routes from its 
borders that do not pass through its previous hop L's neighbors. 

4.1.3 Search Policies - putting all the pieces together 

Given a request and a number of levels, D, the target search process may 
proceed using different policies. Three different policies are presented for 
target search. The first is called single-shot, in which the querier sends out 
a request, in a single attempt, to traverse the contact levels in succession, 
up to D levels. The second policy is called level-by-level (lbl), in which 
the request is sent out in several attempts. The first attempt is performed 
with level depth of 1. Until and unless the target is found, each subsequent 
attempt, i, is performed with level depth di = 1 + di-l. Attempts continue 
up to di = D. The third policy is called stepsearch (or simply step), and 
is similar to lbl except that increasing the depth occurs in steps instead of 
increments of 1. For our study we choose an exponential step increase; i.e., 
di = 2di-l. 

Single-shot Policy In this policy the request is sent out from the querier 
node once, in a single attempt. The request is forwarded directly from level-1 
contacts to level-2 contacts, up to level-D contacts. In a sense, this policy is 
analogous to flooding between contacts. To further clarify this policy we give 
a simple, first order, theoretical estimate of its overhead. These estimates 
are given only for illustration purposes. At each level-i, the theoretical 
number of contacts visited is (NoC)', and the theoretical number of hops 
traversed is (R + r ) . ( ~ o C ) ~ .  Hence, the nupber of transmissions is given 



D 
by [(R + r ) .C i , l (~oC) i ]  . This provides a theoretical upper bound. The 
search employs loop and re-visit prevention mechanisms, the effect of which 
are not considered in this simple theoretical analysis. After considering these 
mechanisms, the overhead may be reduced drastically. An example of the 
single-shot search is given in Figure 11 (a). 

Level-by-level (lbl) Policy In lbl the querier node, Q, may need to send 
the request several times, in multiple attempts, until the target is reached 
or D is reached. Starting with 1 level, the number of levels visited in each 
attempt d is incremented by 1. If the querier does not get a positive response, 
it initiates another attempt after increasing d. Hence, the number of contacts 

d 
visited in each attempt is given by Ci,l(NoC)i, and the theoretical upper 

D d 
limit on number of transmissions is [(R + T ) . ~ ~ = ~ C ~ = ~ ( N O C ) ~ ] .  

Exponential Step Search Policy Step search is similar to lbl, except 
that the number of levels visited in attempt i, di, is incremented exponen- 
tially; i.e., di = 2di - 1 (e.g., 1,2,4,8..) until the target is found or dm, is 
reached, where dm,, is the first di that satisfies the inequality 2dma, > D 
for D > 2. (For D 5 2, dm,, = D). For example, if D = 20 then dm,, = 16. 
For the step policy the upper limit on number of transmissions is given by 

dmam d 
[(R + r).Cd=l,,,,,, ,,.. Ci=l (N~ ' )~ l  . 

An example of lbl (or step) with D = 2, R = r = 3, and NoC = 3 is 
given in Figure 11 (b). Schemes lbl and step are identical for D = 2. Note 
that the level-1 contacts visited on the first attempt are not necessarily 
similar to level-1 contacts visited on the second attempt. This is due to 
the randomization of the first border selection. From Figure 11 this effect 
is clear, and it results in different policies reaching different parts of the 
network. It seems, however, that single-shot may not reach parts of the 
network near the querier, but those parts are likely to be reached by lbl 
and step due to the randomization (rotation-like) effect, as illustrated in 
Figure 12. Another performance implication due to the different policies is 
in the request latency. Intuitively, single-shot incurs less delivery time than 
the other policies because it completes its search in a single attempt. Step 
search is expected to complete its search in less number of attempts than 
lbl. 



(a) Single-shot (b) Level-by-level (lbl) or step 

Figure 11: Examples of search policies with D = 2, R = r = NoC = 3: (a) 
The single-shot policy forwards the request in one attempt reaching level-1 
and level-2 contacts (called contact-1 and contact-2)' (b) The level-by-level 
( lb l )  policy forwards the request in multiple attempts with increasing the 
visited levels. In the first attempt only '3' level-1 contacts are visited. In 
the second attempt 3 different level-1 contacts are visited and the request 
is forwarded to '9' level-2 contacts. It  is clear that different policies reach 
different parts of the network. Single-shot may not be able to achieve good 
coverage near Q with low NoC. 
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/ 

Figure 12: The rotation-like effect between attempts in step and Lbl increases 
network coverage. In lb l ,  attempti reaches the leveli contacts, so on. 



4.2 Request Forwarding and Processing 

The rules for processing the requests are the same for all of the above poli- 
cies. This section presents the request processing, forwarding, and loop 
prevention. 

4.2.1 The Request Message 

The request message contains the target ID; the node ID or the resource key. 
The destination-ID in the request message contains the ID of the border node 
(or the direction border). The request message also contains the maximum 
number of levels to visit (d) for that attempt, the querier ID (Q) and a 
sequence number (SN).  For every new attempt the querier issues new SN.  

4.2.2 Loop Prevention and Re-visit Avoidance 

As the message is forwarded, each node traversed records the S N ,  Q and 
P, where P is the previous hop node, from which the request was received. 
P may be used later to send a response to the querier, Q, through the 
reverse path. If a node receives a request with the same (SN, Q), it drops 
the request. This provides for loop prevention and avoidance of re-visits to 
the covered parts of the network. This mechanism is important to keep the 
overhead from exponentially growing at each level. The recorded (SN, Q, P )  
is kept as soft state, associated with a short timer, adding robustness against 
querier failure and S N  wrap around. Also, if a contact reached at any level 
finds the querier in its own zone, indicating a loop, then the contact drops 
the request. 

4.2.3 Search, Processing and Forwarding 

A contact (or border) receiving the request, first performs a target search 
in its local zone information. If the target is found, the request is deliv- 
ered and a response is forwarded on the reverse path (if needed), with each 
node forwarding the response to its recorded previous hop, P .  Otherwise, 
further processing is performed as follows. In order for a recipient of a re- 
quest message to determine which functions to perform, and whether it is 
a contact, two fields are included in the request message; level-count and 
the hop-count. Initially, the level-count is set to d and the hop-count set to 
(R + r ) .  Hop-count is decremented and checked at every hop: If hop-count 
reaches 'O', then the receiving node acts as a contact. A contact decrements 
the level-count and resets the hop-count fi 1+ to (R + r).  If level-count "i 



reaches '0' the contact drops the request. If level-count is not '0'' the con- 
tact selects NoC borders (using POR and ROR), and sends the request 
to those borders. If the hop-count is not 'O', and the current node ID is 
same as the destination ID of the request message, the receiving node acts 
as a border node. It selects a direction border (using POR), and sends the 
request towards it. Otherwise, the request is simply forwarded to the next 
hop to the destination. The request message is unicast hop by hop, it is 
not broadcast hop by hop. This has an impact on the energy consumed at 
each hop. In broadcast, all the sender's neighbors consume energy to receive 
the message, whereas in unicast only the intended recipient consumes full 
reception energy, after a handshake for channel reservation, other neighbors 
may go into idlelsleep mode. 

5 Evaluation and Comparison 

In this section we study the various design parameters for TRANSFER. 
In addition, we compare several resource discovery approaches including 
flooding, expanding ring search3, ZRP, dynamic dominating set scheme and 
reduced broadcast. Particularly, for TRANSFER, the following questions 
are addressed: (1) How many contacts (NoC) to choose? (2) What is the 
best contact distance ( r )? (3) What should be the maximum depth (D) for 
the search? (4) How should we set the zone radius (R)? (5) What is the best 
search policy, single-shot, lbl or step? (6) How does replication affect the 
protocol performance? and (7) Is there a specific combination of settings 
that performs well for a wide variety of networks? The main performance 
metrics include energy consumption due to communication overhead and 
the request success rate. Note the trade-off between success rate and over- 
head; the more the success rate the more the overhead and vice versa. In 
order to balance these conflicting goals a penalty is introduced for request 
failures. Any failure beyond an acceptable level will be recovered using 
flooding. Hence, the scheme used in this study is contact-based search, if 
failed then fallback to flooding. Since this penalty is quite expensive it will 
be natural for the best performing parameters to avoid resorting to flooding 
by achieving a very high request success rate using contacts only. 

3Several variants of expanding ring search - with various constant and exponential TTL 
increments - were studied and were found to perform worse than flooding due to the large 
network diameter of wireless networks. For clarity of presentation we omit results for the 
expanding ring search. 



5.1 Simulation Setup 

Extensive network simulations are used to investigate the design space pa- 
rameters and evaluate the performance of the contact-based protocols under 
various settings of r ,  NoC, and D. The overall communication overhead for 
the architecture is evaluated. This overhead consists of two components: 
(a) zone establishment and maintenance, and (b) per request (or per query) 
overhead. Each node keeps track of other nodes in its zone. To keep storage 
requirements and zone overhead at a reasonable limit, the number of nodes 
per zone is limited to 100 nodes. This limit is achieved for all simulated 
networks by setting R = 3. The transmission range ( t r )  is taken as 110m. 
A wide range of networks is studied, as shown in Table 1. The area of the 
network is varied to maintain network connectivity, and to keep the zone 
nodes under 100 (for zone radius of R = 3). N nodes are randomly placed 
in a square of '1 m xl m'. 

Nodes Area (mxm) Node Degree Border Nodes Zone Nodes 

200 lOOOxl000 7.6 15.1 35 

Table 1. Networks used in the simulation. Nodes are initially randomly 
distributed. Number of border and zone nodes are given for R = 3. 

For mobility the random way point model is used, where a destination is 
chosen randomly and a velocity is chosen randomly from [0, V,,]. Once the 
destination is reached, another random destination is chosen, so on. V,,, 
was varied from 0 to 60 m/s 4. In the simulations the energy is measured 
taking into account the 802.11 MAC-layer handling of both hop-by-hop 
transmitted and received packets. 

4The random way point model is commonly used in evaluating wireless ad hoc routing 
protocols. There are, however, recent studies [63,64,65,66,67,68,69,70,71,72] that show 
the inadequacy of this mobility model to  capture some important mobility characteristics. 
In the future we plan to  evaluate our protocols using a richer set of mobility models. 
However, we expect performance of our query protocols, to  be relatively robust to  mobility 
patterns due to  its reactive (on-the-fly) hierarchy estpljlishment. 



Hop-by-Hop Communication Energy Model The energy consumed 
when a request is forwarded at each hop is due to packet transmission at 
the sender and packet reception at the recipient(s). Depending on the mode 
of the message, whether unicast, multicast or broadcast, the number of 
actual recipients vary. Recipients include the intended recipients and other 
nodes (within the transmission range) that are in receive state. In general, 
a wireless node may be in one of three power states: (i) transmit state, (ii) 
receive state, or (iii) idle/sleep state. The power expended in each of these 
states varies drastically. Also, the overall power consumed is a function of 
the duration of stay in any of these states (mainly a function of the packet 
size). The amount of energy consumed during the transmission of a request 
packet is denoted by Etx. Similarly, E y x  refers to the energy of request 
reception. If a message is broadcast, it is received by all neighbors. The 
average number of neighbors per node is the average node degree (9). For a 
unicast message, there is a small handshake phase to inform the neighbors 
of the impending transmission. In IEEE 802.11 the CSMA/CA is used with 
handshake and medium reservation. The handshake involves broadcast of 
small RTS and CTS messages causing the neighbors to sleep until the end 
of transmission. The power consumption due to handshake is denoted by 
Eh. Hence, the hop-by-hop energy consumption is given as follows: 

- Energy consumed by a unicast message (E,): 

where f = Erx/Etx and h = Eh/Etx. 
- Energy consumed by a broadcast message (Eb): 

where g is the average node degree. This study used f =O.64, and h=0.15 
. The simulator differentiates between (hop-by-hop) unicast and broadcast 
messages and applies the energy model accordingly. The energy is presented 
in Etx units. The results of the simulations are discussed next. The first part 
of the results discusses the effect of r ,  NoC, and D on the performance of the 

5 ~ h e  power consumption numbers were based on reasonable averages of data  from 
Lucent, Cisco and 3Com 802.11b wireless cards. For the unicast case, a short RTSICTS 
handshake reserves the channel for data transmission, other nodes within radio range 
backoff for the duration of the transmission and go to sleeplidle mode. The handshake 
consumes a small fraction (h) of the actual transmission energy (Et,). This fraction 
depends on the transmitted packet size. A reasonable (on the high side) estimate of h  is^ 
10%. 



different search policies. For this set of simulations the 1000 node topology 
in Table 1 is used. The query overhead for TRANSFER is insensitive to 
mobility because of its on-the-fly contact selection and query mechanisms. 
The results are shown for V,,, = 20mls. The second part of the results 
presents scalability analysis and comparisons. Each data point represents an 
average of 10 simulation runs with different random seeds. Querier-target 
pairs were chosen randomly. 1000 such queries were performed in each run; 
i.e., a total of 10,000 queries (or requests) for each data point. First present 
the overhead per request (hereafter referred to as overhead per query) is 
presented, then the zone overhead, and finally the overall overhead. 

5.2 Overhead per Query 

The overhead per query is affected by the various design parameters. Here 
we investigate the effect of the contact distance (r),  the number of contacts 
(NoC), the maximum depth (D), and the degree of replication. This study 
aims to understand the performance trends of the different TRANSFER 
policies with the various parameters. 

5.2.1 Effect of Contact Distance ( r )  

Several experiments were conducted with various NoC and D. Only partial 
results are shown to illustrate the trend, using NoC = 3 and D = 33 in 
a 1000 node network. Figure 13 shows the effect of varying r and clearly 
indicates favorable settings for the different search policies. In general, as r 
grows, the contacts' location extends farther away from the querier's zone. 
For single-shot policy, as r increases a consistent increase in the energy 
consumed per query is observed. This is due to a drop in the request success 
rate. Remember that drop in success rate translates into fallback to flooding, 
which consistently produces more energy consumption. The drop in success 
rate is due to reduced coverage of areas near Q's zone or the contacts' zones. 
Hence lower values of r (0 < r < 2) are preferred for single-shot. On the 
other hand, for lbl and step policies, the trend is different. Due to the contact 
rotation-like effect between attempts, lbl and step can still maintain good 
coverage with increasing r up to a certain distance. Hence, high request 
success rate is achieved with less energy consumption due to fallback to 
flooding. Further increase in r generally leads to more energy consumption 
due to drop in success rate. At very low values of r (e.g., r < 2), although 
lbl and step achieve high success rate, they also incur added overhead due to 
zone overlap between Q and level-1 contacts [Grid in general between level-i 



Figure 13: Effect of Contact Distance (r).  

contacts and their respective level-i + 1 contacts). This overlap reduces with 
increase in r ,  with the best values around 3-8 hops (3 being best. for step, 5 
and 8 being best for lbl). 

5.2.2 Effect of Number of Contacts (NoC) 

To understand the effects of NoC on the different policies different favorable 
settings of r based on our previous analysis were evaluated. Results in 
Figure 14 are shown for r = 2 (for single-shot), r = 8 (for lbl) and r = 3 
(for step). For all policies, a very low number of contacts (NoC < 3) incurs 
high energy consumption due to fallback to flooding because of low success 
rate. Increasing NoC increases success rate until almost all requests succeed 
then an increase in overhead is observed due to additional (unnecessary) 
search branches with increase in NoC. For lbl and step the best setting is 
at NoC = 3, while for single-shot the best setting being NoC = 4 mainly 
due to the inability of 3 contacts to establish complete coverage near Q's 
zone and the contacts' zones. 



Figure 14: Effect of Number of Contacts (NoC).  
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Figure 15: Effect of maximum depth (D). 



5.2.3 Effect of Maximum Depth (D) 

Using favorable settings for r and NoC the effect of increasing the maximum 
contact depth, D, is investigated. Results in Figure 15 show that increasing 
D generally decreases the power consumption by increasing the success rate 
and subsequently reducing fallback to flooding. It is not the case that in- 
creasing D exponentially increases the number of contacts visited. Although 
the number of potential contacts grows, loop prevention drastically reduces 
the number of visited contacts. After certain values of D (10 for lbl, 13 for 
single-shot and 33 for step) most requests (above 97.5%) become successful 
and energy consumption saturates. Note that D = 33 for step translates 
into a maximum of 6 attempts. Increase in D does not necessarily translate 
into increase in number of attempts. The average number of attempts (for 
D > 10) is 3.1 attempts for step, 4.0 for lbl, and of course 1 for single-shot. 
For larger networks we expect this number to rise and D required for high 
success rates is expected to rise as well. 

5.3 Scalability Analysis of Total Overhead 

In this section we investigate how the energy consumption grows with the 
increase in network size (as in Table 1). There are two main overhead com- 
ponents for TRANSFER: (a) query overhead, and (b) zone maintenance. 
We analyze scalability of query overhead, zone overhead, and total overhead. 

5.3.1 Scalability of TRANSFER Query Overhead 

Parameter setting for this experiment was based on earlier analysis. For 
single-shot results are presented for two settings: (a) r = 2, NoC = 4, (b) 
r = 3, NoC = 3. The maximum depth, D, was increased to 65 to achieve 
better success rate for single-shot. For step and lbl we used D = 33 and 
NoC = 3. For step we used r = 3, and for lbl r = 8. Results are presented 
in Figure 16. For all network sizes it is clear that the step policy achieves the 
best performance (with success rate of 97.5% or better without flooding for 
all network sizes). lbl incurs more overhead than step. single-shot exhibits 
an interesting behavior, for NoC = 4 , r  = 2 it achieves between 90-96% 
success rate for sizes below 4000, then the success rates go above 97.5% 
from 4000 nodes and on, consistently rising with increase in N.  For single- 
shot with (NoC = 3, r = 3) lower success rates (82-89%) are reached for 
sizes below 4000, the success rate increases to (94-97010) for 4000-8000 nodes. 
After 8000 nodes this setting achieves 97.5% and above success rate. It is 
interesting that single-shot with this (3,3) setting achieves less success rate 



Figure 16: Scalability of query overhead for TRANSFER policies. 

than the previous (4,2) setting for small networks, yet there is a cross-over 
point at 4000 nodes after which single - shot(3,3) performs better than 
single - shot(4,2) and approaches performance of step. This is shown more 
clearly in Figure 17, which shows the query overhead ratio of step to the 
others. There are two reasons for this trend: a) for lower NoC single-shot 
incurs less overhead, b) with the increase in number of nodes there are more 
branches to search, giving more chance to cover, at higher contact-levels, 
what was not covered at lower contact-levels (near Q), thus increasing the 
success rate for contact-based search and decreasing fall-back to flooding. 

Latency Analysis: Figure 18 shows the trend for average number of at- 
tempts with increase in nodes. The single-shot average is a l w a y s ~  1, and the 
largest increase occurs for lbl (reaching 13.7 attempts for 32,000 nodes). Step 
scales reasonably well, with 5.2 average attempts for 32,000 nodes. Based 
on this analysis, we observe that lbl provides no advantage over single-shot 
or step. Step provides the best performance in terms of energy consump- 
tion, and possesses desirable scaling characteristics in terms of overhead and 
latency. single-shot exhibits the best latency among these policies and may 
be set to achieve good performance at highy\scale. One desirable feature 
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Figure 17: Query overhead of various TRANSFER policies relative to step. 

of step, however, is its persistent good performance over a wide spectrum 
of network sizes, with the setting (R = 3, NoC = 3 , r  = 3, D = 33 [max 
attempts=6]). We use these settings in the rest of the simulations. 

As mentioned before, the forwarding and processing rules are the same 
for all policies. Depending on the query requirement different policies may 
be used for different kinds of requests. This is simply achieved by setting 
the right parameters in the request message. For example, to implement 
single-shot, the querier sets the maximum level of contacts to visit (d) to 
the maximum depth (D) and performs a single attempt. 

5.3.2 Comparison (Query Overhead) 

We compare the approaches of flooding, on-demand routing with cache, 
i.e., DSR-like (we refer to this as ODC), reduced broadcast (location-based 
scheme as described in[23]), dynamic minimum dominating set (MDS) 
(dominant pruning as in [24][25]), ZRP and TRANSFER. For illustra- 
tion we briefly explain flooding overhead. For flooding, in a network of 
N nodes, the request is transmitted by N - 1 nodes. We get Eflood = 
( N  - l).Etx (1 + f .g) = Etx(N + 2L f ), for large N ,  where L is the number 



Figure 18: Average attempts per query for TRANSFER policies. 

of links in the network, g is the node degree, and g = 2LIN. Figure 19 
shows the results for query overhead for V,,, = 20mls (similar trends were 
observed for other velocities). Noticeable improvement is observed in perfor- 
mance by using contacts, especially in large-scale networks. This is due to: 
(i) decrease in number of transmitted packets per query, and (ii) avoiding 
broadcast and using hop-by-hop unicast messages. 

Figure 20 shows overhead of the various schemes relative to flooding. 
Performance of ODC degrades with increase in network size, and it ap- 
proaches flooding in large-scale networks. Reduced broadcast ranges from 
55-70% while MDS ranges from 48-55% of flooding overhead. ZRP's per- 
formance varies from 33.5% of flooding in small networks to 46% at larger 
scale. The step policy has the best performance with 7.4% in small networks 
to 5.8% of flooding in large networks. 

Per-node Energy Analysis The above analysis presented the total en- 
ergy (per-query) consumed by the whole network. Such analysis does not 
show the energy distribution in the network, which would be more represen- 
tative of the network lifetime and potential for partitioning. In this analysis 
several experiments are conducted to compare the energy distribution in the 
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nodes for flooding, ZRP and Step. The power-aware contact selection algo- 
rithm described above is integrated into the Step scheme; the new scheme 
is called E-Step. For our simulations we take Pthl  = 90%, Ptha = 80%, 
and so on. The previous 1000 nodes simulation setup is used for 1000 ran- 
domized small transfers. In addition, we start the nodes with Em,, energy 
level that gets reduced as the nodes transmit or receive messages, accord- 
ing to the energy model. We conduct two sets of simulations. The first to 
compare the contact-based approach to flooding and ZRP, for which Em,, 
is set to 12,000 Et, units. And the second set to compare Step and E-Step, 
for which Em,, is set to 3,000 Etx units. The results are shown in Figure 21 
and Figure 22, respectively. In those figures the horizontal axis represents 
the nodes as ranked (or sorted) by the remaining energy, while the verti- 
cal axis gives the actual remaining energy as percentage of Emax. From 
Figure 21 we observe that the contact-based approach clearly outperforms 
flooding and ZRP, not only in power conservation, but also in achieving a 
balanced power consumption between network nodes. For this set of sim- 
ulations, the remaining energy for the lowest energy-ranked nodes was as 
follows (as a percentage of Em,,): for flooding I%, for ZRP 42%, for Step 
80%, and for E-Step 90%. For flooding we notice a staircase distribution 
for the remaining energy, this is due to the fact that all the nodes partic- 
ipate in the flooding for every query and nodes having higher node degree 
(i.e., more neighbors) consume more power. The second set of simulations 
compares Step and E-Step. As shown in Figure 22, even though the overall 
energy consumption was observed to be very similar but the load-balancing 
(or energy-balancing) ability is quite different. The least remaining energy 
in the nodes (as percentage of Em,,) was 16% for Step, and 55% for the 
E-Step mechanism. For the lowest 280 energy-ranked nodes, E-Step gives 
more remaining energy. In sum, E-Step provides various improvements over 
the Step protocol, increasing  by^ 40% for the lowest energy-ranked node, 
by more than 25% for 20 lowest energy-ranked nodes, and by more than 
15% for the 50 lowest energy-ranked nodes. 

5.3.3 Zone Overhead 

The zone overhead includes the energy consumed by the link state message 
exchange. For link state, the zone exchange is in the form of broadcast 
messages by each node, up to R hops away. This exchange increases linearly 
with mobility (with more link changes). So, this overhead is normalized with 
respect to mobility using Z(R). The zone overhead is also a function of the 
number of nodes in the zone. Figure 23 shows Z(R) for TRANSFER and 



Figure 21: Remaining energy for Flooding, ZRP, Step and E-Step (Em, = 
12,000). 

Figure 22: Remaining energy for Step and E-Step (Em,, = 3,000). 
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Figure 23: Normalized Intra-zone overhead for the basic proximity R = 3, 
Z(3) and the extended zone of 2R - 1, Z(5). 

for ZRP. (ZRP uses zone of 2R - 1 for early termination). 

5.3.4 Comparisons of Total Overhead 

The query overhead is a function of the query rate (querylsec), while zone 
overhead is a function of mobility (m/s). In order to combine these two com- 
ponents we represent the query rate as a function of mobility, and normalize 
the energy per node per second per m/s of mobility. We use the QMR met- 
ric (query-mobility-ratio, or q) defined per node as query/s/(m/s) or simply 
query/km (this is similar to CMR in [12]). Z(R) has units of 'energy (Etx) 
per sec per node per (m/s)'. Let the energy consumption per query for step 
be Estep in (Etx) units. Similarly for flooding and ZRP, we have EflOod and 
EZRP. The overall query overhead for step, EQ,~,, = q.Estep. The units of 
EQstep are in 'Etx units per sec per node per m/s', compatible with Z(R). 
The total overhead for step becomes: 

For flooding, no zone overhead is incurred, so ETflood = EQ flood = 
q.Eflood. For ZRP the zone (or intra-zone) overhead is incurred for 2R - 1 



Figure 24: Total energy ratio vs. flood (TERflo0d). 

hops, hence ETZRP = Z(2R - 1) + EQZRP = Z(2R - 1) + q.EZRP. For 
brevity, we evaluate the total energy-consumption ratio, TER,  of step to 
flooding and ZRP. We get: 

and 

Figure 24 shows TERflood as function of the QMR (query-mobility ratio) 
q (querylkm). We note that a logarithmic scale was used for q to resolve 
the rapid drop in the total energy-consumption ratio. 

For very low values of q (1-10 querylkm) and small to medium network 
sizes (200-4000 nodes) flooding performs better. This is due to the very 
low number of queries triggered as compared to the intra-zone maintenance 
overhead6. Note that, zone-based protocols perform well when the intra- 

6We suspect that a scenario of very low q, indicating relatively inactive nodes, is unlikely 
in large-scale ad hoc networks. A more likely scenario is that when the nodes are inactive 
for extended periods of time, they may go to sleep or 'off' mode and not participate in 
intra-zone exchange. Maintaining zone information without being active is not desirable. 



Figure 25: Total energy ratio vs. ZRP (TERZRP). 

zone overhead is amortized over a reasonable number of queries in order to 
achieve overall gain. It is clear that for medium to large-scale networks and 
for medium to high rate of queries, TRANSFER has a significant advantage 
over flooding, where TERflood approaches 5% for large networks. We now 
turn to Figure 25 to analyze the trends in TERZRP. We notice a trend 
different from that for TERflood, mainly because ZRP is also a zone-based 
approach and incurs more intra-zone overhead by using the extended zone 
of radius (2R - 1). Effect of the extended zone is clearest for small QMR 
where the intra-zone overhead has the dominant effect, whereas for high 
QMR the effect is mainly due to the query overhead. For a small network 
(200 nodes) and for low q, we get TERZRPm 48%, while for high q, TERZRP 
is just below 25%. For medium to large-scale networks (500-32000 nodes) 
and for low q, TERZRP ranges from 37% to 44%, and for high q, TERZRP 
ranges from 13% to 20%. Hence, the best gains for TRANSFER can be 
observed for higher values of QMR, where TERZRP approaches 14% for 
large networks. 



6 Conclusions 

In this chapter, we provided an overview of the main approaches for resource 
discovery in wireless networks. The problem of resource discovery is becom- 
ing more challenging and pressing as more emerging infrastructure-less net- 
works are designed and implemented. The various approaches described in 
this chapter included flooding-based approaches, including expanding ring 
search and reduced broadcast heuristics, on-demand ad hoc routing, hierar- 
chical cluster-based and dominating set schemes, and hybrid loose hierarchy 
schemes including zone routing and contact based architectures. Reduced 
broadcast approaches and dominating set approaches attempt to reduce the 
redundancies of flooding but attempt to all discovery requests to all nodes 
in the network. On-demand ad hoc routing utilizes information caching to 
reduce effects of flooding, but is greatly affected by network dynamics that 
cause cache invalidation. Hybrid approaches, such as zone and contact- 
based routing use the proactive approach within the zones, and the reactive 
approach for out-of-zone discovery. Zone routing uses bordercasting, while 
contact-based schemes select out-of-zone contact nodes to avoid bordercast- 
ing. After conducting an extensive comparative study between the above 
schemes, it was observed that hybrid approaches are useful when the cost of 
zone maintenance is amortized over a reasonable number of requests, oth- 
erwise flooding-based approaches work better. In general, if power control 
is used such that only active nodes participate in zone construction and 
maintenance, then hybrid approaches seem to scale best. In particular the 
contact based approach is promising as it performs well for a fixed set of 
parameters over a relatively wide array of scenarios and network sizes. 
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1 Introduction 

A mobile ad-hoc network (MANET) is a collection of mobile nodes that 
communicate using a wireless medium forming an autonomous network. In 
addition to attending to its own business, each node also acts as a router, 
forwarding packets on behalf of other nodes. Examples of applications of 
MANET include: tactical operations, search-and-rescue missions, law en- 
forcement, and virtual classrooms, among many others. Compared to wire- 
line networks and to more traditional wireless networks (such as cellular net- 
works), MANET has the following distinguishing characteristics: (1) lack of 
pre-existing infrastructure, (2) potential for rapid node mobility, and (3) all 
communications are carried over a bandwidth-constrained wireless medium. 

The effectiveness of a distributed routing algorithm depends on the ac- 
curacy of the topology information available to it. Unfortunately, rapid 
changes in the topology of MANET can easily cause the distribution of 
up-to-date routing information to saturate the scarce network bandwidth. 
Substantial research effort has been devoted to balance this tradeoff in or- 
der to achieve better performance in terms of high throughput, low control 
overhead, short delay, low energy consumption, scalability, etc. 

The emerging consensus [3,4, 141 is that there is no single basic MANET 
routing protocol that operates efficiently under all the network conditions. 
Considering diverse MANET applications where mobility, traffic, size and 
density may vary significantly, different tradeoffs have to be made in differ- 
ent situations. An ideal protocol should be able to combine the strengths 
of basic protocols and adapt their behavior at the appropriate time and for 
the appropriate scope of the network. This motivates the study of hybrid 
MANET routing protocols. In this chapter, we present a survey of routing 
protocols for MANET with a focus on such solutions that integrate vari- 
ous routing approaches in a hybrid framework and adapt to the changing 
network dynamics to achieve better performance in a wide variety of envi- 
ronments. 

The remainder of this chapter is organized as follows. After a quick re- 
view on the basic proactive/reactive MANET routing protocols in Section 2, 
Section 3 surveys recent hybrid MANET routing protocols. Subsection 3.1 
reviews cluster-centric hybrid routing protocols where the clustering of the 
nodes in the MANET is leveraged for the design of efficient routing protocols. 
Subsection 3.2 reviews a number of alternatives to the cluster-centric view, 
that we refer to as node-centric. One of the important node-centric rout- 
ing protocols is the classic Zone Routing Protocol that is discussed in some 
detail. Next, Section 4 presents the details of our new hybrid node-centric 



routing protocol - TZRP. Subsection 4.1 begins by motivating the need to 
decouple concerns about traffic characteristics and mobility in ZRP. Subsec- 
tion 4.2 presents a high-level overview of TZRP. The details of TZRP are 
discussed in Subsection 4.3. Subsection 4.4 presents our simulation results 
that show that TZRP outperforms ZRP. Finally, Section 5 offers concluding 
remarks. 

2 MANET Routing Protocols: a Quick Review 

Numerous routing algorithms targeted at small-to-medium MANET have 
been proposed in the literature. Traditionally, they can be classified as ei- 
ther proactive (table-driven) or reactive (on-demand) protocols. The key 
distinction between them is when routing information is acquired and main- 
tained about specific destination nodes. In pure proactive routing protocols, 
consistent and up-to-date routing information to all nodes is maintained at  
each node, whereas in reactive routing protocols, routes are created and 
maintained only when desired by the source node. 

A reactive routing protocol typically has two components: route discov- 
ery and route maintenance. The goal of route discovery is to find a new 
route to the destination node. Once a route is found, route maintenance 
mechanisms are used to validate an active route, do local repair when the 
route breakage is detected, and to notify the source node of the route failure 
when necessary. DSR [15] and AODV [22] are typical examples of reac- 
tive routing protocols. They share similar basic route discovery and route 
maintenance mechanisms, but differ in where and how the routing informa- 
tion is stored: DSR is a source routing protocol while AODV is a distance 
vector-based hop-by-hop routing protocol. When a source node s needs to 
reach a destination d, it floods a Route Request (RREQ) packet into the 
network. Each forwarding node appends its own address to the RREQ (in 
the case of DSR) or adds the route to s in its routing table (in the case of 
AODV). When a RREQ reaches the destination (or a node with a cached 
route towards the destination), a Route Reply (RREP) packet is sent back 
to s following the reverse path traced by RREQ. Each node forwarding the 
RREP adds the route to din its routing table (in the case of AODV). When 
s receives the RREP, a source route to d is available from RREP (in DSR), 
or routing table entries are established at all the nodes along a route from 
s to d (in AODV). Once a route is found, it is used to forward data packets 
from the source to the destination as long as it is still valid, even if it is no 
longer optimal due to node mobility. When a route is broken, the source 



node is notified by a Route Error (RERR) packet. It can then attempt to use 
some other route to the destination already in its cache or can invoke route 
discovery again to find a new route. By virtue of source routing, routing 
loops can be easily detected and eliminated in DSR, while AODV attains 
loop-free routing by using a destination-based sequence number. 

To minimize the flooding overhead, in AODV the RREQ messages are 
initiated with increasing time-to-live (TTL) value. If no RREP is received, 
a source node issues a new RREQ for the destination based on an expo- 
nential back-off algorithm. This is called expanding ring search. LAR [17] 
demonstrates how location information provided by GPS can be exploited 
to reduce the number of nodes involved in RREQ flooding. 

TORA [19] is designed to minimize the control overhead in the route 
maintenance stage by localizing reaction to topological changes. The idea is 
to establish a destination-rooted directed-acyclic graph (DAG) in the form 
of a relative height value at each involved node during the flood-based route 
discovery stage. This DAG is used during the route maintenance stage 
based on link-reversal algorithm to establish new routes quickly in response 
to link breakage. Different from both AODV and DSR, TORA requires node 
coordination and reliable control message exchanges among neighbors. 

In proactive routing protocols, a lot of work was done to adapt existing 
wireline network routing protocols, such as Distance Vector (DV) and Link 
State (LS), to MANET. DSDV [21] is one of the earliest routing algorithms 
for MANET. Its key advantage over traditional DV protocols is that it uses 
sequence number to guarantee loop-freedom. Link-state routing algorithm 
is also adapted for MANET because of its faster convergence and better 
support for QoS compared to the DV-based approaches. In this direction, 
the major focus is how to reduce the control overhead by disseminating 
Link-State Update (LSU) throughout the network more efficiently and how 
to reduce the generation frequency and propagation scope of LSU. 

For example, OLSR [12] reduces the control overhead compared to tra- 
ditional LS based on Multi-Point Relays (MPR). A node's MPRs are a min- 
imum subset of its 1-hop neighbors that can cover all of its 2-hop neighbors. 
In OLSR, only MPR nodes further forward LSU, and the size of a LSU is 
reduced since it only includes a node's links to its MPR neighbors, instead of 
the whole neighborhood list as in a traditional LSU. In the source-tree-based 
approaches (STAR [5] and TBRPF [HI), each node maintains a shortest 
path tree to every other node in the network. A node computes its source 
tree based on its own links and the source trees reported by neighbors. A 
node generates a LSU only when its source tree changes. In TBRPF, a node 
reports only the changes to a part of its source tree in LSU based on esti- 



mating which links in the tree are actually used by its neighbors. In STAR, 
instead of generating a LSU whenever the source tree changes, a node gen- 
erates a LSU only when a long-term routing loop may happen or network 
membership changes (called Least Overhead Routing). 

There is an on-going debate on whether a proactive or reactive approach 
is best for MANET. In terms of routing table size, a proactive protocol has 
to maintain entries for all the nodes in the network, hence does not scale well 
to large networks. By contrast, a reactive routing protocol only maintains 
routing information to the active communicating nodes. In terms of delay, 
proactive protocols have a route to the destination readily available when- 
ever it is needed, while reactive protocols suffer from longer route acquisition 
latency due to the on-demand route discovery. In terms of bandwidth con- 
sumption, reactive routing protocols are generally considered to have lower 
control overhead. But when new routes have to be found frequently, the 
flooding of RREQ may cause significant overhead. In addition, route op- 
timality cannot be achieved in such protocols. Instead, a path is used as 
long as it is valid, although it may no longer be optimal. This means that 
the amount of bandwidth wasted due to the sub-optimality of paths may 
become excessive when the session-to-mobility ratio is high. Proactive rout- 
ing protocols have long been considered as having more control overhead 
than reactive approaches. However, this is based on the somewhat unfair 
assumption that a proactive routing protocol necessarily has to provide op- 
timal paths and all node must have a consistent view of the network. In 
fact, as demonstrated by STAR, by relaxing the route optimality and the 
consistent view constraint, proactive protocols can potentially be designed 
with the same level of control overhead as reactive protocols. In a sense, 
this flexibility of balancing the tradeoff between routing overhead and path 
optimality is an advantage of proactive approaches over reactive approaches 
since reactive protocols intrinsically lack the ability to achieve path opti- 
mality. Essentially, the tradeoff between routing control overhead and path 
optimality is a key problem when comparing the performance of different 
routing protocols for bandwidth-constrained MANET [32]. 

3 Hybrid MANET Routing Protocols 

Ideally, a hybrid routing protocol should have the following properties: (1) 
eficient: the protocol should choose suitable basic components and integrate 
them organically to achieve better performance than any single component; 
(2) adaptive: the protocol should be able to dynamically adjust the extent 



of each component to achieve different desired performance goals under dif- 
ferent network conditions; such adaptation mechanisms generally require a 
clear mapping between performance metrics and hybridization parameters; 
(3) simple: the hybridization should be lightweight, avoiding excessive con- 
trol overhead. 

There is a large design space for hybridization between various basic 
proactive and reactive protocols. In this section, we review several hy- 
brid MANET routing schemes proposed in the literature. We classify these 
schemes into cluster-centric and node-centric. In the cluster-centric schemes, 
explicit clusters are formed and maintained as efficient control structures for 
abstracting and propagating routing states, and the boundary of clusters is 
the switching point between different routing strategies. In the node-centric 
schemes, no special effort is spent on forminglmaintaining explicit control 
structures, and each node makes use of routing information to its neighbors 
(as well as to some other special nodes) to switch between different routing 
strategies. 

3.1 Cluster-Centric Protocols 

A natural way of implementing hybrid routing is to organize the network 
into a collection of node groups (clusters), and to adopt different routing 
strategies for intra- and inter-cluster traffic, respectively. Indeed, hierarchi- 
cally organizing a network is a well-studied problem in large-scale wireline 
networks and has been shown to be effective in minimizing the size of rout- 
ing tables, thus optimizing the use of network resources. In the case of 
MANET, partitioning nodes into clusters can have other benefits as well: 
the clustering control structure not only makes a large network seem smaller 
but, more importantly, can make a highly dynamic network appear less dy- 
namic, essentially hiding mobility. 

Many cluster-centric routing schemes have been proposed in the liter- 
ature [ll, 13, 23, 24, 331. Among them, the (a , t )  - cluster framework 
[23] is directly targeted at  maintaining an effective cluster topology that 
adapts to node mobility to achieve hybrid routing that balances the trade- 
off between proactive and reactive strategies according to the temporal and 
spatial dynamics of the network. Specifically, the (a ,  t) -cluster framework 
dynamically organizes mobile nodes into clusters in which the probability 
of path availability a can be bounded for a period of time t. Since a es- 
tablishes a lower bound on the probability that a given cluster path will 
remain available for time t,  it controls the cluster's inherent stability. For a 
given a (stability level), the role o f t  is to manage the cluster size, essentially 



controlling the balance between route optimality and cluster maintenance 
overhead. 

Routing is achieved utilizing a dynamic two-level hierarchical strategy 
consisting of pure proactive routing (DSDV or OLSR) and least-overhead 
proactive routing (STAR) operating at each level. Each node maintains two 
routing tables. The level-1 routing table consists of one entry for each des- 
tination node within the same cluster and of one entry for each neighboring 
cluster, indicating the next-hop nodeID along the optimal path to the cor- 
responding destination. The level-2 routing table consists of one entry for 
each cluster in the network, indicating the next clusterID along the current 
active path toward the corresponding destination cluster, which can be re- 
solved to a next-hop nodeID using the level-1 routing table. The level-2 
protocol requires that one node (the node with the lowest nodeID in each 
cluster) generate an update on behalf of its cluster. When a level-2 update is 
generated, it is flooded to all the nodes in each neighboring cluster, but not 
transmitted beyond the neighboring clusters. Using the strategy of STAR, 
every node maintains level-2 topology information. 

To forward a packet to a desired destination, a source node must first use 
a location management protocol to discover the current clusterID associated 
with the destination node. This binding procedure is similar to a reactive 
route discovery process, and the associated overhead is a common problem 
to all the cluster-centric schemes. However, in the (a , t )  - cluster frame- 
work, the level-2 information maintained is used to infer a broadcast tree to 
forward a request to every cluster only once. Furthermore, each request need 
only be processed by one node in each intermediate cluster, and if the target 
is discovered along a given subtree, early termination of the query thread 
on that subtree is easily achieved. Finally, the request provides binding in- 
formation directly to the target of the request. consequently, the response 
can be sent directly to the source of the request via unicast routing. 

The main contribution of the (a ,  t)  -cluster framework is that it empha- 
sizes the importance of mobility in cluster formation and develops a formal 
mobility model to characterize link and path availability. If both a and 
t are sufficiently large, then (a, t )  - clustering tends to identify groups of 
nodes moving together. However, both the definition of (a, t)  - cluster and 
the associated clustering algorithms described in [23] need to be refined for 
working effectively in a general MANET. In [24], two major modifications 
to the (a,  t) - clustering framework are proposed: (a) In a cluster, the pair- 
wise (a ,  t)-reachability is considered to be too restrictive, hence the cluster 
is redefined so that (a,  t)-reachability is only required between a potential 
joining node and the parent node of the cluster; (b) A node does not leave 



a cluster until the cluster becomes disconnected. These modifications do 
solve the convergence problem of the cluster maintenance algorithm, but 
also compromise the clustering goal and introduce new problems that need 
to be further investigated. For example, choosing a good parent node be- 
comes a critical problem. 

The (a,  t )  - cluster framework clearly demonstrates both the benefits 
and challenges of a cluster-centric hybrid routing protocol. Generally, the 
hierarchical clustered MANET forces a tight coupling between routing and 
clustering. It is a very challenging task to determine which combination of 
routing and clustering algorithms is the most appropriate for a particular 
network. 

3.2 Node-Centric Protocols 

In cluster-centric routing protocols the formation and maintenance of the 
clustering infrastructure needs explicit exchanges of special-purpose control 
messages. By contrast, in the node-centric routing schemes discussed in 
this sub-section, each node makes use of an implicit control structure that 
is naturally associated with itself: the area that consists of all the nodes 
reachable in k hops from it (i.e. its khop neighborhood). Such a structure 
is constructed and maintained as a by-product of exchanging regular routing 
information among nodes. No special-purpose algorithm is needed. Such a 
structure can be considered to be an implicit cluster. 

3.2.1 Fisheye Routing and FSLS 

The fisheye [16] routing concept is based on the observation that nodes that 
are far away do not need to have complete topological information in order 
to make a good next hop decision. Given an approximate view of the distant 
parts of the network, a node can forward a packet in the proper direction to- 
ward the destination. As the packet makes progress toward the destination, 
the view of the destination's region becomes more accurate, providing for 
more precise packet forwarding. This suggests that propagating every LSU 
over the network may not be necessary. The fisheye technique is used in 
FSR [7, 111 and DREAM [I] (using location information provided by GPS). 
This class of approaches is further generalized and analyzed in FSLS [31]. 
In FSLS, the reduction of control overhead is achieved both in space (by 
limiting the propagation scope of LSUs) and in time (by limiting the time 
between successive LSU generations). Specifically, a node wakes up every 
2i-1 * t, (i = l,2,3, ...) seconds and transmits a LSU with TTL set to si if 



there has been a link state change in the last 2i-1 * t, seconds. The choice 
of a good set of values isi) is determined by the traffic pattern. Assuming 
a uniform traffic distribution among all nodes in the network, the values of 
si that achieve the best balance between proactive overhead and route sub- 
optimality is derived in HSLS [31]. In these fuzzy proactive protocols there 
is a higher chance for short-term loops caused by routing inconsistencies 
due to different views of the network at different nodes. Currently, there is 
no mechanism in FSLS to avoid such loops. These loops are detected and 
removed by means of TTL expiration. 

3.2.2 ZRP 

The Zone Routing Protocol (ZRP) [8] provides a hybrid routing framework 
that is locally proactive and globally reactive. The goal is to minimize 
the sum of the proactive and reactive control overhead. In ZRP, a node 
proactively propagates LSU to all the nodes in its Ic-hop neighborhood, where 
k is called Zone Radius. Thus, each node has an up-to-date view of its routing 
zone, that is, all the nodes and links in the node's k-hop neighborhood. 
The routing zone nodes that are at a distance of exactly k hops are called 
peripheral nodes. Each node has its own associated routing zone (hence, its 
own set of peripheral nodes), and routing zones of neighboring nodes overlap 
heavily. 

ZRP is hybrid not only in that it adopts pure proactive routing for intra- 
zone traffic and reactive routing for inter-zone traffic but, more importantly, 
the zone structure maintained for proactive routing is exploited in the reac- 
tive routing process through a mechanism called bordercasting. Rather than 
blindly broadcasting a node's route request to all its neighbors, bordercast- 
ing directs the request to peripheral nodes only. Using the zone topology 
maintained, each peripheral node decides whether to reply to the request or 
to further forward it to its own peripheral nodes. 

The heavily overlapping neighboring routing zones can lead to query 
duplication and backward propagation. To alleviate the problem, special 
query control mechanisms (Query Detection and Early Ternination) [8] are 
used to identify those peripheral nodes that have been covered by the route 
query (i.e. that belong to the routing zone of a node that already has 
bordercast the query) and to prune them from the bordercast tree. This 
encourages the query to propagate outward, away from its source and away 
from covered regions of the network. 

The latest version of bordercasting [9] works as follows. When a node 
receives the first copy of a RREQ, (a) if the node is not an intended recipient 



of the RREQ, it is implied that the node's own routing zone has been covered 
by other bordercasting nodes. Thus, the node marks its entire routing zone 
as covered and discards the query; (b) if the node is an intended recipient of 
the query, it proceeds to process the query: if the node knows a route to the 
destination, it forwards the query to the destination; otherwise, the node 
forwards the query to 1-hop neighbors that span its uncovered peripheral 
nodes in its bordercast tree. After forwarding the RREQ, the node marks 
its entire routing zone as covered. 

Figure 1: Bordercasting i n  ZRP. 

The eficiency (the number of forwarding nodes compared to flooding) 
and effectiveness (the query success ratio compared to flooding) of border- 
casting depends on traffic pattern and the instantaneous network topology. 
Consider the network topology shown in Figure 1, and assume ZR=2. For 
a query from node 1 to node 9, the query is terminated at nodes 2 and 3 
because both 2 and 3 have the destination inside their routing zone. In this 
case, most of the nodes of the network (to wit, nodes 4-12) are not involved 
in the propagation of the query. However, when node 2 wants to find a route 
to node 8, the query propagation involves most of the nodes in the network 
(except nodes 5, 8, 12) before a route is found. 

The optimal zone radius value is dynamically adjusted using Min Search- 
ing and P a f i c  Adaptive Estimation [8]. For example, if a node notices that 
the ratio of proactive overhead to reactive overhead during a certain in- 
terval exceeds a certain threshold, zone radius is reduced; if the ratio is 
lower than a certain threshold, zone radius is increased. By adjusting the 
globally-uniform zone radius, a good balance between proactive and reactive 
control overhead can be achieved and the total routing control overhead is 
minimized. 

In recent work under the ZRP framework [29], it is argued that using 



a uniform zone radius throughout the whole network is sub-optimal. In- 
stead, having independent zone radii allows each node to distributedly and 
automatically configure its optimal zone radius, hence fine performance tun- 
ing can be achieved. Such an Independent Zone Radius (IZRP) approach 
makes ZRP much more complicated since each node now has to know which 
nodes have a demand for its LSU. This information is generally acquired 
by requiring each node to broadcast periodically an explicit Zone Building 
Packet to all the members in its zone. In fact, exchanging such explicit 
control messages makes IZRP more similar to the cluster-centric approach, 
and ZRP's simplicity due to the circular-shape zone structure and the im- 
plicit zone membership/structure maintenance ability by LSU exchanges is 
compromised. The tradeoff between the overhead and benefit of this IZRP 
scheme needs further investigation. 

3.2.3 CARD 

Contact-based architecture for Resource Discovery (CARD) [lo] is proposed 
as a framework for resource discovery in large-scale MANET. In the context 
of routing, CARD is targeted at applications in which most of the traffic 
consists of short flows and small transactions [lo]. In such applications, the 
cost of discovering routes is usually the dominant factor instead of the data 
transfer as in long flows. As a result, CARD strives to minimize the control 
overhead during route discovery instead of finding and maintaining shortest 
paths. 

In CARD, each node proactively maintains the routing information in 
its R-hop neighborhood (called vicinity) and keeps track of all the nodes 
that are exactly R hops away from itself (called edge nodes). The vicinity 
and edge nodes are similar to ZRP's zone and peripheral nodes, respectively. 
The key difference is that in addition to the above information, each node 
maintains paths to a few distant nodes called contacts. The underlying 
motivation is that, based on the small world concept, these contacts can 
help find a route to distant destinations more efficiently. 

The selection and maintenance of contacts is the key mechanism of the 
CARD framework. Theoretically, each node should maintain as few contacts 
as possible to cover as many nodes outside of the source node's vicinity 
as possible. This is, to some extent, equivalent to the source-dependent 
minimum k-dominating set problem (a k-dominating set is a subset D such 
that each node is within khops of a node in D). In practice, several heuristics 
are proposed to provide maximum increase in reachability with the addition 
of each new contact by minimizing the overlapping between contacts. 



A source node s selects its contacts one by one. To select a contact, s 
sends a Contact Selection Query (CSQ) control packet to one of its edge 
node. The edge node further forwards the packet to a randomly chosen 
neighbor. The receiving node decides whether to become a contact for s by 
checking for overlap with s's vicinity, the vicinities of all the already selected 
contacts and the vicinities of s's edge nodes. If there is no overlap, then the 
node is selected as a contact. If the node fails to become a contact, it further 
forwards the control packet. If the packet reaches a node whose distance to 
s exceeds a predetermined Maximum Contact Distance (r), the packet is 
returned to the last sender (backtracking). A contact is searched in such a 
depth-first way until one is found. Note that since searching a contact may 
involve backtracking, and multiple contacts are searched sequentially, this 
contact selection phase tends to be time-consuming. 

Once a contact c is selected and the route from s to c is established, this 
route has to be validated periodically. If the route is broken, local recovery 
is used to try to salvage it. If salvage fails or the length of this route exceeds 
a certain threshold, the contact is considered lost. If the number of contacts 
falls below a certain threshold, new contacts are selected. 

When source node s needs a path to destination d, it first checks whether 
d exists in the vicinity. If not, s sends a Destination Search Query (DSQ) 
control packet to its contacts. The Depth of Search (D) field in DSQ controls 
the levels of contacts queried. By doing such a sequential expanding ring 
search, CARD avoids the complicated query control mechanisms as in ZRP. 
The tradeoff is a longer route acquisition latency (when the destination is far 
away) adding to the already long delay in the reactive route search approach. 

CARD provides a wide range of adjustable parameters to achieve fine 
tuning for various desired performance goals. However, determining and 
adjusting the optimum values and combinations of vicinity size, number of 
contacts, maximum contact distance, and maximum depth of search is a 
challenging problem. 

Another hybrid routing protocol based on the small world concept is 
described in [2] in the context of position-based routing [35]. 

3.2.4 LANMAR, Netmark, and SHARP 

ZRP and CARD make no special assumptions about individual nodes. How- 
ever, in many practical applications some nodes enjoy special properties that 
happen to be relevant to routing. 

LANMAR [26, 361 is designed for MANET that exhibit group mobility. 
A landmark node is selected for a group of nodes that are likely to move 



together. A scope is defined such that each node would typically be within 
the scope of its landmark node. Each node propagates link state infor- 
mation corresponding only to nodes within its scope, and distance vector 
information for all landmark nodes. When a node needs to send a packet 
to a destination within its scope, the local link state routing table is used 
directly. Otherwise, the packet will be routed towards the landmark nodes 
of the destination. When the packet arrives within the scope of the desti- 
nation, it is routed using local link state tables, without necessarily going 
through the landmark node. 

In [6, 281, a node-centric hybrid routing protocol is proposed based on 
the assumption that some special nodes in a MANET are more popular 
than others. In this protocol, a hot-spot node is called a netmark. Paths 
between netmarks and ordinary nodes are maintained proactively, while 
routes between ordinary nodes are set up on demand. It is worth noting that 
the key difference between netmark-based and landmark-based protocol is 
that a node is not assumed to be associated with any node in the netmark 
protocol. Hence, in a large MANET where a netmark is only known within 
a given number of hops from itself, when a node needs to communicate with 
a destination beyond its scope, the packet can no longer be directed to a 
specific node as in LANMAR. 

SHARP 1271 is also predicated on the existence of hot-spot nodes. A 
proactive zone is defined around each hot-spot node. A node-specific zone 
radius determines the size of a given proactive zone. Each node at a distance 
not exceeding the zone radius is a member of the proactive zone of that hot- 
spot node Ni. Nodes within Ni's proactive zone maintain routes proactively 
only to the central node Ni. The nodes that are not in the proactive zone 
of a given destination use reactive routing protocols to establish routes to 
that node. It is interesting to note that SHARP'S proactive zone is far more 
lightweight than ZRP's routing zone. 

The reactive component of SHARP is AODV with the optimization 
mechanisms of route caching and expanding ring search. The proactive 
component of SHARP is adapted from TORA [19]. The idea is that in the 
proactive zone centered at node Ni, a directed acyclic graph (DAG) that is 
rooted at Ni  and is consisted of all the nodes in the proactive zone is built 
and maintained constantly. The proactive component has two procedures: 
DAG construction and DAG update. During DAG construction, the center 
node sends a construction control packet, which is further forwarded by the 
other nodes in the proactive zone. During this forwarding process, each 
node is assigned a height value. The height is the distance of the node from 
the center. A data packet arriving at a node is transmitted along the down- 



stream link to the neighbor with the lowest height. During DAG update, 
with link failures, as long as there is a downstream link, a node does not 
take any special action since a route to the center is still available (although 
not necessarily shortest). Only when all the downstream links at a node have 
failed, the node reverses the orientation of its upstream links by choosing a 
new height greater than the height of all its neighbors and broadcasting a 
new update control packet. Each node receiving this update packet records 
the new height of this neighbor and, if necessary, adjusts the orientation of 
its own upstream links and initiates a new update control packet. 

Compared to DAG construction, the DAG update procedure introduces 
less control overhead. However, the routes maintained may deviate signifi- 
cantly from the shortest path; and, with the movement of nodes, a node's 
path to the center node may have to involve nodes that just moved into the 
proactive zone, especially in the less dense networks. To deal with these 
situations, the DAG construction procedure has to be invoked periodically. 
The more frequently the DAG construction procedure is invoked, the more 
proactively shortest paths are maintained at the expense of more control 
overhead. 

Each node continually monitors network characteristics including aver- 
age lifetime of immediate links and average node degree. This information is 
sent to the destination node periodically. The destination node also locally 
maintains statistics about the data traffic that it has received. Using this 
information, each destination independently computes the optimal proactive 
zone radius to bound routing control overhead, loss rate, or delay jitter. 

3.3 Comparison of Different Hybrid Routing Protocols 

In this section we have reviewed various hybrid routing schemes proposed in 
the recent literature, focusing on their motivations, various explicit/implicit 
structures maintained, choices of basic components, and hybrid routing 
methodologies. 

To recap, in cluster-centric protocols, explicit clusters are formed and 
maintained as routing units. The clustering constraint includes node local- 
ity and group mobility. The task of creating and maintaining such clusters 
generally involves significant overhead in the face of mobility. By contrast, 
node-centric approaches can provide some extent of scalability without in- 
volving too much overhead. However the lack of explicit control structures 
may lead to inefficiency for abstracting and propagating routing states. 

We have to point out that there is no fundamental differences between 
these protocols. For example, CARD can be considered as a generalization 



of LANMAR or Netmark if mobility-group leaders or hot-spot nodes are 
chosen to be contacts. LANMAR can be considered as a special case of 
either Netmark (in a small network) or (a, t )  -clustering (in a large network 
with group mobility). This similarity suggests the possibility of further 
hybridizations between these protocols. 

4 TZRP - A Two-Zone Hybrid Routing Protocol 

The main goal of this section is to propose a novel hybrid routing protocol 
- the Two Zone Routing Protocol (TZRP) - developed by the authors as an 
extension of the Zone Routing Protocol. 

4.1 Motivation 

Although Zone Routing Protocol (ZRP) provides an elegant and powerful 
hybrid routing framework, the choice of the sepcific proactive or reactive 
protocols used therein is of key importance. In fact, the bordercasting mech- 
anism - the key component of ZRP- has some very important implications 
on ZRP's IARP (IntrA-zone Routing Protocol) component: the IARP must 
be able to provide up-to-date topology information of the routing zone. 

Figure 2: Inaccurate zone topology information can lead to  query failure. 

Consider the scenario illustrated in Figure 2, and assume a zone radius 
of 3. The actual topology is shown in Figure 2(a). However, due to an 
IARP that fails to provide accurate zone topology information, the topology 
perceived by nodes S, A, and B is that of Figure 2(b). When S wants to 



find a route to D, it constructs its bordercast tree. S prunes A from its 
RREQ receiving set and sends the RREQ only to B. B further forwards 
it to C, which has no choice but to terminate the query thread. Hence the 
query procedure fails. Since the source S has to wait for an amount of time 
proportional to the expected network diameter before realizing the query 
failure and trying again, such a query failure can cause significantly longer 
route acquisition latency. 

This example illustrates the importance of the freshness and consistency 
of the IARP information maintained at each node. Indeed, bordercasting 
in ZRP requires an IARP that converges very fast, so that the distance 
vector variants and the long-timer-based link state variants are generally not 
suitable to work as IARP. By contrast, the event-driven link-state approach 
is the ideal choice. However, in the bandwidth-limited MANET, frequent 
topology changes make a pure event-driven implementation infeasible. For 
this reason, most link-state approaches are implemented in a timer-based 
fashion [ll, 311, whereby a LSU is sent out only at some specific intervals. 
The smaller the interval, the shorter the convergence time, and the better 
approximation of an event-driven Link State routing can be achieved. 

As discussed in [20], both mobility and traffic pattern influence routing 
control overhead, hence the optimum configuration of the zone radius. For a 
high-mobility scenario, the event-driven IARP incurs a very large proactive 
control overhead. This drives towards a smaller zone radius. However, 
reducing the zone radius also reduces the initial hit ratio since more nodes 
will be outside of the node's immediate knowledge. For example, assume 
that node X's zone (with a radius of 5) is divided into 4 areas: A, B, C ,  
and D. Using an IARP that can approximate event-driven LS reasonably 
well, some nodes in area A and C are moving so fast that a lot of LSUs 
are generated. These LSUs are received by X, and when such proactive 
traffic is too large, X will decrease its zone radius to, say, 4. The result 
is that X no longer maintains proactively routing information to its 5-hop 
neighbors, even though these 5-hop neighbors are quite stable with respect to 
X.  When X needs to find a route to one of these nodes, global bordercasting 
is required. Note that, although ZRP has several mechanisms to terminate 
a query thread as early as possible [8], asymptotically, once the query goes 
out of the initial zone, at least half of the network will still be flooded [30]. 
Consequently, bordercasting is still an expensive procedure compared to an 
immediate available route, hence should be avoided as much as possible. 

Basically, the single zone structure of the original ZRP framework is 
intended to serve a dual purpose simultaneously as far as reducing routing 
control overhead is concerned: (a )  it maintains routes to nearby nodes proac- 



tively so that local traffic can be routed immediately; in scenarios featuring 
trafic locality, this can result in a significant reduction in reactive control 
overhead since it avoids global search as much as possible; (b) it provides a 
structure that can be exploited to achieve efficient flooding (bordercasting) 
when a global search is necessary. The key problem with this framework is 
that although the accurate topology information of the circular shape (in- 
stead of any other shape) zone is necessary for purpose (b), such information 
is not necessary for purpose (a). 

In fact, bordercasting is used in finding a route to a destination whose 
location is unknown to the source. This implies that bordercasting features 
a global behavior and the protocol must ensure that a query passes through 
even the weakest part of the network and reaches the destination's zone. 
Hence, inaccurate topology information used by any bordercasting node to 
prune its bordercast tree may terminate a query prematurely, causing a bad 
global effect. On the other hand, taking advantage of traffic locality to 
reduce routing overhead is a local behavior. FSLS[31], FSR, and GSR[11] 
have demonstrated that reduced frequency and accuracy in LSU generation 
and propagation work well in determining the next hop to a distant node. 
This is based on the observation that past routing information to a distant 
node provides a good approximation for the current route to that node. 

Understanding the requirements for information accuracy of different 
components of a hybrid MANET routing protocol like ZRP is important 
since accurate topology is intrinsically expensive to maintain in MANET 
and hence should be limited to small scope. The high sensitivity to mobility 
renders the zone structure in ZRP less useful as a means of adapting to 
changing traffic patterns when mobility becomes high. This motivated us 
to find a companion structure that works when high mobility forces the 
zone radius to be small, to achieve fine tuning of the total routing control 
overhead. 

4.2 Basic Idea of TZRP 

In outline, the basic idea of TZRP is as follows: each node X maintains two 
zones, both with X as the center node. One is called the Crisp Zone, with 
radius ZR,, the other is called the Fuzzy Zone, with radius ZRf.  Generally, 
we have ZR, 5 ZRf. Node X maintains proactively up-to-date topology of 
its Crisp Zone; however, X does not have to know the exact topology of its 
Fuzzy Zone. Instead, a Fuzzy-sighted-like proactive routing protocol 1311 is 
employed as the IARP in node X's Fuzzy Zone. 

In a low-mobility scenario, where topology changes are infrequent, a 



large Crisp Zone can be maintained with little proactive overhead. In such 
a case, we have ZR, = ZRf, which is the same as the original ZRP. In a 
high-mobility scenario where it is too costly to maintain a large Crisp Zone, 
ZRc is reduced to a smaller size. However, since the control overhead to 
maintain the Fuzzy Zone is long-timer based and largely independent of the 
node's mobility pattern, a large ZRf can be kept, hence the traffic locality 
benefit is still preserved to a great extent due to fuzzy proactive routing. 

Essentially, TZRP aims to decouple the protocol's ability to adapt to 
traffic pattern from the ability to adapt to mobility. The Crisp Zone is used 
to balance the influence of mobility on routing control overhead, and the 
Fuzzy Zone is used to balance the influence of traffic pattern on routing 
control overhead. By adjusting these two radii independently, a lower total 
routing control overhead can be achieved. Thus, TZRP can be considered 
as a general MANET routing framework that can balance the tradeoffs be- 
tween pure proactive, fuzzy proactive, and reactive routing approaches more 
effectively. 

4.3 Details of TZRP 

In this subsection, we describe TZRP in detail. The key difference from the 
original ZRP is that our IARP component explicitly distinguishes between 
event-driven IARP and timer-based IARP. Specifically, we use a short-timer- 
based implementation to approximate Crisp IARP, and we use a long-timer- 
based implementation to achieve Fuzzy IARP. 
(A) Generation and propagation of LSU. 

A node X wakes up  every Tshort seconds, checks its link state table, and 
determines whether there is a need to send a LSU: 

0 If during the last Tlmg seconds, X has not sent any LSU with TTL = 
ZRf - 1, then X sends a LSU with TTL = ZRf - 1; otherwise, 

If there was any change in X's 1-hop neighborhood (i.e. a new neighbor 
is found or an existing neighbor is lost) during the last Tshort seconds, 
then X sends a LSU with TTL = ZR, - 1; otherwise, 

If X finds that there is a new node in its ZR,-hop neighborhood during 
the last Tshort seconds, then X sends a LSU with TTL = ZR, - 1. 

The structure of the Crisp Zone is exploited during the propagation of 
a LSU. When ZR, 2 2, each node X maintains its shortest paths to every 
2-hop neighbor by exchanging LSUs with TTL=l. X uses the minimum 
number of 1-hop neighbors to cover all the 2-hop neighbors using one of 



the known greedy heuristics [34]. The selected 1-hop neighbors form a for- 
warding set for X.  X includes this forwarding set information in each LSU 
it generates or forwards. When a node Y receives a LSU, it first checks 
whether the LSU is received for the first time. If not, Y discards this LSU; 
otherwise, Y integrates this LSU into its link state table. Then, if the LSU's 
TTL=l, Y discards it; else Y checks whether itself appears in the forwarding 
set of the LSU; if yes, Y decrements the TTL field of the LSU, calculates 
its forwarding set, appends this forwarding set to the LSU, and forwards it; 
if no, Y just discards the LSU. 
(B) Computing Crisp/Fuzzy IARP route. 

When a node receives a LSU with a larger sequence number generated 
by node S, it deletes all the existing entries with S as the source in the 
current link state table, and then inserts the link state entries contained in 
the LSU just received. Since LSU is generated in an event-driven way in 
the Crisp Zone, the entries derived from Crisp Zone LSUs can always be 
updated on time by the latest LSUs received. However, the entries derived 
from Fuzzy Zone LSUs may not be updated on time by the originator since 
the Fuzzy Zone LSU generation is based on a long timer and the originator 
node may move out of the fuzzy zone. Consequently, these entries age 
and are deleted from the link state table after a predetermined period, say, 
Zong. When there is a route to be resolved, the intra-zone routing table 
is re-computed based on the latest link state table. Specifically, node X 
uses Dijkstra's algorithm to compute a shortest path from X to any other 
node of which it is aware. All the shortest paths with length of exactly 
ZR, hops constitute X's bordercast tree, which is used in bordercasting as 
described later. Note that Fuzzy IARP route entries only intend to work 
as a heuristic to increase the initial query hit ratio, hence the probability 
of routing failure using such an entry is higher than a Crisp IARP route. 
In such a fuzzy route failure case, the source node X will receive a RERR. 
Upon receiving a RERR, if node X finds that the corresponding entry is a 
fuzzy entry, it deletes all the LSUs starting from the intended destination 
so that the fuzzy information will not be used again until the next LSU 
originated from the node is received. 
(C) Bordercasting. 

If the destination node is unreachable from X through either a Crisp 
IARP route or a Fuzzy IARP route, then a reactive route query bordercasting 
procedure is invoked. We follow the latest version of BRP described in [9]. 
Specifically, X sends a RREQ to all its 1-hop neighbors which are direct 
children of X in the bordercast tree constructed above. Only those children 
nodes can further forward the RREQ. A sending node appends its forward- 



ing set in the RREQ. Upon receiving the first copy of a RREQ, a node can 
determine whether it is a forwarding node by checking the forwarding set 
information piggy-backed in the RREQ. If a node finds that it is not in the 
forwarding set, it simply discards the RREQ. 

A node Y in the forwarding set processes the RREQ as follows. If there is 
an IARP route from Y to the query destination with length not longer than 
ZR,  (hence a Crisp IARP route), Y unicasts the RREQ to the destination, 
which then sends a RREP back to the query source, indicating that a route to 
the destination has been found. Otherwise, node Y constructs its bordercast 
tree in the following way: First, it computes the shortest path tree with X 
as the root. All the nodes that are Z R ,  or fewer hops from X are marked 
as covered. Second, Y computes the shortest path tree with Y as the root, 
and all the uncovered nodes as leaves. The paths with length exactly ZR,  
hops constitute Y's bordercast tree. Then Y appends its forwarding set in 
the RREQ and further forwards it. Finally, Y marks all nodes that are Z R ,  
or fewer hops from Y as covered. 

During the bordercasting procedure, routing information is created and 
maintained at the involved nodes. We adapt AODV as the IERP (IntEr-zone 
Routing Protocol). That is, during the propagation of RREQ, a backward 
routing entry towards the query source is established at each forwarding 
node; during the propagation of RREP, a forward routing entry towards the 
query destination is established at each forwarding node. The destination 
sequence number is used in the similar way as in AODV to prevent rout- 
ing loop. Unlike AODV, zone information is used for route maintenance. 
When a link breakage on an active route is detected, the upstream node 
checks whether the destination node can be reached through any alternative 
Crisp/Fuzzy IARP route. If so, the route is locally-repaired successfully; 
otherwise, a RERR is sent back to the source as in AODV. 

4.4 Simulation Results and Discussion 

We have simulated the TZRP protocol using the ns-2 simulator [25]. In our 
simulations, we have N=200 nodes, each of which has a radio transmission 
range of TT=250m and transmission rate of 2Mbps. Initially the nodes are 
distributed uniformly a t  random in an area A which is either a square or a 
rectangle. The nodes move according to the random way-point model; in all 
our simulations, we set the pause time to zero and each node always moves 
at the fastest speed V. The values of A and V vary in different scenarios, 
as illustrated in Table 1. The node density, D,  in Table 1 is calculated 

N * m T 2  as D = A and corresponds to the expected degree of a node in the 



underlying graph. Each simulation begins at time 0 and ends at time 190s. 
We begin collecting statistical data of various control packets starting at 
t=lOs until the end of the simulation. 

Scenario A (mxm) V (m/s) D 
1 2000x2000 10120 9.81 
2 25OOx 2500 10120 6.28 
3 4000x 1000 10120 9.81 
4 5000 x 1250 10120 6.28 

Table 1: Simulation scenarios 

Our protocol relies on periodic HELLO beacons to detect link formations 
and breakages. The HELLO beacons are sent every O.ls, and the number 
of tolerable missed HELLOS is 2. In addition, MAC-layer link breakage 
detection is enabled. In our simulation, we use a simplified MAC layer 
in the sense that we assume the MAC-layer broadcast is reliable and is 
not impaired by collisions. We understand that this is not the case for 
the family of IEEE 802.11 MAC protocols. Indeed, there are complicated 
interactions between ZRP and the underlying MAC layer. For example, if a 
LSU or RREQ transmission is translated into multiple reliable MAC-layer 
unicasts, then the number of control overhead introduced by bordercasting 
can be overwhelming; on the other hand, if a HELLO, LSU, or RREQ 
transmission is translated into a single unreliable MAC-layer broadcast, then 
ZRP's behavior becomes more unpredictable since either of these messages 
can be lost. We note that, in fact, for the purpose of our simulation an ideal 
MAC is highly desirable as it helps us focus on understanding and analyzing 
the behavior of bordercasting without being distracted by heavy cross-layer 
interactions. 

We extended the scenario generation tool in ns-2 to generate traffic based 
on a given flow distance distribution. By controlling the flow distance, we 
can clearly identify whether a flow is intra-zone or inter-zone for a spe- 
cific scenario. This enables us to determine whether the reduction in total 
routing control overhead is more attributed to traffic locality or to efficient 
bordercasting as the zone radius increases. In addition, the flows generated 
in this way can have a large chance to be between connected nodes. 

4.4.1 Sensitivity of Bordercasting to IARP Timer 

The goal of this set of simulations is to demonstrate the influence of the 
IARP timer on the effectiveness of bordercasting. In our implementation, if 



a RREP is not received within 0.4s after the first RREQ for a query is issued, 
the source node resends the RREQ and doubles its waiting time. After three 
failed attempts, the query is dropped. We calculate the query success ratio 
at each attempt. Combining this number with the route acquisition latency 
gives us a sufficiently good indication of the effectiveness of bordercasting. 
Note that when calculating the route acquisition latency, only the successful 
queries are considered. 

A (mxm) V (m/s) Average Route Length (hops) 
2000 x 2000 10 6.3 

Table 2: fiafic pattern: average route length of queries 

For this set of simulations, we generate 2000 queries during the 3-minute 
simulation time for each scenario, and we examine those flows whose distance 
between the source and destination is at least 5 hops at  the instant when the 
flow is generated at the source. The average route length for each scenario 
is shown in Table 2. In this set of simulations, we make the duration time 
of each flow short, and each flow has only one packet to send. The intention 
is to isolate the effects of various possible route maintenance optimizations 
and to focus on the route discovery procedure only. Also, we use pure 
timer-based IARP (i.e. without the optimization of propagating LSU using 
forwarding set) since we want to focus on IARP's influence on bordercasting 
only. We study the behavior of bordercasting for various values of zone 
radius, and the results featured in Figures 3, 4, 5, and 6 correspond to a 
value Z R  = 3. 

Figures 3 - 6 indicate clearly that node density, node mobility, and Crisp 
Zone IARP timer are key factors that have a significant influence on the 
effectiveness of bordercasting. 

Notice that when node density is high (as illustrated in Figure 3), node 
mobility has relatively little influence on route acquisition latency and query 
success ratio of bordercasting. This is because a large number of threads are 
generated for a single query, and although some of them lose their directions 
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Figure 3: The influence of IARP timer on bordercasting: scenario I 

and are terminated prematurely due to the inaccuracy of topology informa- 
tion when mobility is high and/or IARP timer is long, the probability that 
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Figure 4: The influence of IARP timer on bordercasting: scenario 2 

at  least one thread survives and reaches the destination is still high. As a 
result, the query success ratio is relatively stable, and the route acquisition 
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Figure 5: T h e  inf ience of IARP t imer  o n  bordercasting: scenario 3' 

latency only increases slightly. 

However, as the node density decreases (see Figure 4), fewer threads 
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Figure 6: The influence of IARP timer on  bordercasting: scenario 4 

are generated for each query, and the number of alternative routes to a 
destination decreases as well. In this case, the influence of the accuracy 



of the zone topology information on the route acquisition latency becomes 
more and more obvious as mobility increases. When mobility is too high, 
queries may fail even after several retries under a long IARP timer, leading 
to a significant decrease in query success ratio. 

Simulation shows that bordercasting in rectangular scenarios (as illus- 
trated in Figures 5 and 6) is more sensitive to IARP timer than in the case of 
square scenarios. This is because in rectangular scenarios (1) more queries 
involve further-away destinations, and (2) the number of a node's peripheral 
nodes is smaller. 

These simulation results clearly demonstrate that bordercasting requires 
an event-driven IARP (or a short-timer-based IARP), instead of a long- 
timer-based fuzzy IARP, not only for theoretical correctness, but also for 
practical effectiveness, especially in less dense and/or high mobility scenar- 
ios. 

4.4.2 Performance Evaluation of TZRP 

In this set of simulations, we demonstrate the effectiveness of TZRP com- 
pared with the original ZRP. We use the total routing control overhead and 
data packet delivery ratio as the representative performance metrics. Among 
the total control overhead, the number of transmissions (including genera- 
tion and forwarding) of those LSUs with initial TTL=ZRc-1 is considered 
pure proactive overhead, the number of transmissions of those LSUs with ini- 
tial TTL=ZRf-1 is considered fuzzy proactive overhead, and reactive over- 
head is the sum of RREQ, RREP, and RERR transmissions. 

Since this protocol is an extension of ZRP, we only illustrate a scenario 
that differentiates TZRP from the original ZRP. We use Scenario 2, with 
V = 20m/s, Tshort = IS, and z,,, = 8s. Here, 300 flows with length not 
longer than 4 hops are generated between 10s and 150s simulation time, 
each lasting for 30 seconds, with packet rate of 1 packet/second, and each 
packet of 64 bytes. The average route length is 3.54 hops. The simulation 
results are summarized in Figure 7, 8, and 9. 

In this scenario, high mobility makes it too costly to maintain a large 
Crisp Zone, which is reflected in Figure 7 as a significant increase in the 
pure proactive overhead when ZR increases by 1. By comparison, we can 
notice from Figure 8(a)(b) that the increase of the fuzzy proactive overhead 
is much less drastic as the Fuzzy Zone radius increases. Hence, by reducing 
ZRc and keeping a large ZRf,  TZRP achieves a better balance between 
proactive and reactive control overhead than the original ZRP, as shown in 
Figure 9. 



Zone Radius Size 

Figure 7: Pure proactive routing control overhead 

Z R/(ZR,,  Z R f  ) Packet Delivery Ratio 
1 87.7% 

Table 3: Packet delivery ratio under different zone radius settings 

Table 3 indicates that the data packet delivery ratio of TZRP with 
(ZR, ,ZRf )  is larger than that achieved by ZRP with ZR=ZR,. Yet another 
important lesson learned from this table concerns the effect of the interplay 
between the Crisp and Fuzzy Zone sizes. Consider the boldface entries in 
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this table. In ZRP a packet delivery ratio of 95.4% commands a ZR of 5. In 
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Figure 9: Total routing control overhead 

TZRP the same level of performance is obtained with either a Crisp Zone 
size of 2 and a Fuzzy Zone size of 7 or with a Crisp Zone size of 3 and a 
Fuzzy Zone size of 5. At the same time, as shown in Figure 9, for ZR=5 the 
control overhead of ZRP is almost three times larger as that of TZRP(2,7) 
or TZRP(3,5). Note that in our simulation, zone is used for route mainte- 
nance, and if an alternative Crisp/Fuzzy route to the destination cannot be 
found, then the route cannot be repaired locally, and the data packet is sim- 
ply dropped. Since TZRP has more topology information for use at hand, 
the probability of such data packet dropping is smaller. This, together with 
the simulation result in Subsection 4.4.1, shows that although a long-timer- 
based Fuzzy IARP cannot work effectively to guide bordercasting, it does 
play an effective role in avoiding reactive overhead and guiding a packet to 
make a good next-hop decision to the destinations inside the Fuzzy Zone. 

5 Concluding Remarks 

In this chapter, we have reviewed a class of hybrid MANET routing proto- 
cols. By integrating suitable proactive and reactive components to adapt to 
changing network conditions, a hybrid protocol can provide better perfor- 



mance in a wide range of MANET environments. One such protocol, the 
elegant Zone Routing Protocol (ZRP), provides a hybrid routing framework 
that is locally proactive and globally reactive, with the goal of minimizing 
the sum of the proactive and reactive control overhead. 

We also proposed a novel hybrid routing protocol - the Two-Zone Rout- 
ing Protocol (TZRP) - as an extension of ZRP. Different from the original 
ZRP in which a single zone serves a dual purpose, TZRP uses two different 
zones in order to decouple the protocol's ability to adapt to traffic character- 
istics from the ability to adapt to mobility. By adjusting these two zone radii 
independently, a lower total routing control overhead can be achieved. Ex- 
tensive simulation results show that TZRP provides a more effective hybrid 
routing framework and outperforms ZRP in terms of both control overhead 
and packet delivery ratio. 

In spite of these encouraging results a number of issues remain open. 
First, a detail analytical model of various control overhead is needed. Sec- 
ond, efficient adaptive mechanisms to adjust the Crisp/Fuzzy Zone radius 
dynamically need further investigation. Third, simulations focusing on larger 
networks and cross-layer interactions may provide more insight into the per- 
formance of TZRP. Finally, it would be highly desirable to use the fuzzy 
information inherent in the Fuzzy Zone in a form of fuzzy bordercasting. 
This promises to be an exciting area for further work. 
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1 Introduction 

Node localization, position estimation, and geolocation are all terms that are 
widely used to describe the process of estimating the position or location 
of a mobile node (MN) with respect to some spatial coordinate system[8]. 
In this chapter, we discuss the challenges and highlight current research 
developments in the area of node localization in wireless ad hoc networks1 [2, 
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1.1 What Are Ad Hoc Networks? 

As communication devices become more intelligent and detached from wired 
networks, researchers are envisioning a truly ubiquitous computing environ- 
ment that will allow users to communicate from anywhere and at anytime. 
Wireless ad hoc networks [6]-an emerging network architecture with several 
unique characteristics, are part of this vision. Ad hoc networks are infras- 
tructureless self-organizing, peer-to-peer, and rapidly deployable [9, 5, 221. 
They are comprised of wireless nodes, which can be deployed anywhere, 
and must cooperate in order to dynamically establish communications us- 
ing limited network management and administration [7]. Nodes in an ad 
hoc network may be highly mobile, or stationary, and may vary widely in 
terms of their capabilities and uses [15]. The primary objectives of this new 
network architecture are to achieve increased flexibility, mobility and ease of 
management relative to infrastructured wireless networks. This is achieved 
by eliminating the need for fixed base stations (BSs) (as in cellular networks 
and wireless LANs); thereby, enabling instant infrastructure wherever ad 
hoc nodes are activated, and eliminating many of the constraints to node 
mobility that are imposed by a fixed network. Due to their inherent flexi- 
bility, ad hoc networks have the potential to serve as a ubiquitous wireless 
infrastructure, capable of interconnecting thousands of devices [23] and sup- 
porting a wide range of networking applications. It is hoped that ad hoc 
networks will emerge as an effective complement to infrastructured LANs 

'The term wireless ad hoc network includes both mobile ad hoc (MANETs) and sensor 
ad hoc networks. 



(wired and wireless), and even wide-area mobile networking services, such 
as Personal Communication Systems (PCS). 

In an ad hoc network environment, the transmission range of each mo- 
bile node is limited and variable due to numerous system and environmental 
factors, including transmission power, receiver sensitivity, noise and other 
channel effects, namely, path-loss, shadow fading, Raleigh fading, Doppler 
shift, and interference. Node mobility may exacerbate several of these ca- 
pacity limiting effects. Furthermore, signal range may be limited by de- 
sign in order to increase system throughput by minimizing channel access 
contention [27], and to increase battery lifetime by minimizing transmis- 
sion power. In general, a node's transmission range is neither fixed, nor 
symmetric-it demonstrates temporal and spatial variability. Consequently, 
the wireless links of an ad hoc network are not fixed entities-their status 
changes over time and is dependent on the relative spatial location of the 
nodes, transmitter and receiver characteristics, and the signal propagation 
properties of the environment. These wireless links not only represent wire- 
less end points, as in infrastructured wireless networks, they represent the 
network topology itself. Thus, as nodes move freely, the topology of an ad 
hoc network changes dynamically. 

A set of five (5) properties have been identified, which are the basis 
for the many challenges faced by the design and implementation of ad hoc 
networks [9]: 

1. There is no centralized authority for network control, routing or ad- 
ministration. 

2. Network devices, including user terminals, routers, and other potential 
service platforms are free to move rapidly and arbitrarily in time and 
space. 

3. All communication, user data and control information, are carried over 
the wireless medium. There are no wired communications links. 

4. Resources, including energy, bandwidth, processing capacity and mem- 
ory, that are relatively abundant in wired environments, are strictly 
limited and must be preserved. 

5. Mobile nodes that are end points for user communications and process 
user applications must act cooperatively to handle network functions, 
mostly notably routing, without specialized routers. 
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Figure 1: A traditional cell-based network 

The challenges stemming from the properties enumerated above affect 
every aspect of system design and performance-from issues related to phys- 
ical and medium access control (MAC) layer design, to network-layer issues 
including routing, addressing and mobility management, to application layer 
issues, and, of particular interest here, mobile node localization. 

Unlike infrastructured networks (see Figure I) ,  ad hoc networks cannot 
rely on dedicated and centralized base stations, access points or routers/switches 
to forward traffic across fixed network segments between mobile users. Fur- 
thermore, direct communications between all nodes is infeasible due to 
limited transmission range and node mobility. As such, store-and-forward 
packet routing is required over multi-hop wireless paths. The mobile nodes 
themselves must cooperate in order to dynamically maintain routes and for- 
ward traffic on behalf of other nodes (see Figure 2). In order to maintain 
communications subject to router mobility and the subsequent dynamic sta- 
tus of the wireless network links, the routers must implement adaptive algo- 
rithms that are responsive to the changes in the network topology, without 
over-utilization of network resources. 

1.2 Why Localization in Ad Hoc Networks? 

Ad hoc networks find their applications in places where there is a tight con- 
straint on the network setup-time. They can be used for search and rescue 
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operations, conference meetings, tracking and monitoring in hostile environ- 
ments, environmental control and monitoring, monitoring vehicular traffic in 
congested areas of a city and for providing security in shopping malls, park- 
ing lots and other public places. Most of these applications require the nodes 
to know their position information to accomplish their respective tasks and 
the networking tasks efficiently. For example, suppose a large-scale sensor 
ad hoc network has been deployed in some remote location and has the job 
of reporting hazardous conditions and events of special interest (e.g., blast, 
movement, etc.). The sensor node should not only report the existence of 
a hazard or the occurance of an event, but should also report the location. 
Thus, the location or position information of mobile nodes in wireless ad 
hoc networks is necessary and can support location-aware applications (e.g., 
monitoring, tracking, and location-based services), location-based routing 
[13, 41, coverage management [16] and collaborative signal processing. The 
questions is how will all the nodes obtain accurate estimates of their current 
location in some specified coordinate system. 

1.3 Why Not GPS? 

The Global Positioning System (GPS) is a worldwide radio-navigation sys- 
tem formed from a constellation of 24 satellites and their ground stations 
[12]. GPS uses the satellites as reference points to effectively calculate the 
positions of ground nodes. Some of the real world applications of GPS 
include location estimation, tracking, navigation , mapping and providing 
timing services. To use GPS, a node must be equipped with a GPS receiver 
which is responsible for estimating the absolute position of the node in the 
global coordinate system. Though GPS makes it possible to provide a wide 
range of positioning services, it is not a completely viable solution for ad 



hoc networks due to a large number of reasons [I]. 

GPS does not work indoors or in the presence of obstacles in the line 
of sight between the satellite and the receiver. It does not work in the 
presence of dense vegetation or foliage. 

GPS receivers require high power for complete reception of the signals 
from the satellites and to compute the position. This requirement of 
high power makes GPS unsuitable for positioning in ad hoc networks 
which have strict energy constraints. 

The cost of attaching a GPS receiver to every node in the ad hoc 
network, which could consist of thousands of nodes in sensor ad hoc 
networks, is prohibitive. 

Position errors with GPS are still around 3 to 30m, which is a consid- 
erable error for dense sensor ad hoc networks. 

1.4 Designing Localization Algorithms for Ad Hoc Networks 

In this section, we discuss some general assumptions, design issues, and 
goals for ad hoc localization algorithms. The unique characteristics (i.e., 
infrasturctureless, wireless multi-hop routing, frequently changing topolo- 
gies, and mobile routers) of ad hoc networks precludes the direct applica- 
tion of existing infrastructure-based localization approaches and presents 
unique challenges in designing localization schemes for ad hoc networks. As 
such, the non trivial nature of the position estimation problem in ad hoc 
networks has attracted significant research interests and several algorithms 
have been proposed in recent years. For example, a key presumption of the 
infrastucture-based localization schemes (to be discussed in Section3) is that 
the mobile node is always a single hop from several reference nodes (e.g., 
a stationary base station aware of its location) stations). This assumption 
is not necessarily valid, as ad hoc network architecture is primarily an au- 
tonomous self-organizing multihop network. That is, to access a reference 
node, an unknown node may need to transmit a signal via several interme- 
diate nodes. 

1.4.1 Assumptions 

The localization algorithms proposed for ad hoc networks are typically based 
on several key assumptions as described below. 



1. Multi-hop Routing: Base stations and access points are not present 
in ad hoc networks and, as such, the mobile nodes must cooperate to 
deliver packets between distant nodes. Generally, ad hoc localization 
algorithms assume the existance of a routing protocol which can be 
used to deliver packets to special nodes that can assist in the localiza- 
tion process. 

2. Coordinate System: A localization algorithm can estimate the po- 
sitions of the nodes in either a global coordinate system or a relative 
coordinate system. In a global coordinate system, the positions of all 
the nodes will be based on a global reference. In relative coordinate 
system, the positions of the nodes are based on some locally relevant 
coordinate system. Typically, algorithms based on a global coordinate 
system assume a small fraction of nodes in the network are aware of 
their absolute location, for example via GPS. 

1.4.2 Design Issues and Goals 

Location systems must satisfy certain properties to be used with infrastruc- 
tureless ad hoc networks. The required properties include: 

1. Distributed operation: In ad hoc networks, the location estimation 
procedure should be distributed rather than centralized i.e, nodes are 
responsible for computing their positions. In centralized approach a 
single node is reponsible for computing the positions of all the nodes 
in the networks. This approach fails if the central node fails resulting 
in a collapse of the location system. 

2. Low response time: The position estimation procedure must have a 
fairly low response time as the ad networks are characterized by their 
dynamic topologies. The location system should enable the nodes in 
the network to estimate their positions on fly as the network topology 
changes. 

3. Infrastructureless: Ad hoc networks are generally characterized by 
their lack of or reduced dependance on infrastruture support. So the 
location systems should not require extensive infrastruture support or 
pre planning to be used with ad hoc networks. 

4. Energy efficient: Communication and computation are the main 
sources of power consumption. The nodes in the ad hoc networks are 
energy constrained as they are not connected to a continuous power 



source and, therefore, must utilize their energy in an efficient manner 
to prolong the lifetime of the node. So the communication and com- 
putation overhead involved in the computation of position of the node 
must be minimum to prevent the battery of the node from draining 
soon. Also the signaling complexity involved in finding the location 
should be minimum when a part of the network changes. 

5. Scalable: Ad Hoc networks range from small local area networks 
to large-scale sensor networks. So depending on the application, the 
location system must be able to scale from smaller networks to large 
scale networks like sensor networks. 

6. Accurate: The positions estimated by the localization systems must 
be accurate and consistent irrespective of the changing topologies and 
other environmental factors. The level of accuracy and consistency of 
the position estimates generally depend on the application for which 
the localization system is being used. In general, the accuracy of the 
position estimates must be comparable with the nodes communication 
range. 

2 How Node Localization Works 

In this section, we describe the general process of node localization in wire- 
less networks. Let us consider a network comprising two types of nodes: 
reference nodes and unknown nodes. Reference nodes are those nodes aware 
of their own (x, y)-coordinates in a specified coordinate system while un-  
known  nodes are unaware of their location. Reference nodes may have ob- 
tained their coordinates via manual configuration, via GPS, or by some other 
means. The goal of a localization algorithm is to use the reference nodes2 
to somehow estimate the position coordinates of unknown nodes. 

Localization schemes for wireless ad hoc networks can be classified as 
either range-based or connectivity-based depending on what information (e.g., 
distance and angle measurements or proximity contraints) is used to provide 
position estimation. Range-based techniques attempt to perform position 
estimation by estimating the distance or direction of an unknown node with 
respect to several reference nodes and can be further classified as distance- 
based or direction based. Using the known position of reference nodes and 

2Position estimation requires a minimum of three reference nodes in a two-dimensional 
coordinate system or four in a three-dimensional coordinate system. A two-dimensional 
space is assume in this chapter, but the concepts easly extend to higher dimensions. 



the estimated distances from the unknown node to several reference nodes, 
the (x, y)-coordinates of the unknown can be determined. For example, 
the coordinates (x,, 9,) of an unknown node m can be determined using 
characteristics of the signals transmitted between several reference nodes 
and the unknown m. In order to determine (x,, y,), the distance and 
direction (or both) of the unknown node m must be estimated by several 
of the reference nodes. Alternatively, the distance and direction of several 
references nodes can be estimated by the unknown node m such that it can 
calculate its own position. Distances can be estimated using properties of 
the received signals such as signal strength and time of arrival. Directions 
can be determined from the angle of arrival of the received signal. 

Connectivity-based methods do not attempt to estimate the distances 
or directions of an unknown node to several reference nodes. Instead the 
location of an unknown node is inferred by its proximity to several reference 
nodes. The remainder of this section provides an overview of the general 
mechanisms involved in the range-based and connectivity-based approaches. 

2.1 Range-based M e t h o d s  

Typically, range-based methods employ a two-phase process to provide po- 
sition estimation for unknown nodes. Phase I is the ranging phase where 
distance or direction estimation is performed. In Phase 11, the ranging in- 
formation obtained in Phase I is used to compute the (x, y)-coordinates of 
an unknown node. Typically, some form of trilateration or triangulation is 
used in Phase 11. 

2.1.1 Distance-based Techniques 

Signal St rength  Method  
This method can be used for estimating the distances of an unknown node 

to reference nodes based on signal strength. This method can only be used 
with radio signals. Here the distance is estimated from the path loss using 
radio propagation models. By knowing the transmitted power and the re- 
ceived power, the effective path loss can be calculated. The distance between 
the transmitter and the receiver can then be obtained by converting the ob- 
tained path loss into distance using the appropriate path loss model that 
well represents the environment through which the radio signal propagates. 
This method is highly unpredictable as the signal suffers from multipath, 
fading and shadowing effects. The RSSI measurements rely heavily on the 
environmental interference and they are also non linear. This method can 



have measurement errors up to 50% of the range of the nodes making it 
less suitable for most applications, which require very accurate position es- 
timates. So this method is normally used along with other techniques to get 
the distances. 

Time of Flight Method 
In this method, time of flight of the signal between the unknown node and 

the reference node is used to estimate the distance between them. Using 
the time of flight and the known speed of the signal , the distance can be 
computed using speed distance relationship. This method can be used with 
RF, acoustic, infrared and ultrasound signals. The only drawback with this 
approach is that complex hardware is needed for perfect synchronization 
when only RF signal is used. On the other hand acoustic signals have 
low frequency and low speed due to which the cost and complexity of the 
hardware needed for these signals is low. But acoustic signals cannot be used 
outdoors and have lower penetration than RF signals. So for this method 
both RF and ultrasound signals are employed. The radio signals are used 
for synchronization as they have much higher speed when compared to the 
ultrasound and ultrasound is used for estimating the ranges by taking the 
time of flight into account. Timing methods produce precise results and are 
more robust when compared to the signal strength methods. 

Position Calculation 
Distances between an unknown node and reference nodes obtained in the 

previous phase can now be used to compute the position of the unknown 
node. Depending on the number of distance measurements obtained, local- 
ization can be performed using trilateration or multilateration. 

Trilateration: This technique is used when the distances of the node to 
three reference points are known. The position of the node is the intersection 
of the circles as shown in Fig.3. The center of each circle is a reference node 
and the radius is its distance to the node whose position is to be estimated. 
Figure 3 also gives the set of equations which are used for computing the 
position of the node (x, y) using trilateration. 

Multilateration: This technique is used when the distances of the node 
to more than three reference nodes are available. Here, an estimate of the 
position is obtained by reducing the difference between the actual distances 
and the estimated distances between the unknown node and the reference 



Figure 3: Trilateration 

nodes. The difference between the actual and estimated distances between 
the unknown node j and the reference node i can be expressed as shown in 
equation 1, where dij is the estimated distance between the unknown node 
j and reference node i. 

Finally, minimum least squares estimate is used here to get the optimal 
position estimate. The position of the unknown node is obtained by finding 
the minimum of the function defined in (2). 

2.1.2 Direction-based Techniques 

Similar to the distance-based methods, the position of an unknown node 
can be determined in two phases: angle estimation and position calculation. 
In the phase one, angular bearings of the unknown node relative to at least 
three reference nodes are estimated. From the angles obtained in the pre- 
vious phase the position is estimated using triangulation. Phased antenna 
arrays can also be used for determining the angles of the nodes relative to 
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the reference nodes. Here each reference node must have an array of an- 
tennas separated by a known measure. Using time taken by the signal to 
reach the various antennas and the known separation measure between the 
antennas, it is possible to get the angle from which the emission originated. 
So the unknown node location can be found by using several reference nodes 
and the angles of the unknown node relative to the reference nodes. This is 
a centralized approach and the position estimation is done at  the cell site. 
This method cannot be used indoors because of multipath effects and it also 
requires costly antenna arrays at the cell sites. 

Triangulation: Using the angle estimates from Phase I, triangulation can 
now be used determine a position estimate for the unknowm node using 
trigonometry laws of sines and cosines as shown in Figure 4. 

2.2 Connectivity-based Approach 

In connectivity-based (also called range-free) localization systems, unknown 
nodes find their locations based on their proximity to the reference nodes. 
Here the unknown nodes estimate connectivity relationships to sufficient 
number of reference nodes instead of estimating distances or angles. The 
unknown node obtains the connectivity constraints to the reference nodes 
from the communication with them. Finally the unknown node solves the 
proximity constraints to get its position estimate. For example, let us sup- 
pose a node is in the communication range of four reference nodes as shown 
in Figure 5. In connectivity-based location systems the position of the node 



Figure 5: Example of connectivity-based node localization 

can be estimated as the geometric center of the quadrilateral formed by 
the reference nodes or it can be estimated as the geometric center of the 
common(shaded) region for all the four reference nodes. Here the commu- 
nication between the node and the reference nodes are transformed into 
relationships and these relationships are solved to estimate the position of 
the node. This class contrasts with the range-based localization methods, 
where the unknown node estimates distances or angles to the reference nodes 
from the communication with them and computes the position using one of 
the aforementioned position calculation techniques. 

3 Localization Techniques in Infrastructured Sys- 
tems 

In the next section, we will examine the localization algorithms designed for 
wireless ad hoc networks. However, before that,  it is perhaps instructive 
to briefly consider existing position estimation systems that have been de- 
signed for infrastructure-based networks such as wireless LANs and cellular 
networks, further motivating the need for new algorithms for the ad hoc 
networking paradigm. Many localization, monitoring and tracking schemes 
have been developed for infrastructured environments. These systems in- 
clude Active Bat[29], Active Badge [28], RADAR [3], SpotON [ll], and 
Cricket[21]. Typically, these location estimation systems use a central server 
which monitors mobile nodes via a wired network of sensors or base stations. 
The systems require that the person or node being tracked be equipped 
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Figure 6: The Active BAT System comprises a wired network of sensors 
connected to a central controller[29]. 

with a small communication device. Communication between the sensors 
and tracking device is reported to a server which can then provide position 
estimation or tracking information. 

As an example let us consider the infrastructure-based position estima- 
tion system Active BAT. Active Bat is an ultrasonic location estimation 
system, which can be used for large-scale deployments in indoor environ- 
ments. The main advantages of Active Bat are that it requires less power, 
wireless, less expensive and provides precise position estimates and orien- 
tation of the nodes. An active bat system consists of a network of sensors 
mounted on a ceiling and connected to a central controller. To determine 
the location of an unknown node, the central controller sends radio signals 
to the sensors and the node (see Figure 6). Upon receiving the radio signal 
from the central controller, the BAT attached to the unknown node trans- 
mits ultrasound signals which is received by the nearby sensors. The sensors, 
then, estimate their respective distances to the unknown node using time of 
arrival of the signal and the speed of ultrasound and forward the distance 
information to the central controller where trilateration or multilateration 
is performed to compute the position of the node. The main drawback of 
this approach is that it requires significant amount of wiring between the 
sensors and the central controller making it unsuitable for ad hoc networks. 

Localization is also relevant in cellular networks, which are infrastructured- 
based wide area networks which enables a mobile node (MN) to communi- 
cate over long distances. In these networks the coverage area is divided 
into cells. Each cell has a set of mobile nodes and a base station through 
which nodes in one cell communicate with each other and with nodes in 
other cell. Similar to wireless LANS, a MN is always a single hop from a 
central controller (e.g., base station). MNs in a cellular environment can use 
fixed base stations to estimate their current location. Further, a positioning 



service can determine the location of a mobile node(subscriber) and provide 
location-based information such as nearby restaurants or other services. In 
fact, by 2005, FCC (E-911) is requiring mobile telephone operators to be 
capable of accurately determining (with in a few meters) the positions of 
911 callers. 

4 Localization Algorithms for Ad Hoc Networks 

This section contains short descriptions of several proposed localization algo- 
rithms for ad hoc networks. The algorithms differ along multiple dimensions, 
including range measurement technique, scalability, position error, and com- 
munication and computational requirements, coordinate system, and the 
infrastructure support required. Table 1 provides a characterization of the 
algorithms described in this section. 

4.1 Range-based A l g o r i t h m s  

4.1.1 Ad-Hoc Localization System (AHLoS) 

The Ad Hoc Localization System (AHLoS), proposed by Savvides and Sri- 
vasatava in [I], is a distributed localization algorithm for sensor ad hoc 
networks. AHLoS assumes is reference nodes and uses the a fraction of ref- 
erence nodes are present in the networl and uses an interative process to 
allow unknown nodes to estimate their positions in a global coordinate sys- 
tems. The ToA technique is the primary distance estimation method used 
in AHLoS. 

AHLoS employs an iterative process and works as follows. Upon deploy- 
ment, each reference node broadcasts its location which is received by all 
neighboring unknown nodes. Using the ToA technique, an unknown node 
measures the distance from the neighboring reference nodes. Using these 
distance measurments and the location information recieved from the ref- 
erence nodes, the neighboring unknowns can estimate their own location. 
Once an unknown node estimates its position, it becomes a reference node 
and broadcast its own position information to neighboring unknown nodes. 
This process is then repeated until the positions of all unknown nodes with 
three or more reference nodes are estimated. 
Atomic Multilateration: In the basic case, an unknown node 0 uses atomic 
multilateration to compute its (xo, yo)-coordinates if the unknown node has 
at least three neigboring reference nodes. Figure 7a illustrates a topology 
for which atomic multilateration can be used. A key component of AHLoS is 



Figure 7: Examples of Multilateration [I]. 

a Maximum Likelihood estimation procedure which is used to estimate the 
position of nodes by minimizing the differences between the measured dis- 
tances and estimated Euclidean distances. The measured distance between 
an unknown node 0 and a neighboring reference node i is also obtained by 
using an ultrasound signal. Now, an error estimate for reference node i can 
be obtained using equation 3, where xo and yo are the estimated coordinates 
for unknown node 0, and tio and s are the propagation time and speed, re- 
spectively, of the ultrasound signal as it travels from reference node i to 
unknown node 0. 

If unknown node 0 has at  least three reference nodes, a Maximum Likeli- 
hood estimate of node 0's position is obtained by taking the minimum mean 
square estimate of a system of equations as follows, where a is the weight 
applied to each equation. Please see [I] for more details. 

Collaborative Multilateration: In an ad hoc network, it is certainly possi- 
ble that the case will arise where an unknown node will not have at  least 
three neighboring reference nodes. In this case, a procedure called collabora- 
tive multilateration [I] is used. In collaborative multilateration an unknown 
node estimates its position by using non-neighboring reference nodes which 
are multiple hops from the unknown node. Figure 7b illustrates a topology 
for which collaborative multilateration can be applied. Here a unique posi- 
tion estimate can be computed for nodes 2 and 4 since they each have two 
neighboring reference nodes and each has the other as a neighboring node. 



The primary advantages of this localization scheme are it incurs less 
cost, can operate indoors and does not require pre-planning or expensive 
infrastructure support. The main drawback of iterative multilateration is 
the error accumulation that results from the use of unknown node that 
estimates their positions as beacons. Further, in some cases, collaborative 
multilateration will not yield a unique position. This localization scheme 
produces satisfactory results for small networks but it is not scalable to 
large networks. The network connectivity, node density and beacon node 
placement are crucial for this scheme to enable most of the nodes to estimate 
their locations. :subsubsectionAd-hoc Positioning Algorithm (APS) The 
APS algorithm [19] is a distributed hop-by-hop positioning algorithm. It 
does not require special infrastructure or setup, provides global coordinates, 
and requires recomputation only for moving nodes. It provides approximate 
location for all nodes in a network where only a fraction of nodes have self- 
location capability. At the beginning, reference nodes flood their location 
to all nodes in the network. Using one of propagation methods proposed in 
this algorithm, nodes estimate their distances to reference nodes. f iom the 
estimated distances and known positions of the reference nodes, the position 
estimate is determined using trilateration, which is a form of triangulation. 

Three propagation methods are proposed in this algorithm, which can 
be used by the nodes to determine their distances to the reference nodes 
depending on the characteristic of the network. 

DV-Hop Using the DV-Hop propagation method, each node maintains a 
list of the reference nodes and its distances to them in number of hops. The 
reference points broadcast their position information to their neighbors in a 
packet containing a hop count field. This hop count field is initially set to 0. 
Nodes that receive the packets from the reference nodes store the position 
information of reference nodes within 1 hop. Then they increment the hop 
count field in the packet by 1 and rebroadcast it to their neighbors. After 
some time, each node has the position information of all reference nodes and 
the distances to them in hops. After a reference node receives the locations 
of the other reference nodes and distances to them in hops, it computes 
correction (the average distance for one hop) that is defined as the sum of 
distances from this reference node to other reference nodes divided by the 
sum of number of hops to other reference nodes (Figure 8). This correction 
is propagated through the network by controlled flooding. Usually, nodes in 
the network use the correction of the closest reference point and compute the 
distances to the reference nodes using the hop counts they have to them. 
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Figure 8: DV-hop correction example Li, i = 1 , 2 , 3  are reference nodes A is 
unknown node[l9]. 

A node in the network can then estimate its position using the distances 
by performing trilateration. The advantages of DV-Hop are its simplicity, 
robustness, and immunity to measurement errors. It  works well in dense 
and regular topologies, but for sparse or irregular networks, the accuracy 
decreases. Another drawback of DV-Hop is that it works only for isotropic 
networks. 

DV-Distance The DV-Distance propagation method is similar to DV- 
Hop except that the distance between the nodes is measured using signal 
strength and the cumulative distance to the reference node is propagated 
rather than the number of hops. This is more efficient than the DV-Hop, be- 
cause not all the hops have the same size. The drawback of this propagation 
method is that it is sensitive to measurement errors. 

Euclidean In Euclidean propagation method, each node in the network 
needs to receive messages from at  least two neighbors that know their dis- 
tance to the reference point, and to each other (Figure 9). Each node calcu- 
lates the distance to the reference node by applying Pythagoras generalized 
theorem. Euclidean method provides good accuracy with the increase in 
the number of GPS enabled nodes. It works well for non-isotropic networks, 
but at  the expense of greater communication overhead. It  is also sensitive 
to range errors. 

APS is distributed, does not require infrastructure support, enables the 
nodes to estimate their positions in the global coordinate system and requires 
computation only for the moving nodes. DV based algorithms work well 
for most purposes and they have a low signaling complexity. The position 
error in the position obtained by APS is always less than one radio hop 
from the true location, but at the expense of the number of operations that 
trilateration requires. 



Figure 9: Euclidean propagation method[l9]. 

4.1.2 Robust Positioning Algorithm 

Robust Positioning algorithm [25] is a distributed algorithm for determining 
the positions of the nodes in an ad hoc wireless sensor network. This al- 
gorithm is separated into two phases: start-up phase and refinement phase. 
The start-up phase addresses the problem of small number of reference nodes 
that are often scattered over a large area. In the start-up phase, the Hop- 
TERRAIN algorithm (similar to DV-hop) is used. The Hop-TERRAIN is 
run once at the beginning of the algorithm. It finds the number of hops 
from an unknown node to each of the reference nodes in the network, and 
then multiplies this number of hops by the average hop distance to estimate 
the distance between the node and each of reference nodes. Then, using 
triangulation, the node can get its estimated position. The triangulation 
consists of solving a system of linearized equations (Ax = b) by means of 
a least squares algorithm. Of course, the resulting position estimate is not 
accurate, but it provides an initial point for refinement. 

In phase 11, an iterative refinement algorithm that focuses on increasing 
the accuracy of the position estimate as much as possible is used. A node 
broadcasts its position estimate, receives the positions and corresponding 
range estimates from its neighbors, and performs lateration to determine 
its new position. In many cases the constraints imposed by the distances 
to the neighboring locations will enforce the new position towards the true 
position of the node. When the position update becomes small, refinement 
stops and reports the final location. The refinement algorithm is simple, 
but it is not clear what the condition of convergence is and how accurate 
the final solution will be. Refinement is improved by solving the system 
(WAX = b) instead of solving (Ax = b), where w is the vector of confidence 
weights. 

This algorithm is distributed and is scalable to large networks. It achieves 
position errors of less than 33% in a scenario with 5% range measurement 



Figure 10: The model of rotating directional reference signals from 4 refer- 
ence nodes, located on the corners of the sensor network area. Also shown 
is a sensor node SN with its angular bearings with respect to the 4 reference 
nodes[l8]. 

error, and 5% reference points. This algorithm requires the nodes to have 
a high degree of connectivity (around 8-10) and reasonable fraction of ref- 
erence nodes placed on the edges of the network. Hop-TERRAIN fails for 
highly irregular network topologies where the variance in actual hop dis- 
tances is very large. 

4.1.3 A Directionality-based Localization Scheme 

In [18], Nasipuri and Li present a distributed localization scheme for static 
sensor ad hoc networks based on an angle of arrival estimation technique. 
The proposed localization scheme requires a set of reference nodes that are 
capable of covering the entire network area by powerful directional wireless 
transmissions. The network model for this algorithm consists of a large 
number of sensor nodes, which are located in random but fixed locations 
and a central processing and control unit. The network consists of at least 
three fixed wireless stations or reference nodes. Figure 10 shows a network 
model with four reference nodes RN1, RN2, RN3, RN4 and an unknown 
sensor node SN. 

The reference signal is a radio signal on a narrow directional beam, which 
rotates with a constant angular speed. The reference signals from different 
reference nodes should be different from each other, which is achieved by 
using different carrier frequencies. There is constant angular speed between 



the directional beams from the reference nodes. All reference nodes are 
wired and controlled by a central controller, so it is possible to achieve 
phase synchronization and identical angular speeds in the reference signals. 
A rotational directional beam is implemented here by mechanically rotating 
the directional antenna. In this algorithm, the unknown node notes the 
times of the arrival of the reference signals from the reference nodes. Based 
on the times of arrival of the reference signals, its angular bearings with the 
reference nodes are computed. Using the angular bearings the position of the 
unknown node is computed using triangulation. The errors in the position 
estimates usually occur due to the non-zero width of the directional beam 
and due to the multiple signals generated by multipath reflections. The 
error due to the non-zero width of the reference signal can be corrected 
by considering the time only when the strength of the signal is maximum. 
The errors due to reflections can be corrected by finding common solution 
from a number of solutions obtained by using at least four reference nodes 
and considering three at a time. The amount of computations and the 
difficulty of resolving the multiplicity of solutions increase exponentially with 
the number of multipath reflections received. This algorithm is may not 
scalable. Although, the computation for the positions is performed at the 
node itself but it requires significant cost for setting up antennas (at reference 
nodes) used for transmitting rotating directional beams. 

4.1.4 A Localized Algorithm 

In [17], the authors propose a distributed localization algorithm based on 
the collaborative location discovery similar to AHLoS. This proposed algo- 
rithm differs from AHLoS as it specifies the order in which the nodes should 
estimate their positions such that the location errors are reduced. Here a 
node does not accept the result of its first trilateration as its position and 
it continues to accept location information from other nodes and adjust its 
position estimate. If a node has more than three reference nodes, then it 
can perform more than one trilateration and the location of the node would 
be the center of mass of all the generated locations. The priority for select- 
ing the unknown nodes that should be first to estimate their positions is as 
follows: 

Nodes whose positions generated by the trilateration process are more 
consistent measured by the variance of the locations relative to the 
center of mass of the locations. 

Unknown nodes whose majority of neighbors have already accepted 



their estimated locations and become reference points for other nodes. 

An objective function is used to evaluate the above two properties. Once 
the node evaluates its objective function it compares it with the values 
reported by the nodes within a predefined number of hops. If the value 
of the objective function of the node is lower than the values of all of its 
n-hop neighbors then the node accepts its position and becomes a reference 
point. Other nodes start the multilaterations again. This localized algorithm 
for location discovery can produce results with accuracy similar to that 
of centralized counterpart while maintaining all the benefits of distributed 
algorithms 

4.1.5 A Self Positioning Algorithm 

All of the localization algorithms discussed thus far have assume a network 
model where a small fraction (2 3) of node are reference nodes. The Self 
Positioning Algorithm (SPA) [24] is a distributed, infrastructure less po- 
sitioning algorithm for wireless ad hoc networks and does not assume the 
existence of reference nodes. This algorithm does not require the use of GPS 
and it enables the nodes to obtain their relative positions in the local space. 
SPA can be used when GPS cannot be used either because the signal is weak 
or it is not economically feasible to use it. One drawback of SPA is it can 
compute the positions of the nodes only in the 2-dimensional space. 

The nodes in the network are responsible for finding their own positions 
using the information from their neighboring nodes. The unknown node 
computes the distances to the neighboring nodes and uses the position in- 
formation of the neighbors along with the distances computed to obtain 
their positions. The distances between the nodes are estimated using Time 
of Arrival (ToA) technique. Using SPA, mobile nodes estimate their posi- 
tions in three steps. 
Step 1: Initially each node i is responsible for building its own coordinate 
with itself being the center. The neighboring nodes if possible compute their 
positions in the local coordinate system. Each node in the network performs 
the following sequence of steps: 

0 Detect all the one-hop neighbors 

Compute the distances to all one-hop neighbors 

send the neighbors list and the corresponding distances to all the neigh- 
bors. 



0 Choose two non-collinear neighboring nodes p and q such that node p 
is one the x-axis and node q has a positive y component with respect 
to the local coordinate system of the node. The positions of p and q 
are obtained using some trigonometry laws of sines and cosines. 

The node i can compute the position of its neighboring nodes using 
the position information of nodes p and q provided the node is also a 
neighbor to p and q and has distances to them. 

The positions of nodes, which are not neighbors of p and q, are com- 
puted by using the positions of node i and at least two other nodes for 
which the positions are already computed. 

The set of nodes whose locations are computed in the local coordinate 
system of node i is referred to as local viewset connectivity (LVS). The size 
of LVS depends on the choice of p and q. So p and q must be chosen such 
that the number of nodes that computed positions must be more. 

Step 2: After the nodes build their own local coordinate systems, there 
will be a number of coordinate systems each having a different direction. So 
during this step, the directions of all the coordinate systems are adjusted 
to obtain a single direction and it becomes the direction of the network co- 
ordinate system. This can be accomplished by choosing one of the nodes 
in the network as center and using its coordinate system as the network 
coordinate system. So all the coordinate systems of the remaining nodes are 
transformed in the direction of the network coordinate system of the node 
by rotation or mirroring or using both. 

Step 3: All the nodes in the local view set of node i already have their 
positions computed in the coordinate system of node i. During this step 
the positions of all the remaining nodes in the network must compute their 
positions in the transformed network coordinate system. This is illustrated 
in Figure 11. 

Let us suppose that node i is considered as the network center so all the 
coordinate systems of the nodes must be aligned to the direction of node i's 
coordinate system. After all the nodes align their coordinate systems in the 
direction of the network coordinate system, every node must compute its 
position in the network coordinate system. In figure 11, let us suppose that 
node i is considered as the network center. So node Ic aligns its coordinate 
system in the direction of the network coordinate system. Now node k knows 
its position in the network coordinate system, as it is a neighbor to node i 



Figure 11: Position computing when the local coordinate systems have the 
same direction[24]. 

and it also knows the position of the node 1 in its own coordinate system. 
Now the position of node 1 is obtained from the following relation: 

Similarly the positions of %hop neighbors of node i can be obtained 
using the position of node 1 and their respective positions in the coordinate 
system of node 1. In this way all the nodes in the network can obtain their 
position estimates in the network coordinate system. Nodes which are not 
able to build their local coordinate systems can compute their positions 
using the using the already computed positions of at  least three neighbors 
and performing triangulation. 

There are many disadvantages in choosing a local coordinate system 
of single node i as a network coordinate system. Motion of node i will 
require all nodes in the network to recomputed their positions in the network 
coordinate system. So, this approach can be used only for small networks 
where nodes have low mobility and where disconnection of nodes is not 
expected. 

A more stable approach is to compute the center of the coordinate system 
as a function of small group of nodes in the network, which are stable and 
less likely to disappear from the network. This group of nodes is referred to 
as Location Reference Group (LRG). LRG is chosen such that the density 
of the nodes in the LRG is highest in the network. In this approach the 
network center is the geometric center of all the nodes in the LRG. The 
network direction is computed as the mean value of the directions of all the 
local coordinate systems of the nodes in the LRG. The larger the LRG the 



more stable it is and more difficult it becomes to maintain and more costly 
to compute the center and direction of the network coordinate system. 

Initially the node with highest density factor (say in n-hops) becomes 
the location reference group master. All the nodes in LRG will have the 
complete information about all the nodes in the LRG. If the node does 
not have LRG master in its n-hop neighborhood, it starts an initialization 
timer. If within certain time the node does not receive the new position 
information issued by the LRG master, it sends a reference signal to all the 
nodes in n-hop neighborhood and gets their node id, mutual distance and 
directions of their coordinate systems. It compares the n-hop neighbors list 
with the list of LRG members. A node that is a LRG member and has the 
highest number of nodes in its n-hop neighborhood will become the new 
LRG master and its n-hop neighbors will become the new LRG. 

This localization scheme assumes that all the nodes have the same power 
range. The increase in node connectivity, i.e., increase in radio range, in- 
creases the LVS connectivity. Also the larger the LRG is more stable are the 
network center and direction of the network coordinate system. This local- 
ization scheme requires the following to provide better position estimates. 

0 The power range must be large enough to ensure LVS connectivity. 

0 The size of LRG must be large enough so as to ensure network center 
and direction stability. 

0 The accuracy of range measurements affects the position estimate ac- 
curacy. So range error mitigation techniques must be used to provide 
stable position estimates. 

The major drawback of this approach is that the positions of the nodes 
cannot be mapped onto a global space. 

4.2 Connectivity-based Algorithms 

4.2.1 Localization from Mere Connectivity 

MDS-MAP [26] is a centralized localization scheme for communication net- 
works, which uses connectivity information to estimate the locations of the 
nodes. This method can also use additional information such as the esti- 
mated distances between neighbors or known positions of the beacon nodes 
if available, for improving the accuracy of the location estimates. The MDS- 
MAP algorithm is based on multidimensional scaling which is a data analysis 
technique. The algorithm is robust to measurement error when nodes are 



placed uniformly throughout the network. This algorithm can estimate the 
locations of the nodes in global space when the network has at least three 
refernce nodes or in local space when there are no reference nodes in the 
network. 

MDS solves the problem of estimating the positions of the nodes such 
that the connectivity information between the nodes is maintained. They 
are many types of MDS techniques, which are based on whether the similar- 
ity data derived from the points in a multidimensional space is qualitative 
or quantitative. Classical MDS is used in this localization that maintains a 
single dimensional similarity matrix derived from the points in the multidi- 
mensional space. In classical MDS the similarity data is quantitative and 
the proximities of the objects are treated as distances in a Euclidean space. 
The goal of metric MDS is to find a configuration of points in a multidimen- 
sional space such that the inter-point distances are related to the provided 
proximities by some transformation. If the proximity information is mea- 
sured without error in the Euclidean space, the MDS will exactly create 
the configuration of points. In classical MDS the proximity information is 
transformed into Euclidean distance using the relation: 

The distances are computed so that they are as close to proximities as 
possible. The distances for which the differences between them and the 
actual distances is minimum are considered to be close to the proximity 
information. MDS-MAP can be used under two different scenarios: when 
only connectivity information is available and when distances between the 
nodes are available along with the proximity information. The network is 
represented as a connected in directed graph with vertices V and edges E. 
Vertices correspond to the nodes and edges correspond to the connectivity 
information between the nodes. The position of the nodes is estimated by 
inserting the nodes in the 2 dimensional or 3 dimensional space with the 
connectivity information between the nodes maintained. This relative map 
can be transformed into a absolute map if sufficient number of reference 
nodes are available. MDS-Map consists of three steps. 

Step 1: The shortest path between all pairs of nodes computed and these 
distances are used to construct the distance matrix for MDS. In the connectivity- 
only cases each node knows the identities of the nodes in its neighborhood 
but not distances to them. In known-distance cases each node knows its 
distances to its neighbors. The distance information is modeled as the true 



distance modeled by the gaussian noise. During this step the distances are 
assigned to the edges in the connected graph. If the distances between the 
nodes are known then the measured distances are assigned to the edges. 
When only connectivity information is available, then all edges are assigned 
a value of 1. Then a shortest-path algorithm such as Dijkstra or Floyd's 
algorithm can be applied to obtain the shortest path between all pairs of 
nodes. 

Step 2: Classical MDS is applied to the distance matrix to obtain a relative 
map of all the nodes. 

Step 3: The relative map obtained in the previous step can be transformed 
into an absolute map if there are at least 3 reference nodes for 2-D space or 
4 reference nodes for 3-D space. The relative map is transformed through 
linear transformations, which include scaling, rotation and reflection. Here 
the goal is to minimize the sum of the squares of the errors between the true 
positions of the reference nodes and their transformed positions in the MDS 
map. 

4.2.2 APIT: An Area-based Localization Scheme 

An area-based range-free localization scheme, called APIT, is proposed in 
[lo]. APIT is applied to the heterogeneous wireless sensor networks, where 
a small number of nodes, called reference nodes, are equipped with high- 
powered transmitters and GPS receivers. Each reference obtains its own 
coordinates through its GPS receiver and periodically sends out reference 
messages that include its own location information. 

The entire network area is represented by a grid array as shown in Fig- 
ure 12. The initial value of every grid entry is zero. Upon receiving the 
reference messages, the regular sensor node (without GPS receiver) per- 
formances Point-In-Triangulation (PIT) tests. More specifically, the sensor 
node chooses three reference nodes from which it receives the reference mes- 
sages and test whether it is inside the triangle formed by connecting the 
three reference nodes. If the sensor is inside the triangle, the values of cor- 
responding grid region are incremented by one. Otherwise, the grid area is 
decremented by one. The PIT test is repeated until all reference nodes com- 
binations are exhausted or the required accuracy is achieved. As a result, 
the sensor node calculates the center of gravity of the maximum overlapping 
area (i.e., the area with the highest value) as the estimation of its location. 

APIT is a simple approach without the need of accurate range informa- 



Figure 12: The SCAN approach[lO]. 

tion. The localization in APIT is not highly accurate, but its accuracy is 
may prove sufficient for many sensor network applications. 

4.2.3 GPS-less localization Algorithm 

This algorithm [20] is a connectivity based localization method in uncon- 
strained outdoor environments for very small low-cost devices. The algo- 
rithm assumes an idealized radio model with the following assumptions: 
Perfect spherical radio propagation and the same transmission range for all 
the radios. Also, it asuumes a fixed number of nodes in the network situated 
at known positions (xl, yl) to (x,, y,) and are uniformly distributed with 
overlapping regions. These nodes serve as reference points. They transmit 
periodic reference signals containing their respective positions. Each mobile 
node listens for a fixed period of time t and collects all the reference signals it 
receives from various reference points. Using this information, each mobile 
computes a connectivity metric CMi  (equation 7 for each reference node i. 
Nrecv(i, t )  is number of reference signals from reference node i that have 
been received in time t and Nsent(i,  t )  is the number of references sent by 
reference node i in time t) .  

The estimated location of a node is the centroid of the set of reference 
points for which the connectivity metric exceed a specified threshold. To 
improve accuracy, the number of reference points used to cover the net- 
working grid can be increased, thereby reducing the separation distance and 
increasing the range overlap between reference points. The separation dis- 
tance between adjacent reference points for different size grids is shown in 
Figure 13. 



Figure 13: Granularity of Localization Regions vs. Range Overlap[20]. 

This proposed algorithm cannot be used indoors because of reflection and 
occlusion. This algorithm is simple, RF based and the accuracy depends 
on the number of reference points available. It  requires no coordination 
among reference points or sensor nodes, so it is scalable to large, distributed 
networks. Some of the drawbacks of this approach are the reference signals 
should be synchronized so as to avoid collisions, high power consumption 
at  the reference nodes and they should be placed uniformly throughout the 
network. This system is not robust in the event of the failure of the reference 
nodes, so the network must contain extra reference. 

4.2.4 Convex Posi t ion Es t ima t ion  in  wireless sensor networks 

In [14] the estimation of positions of the unknown nodes in an ad hoc net- 
work based on connectivity-induced constraints is described. The position 
information of the unknown node here is obtained by solving the connection 
imposed proximity constraints obtained from its communication links to the 
known nodes. The area of the bounding rectangle decreases as constraints 
become tighter. The feasible solutions to the position estimation problem 
are obtained using convex optimization. The problem of translating a sensor 
network position estimation problem to a linear or semi definite program is 
proposed to solve it efficiently. This is based on connectivity and pair wise 
angles between the nodes. This algorithm can be used to obtain a solution 
of the problem for large networks. The radio-based communications impose 
radial constraints that can be fixed radius constraint or variable radius con- 
straint. The use of variable radius constraint improves the performance of 
the positioning algorithm over a fixed radius constraint. Placing the ref- 
erence nodes on the perimeter of the network can reduce the errors in the 
position estimates of the unknown nodes. Though the computational over- 
head is more for placing a rectangular bound around the possible position 



estimates of the unknown node, accuracy of the position estimate is im- 
proved. For angle-constrained connections, decreasing uncertainty through 
a reduction in half-angle or cone length reduces the mean position estima- 
tion error over the network. During optical communication, the angle can 
be known but the distance upto, which the beam extends, would be neces- 
sary to obtain a connectivity-based constraint. The errors in the estimation 
the distance of the beam will have adverse effect on the performance of the 
positioning algorithm. 

The performance of the algorithm increases with the increase in the 
connectivity but it also increases the amount of communication overhead, 
which is incurred from the transmissions of the connectivity information to 
the central computer. Further, in this localization scheme the position esti- 
mation problem is formulated as a linear or semidefinite program, which is 
based on connectivity information and pair wise angles between the nodes. 
For radially constrained connections, using a variable radius constraint im- 
proves performance over a global fixed radius. The nodes with the known 
positions must be placed at the corners of the network for the positions to 
be estimated with less error. This localization scheme incurs a great amount 
of computational overhead to estimate the positions of the unknown nodes. 
For angle-constrained connections, the decrease in uncertainty of the cone 
half-angle or cone length reduces the mean position estimation error over the 
network. For the angular constraints the distance information is required 
neglecting which would adversely impact the performance. Finally the per- 
formance of the localization scheme with increase in node connectivity. 

5 Comparing Ad Hoc Localization Algorithms 

In this section, we provide a summary of the algorithms discussed in this 
chapter. Table 1 provides a comparison of the localization algorithms dis- 
cussed in this chapter based on several design goals and performance char- 
acteristics such as limitations, infrastructure support required, localization 
methodology (i.e., range-based vs. connectivity-based), distributed vs. cen- 
tralized operation, coordinate system, accuracy, and cost. 

Range-based versus Connectivity-based 
A localization algorithm for ad hoc networks can employ either a range 

based (distance or direction estimation) approach or connectivity-based ap- 
proach to estimate the position of unknown nodes. Connectivity-based ap- 
proaches are sometimes called range-free approaches. In range-based local- 



ization methods, the range or distance estimates of the unknown node from 
at least three or more reference nodes are used to compute the node's posi- 
tion. After estimating distances to the reference nodes, the position of the 
unknown node is computed using trilateration or multilateration or trian- 
gulation. Range-free or connectivity-based localization algorithms compute 
the positions of the unmkown node using only connectivity or proximity 
information obtained from nearby reference nodes. 

Distributed or Centralized 
Localization algorithms can work either in a centralized or distributed 

manner. In centralized approach a node or group of nodes in the network 
generally known as a central or server node is responsible for estimating the 
positions of the nodes. A server node is responsible for computing the posi- 
tions of the unknown nodes from the information it receives from unknown 
nodes or reference nodes. A server node may also be responsible for peri- 
odically computing the positions of the unknown nodes or other important 
nodes (e.g., nodes which provide a useful service) and broadcasting the in- 
formation throughout the network. In this approach each node has to send 
the information obtained from the reference node to a server node, which 
results in more communication overhead. Also the unknown nodes near the 
server node may be responsible for continuously propagating information 
to and from the server node. Hence, a centralized approach may results in 
uneven load distribution and power consumption where the nodes near the 
server node suffer more power loss when compared to the other nodes. 

In distributed approach, each node in the network is responsible for 
computing its own position. Here each node uses the information of the 
reference nodes to estimate their positions. As the node need not transmit 
its information to the central node the amount of communication overhead 
with this approach is less than that of centralized approach. As the node is 
responsible for finding its own position, this approach results in even power 
distribution between the nodes. Also with this approach the changes in the 
network are reflected soon when compared to the centralized approach. A 
distributed approach is also robust to central nodes failures and it enables 
nodes to estimate their positions as soon as the network topology changes 
with minimal cost. 

Coordinate System 
A localization algorithm can estimate the positions of the nodes in either 

global coordinate system or relative coordinate system. In global coordinate 



system, the positions of all the nodes will be based on some global reference. 
Some localization algorithms require the use of reference nodes with known 
positions (either through GPS or some other means) to enable them to 
compute the global positions of the unknown nodes. Here, The position 
information of the reference nodes is used to estimate the position of the 
unknown node in the global coordinate system. For localization algorithms, 
which compute the positions of the nodes in global coordinate system, the 
network is assumed to have at least three reference nodes for 2-dimensional 
position estimate or at least four reference nodes for 3-dimensional posi- 
tion estimate. Global position estimation algorithms are used for mapping 
objects on a geographical map, target tracking and monitoring and other 
location aware applications. 

In relative coordinate system, the positions of the nodes are based on 
some local reference. Some localization algorithms build a local coordinate 
system by considering a node in the network as a center and defining the 
direction of the coordinate system. Such algorithms do not require GPS 
and are considered to be GPS-less. In these algorithms the positions of 
the nodes are computed relative to the local coordinate system. Relative 
position estimation algorithms are used to accomplish networking tasks like 
routing, collaborative signal processing and coverage management. 

Infrastructure Support 
Localization systems for ad hoc networks can either be infrastructure 

based or Infrastructure less. Infrastructure based localization systems re- 
quire some form of network set up for the node positions to be estimated. 
Infrastructure less localization systems does not require any preplanning or 
network support for the estimation of nodes positions. 

Position accuracy 
The positions estimated by the localization systems must be accurate and 

consistent irrespective of the changing topologies and other environmental 
factors. The required level of accuracy and consistency of the position esti- 
mates generally depend on the application for which the localization system 
is being used. 

Cost 
The costs involved in localization systems include the costs for implement- 

ing the system on different nodes and infrastructure setup costs. 



Table 1: Characteristics of Localization Algorithms 
P o s i t i o n i n g  
A p p r o a c h  

(1) ToA 
(2)Triangulation 

(1) TDoA 
(2) ,Atomic, It- 
eratlve & Coi- 
laborative mul- 
ti lateration 

(1) TDoA 
(2) ,Atomic, It- 
eratlve & Col- 
laborative mul- 
ti lateration 

(1) H o p c o u n t  
& average hop- 
size are used. 
(2)Lateration 

(1) Signal 
s t rength  
(2) Lateration 

(1) Signal 
s t rength  
(2) Triangula- 
tion 

(1) ToA & 
signal s t rength  
(2) Triangula- 
tion 

(1) Connectiv- 
ity based 

(1) Connectiv- 
ity based 

(1) ToA & sig- 
nal s t rength  
(2) Lateration 

(1) Connectiv- 
~ t y  Baaed 

A s s u m p t i o n s  

(1) high degree of node 
connectivity; (2)size of 
reference group must  be  
chosen such t h e  network 
center and direction are  
s table  
(1)Requires high degree 
of node connectivitv: ( 2 )  . . .  
a large number  of refer- 
ence nodes are  required; 
(3)refersnce node place- 
ment is critical.  
(1)high degree of node 
connectivity; reference 
node placement can  be  
chosen 

(1)The network must  
have atleast three  
beacon nodes. 

(1)At  ieast three  refer- 
ence nodes wired t o  B 

centrai controller placed 
a t  t h e  corners of t h e  net- 
work; (2) reference nodes 
are  equipped with di- 
rectional antennas  which 
cover t h e  entire network. 
(1)Assumes idealized 
radio model where all 
t h e  nodes have t h e  same 
transmission range. 
(2)Requires network 
covering reference noden 

(1)Position es t imate  
is obta ined by solving 
semidefinite or l inear 
programs obtained by 
usina radial o r  anaulknr 
constraint modsln. 
(1)atleest three  reference 
nodes with known poni- 
tions should b e  placed on 
the  perimeter of t h e  net- 
work. 
(1)Assumes idealized ra- 
dio model where all t h e  
nodes have t h e  same 
transmission range. (2) 
Bequires network cover- 
ing reference nodes 

( I )  only relative positions can  
be  obat ined;  (2) positioning 
accuracy depends  heavily on  
ranging accuracy; (3) ca*n be 
used only for getting 2 dimen- 
sional position estimates. 
(1) can  only b e  used in- 
doors; (2) positioning ac- 
curacy depends  on  ranging 
accuracy; (3) iterative and 
collaborative muitilateration 
may cause high error.  
(1) can  only b e  u ~ e d  in- 
doors; (2) positioning ac- 
curacy depends  on ranging 
accuracy; (3) iteriltive and 
coliaborative multilateration 
may cause high error. 

accuracy of t h e  poaitiun esti- 
mates  in independent  of mea- 
surement  errors but  performs 
well only for isotropic nat- 
work*. 
(l),Accuracy of t h e  position 
es t lmate  depends  on t h e  ac- 
curscy of t h e  range mea- 
surements  between t h e  noderi. 
12)Performs well oniv far ~, 
isotropic networks. 
(1)bet ter  accuracy, but  in- 
curs  higher computa t ion  and 
communication overhead. 
(2)positioning accuracy de- 
pends  a n  t h e  nccuracv of t h e  
range measurements. 
(1)reference nodes require ro- 
ta t ional  beams and must  
cover t h e  entire network; (2) 
requires infrastructure sup- 
por t  (e.g., reference nodes 
and central controller).  

(l) ,rynchronlsation is re- 
qulred t o  prevent t h e  colli- 
sions between t h e  beacons. 
(2)accuracy of t h e  posi- 
t ion es t imates  depends  on  
t h e  sepers t ion  between t h e  
reference nodes a n d  the i r  
ranges. 
(1)stiii under  evaluation, b u t  
can  potentially yield highly 
accura te  results 

positioning accuracy de- 
pends  on ranging accuracy, 
a l though improved by refine- 
ment  phase. 

(1)Positioning accuracy de- 
pends  on ranging accuracy; 
(2)Errors will b e  propapa- 
gated and used throughout  
network. 
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1 Introduction 

Mobile networks have emerged as an important component of networking 
technology and a very challenging research field [40]. After the initial failure 
of the UMTS concept that would have magnified the old GSM network, the 
future of mobile network is now largely opened to innovative concepts. It  
seems now clear that the mobile network of tomorrow will be based on a 
multiple interface notion, with the Internet as the natural unifier. Among 
all these new concepts, mobile ad hoc networks have a prominent place [21]. 

1.1 Description of Wireless Ad Hoc Networks 

Wireless ad hoc networks are formed by a set of hosts that operate in a 
self-organized and decentralized manner, forming a dynamic autonomous 
network through a fully mobile infrastructure. Communications take place 
over a wireless channel, where each host has the ability to communicate di- 
rectly with any other one in its physical neighborhood, which is determined 
by its range. More accurately, when an host emits a message, every other 
one in its physical neighborhood will receive it. Another important char- 
acteristic of wireless transmissions is that when two nodes emit a message 



simultaneously, their common neighbors will experience a collision, and will 
not receive the message correctly. 

Hosts in ad hoc networks can be fixed or mobile, and every collection of 
mobile hosts with appropriate interfaces may form a temporary network. No 
fixed infrastructure is needed, thus every host has to discover its environment 
when the network is formed. Ad hoc networks have multiple applications 
in areas where wired infrastructure may be unavailable, such as battlefields 
or rescue areas. It might also be infeasible to construct sufficient fixed 
access points due to cost considerations. As an example, constructing a 
fixed network infrastructure for the duration of an outdoor assembly is not 
realistic. 

Here is a summary of the main characteristics of ad hoc networks: 

Dynamic topology Hosts are mobile and can be connected dynamically 
in any arbitrary manner. Links of the network vary and are based on 
the proximity of one host to another one, 

Autonomous No centralized administration entity is required to manage 
the operation of the different mobile hosts, 

Bandwidth constrained Wireless links have a significantly lower capacity 
than the wired ones; they are affected by several error sources that 
result in degradation of the received signal, 

Energy constrained Mobile hosts rely on battery power, which is a scarce 
resource; the most important system design criterion for optimization 
may be energy conservation, 

Limited security Mobility implies higher security risks than static opera- 
tions because portable devices may be stolen or their traffic may cross 
insecure wireless links. 

Figure 1 shows an example of such an ad hoc network. Hosts can be any 
mobile devices like laptops, cell phones, PDA.. . They communicate via an 
air interface and detect themselves in real time. New hosts can suddenly 
appear and old ones can disappear at any time. The topology of this network 
is very fragile, it can change at any moment and disconnections are frequent 
due to the mobility or activity status changes. 



Figure 1: A self-organized network. 

1.2 The Broadcasting Task 

As already discussed, two hosts in an ad hoc network can communicate 
directly only if they are in the physical neighborhood of each other, which 
is determined by a communication range. Due to propagation path loss, the 
transmission radii are limited, thus communications must take place via a 
multihop routing. 

To establish a connection between two hosts not directly connected, mes- 
sages must be routed by intermediate hosts, as shown on Figure 2. Hosts A 
and B are not able to communicate directly, every communication between 
them must be relayed by an intermediate host C. In this example, when 
A wants to send a message to B, it is simple for C to relay the message, 
because it is a neighbor of both of them. In larger networks, with hundreds 
of hosts, it is much more difficult for an host to find a route to another one, 
because of the lack of fixed infrastructure. 

The traditional method used to discover routes is the dissemination of a 

Figure 2: Multihop routing. 



Figure 3: A route request from host A to  host B .  

message called a route request. When an host A wants to find a route to an 
host B ,  it sends a route discovery message to its neighborhood. Each of its 
neighbors adds its name to the message and re-emits it. Every other node 
in the network does so and finally, the searched host B receives the message 
with the chain of hosts followed from the source host A. The final step of 
this process is the emission of a message called a route reply by host B to 
inform A that a route has been found. This procedure is basis for an IETF 
standardized protocol named DSR (Dynamic Source Routing) [26]. 

DSR is illustrated by Figure 3. A wants to find a route to B, so it sends 
a route request message to its neighborhood with its id as the initial chain 
of hosts. C receives this message, writes its name in the chain and re-emits 
it. A gets the packet, but ignores it (it already knows it and furthermore, 
it is the one that first emitted it). D does the same as C (as well as E 
and F) and finally B receives the request. It  then just have to answer to 
A by emitting a route reply. This last message is addressed directly to A, 
because B knows the route to it. This one is simply written in the route 
request message, formed by the chain of hosts that relayed the message. In 
our example, the chain received by B was ACD so it sends the route reply 
with DCA as the route to follow. 

Route discovery is performed by a broadcasting task, while the route 
reply is an unicast routing operation. Traditional broadcasting used in DSR 
is called a blind flooding because every node in the network retransmits once 
the message, upon receiving the first copy of it, and will consequently ignore 
further copies of the same message. 

The broadcasting task is therefore a fundamental mechanism in route 
discovery, so the design of an efficient broadcast in ad hoc networks is of 



prime importance, in order to decrease the overhead, while maintaining a 
maximal diffusion. This is achieved by minimizing the number of emissions 
while still reaching all nodes, or by minimizing the total transmission power 
if the transmission ranges are adjustable. 

1.3 Organization of this Chapter 

This chapter is organized as follows. The next section gives preliminaries 
and important definitions for a good understanding of the subject. Sec. 3 
gives an overview of the current existing work in energy-efficient broadcast- 
ing protocols without range adjustment, where only the number of needed 
emissions is minimized. Sec. 4 presents energy efficient broadcasting proto- 
cols with transmission range adjustments, while Sec. 5 considers broadcast- 
ing protocols that use smart antennas, which are able to make directional 
emissions. Finally, conclusion and direction for future work are given. 

2 Preliminaries 

2.1 Communication Model 

A wireless network can be represented by a graph G = (V, E) where V is 
the set of nodes (hosts) and E 2 v2 the edge set which gives the available 
communications: (u,v)  belongs to E means that u can send messages to 
v .  In fact, elements of E depend on the positions and the communication 
ranges of the nodes. Let us assume that the maximum communicating range, 
denoted by R, is the same for all vertices and that d(u, v )  is the Euclidean 
distance between nodes u and v. The set E is then defined as follows: 

Figure 4: An unit graph with a density of 15 and 100 nodes. 



Figure 5:  The distance in hops. 

E = {(u,v) E v2 I d(u,v) 5 R). 

So defined graph is known as the unit graph, with R as its transmission 
radius. An example of such a graph is given in Figure 4. Every node u E V 
must be assigned an unique identifier (id). We also define the neighborhood 
set N(u) of the vertex u as 

N(u) = {v I (u, v) E E). 

The neighborhood function is naturally extended to set of nodes: for a 
given subset A of V, we have N(A) = UUEAN(u). The degree of a given 
node u is the number of nodes in N(u). The density of the graph is the 
average degree for each node. We also denote by n = IVI the number of 
nodes in the network. 

We measure the distance between two nodes in term of number of hops. It 
is simply the minimum number of links a message has to cross from a source 
node to reach its destination. In Figure 5, the distance between A and B 
is one hop, while the distance between B and E is two hops. The one-hop 
neighborhood of E is {D), while its two-hops neighborhood is {B, C, D). 

2.2 Assumptions 

There are a variety of different assumptions that can be made about the 
operation of ad hoc networks and the amount of knowledge available at 
each node. The simplest assumption is that there are no control messages, 
and each node reacts to incoming broadcast message without being aware 
of its neighborhood. The blind flooding solution works with such a minimal 
overhead, but is suboptimal due to excessive collision impact from redundant 



transmissions. A beaconless broadcasting solution [4], that requires position 
information of senders, will be described further in this chapter. 

For most protocols, it is vital to have informations about the neighboring 
nodes. The common method used to gain this knowledge is the use of special 
short messages named HELLO messages (also called IAM messages) that 
are periodically emitted by each node. The concept is very simple: 

each node keeps a table to store the id of its neighbors, 

each node emits periodically a HELLO message with its id; the fre- 
quency used for these messages is generally of 1 second, 

when a node u receives a HELLO message from a node v, it adds v 
to its neighborhood table, or updates the entry if it already exists. v 
and u are necessarily neighbors, since only physical neighbors of the 
emitter can receive the message, 

old entries are periodically deleted from the table. When an entry 
is too old (something like 5 seconds old), it is obvious that the cor- 
responding host is no more in the neighborhood of the node, so the 
entry is simply removed from the table. The host could have simply 
moved or be in lack of power. 

Many of the algorithms described further need the distance between a 
node and its neighbors to be applied. The easiest way to compute distances 
is to know the positions of the nodes, for example by using a location system 
like the GPS (Global Positioning System) [27]. Some other mechanisms for 
positioning can be used, such as TODA (Time Diflerence Of Arrival) 1361, 
AOA (Angle Of Arrival) 1341, reception power measurement [2] or phase 
difference [3]. A survey on location systems is available in 1181. If this kind 
of system is available, each node includes its position in its HELLO messages 
and thus needed distances can be computed. 

Although positioning information may require additional hardware, the 
latest technological advances are remarkable: a very cheap 7mm x 7mm x 
2mm GPS receiver now exists. Cartigny and Simplot proposed a software 
"distance" function denoted by p [9]. It is defined by: 



The numerator is the subtraction between the two sets N(v) and N(u). 
It is based on the fact that the number of common neighbors of two nodes 
depends on the distance between these nodes. The higher the distance is, 
the fewer common neighbors are and the higher the value of p will be. They 
also showed that this (non-symmetric) estimation of Euclidean distance is 
sufficient for broadcasting. 

To be able to compute the value of p(u,v), a node u needs to know its 
neighbors, but it also needs to know the neighbors of the node v. To spread 
this information, HELLO messages are used again: when a node emits a 
message of this type, it includes the list of its own neighbors. Nodes have 
then to store the neighbors of their neighbors in their table. Typically, this 
is a two-hops information. 

2.3 Energy Model 

When emitting a message, a node spends a part of its energy and there are 
a few energy models used to compute this consumption. In the most com- 
monly used one, the measurement of the energy consumption when trans- 
mitting a unit message depends on the range of the emitter u: 

where a is a real constant greater or equal than 2 and r(u) is the range of 
the transmitting node. This model has been used in a few papers, e.g. [47]. 

In reality, however, the model has a constant to be added in order to take 
into account the overhead due to signal processing, minimum energy needed 
for successful reception, MAC control messages and also possible overhead 
due to retransmission probability as suggested by Feeney [17]. The general 
energy consumption formula is: 

e(u) = { ;I(u)" + c if r(u) # 0, 
otherwise. 

For instance, Rodoplu and Meng considered the model with e(u) = 
r(u)* + lo8 1391. This last one, also used by Cartigny et al. [ll], is more 
realistic as illustrated by Figure 6. With parameters a = 2 and c = 0, it is 
clear that the case (b) costs the same energy as (a) by using the Pythagoras 
theorem. By induction, all illustrated configurations are supposed to have 
the same energy consumption and can be arbitrary extended. 



Figure 6: Configurations with same energy consumption for a = 2 and 
c = 0. 

Sometimes, with the required hardware, it is possible to consider direc- 
tional emissions, that is a node can choose the angle of its emission. In this 
case, it is necessary to use a particular version of the formula: 

L ( r a  + C1) + C2 if r  # 0, 
e(0, r )  = { 8" 

otherwise. 

with 8 being the chosen angle for the beam, C1 a constant representing the 
overhead for correctly positioning the antenna, and C2 a constant represent- 
ing the cost of preparing the message for one or more directional transmis- 
sions. 

3 Energy Efficient Broadcasting Without Range 
Adjustment 

The first obvious idea to reduce the energy consumption is to reduce the 
number of needed communications to achieve the broadcast. Indeed, not 
all nodes have to relay the broadcast message to obtain a full coverage of 
the network, as demonstrated by Figure 7. If the node A sends a broadcast 
message, its neighbor B is the only needed relay to cover the network. Many 
protocols have been proposed to minimize the needed number of emissions, 
that can be grouped into the following families: clustering based, neighbor- 
elimination based, distance-based, probabilistic, coverage based, and for- 
warding neighbor based. 



Figure 7: Example where not all nodes have to relay the message. 

3.1 Clustering Based Broadcasting Protocols 

In a clustering based solution, message is retransmitted once by all clus- 
terheads and border nodes, and it is applicable in conjunction with other 
methods presented further. Since clustering process has chain effect (local 
changes may trigger global structure updates), we do not elaborate it fur- 
ther. Jaikaeo and Shen proposed one of variants of such clustering based 
method to compute a dominating set [25]. Dominating nodes are selected 
based on their id. Each node decides to belong to the set if it has a higher 
id than any of its neighbors, otherwise it associates itself to the nearest 
dominating set member with highest id. Dominating set nodes are then 
connected to create a backbone. The backbone can also be used for power 
conservation, with clusterhead nodes deciding which nodes shall go to sleep 
mode. 

3.2 Neighbor Elimination Based Broadcasting Protocols 

NES (Neighbor elimination scheme) has been independently proposed in 
[35] and [43]. In this source-dependent scheme, a node does not need to 
rebroadcast a message if all of its neighbors have been covered by previous 
transmissions. After each received copy of the same message, each node 
eliminates, from its rebroadcast list, neighbors that are assumed to have 
received correctly the same message. If the list becomes empty before the 
node decides to relay the message, the re-broadcasting is canceled. 

3.3 Distance-based and Probabilistic Protocols 

In distance-based protocol [33], each node that receives the message for the 
first time relays it only if the distance between it and the emitter is greater 
than a fixed threshold. 



In the probabilistic approach, messages are relayed with a probability p 
that can be fixed or computed by the node depending on several parame- 
ters. BRP (Border node Retransmission based Probabilistic) belongs to this 
family [9]. It consists in a variant of NES described above where nodes 
decide randomly to enter in NES mode or to retransmit immediately. The 
computed probability p is based on the local density of each node, and on 
distance to the sender. The higher the density is, or the closer the sender 
is, the lower the probability of relaying will be. 

3.4 Coverage and Connected Dominating Set Based Broad- 
casting 

These protocols are based on the computing of a connected dominating 
subset S c E as small as possible, which has to satisfy two characteristics: 

all nodes in the graph are either in S or a neighbor of a node in S, the 
subset is then called a dominating set, 

it has to be connected. 

Several algorithms that compute these kind of sets have been proposed 
[I, 161. The latter, called "Generalized rule", is an algorithm that can be 
applied locally by each node, without any message exchanged with neigh- 
boring nodes, solely using the knowledge of the neighborhood. The protocol 
can be described as follows (this simplified version of the protocol is given 
in [5]). First, each node checks if it has an intermediate state, that is every 
node that has at least two neighbors not directly connected is intermediate. 
Then each intermediate node A constructs a subgraph G of its neighbors 
with higher ids. If G is empty or disconnected then A is in the dominating 
set. If G is connected but there exists a neighbor of A which is not neighbor 
of any node from G then A is in the dominating set. Otherwise A is covered 
and is not in the dominating set. Non-intermediate nodes are never dom- 
inant. Dijkstra's shortest path scheme or a depth-first search (DFS) can 
be used to test the connectivity. The procedure apparently has localized 
maintenance. This procedure is generalized since it allows coverage by any 
number of neighbors. There exists special cases proposed earlier by Wu and 
Li [51], where the coverage was restricted to one or two neighbors only. 

Figure 8, where a dominating set has been computed, illustrates this 
algorithm. Black nodes are dominants while white ones are non-dominants. 
In this example, node 0 is not dominant because all of its neighbors with 



Figure 8: A dominating set computed with Generalized rule. 

higher id form only one (connected) component, while node 2 is dominant 
because there exists two components in its neighborhood (e.g. {3,5} and 
(7)) that are not connected. Node 5 is not dominant because it is not 
intermediate (all its neighbors are directly connected). 

The broadcasting protocol with a dominating set is very easy: 

a dominant node that receives the message for the first time relays it, 
any further receptions are ignored, 

0 a non-dominant node that receives the message simply ignores it. 

Wu and Dai proposed to construct a dominating set by clustering fol- 
lowed by generalized rule on clusterheads [50]. Two versions are proposed. 
Clusters are created using transmission ranges and $, while generalized 
rule on clusterheads is applied with transmission ranges r and F, respec- 
tively. Significant reductions in the size of connected dominating sets, com- 
pared to generalized rule, are reported. However, these reduction come from 
using clustering operation that is not fully local (decisions made at  one part 
of network have impact on other parts on network, both during construction 
and maintenance). 

3.5 Forwarding Neighbors Based Broadcasting Protocols 

Some broadcasting protocols, such as covering based ones, are source-inde- 
pendent, because relays are always the same regardless of the source. With 
source-dependent protocols, nodes that act as relays are not always the same. 
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Figure 9: Application of MPR algorithm. 

Depending on the protocol used, nodes can select themselves as relays when 
they receive a message, or they can select their relays within their neigh- 
borhood before the emission. Source-dependent protocols balance better 
the load of the network between the nodes. With dominating sets, relays 
are always the same, thus hosts that act as relays will quickly lose their 
energy when several broadcasts are launched. On the other hand, source- 
independent protocols allow non-dominating set nodes to go to sleep mode 
without affecting the network operation, thus prolonging the network life 
considerably. 

The MPR (Multipoint Relay) protocol belongs to the family of forward- 
ing neighbors based broadcasting protocols [37]. It  uses a greedy algorithm 
to compute an optimal selection of neighbors to act as relays, in order to 
reach every two-hops neighbors. When a node selects some of its neighbors, 
it forwards its selection with the broadcast packet, thus increasing the traf- 
fic. Figure 9 shows an example of MPR relays, where S wants to broadcast 
a message, with black nodes being its relays. In the general case (a), each 
of its neighbors are relays, while in case (b), S has applied MPR to choose 
them. This protocol is very efficient in terms of energy savings, but unfor- 
tunately it is not very resistant to node failures due to the low redundancy 
of chosen relays. Cartigny et  al. proposed RRS (RNG Relay Subset) to ad- 
dress this issue [7]. Moreover, this protocol offers the advantage to allow 
nodes to select themselves as relays, reducing the size of packets and there- 
fore the number of collisions. RRS is based on RNG (Relative Neighborhood 



Figure 10: The edge (u, v) is not in RNG because of w. 

Graph), which is a geometric concept proposed by Toussaint [45]. The rel- 
ative neighborhood graph of G, denoted by RNG(G) = (V, ETng) is defined 
by: 

This condition is illustrated by Figure 10. The shaded area is the in- 
tersection of the two circles centered at u and v with radius d(u, v). An 
edge (u, v) belongs to the RNG if there does not exist a node w in the gray 
area, which is not the case here, so (u, v) does not belong to the RNG. In 
other words, an edge belongs to the RNG if it is not the longest edge in any 
triangle. In Figure 10, if there exists a neighbor w in the shaded area, uv 
would have been the longest edge in triangle uvw and therefore would not 
belong to the RNG. 

The protocol RRS is a variant of NES (see Sec.3.2) where nodes sur- 
vey only a restricted part of their neighborhood: their non-covered RNG- 
neighborhood. 

Recently, Kim and Suh proposed a forwarding set selection method and 
an efficient scheme for broadcasting with transmission power control [28]. 
The goal of this protocol is not to minimize the total transmission power 
but to reduce delays at MAC layer of forwarding set by avoiding collisions 
when scheduling transmissions of nodes in forwarding set. Indeed, the node 
not only decides its forwarding neighbors but makes as well the schedule 
for their transmissions (with similar iterative scheme, where each next node 
is either included in an existing transmission spot or a new spot is created 
for it if it collides with all already scheduled spots) to avoid collisions. An 



attempt to include a new transmitting node into each existing spot is made 
by considering reduction of transmission power to minimal necessary to cover 
designated nodes. Its principle is quite similar to the one of MPR, but the 
forwarding node selection criterion is modified. First, all 1-hop neighbors 
which are the only ones that cover some Zhops neighbors are chosen. Then, 
instead of choosing neighbors which cover maximal number of remaining 
nodes, a node that shares Zhops neighbors with minimal number of already 
selected nodes is taken. 

This technique and two previous ones (Neighbor Elimination Scheme 
and Dominating Sets) have been unified in a generic protocol proposed by 
Wu and Dai [49]. 

3.6 Impact of Realistic Physical Layer 

Qin and Kunz [38] considered the impact of a realistic physical layer model 
on on-demand routing in ad hoc networks. Assuming that each node uses the 
same transmission radius, in an ideal environment the received signal power 
only depends on the distance between nodes. With a shadowing model, 
the received signal power has a Gaussian distribution fluctuation. The sig- 
nal strength is therefore a function of distance between two nodes (which 
decides the distribution function) and a random number which is used to 
choose a number from the distribution. Given two nodes at distance d, there 
exists therefore probability f (d) that the signal is received correctly. This 
observation can be used to derive new broadcasting schemes with better 
expected performance than the existing schemes that assume ideal physical 
layer. In [41], the following broadcast scheme is proposed. Each node is 
assumed to know whether or not it belongs to a dominating set, and also 
knows for each of its neighbors whether or not they belong to a dominating 
set. Recall that this knowledge can be gained by adding just one bit to any 
communication between any two neighboring nodes, or by knowing the geo- 
graphic coordinates of two-hop neighbors of each node. Upon receiving the 
first copy of a broadcast message, node A will set a timeout, which is short 
for a node from dominating set, and long for a node which is not in dominat- 
ing set. Neighbor elimination scheme is applied to eliminate neighbors that 
are believed to have received the message (that is, have high corresponding 
probability f (d), where d is their distance from the transmitting node) and 
are not in dominating set. Neighbors that are in dominating set and are 
believed to have received the message are not eliminated. They are elimi- 
nated only if a message directly from them is received. At the end of the 



timeout, if the set of neighboring nodes to be covered is not empty, message 
is retransmitted, otherwise retransmission is canceled. Thus the difference 
from the existing approach is that each node only recognizes transmissions 
which are correctly received, when eliminating neighbors. That is, coverage 
is only accepted from neighbors whose transmission was correctly received. 
Note that the timeout function does not need to be a constant function, but 
could depend on the number of received messages, or percentage of node 
transmission area that has been covered. The distinction is made, however, 
between timeout for nodes in dominating set and nodes outside it. The dom- 
inating set itself may follow any of existing approaches, such as forwarding 
neighbors (e.g. MPR), covering (definitions by Jie Wu et al. ), or clustering. 

3.7 Beaconless Broadcasting 

In 141, a beaconless broadcasting method is proposed. All nodes have the 
same transmission radius, and nodes are not aware of their neighborhood. 
That is, no beacons or HELLO messages are sent in order to discover neigh- 
bors prior to the broadcasting process. The source transmits the message to 
all neighbors. Upon receiving the packet (together with geographic coordi- 
nates of the sender), each node calculates the portion of its perimeter, along 
the circle of transmission radius, that is not covered by this and previous 
transmissions of the same packet. Node then sets or updates its timeout 
interval, which inversely depends on the size of the uncovered perimeter 
portion. If the perimeter becomes fully covered, the node cancels retrans- 
missions. Otherwise, it retransmits at the end of the timeout interval. 

3.8 Double-Dominating Sets 

Koubaa and Fleurry [29] proposed to enhance reliability of multicasting by 
requesting that each node is adjacent to at least two clusterheads. This idea 
is further developed in [42], by defining double dominating sets and double 
reception based broadcasting, to increase reliability and make a step toward 
secure broadcasting. Each node X decides not to be in double dominating set 
if higher priority neighbors make a connected component, and each neighbor 
of X is neighbor of at least two nodes from the connected component. During 
broadcasting, the definition can be converted into source-dependent broad- 
casting, as follows: Node X decides not to re-transmit the message after 
timeout if all neighbors that transmitted message already, and all neighbors 
with higher priority together satisfy the property that each neighbor of X is 



Internet 
or local network 

Figure 11: Example of an hybrid network. 

a neighbor of at least two of such nodes. 

3.9 Broadcasting in Hybrid Networks 

Hybrid networks are ad hoc networks with some fixed access points. Cor- 
rectly used, these ones bring many advantages, mainly in the energy con- 
sumption. Indeed, as they are fixed, we suppose they have an unlimited 
amount of energy, when mobiles use a battery. They can also offer some 
services that are inaccessible to simple mobiles, like an access to the Inter- 
net or a local network. If an access point has such an access, we can assume 
that every mobile in the network will be able to use it also, thanks to the 
multi-hop routing. Figure 11 illustrates such a network. 

In [22], broadcasting and dominating sets are generalized to hybrid net- 
works. Access nodes, which are assumed to be mutually connected by fast 
high bandwidth backbone network, are all assumed to be in dominating set, 
with highest priority. Other nodes then follow given definitions of domi- 
nating sets. Let S be the source node of a broadcasting task, with packet 
arriving at node A. A will retransmit if A is in dominating set and there 
exists neighbor B of A such that hc(S, A) < hc(S) + hc(B), where hc(S, A) 
is the number of hops between S and A, and hc(S) and hc(B) are hop counts 
of S and B to their nearest access nodes. If access nodes are assumed to have 
significantly larger transmission radius than ad hoc nodes, the condition can 
be modified to hc(S, A) < hc(S) + 1. 



3.10 Effects of MAC Layer and Mobility 

In [48], Williams and Camp classified the broadcast protocols into: blind 
flooding, probabilistic based, area based, and neighbor knowledge based. 
They studied twelve broadcast protocols through detailed simulations, par- 
ticularly focusing on the effects of MAC layer and mobility. The comparison 
is made with same simulator and same parameters, and same scenarios in- 
volving bandwidth congestion and topology variations. Results showed that 
simple protocols like probabilistic do not work well in a congested network. 
Further, methods using knowledge of neighborhood offer better results than 
area based methods. 

4 Energy Efficient Broadcasting with Range Ad- 
justment 

Topology control protocols aim to minimize the needed radius for a trans- 
mission at each node, while preserving the connectivity of the network. The 
connectivity here requires non-directional links (that is any two neighbors 
in the connected graph must be able to reach each other). In a broadcast 
oriented variant of the problem, the graph may contain directional edges, 
and connectivity from source node to all other nodes only is required. When 
a node has to transmit a message, it does not always have to do it at full 
power. It is possible to limit the needed range for various reasons (for 
instance, some neighbors may have already received the message) and thus 
some energy can be saved. The problem is now to assign transmission ranges 
to all nodes so that the network remains connected and the sum of selected 
transmission powers is minimized. This minimum-energy range assignment 
problem has been shown to be a NP-hard one by Clementi et al. [15]. 

Figure 12 shows the effects of radius adjustment. Case (a) is the unit 
graph, circles being the areas of communication of each node, which is de- 
termined by their original communication range. Case (b) shows the same 
unit graph, where nodes have adapted their radii to the minimum needed 
range to reach their furthest neighbor. Finally, case (c) shows the RNG of 
the unit graph with radii adjusted to reach the furthest RNG-neighbor of 
each node. This last case clearly illustrates the fact that the graph becomes 
directed with radius adjustment, with D receiving the communications from 
B without being able to communicate with him. 



Figure 12: Consequences of radius adjustment. 

4.1 Centralized Protocols 

Wieselthier et al. proposed two centralized greedy heuristics to compute an 
energy-efficient broadcast tree by assigning a range to each node, called B L  U 
and BIP 1471. The first one, B L  U (Broadcast Least- Unicast-cost), applies 
the Dijkstra's algorithm, while the second one, BIP (Broadcast Incremental 
Power),  is a variant of the Prim's algorithm that uses the broadcast nature 
of wireless transmissions. Although the authors considered an energy model 
using a constant c equal to zero, BIP fits well in the general model with any 
other arbitrary value and its performances are the best known ones. Some 
small improvements have since been proposed but always in a centralized 
manner and with an energy model using constant c = 0 120, 44, 461. 

Wieselthier et al. also defined a topology control algorithm based on the 
M S T  (Min imum Spanning Tree) 1471, which is used to determine the trans- 
mission range of nodes: a node selects the transmission power that permits 
it to cover all its neighbors in this subgraph. As, by definition, the M S T  is 
always connected, the graph derived from the new range assignment is also 
always connected. 

4.2 Localized Protocols that Minimize Needed Radii 

As centralized solutions cannot really be applied in ad hoc networks without 
an huge overhead of communications, some localized protocols have been 
proposed. Cartigny et al. [ll] proposed a protocol named R B O P  ( R N G  
Broadcast Oriented Protocol) that uses the R N G  as a connected subgraph 
instead of the M S T  in the algorithm from Wieselthier et al. , the obvious 
advantage being that the R N G  can be computed in a totally decentralized 
manner. Li et al. proposed an algorithm to compute a graph named L M S T  
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Figure 13: An unit graph with its subgraphs (100 nodes with an average 
degree of 14). 

(Local Minimum Spanning Dee) that keeps connectivity [30] and that have 
since been demonstrated to be a subgraph of the RNG [8]. This inclusion 
proves that LMST always performs better than RNG when used in this al- 
gorithm. This version of RBOP is called LBOP (LMST Broadcast Oriented 
Protocol) and have been proposed in the same paper [8]. An example of an 
unit graph and its associated MST, RNG and LMST subgraphs is given in 
Figure 13. It  can also be noticed that MAC layer for LMSTIRNG based 
broadcasting may use acknowledgments from LMSTIRNG neighbors only. 

Some improvements to RBOP have since been proposed. Indeed, in 
RBOP and LBOP protocols, a subgraph is used (respectively RNG and 
LMST) to compute a minimal selection of needed neighbors to keep the 
connectivity. In the description, it is said that only nodes that receive the 
broadcast message from a neighbor not present in the subgraph enter a 
NES (see Sec. 3.2), otherwise the message is immediately retransmitted. 
So, the NES is used only to ensure a total connectivity, in case of a non- 
retransmission from a needed node (in case of a collision for example). 

This behavior is not always optimal, and it is possible to further enhance 



the energy savings by allowing every node to enter a NES, regardless of the 
emitter. Indeed, it is possible for a needed node to have all its neighbors 
covered by other transmissions, allowing it to cancel its own transmission. 
Using this improvement, the new version of the protocol can be described 
as follows: 

1. the source node u of a broadcast emits its message with its range r(u) 
determined by the appropriate subgraph (RNG or LMST), 

2. when receiving a new broadcast message, the node generates, for this 
broadcast, the list of needed neighbors (computed with the appropriate 
subgraph) that have not received this message. After a given timeout, 
if the list is not empty, the node retransmits the message with a range 
allowing it to reach its furthest neighbor left in its list, 

3. when receiving an already received message: 

(a) the node ignores the message if it has already forwarded it or if 
the associated neighborhood list is empty, 

(b) the node removes nodes that are reached by the message from 
the associated neighborhood list. 

This version of the protocol based on the RNG is designated by RBOP-T 
(RNG Broadcast Oriented Protocol with full Timeout) and the one based 
on LMST in called LBOP-T. They have been proposed in [8] 

The use of the full NES (e.g. applied to all nodes in the network) 
in RBOP-T brings a decrease up to 15% in the energy consumption to 
standard RBOP. The substitution of RNG by LMST in LMST-T leads to 
an improvement of 20% that corresponds to the average degree reduction 
(from 2.6 for RNG to 2.04 for LMST). While obviously BIP is still the best 
algorithm with its global knowledge, the overhead of LBOP-T is less than 
45% with the model a = 2,c = 0 and less than 65% with a = 4,c = lo8. 
This example illustrates the fact that optimized localized algorithms can be 
very competitive with centralized ones. 

Li and Hou independently also proposed to apply LMST structure for 
broadcasting [31], and analytically concluded that multi-hop broadcast is 
more power efficient than single message with full transmission power when 
a 2 2.2. This article challenges the generality of such conclusion indepen- 
dently on constant c, which tends to suggest that it is always better to 



minimize the transmission radius to the minimal one, decided by the struc- 
ture of LMST. 

Huang and Shen proposed another algorithm to compute the needed 
range [19]. Each node broadcasts at each power level and verifies whether the 
subgraph of all its 1-hop neighbors (when the maximum transmission radius 
is used) is still connected. Then, each node chooses the minimal range which 
preserves the connectivity of the subgraph as its transmission radius. The 
communication overhead that occurs when determining the transmission 
radius seems significant, although it is limited to 1-hop neighbors, that is, 
procedure is localized. The advantage of this scheme is that no position 
information is needed. This method can also be seen as the discrete version 
of LMST structure presented above. 

Chen et al. proposed a localized minimum energy scheme where each 
node decides transmission power based on Zhops information [13]. Upon 
receiving the first copy of a message, node A sets a timeout and eliminates 
all neighbors that already received the same message in this or subsequent 
transmissions by other nodes before timeout expires. All neighbors of cur- 
rent node A are sorted, from furthest to closest, and examined in that order. 
If, for an examined neighbor B ,  there exist a common neighbor C such that 
the power to reach C from A plus the power to reach B from C is lower 
than power needed for direct transmission from A to B,  node A decides not 
to cover node B, and reduces transmission power and examines, in turn, 
the next closer node in the list. This continues until a node is found for 
which this optimization step cannot be performed. The distance to that 
node is selected for transmission radius and message is retransmitted (un- 
less the set becomes empty, in which case A decides not to transmit at all). 
Although the scheme is very promising, unfortunately it is compared only 
with scheme that uses maximum transmission power at each node, not with 
other existing localized scheme such as [ll]. 

These algorithms are also studied for applications in sensor networks. 
Cheng et al. proved that the problem of assigning transmission power to each 
sensor, such that the induced topology composed only by bidirectional links 
is strongly connected, is NP-complete [14]. They proposed two heuristics, 
one based on selecting the furthest MST-neighbor at each node, and the 
other based on incremental power (adding one node at a time to already 
constructed connected tree so that the added power is minimized). 

Wu and Wu proposed to dynamically reduce the transmission power 
of each node in the broadcast process based on some observations on the 
maximal distances from each node to all its neighbors, and based on the 



Figure 14: Hexagonal tiling of a surface S for different ranges r. 

dominating set status of each node [52]. Nodes which are not in dominating 
set may still retransmit, and the comparison is made with blind flooding, and 
methods presented in [53] which were aimed at scheduling node activities, 
not at minimizing total energy. 

4.3 Localized Protocol that Uses a Target Radius 

All the presented algorithms that use range adjustment are based on the 
assumption that the shortest radius is always the optimal one. Indeed, the 
constant a (see Eq. 2) makes long emissions expensive. Unfortunately, this 
assertion is not always valid when considering cases with c not equal to 
zero, because short radii will lead to an increase of needed relays to cover 
the network and thus to an increase of the energy consumption (the constant 
c is supported by each of these transmitting nodes). So, it can be assumed 
that there exists a target radius for a given broadcast that balances the cost 
of a! and c, leading to an optimal energy consumption for a given broadcast. 
A protocol that uses this idea has been proposed in (231 and is named TR- 
LBOP. Its description goes as follows. 

Optimal Radius Value 

The value of the optimal radius is computed by considering a geometrical 
area S on which some nodes that can adjust their radii are placed. To do 
this, an honeycomb mesh is used, that is the area is divided into several 
hexagons of side r ,  where nodes are placed on vertices, with a radius of r .  
Obviously, the quantity of vertices (ie. nodes) depends of r. Figure 14 
shows the tiling for two different values of r. 

To find the optimal radius, the value of r that minimizes the total power 



consumption must be computed. The needed energy is simply computed 
by considering that each node will have to emit the message once with a 
radius of r. A high value can be chosen, which would allow nodes to cover a 
large part of the area with only one emission, or a low value can be chosen, 
in which case only a small part of the area would be covered. In the first 
case, only a few emitting nodes would be needed, while in the second one, 
a lot more of relays would be needed to cover the entire area. A radius that 
balances between these two behaviors must be found. 

The number of hexagons h is computed by using the formula 

Surface of the area 
h - - 2s -- 

Surface of an hexagon 3r2fi '  

As two nodes are placed on each hexagon, the number of nodes n = 2h 
is then: 

When a broadcast occurs, all these nodes will emit once the message, 
the power consumption is then: 

k 
PC(r )  = (r" + c)-. 

r2 

Minima of this function give optimal radii, depending of the value of a 
and c. Figure 15 clearly shows that with the hexagonal tiling, when a = 4 
and c = lo8, the optimal radius is 100. Below this value, there are too many 
nodes (vertices), making the constant c a problem while a radius greater 
than 100 makes the constant a a disadvantage. 

Given that a 2 2, c 2 0 and r > 0, there are only a few possible cases 
that are enumerated by table 1. It can be noticed that a = 2 brings special 
cases. In the first one (c # 0), it is better to emit with the maximal possible 
range, while in the second one ( c  = 0) the chosen radius does not influence 
the power consumption. 

TR-LBOP Protocol 

Obviously, the position of nodes cannot be controlled in ad hoc networks, but 
fortunately radii can be modified, making possible a control of the topology. 
Roughly, chosen radii will have to be as close as possible from the optimal 
one, while still guaranteeing the original connectivity of the network. 



Figure 15: Power consumption vs. chosen radius with a = 4 and c = lo8 

LBOP is used as a based broadcast protocol because of its advantages: 
it uses a localized algorithm, the subgraph LMST keeps the connectivity 
and is composed only by small edges. Its only disadvantage is to try to 
minimize transmission radii, which is not always an optimal behavior. To 
include the concept of optimal radius, some parts of the protocol have been 
modified, so that each node increases its radius up to the optimal one when 
a retransmission is needed. This variant of LBOP is called TR-LBOP for 
Target Radius LMST Broadcast Oriented Protocol and can be described as 
follows. 

Each node manages two lists L and L' during the NES. The first one, 
L, stores the neighbors needed to keep the connectivity of the network. As 
LBOP uses the LMST-subgraph, L is defined by: 

t when a = 2 and c = 0, the radius has no influence, we 

use 0 as an arbitrary value. 

Table 1: Theoretical optimal emitting radius Ropt for each a and c. 



QU E V L(u) = NLM~T(u) .  

The list L' stores every other neighbors of the node, and is defined by: 

During the NES, a node u will monitor every transmission that occurs in 
its neighborhood, and each time one of its neighbor receives the broadcast 
message, its removes from the corresponding list (L if it is a LMST-neighbor, 
L' otherwise) this node. Of course, the node u can immediately remove the 
node from which it gets the message and their common neighbors. 

When the timeout is up, two cases can happen: 

0 The list L is empty, in which case the node does not need to re-emit 
the message to keep the network connectivity, so the retransmission is 
canceled, as with LBOP. 

There is at least one node in L. In this case, the node u has to 
rebroadcast the message to reach the nodes left in L. 

In the second case, when the retransmission is needed, the node will have 
to support the cost of the constant c in the energy model (regardless of its 
radius). So, as explained previously, it can be clever to increase the needed 
radius up to the optimal one, when it is possible. Two values, DL and DL/, 
are used. The first one, DL is defined by: 

with d(u, v) being the Euclidean distance between u and v. The second one, 
DL/ is defined by: 

DL! = {d(u,v) I v E L(u) U L'(u) A 
SUv = min{duW I w E L(u) u L' (u)}}, 

with 6(u, v) being defined by 

In other words, the chosen distance is the length of the edge between 
the node u and its non-reached neighbor which is the nearest one from Rapt. 
The final chosen radius is simply: 



r (u)  = max{D~,  D y ) .  

This modification leads to a situation where nodes mostly emit with 
a radius as close as possible to Rqt. The increased number of reached 
neighbors is balanced with the full neighbor elimination scheme of LBOP, 
so the number of relays does not increase dramatically. 

The results were obtained by simulating 500 broadcasts in randomly gen- 
erated static networks composed by 200 nodes with a maximum radius set to 
250 meters. They showed that there really exists an optimal radius for which 
the global energy consumption is minimal. TR-LBOP improves LBOP by 
about 10% with the use of this optimal radius, for the density of 50 and 
using a constant c = lo8. This improvement becomes greater as c increases, 
while the overhead with BIP always stays under 50%. That is, TR-LBOP 
follows BIP on all ranges, while the overhead of LBOP becomes greater as 
c increases. The experimental optimal radius observed for a = 4, c = lo8 
seems to be around 80 meters, which is near to the theoretical value of 100 
meters (see Figure 15), the small difference can be attributed to various 
border effects. The consideration of the non-zero value of the constant c 
leads a good improvement of LBOP, approaching the performances of BIP. 

In an upcoming paper, we further explore this idea by using connected 
dominating sets in the topology control step [24]. This way, nodes that are 
not dominant can go into sleep mode and thus reduce the energy consump- 
tion, instead of being active (Nodes in TR-LBOP that enter a NES are 
active and consume some energy). 

5 Energy Efficient Broadcasting with Directional 
Antennas 

There exists another method to further improve energy savings when using 
smart antennas, that are able to make directional emissions. Recently, these 
antennas have been designed to allow the transmission of a packet from a 
given node in a particular direction, with signal being sent only inside an 
angle (or cone in 3-D) oriented in any desired direction. Omnidirectional 
emissions are then just special cases with an angle of 360°, consuming the 
full energy possible, as the smaller the angle is, the smaller the energy con- 
sumption will be. For this directional case, special protocols must be used 
to take this possibility into account and thus take advantage of it. 



5.1 Centralized Protocols 

Wieselthier et al. proposed two extensions of BIP for directional antennas 
[47]. The first one is called RB-BIP (Reduced Beam BIP) and uses one- 
to-one communication model (with minimal angle) to join neighbors in the 
BIP tree. Because of its construction, the BIP spanning tree is exactly the 
same as the tree constructed by the MST algorithm, which is confirmed in 
experiments. The second improvement is named D-BIP (Directional BIP). 
Each node can send only one message, so they have to change the angle of the 
beam or increase their range to join more neighbors. The tree construction 
is different from RB-BIP, because the protocol has to decide, at each step, 
if it is better to extend the beam and/or the range of a node, or to add a 
new communication beam for a neighboring node. This decision is made 
with respect to the energy consumption of the two algorithms. Hence, the 
natural tendencies of D-BIP are to favor transmissions with large radii and 
beam angles and to avoid retransmissions by every node (this is especially 
valid if the constants C1 and Cz have a high value, see Equ. 3). 

5.2 Localized Protocols 

As all these variants of BIP are still centralized, Cartigny et al. proposed 
an adaptive localized variant of DRBOP (Directional RBOP) [lo] which 
takes advantage of both one-to-one and one-to-many schemes [12]. In fact, 
in a sparse network, it is easy to see that one-to-one communication model 
with narrow beams fits better than large beams. At contrary, in a dense 
network, one-to-many communication model fits better since it allows to 
cover several neighbors with a single beam. In order to fulfill the need of 
adaptive algorithm, the authors give a one-to-one broadcast protocol called 
DLBOP and a one-to-many broadcast protocol called OM-DLBOP. 

The first one, DLBOP (Directional LBOP), is a variant of DRBOP 
where the RNG is replaced by the LMST. Hence, each node u sends to 
its LMST-neighbors v an unicast message, with a narrow beam of fixed an- 
gle P and a range d ( ~ ,  v). We can notice that NES is not applicable here 
since packets sent to a neighbor by a narrow beam are normally not received 
by other LMST-neighbors. However, a sending node can include in its mes- 
sage the list of neighbors it is supposed to send. Hence by increasing the 
size of packets, a neighbor elimination scheme can be achieved. 

The energy consumption of the DLBOP protocol with directional an- 
tennas can be derived by summing the power consumption of one-to-one 



messages from each node. Because the degree of each node is approximately 
2 for the LMST subgraph (including the local forwarder of the broadcast 
message) we can expect that each node will broadcast in average one uni- 
cast message. Let us denote by the average distance between LMST- 
neighbors. The energy consumption of the DLBOP protocol for n nodes is 
approximately: 

The one-to-many variant of DLBOP, denoted by OM-DLBOP (One-to- 
Many Directed LMST Broadcast Oriented Protocol), consists of sending a 
single variable angle beam instead of several narrow beams. A node which 
decides to retransmit the message (because of LMST-neighbor elimination 
scheme reason) uses a single beam with an appropriate angle which allows 
it to reach its non-covered LMST-neighbors. To increase energy savings, it 
can be useful to extend the range in order to avoid excessive retransmissions 
that can be expensive if constants C1 or C2 are not equal to zero. It is 
shown that for a given angle y, there exists an optimal angle. These angles 
are given by Table 2. 

We are now in position to describe OM-DLBOP algorithm. We choose 
to send beams with angle 47r/3 which minimizes the overlap communication 
zone and provides a good coverage of the neighborhood as illustrated by 
Figure 16. The angle is positioned symmetrically with respect to the line 
uv as shown in the same figure where v is the current sender and u the 
node which sends the broadcast message to v. We denote by ROpt(47r/3) 
the function which computes the optimal radius, by taking into account the 

constant 

No ROPt(7) 
monotone 

increasing 

Rapt (7) = 0 

monotone 
decreasing 

Rapt (r) = Rmax 
minimal at 

Table 2: Behavior of total energy consumption function and optimal radius. 

572 



Figure 16: A OM-DLBOP broadcast. 

chosen angle 4 ~ 1 3 .  After applying NES restricted to LMST-neighbors, a 
node v which decides to retransmit computes its transmitting angle and 
range as follows: 

a let A be the set of uncovered neighbors and B A the set of uncovered 
LMST-neighbors. 

0 The node u computes the set of nodes closer than RWt(47r/3): 

The "goal" of u is to reach nodes of C = A' U B ,  i.e. nodes closer 
than Ropt(4.rr/3) and LMST-neighbors. If C1 = C2 = 0,  the optimal 
radius cannot be evaluated. In this case, we consider Ropt(4.rr/3) = 0. 
This implies that A' = 0 and that the goal of the node is limited to 
its LMST-neighbors. 

The node calculates the angle 6 needed to cover C and the distance d 
to the furthest node of C. If 6 < P then set 8 = P. If C is empty, the 
retransmission is canceled. 

a If d > Ropt(6) then send 6-beam with d range. Otherwise, the node 
sets the range of 6-beam (without modifying the orientation) in order 
to reach all nodes of A closer than RWt(8) (thus the selected radius is 
generally somewhat lower than Ropt(8)). 
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Figure 17: Behavior of one-to-one and one-to-many variants of DLBOP. 

5.3 Adaptive Directed LMST Broadcast Oriented Protocol 
(A-DLBOP) 

It seems that both approaches are valid. To illustrate this fact, Figure 17 
shows the behaviors of both protocols for sparse, medium and dense net- 
works and for the different energy models. In this comparison, OM-DLBOP 
energy consumption is evaluated by considering an ideal 4x13 tessellation. 

From this observation, we describe the A-DLBOP (Adaptive Directed 
LMST Broadcast Oriented Protocol) algorithm which combines one-to-one 
and one-to-many communication models [12]. Each node which receives the 
broadcast message starts a NES limited to its LMST-neighbors (for narrow 
beam transmissions, NES has limited effectiveness and we suppose that a 
transmitting node includes the id of nodes it targets in all its transmissions). 
At the end of the timeout period, the node has to choose between one-to- 
one or one-to-many communication models. For a given node u, the decision 
algorithm is the following one: 



0 Let A be the non-covered neighbors set and B C A the non-covered 
LMST-neighbors set. We denote by A' the set of nodes belonging to 
A closer than Rqt(4.rr/3). As previously, if C1 = C2 = 0 we consider 
that ROpt(47r/3) = 0. The "goal" of the node u is to cover the set 
C = A' U B. If the set C is empty, the retransmission is canceled. 

The communication model choice is made from a comparison of the 
energy consumption needed to cover C: 

One-to-one communication: in a flooding over the subset C with 
one-to-one communication model, each node retransmits the mes- 
sage to its non-covered LMST-neighbors. On average, each node 
has only one non-covered LMST-neighbor. Hence the energy con- 
sumption with one-to-one communication model using P-beams 
can be evaluated by: 

The node u can estimate the average LMST edge length dlmSt 
from the average distance between itself and its LMST-neighbors 
(it may also use more precise average distance in its local mini- 
mum spanning tree): 

One-to-many communication: let 8 be the angle needed to cover 
C (if 8 < p we consider that 8 = p) and d the distance between 
node u and the furthest node of C. The energy consumption of 
a single beam which covers C is: 

If El-to-l < El-to-many, then the node u decides to use the one-to- 
one communication model and sends a P-beam to each of its LMST- 
neighbors (nodes of B). 

Otherwise, the node u decides to use one-to-many communication 
model and sends a P-beam to cover nodes of C. If d < Ropt(8), the 
range of the beam is increased in order to reach nodes of A closest 
than Ropt (8). 



To resume this process, each node makes its decision based on the compar- 
ison ICI.e(P, dlmst) < e(47r/3, d), where C is the number of nodes covered 
by a single 4n/3 beam. Alternatively, but leading to a similar conclusion, 
each node may compare k.e(P, dlmst) < a.e(47r/3, Rapt), where Ic is the num- 
ber of nodes in the circle of radius R, and a is the ratio between the area 
of the circle of radius R and the 4n/3 beam of radius Rapt. Since, ICI is 
approximately equal to kla, it is basically the same comparison. 

Experimentations were done by simulating broadcasts in randomly gen- 
erated networks of 500 nodes, a minimal angle beam of 7r/9 and a target 
radius varying from 10 meters to 250 meters. They showed that the conver- 
sion between the two models is beneficial, offering significant energy savings, 
for full range of densities of networks. The hybrid protocol A-DLBOP is 
able to take the best decision depending on its local density (its number 
of neighbors). Since each node locally independently chooses between two 
behaviors, it is possible that, in the same network for the same broadcasting 
task, different nodes make different choice between the two. The localized 
protocol A-DLBOP gives very good results compared with centralized D- 
BIP protocol. For instance, when C1 = C2 = O the energy overhead is about 
30%. The additional spending for other energy model (C1 # 0 or C2 # 0) 
grows significantly with C1 and C2. For instance, with Rodoplu model [39] 
(a = 4, C1 + Cz = lo8), the energy overhead against D-BIP is about 500% 
but the energy reduction against blind flooding is about 95%. The inter- 
esting fact is that A-DLBOP always gives better results than DLBOP and 
OM-DLBOP. Hence, the protocol A-DLBOP is an adaptive broadcast pro- 
tocol where decision is made locally by each node. 

6 Conclusion 

Broadcasting is an important task in ad hoc networks. In this chapter, 
we presented several broadcasting methods designed to guarantee delivery 
to all nodes connected to the source (providing the MAC layer is ideal), 
while maximizing energy savings. We have considered different assumptions 
and scenarios, depending on the available hardware (such as GPS receiver, 
radius adjustment option, and directional emissions). The techniques de- 
scribed here can also be used for solving similar problems. One of such 
problems is area coverage in sensor networks. Typical applications of sensor 
networks are regular reports such as temperature monitoring, where moni- 
toring stations have to gather information from sensors. Monitoring center 



typically broadcasts its position and request to all the sensors in the net- 
work. To prolong network life, most sensors shall be placed into sleep mode. 
Active sensors should cover the monitoring area. It turns out that covering 
area can be done with similar methods as covering neighbors, as described 
in detail in [6]. The final step is to report events using reverse broadcast 
trees, as described in [5]. A solution based on energy efficient MPR method 
is given in [32]. We anticipate more research on the currently very active 
research problem of broadcasting in the near future. 
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1 Introduction 

The goal of a multicast communication (also known as one-to-manytmany-to-many 
communication) service is to efficiently deliver messages originating from a sin- 
gle or multiple sources to multiple recipients. Multicast communication primitives 
are useful in many distributed systems and applications where multiple parties are 
involved in tasks such as collaboration, resource andtor information sharing, and 
co-ordination. In this chapter we are mainly interested in applications which in- 
volve distribution of same information to multiple recipients from a single source 
or multiple sources. A multicast can be viewed as a selective broadcast in the sense 
that only a subset of the system may be interested in receiving the broadcast mes- 
sages. Although a simple way to implement a multicast operation is to use system 
wide broadcast and do filtering at the end systems, this can be a significant waste of 
resources, such as network bandwidth and processing. The degree of inefficiency 
depends upon the sparsity of the interested systems. At the other extreme a multi- 
cast can be implemented by sending a unicast message to each interested system. 
This may be efficient way to implement multicast for a sparse distributed group but 
it is a severe waste of resources for moderately sized groups since the message may 
need to unnecessarily travel a common portion of path to multiple receivers several 
times wasting bandwidth. This also increases the latency of the multicast message 
delivery by sequentializing the message delivery to multiple recipients. In systems 
where bandwidth is at premium and/or low latency is desired multicast services 
employ multicast delivery structures such as a multicast tree (or mesh for better 
fault tolerance). The problem of building an optimal multicast tree is akin to the 
widely known NP-complete Steiner tree problem [I ,  21. Since efficient implemen- 
tation of multicast operation has the potential to significantly improve application 
or system performance, understandably many heuristic protocols exist to construct 
efficient multicast distribution structures. 

In this chapter we are mainly concerned with multicast in Wireless Ad hoc 
NETworks (WANETs). In such networks battery-powered nodes, in addition to 
performing processing functions, route messages hop-by-hop using wireless trans- 
ceivers. The optimization goal for constructing a multicast distribution structure 
in a WANET becomes even more challenging. Not only the bandwidth consump- 
tion needs to be optimized to conserve the scarce and shared wireless bandwidth, 



but also, and perhaps more importantly, consumption of battery power (or energy) 
(which in some cases, e.g. in some sensor networks, is non-renewable) needs to 
be minimized in order to maximize the lifetime of the network - the duration for 
which sufficient number of nodes in the system have ample energy to provide the 
desired service. In case the nodes are also mobile the applicability of maintain- 
ing a multicast distribution structure is contingent upon the cost of maintaining the 
distribution structure in face of disruption due to frequent mobility of nodes. 

In this chapter, we present some solutions for constructing energy-efficient 
multicast distribution trees for WANETs. We begin with describing general tech- 
niques for conserving energy needed for communication and describe metrics for 
modeling cost of energy consumption which can be used to guide optimization of 
energy consumption for multicasting in wireless networks. 

2 Energy-Efficient Communication Techniques 

Compared with wired device, one of the greatest limitations of wireless devices is 
finite power supplies. Thus, any form of communication involving wireless devices 
need to be as energy-efficient as possible. In this section, we discuss some basic 
techniques for energy-efficient communication in WANETs. Further, we introduce 
the basic metrics and cost models used in constructing energy-efficient multicast 
distribution trees. 

2.1 Energy Consumption Model for Wireless Communication 

There are three major causes of energy depletion in a node: 1) energy expended 
for RF propagation; 2) energy expended in the transmitting hardware for opera- 
tion such as encoding and modulation; and 3) energy expended in the receiving 
hardware for operations such as demodulation and decoding. For simplicity, we 
assume that the energy expended for transmission and reception is the same for 
all the nodes in the system and denote them by ET and E ~ ,  respectively. We ne- 
glect any energy consumption that occurs when the node is simply "on" (idling), 
although it would be easy to incorporate it into this model. The minimum energy 
cost (per bit) needed by node i to transmit a packet to an adjacent node j ,  Eigj, is 
modeled as: 

Ei,j = ET + K(max{~min, rcj}) 7 (1) 

where rid is the Euclidean distance between i and j, K is a constant dependent 
upon the properties of the antenna, and a is a constant which is dependent on the 
propagation losses in the medium, and p,i, is the minimum transmission power re- 
quired to send message to an arbitrarily near node (this accounts for the fact that the 



r-" dependence is only in the far-field region of the transmitting antenna) [3][4]. 
Depending upon the relative contribution from the distance-dependent and distance 
independent energy consumption factors, the radios can be categorized as: long 
range radios and short range radios. For long range radios, ET is much smaller 
than E::, (E::, is the energy cost (per bit) for a node using maximum trans- 
mission power). But for short range radios (such as sensor networks), the distance 
independent part is the dominant factor e.g. ET x 4 ~ : : ~  for some short range 
radios [5,6]. A node can control its communication range by controlling the trans- 
mission power. Hence, the connectivity of network depends on the transmission 
power. We use wireless power control model in [6]: Each node can choose its 
power level p, where 0 < p < p,,,. 

2.2 Basic Techniques for Conserving Energy 

In general, there are four basic techniques for energy-efficient communication [7]. 

1. The first technique is to turn-off non-used transceivers to conserve energy 
e.g. PAMAS protocol [8]. 

2. The second technique is scheduling the competing nodes to avoid wastage 
of energy due to contention. This can reduce the number of retransmission 
and increase nodes' lifetime by turning off the non-used transceivers for a 
period of time. For example, a base station in a infrastructure based wireless 
network can broadcast a schedule that contains data transmission starting 
times for each node as in [9]. 

3. The third technique is to reduce communication overhead, such as defer 
transmission when the channel conditions are poor [lo]. 

4. The fourth technique is to use power control to conserve energy. The trans- 
mit power Pt needed to reach a node at a distance of d is proportional to d", 
where a(> 2) is a transmission medium dependent constant. Hence, a node 
can adjust its transmission power to a level which is sufficient to reach the 
receiving node. This has the added advantage of reducing interference with 
other on-going transmissions. 

In this chapter, we will mainly discuss the approaches using power control 
technique for energy-efficient multicast. 

2.3 Wireless Multicast Advantage 

A network-wide multicast distribution tree is a spanning tree which "covers" all the 
multicast group nodes. A source-based multicast tree is rooted at a source node. 



On the other hand a group-shared tree is rooted at a core node (also known as 
rendezvous node) [ l  1, 121. Although all the leaf nodes in a multicast tree are nec- 
essarily multicast group nodes, the intermediate nodes (called forwarding nodes) 
may or may not be multicast group nodes. The message is distributed to all the 
multicast group members by flooding it on the distribution tree, i.e. the source 
node forwards its message to all its tree neighbors (children in a source based tree) 
and a forwarding node forwards the message to all its tree neighbors except the 
one from which it received the message. Hence, the flooding of a message on the 
multicast tree gets broken down into several local forwarding operations. 

The energy consumed for a local forwarding operation (as well as the connec- 
tivity in the wireless network) depends largely on the transmission power at the 
nodes. Assume that each node can dynamically select its transmission power level 
pRF,  where 0 2 pRF 2 p,,. Let p:[ be the minimum power needed to transmit 
a packet over the link between nodes z and j. The power level information can be 
obtained from the link layer using power-control techniques [13]. Therefore, the 
total power expenditure of node i, when forwarding a packet to another node j ,  p i j  
is: 

pi . = if i is the source node, 
" { $ :$ + pR otherwise. (1) 

Since a leaf node in a multicast tree only receives data without forwarding it further 
to any other node, its power expenditure is simply equal to pR in our model. 

The power consumption model can be transformed to energy consumption 
model by introducing time. We use 7 to denote the time period for a node to 
transmit a bit. We assume that this quantity is the same at all the nodes. Then, the 
total energy (per bit) expenditure of node i, when forwarding a packet to node j ,  is 

if i is source node; 
+ ER otherwise, (2) 

where EG* is the energy cost (per bit) of the link between nodes i and j for a 
packet transmission, EG* = rpt; ,  ET is energy cost (per bit) of electronics and 
digital processing, and ER is energy cost (per bit) at the receiver side. In this 
chapter, we use EG* as the energy cost of wireless link from node i to node j .  
Also we assume that link costs are symmetric, i.e. EZF = E?!. 

The local forwarding operation can exploit the broadcast property of wireless 
communication. This not only may conserve bandwidth (the message needs to be 
forwarded only once) and may reduce latency (the message can be simultaneously 
forwarded to multiple nodes), but also presents an opportunity to conserve energy. 
For example, consider that a (forwarding or source) node i needs to forward data 



to its neighbors, say, nodes j and k (see Figure 1) which may be its tree neighbors 
in a multicast tree. Then, by transmitting data at the power level max{pi pi,k), 
node i can simultaneously send packets to both nodes j and lc. Compared to wired 
networks, this reduces power consumption for forwarding in a wireless network 
from sum of power consumed for each forwarding link (pij  + pi,k) to maximum 
of power required over all the forwarding links (max{pij, pilk)). This resource 
(bandwidth, energy, and time) saving advantage of wireless networks over wired 
networks is termed as wireless multicast advantage [3]. 

Figure 1: Wireless Multicast Advantage. pi(j,k) = m a x { ~ ~ , ~ , p ~ , ~ ) ,  instead of 
pi,j + Pi,k. 

In summary, wireless medium is a broadcast medium, and one time local trans- 
mission can possibly reach all the neighbors. Power control allows a node to con- 
serve energy by transmitting a packet at power level which is sufficient to reach 
only its tree neighbors (as opposed to all the neighbors) except the one it received 
the message from. Further, nodes which use more power can reach more nodes 
reducing the number of forwarding nodes needed to reach all the multicast group 
members (and hence the network wide multicast tree may have smaller depth). 
However there is a flip side to this. The node itself will consume energy at a greater 
rate, hence dieing (running out of energy) faster. Further, more the transmission 
power used by a node more interferences it causes with other simultaneous trans- 
mission'. This will reduce the number of simultaneous transmission. We discuss 
this in more detail in the next section. 

2.4 Why Link-Based View is Not Suitable for WANETs? 

For simplicity, consider a single source multicast is used to reach a subset of nodes 
in the network from a given source s. One way to achieve this is that node s simply 
increases its transmission range to such an extent that it can reach all the group 
members. In general this "single hop" approach is not universally applicable since 
nodes usually have a limited maximum range and multiple hops are needed to reach 
all the nodes in the multicast group. Further, as we will see later, use of multiple 

'we are assuming a single wireless communication channel is used by all the nodes. Further, we 
assume that medium access techniques is employed by a node to get access to the channel. 



hops may lead to savings in overall energy consumption for the multicast message 
distribution. 

Since a multi-hop solution is needed, the problem becomes that of constructing 
a minimum cost multicast tree. In wired networks, multicast trees are built based 
on link costs. However, no predefined "links" exist in a wireless network. Spe- 
cially, the ones which employ power control. The number of links incident on a 
node depends upon the power level at which the node transmits. Simply, assuming 
that a node always transmits at its maximum transmission power may result in too 
many links and a non-optimal solution. Further, due to broadcast nature of wire- 
less transmission a single transmission may reach multiple nodes. This makes it 
difficult to assign a "link cost" to each link since now one has to figure out how 
many nodes were reachable in a single transmission. This in turn depends upon the 
power level employed by each node and the node distribution. 

Based on the above reasons, it's more appropriate to take a node-based view 
of wireless networks, where in costs are only assigned to the nodes. Consequently, 
the problem of constructing an energy-efficient multicast tree becomes equivalent 
to constructing a multicast tree with minimumLmaximum summation of node cost. 
We will present the existing algorithms for constructing energy-efficient multicast 
trees in Section 4. In the next section, we present the node costs which are suitable 
for constructing energy-efficient multicast trees. 

3 Energy Metrics and Cost Models 

In general, there are two different criteria used for energy optimization: 

1. Total Energy Consumption (TEC): is the total energy consumption of the 
system to complete a given task. 

2. System Lifetime (SL): is the volume of task that can be completed with a 
given energy level in the system. 

For example, consider the WANET shown in Figure 2 which consists of three nodes 
labeled 1, 2, and 3. Assume that all the three nodes belong to a multicast group 
with node 1 as the source node. Depending upon whether the energy optimization 
goal is TEC or SL, as illustrated in Figures 3 and 4, the source based multicast tree 
optimizing these goals is different. Figure 3 shows the multicast tree which min- 
imizes TEC and Figure 4 shows the multicast tree that maximizes SL. Minimum 
overall energy consumption is achieved by node 1 simply forwarding multicast 
messages to both nodes 2 and 3 using one local forwarding at the cost of 10 en- 
ergy units ( E U ) ~  per packet. However, assuming that each node initially has 200 

'EU can be replaced by appropriate energy units such as J (Joules) or mJ (milli Joules). 



Figure 2: A topology of wireless network with 3 nodes where node 1 is the source 
node. The figure shows all the existing wireless links. Labels associated with 
the edges are the average energy cost of a node for transmitting packets over the 
link, such as energy cost for node 1 transmitting packet to node 2 is 6 EUIpacket. 
Assume the residual battery energy at all three nodes is 200 EU. 

EU of residual battery energy, this strategy is not optimal for optimizing SL, since 
node 1 can forward only 20 multicast packets (200 EU + 10 EUIpacket) before it 
dies. Figure 4 shows the multicast tree which has a better lifetime since it can be 
used to forward 25 packets instead of just 20 packets. 

3.1 Node Cost 

The definition of node cost depends upon the optimization goals: minimizing en- 
ergy consumption or maximizing multicast tree lifetime, as well as the type of 
multicast tree being used: source-based or group-shared. For minimizing energy 
consumption, node cost is the node energy cost, i.e. average energy cost (in terms 



of packets) of a node. Let Ei denote the average energy cost of node i in a mul- 
ticast tree for one multicast packet transmission. For maximizing multicast tree 
lifetime, the expected remaining "life" of the node itself should be used as node 
cost. The lifetime of a node in a multicast tree, is the maximum number of mul- 
ticast packets that may be processed (transmitted and/or received) by the node. If 
we use R, to denote the residual battery energy of node i ,  then the lifetime of node 
i in a multicast tree LTi = 2. 
3.1.1 Node Cost in Source-based Multicast Tree 

In this section we restrict the discussion to calculation of a single node's energy 
cost for source-based multicast trees. As we have seen earlier, a node's lifetime 
can be derived from the node's energy cost and its residual battery energy. Let 
EPF be the maximum energy cost (per bit) of the link between nodes i and its 
children for a multicast packet transmission. In a source-based tree a source node 
does not incur any reception cost and leaf nodes don't incur any transmission cost, 
however, a forwarding node incurs both the cost. Hence, node i's energy cost in a 
source-based multicast tree, Ei, can be modeled as follows: 

EPF + ET + ER if node i is not a leaf node; 
Ei = EPF + ET if node i is the source node; (3) 

otherwise. 

In Section 4, we will discuss how BIPMIP [3], EWMA [14], S-REMiT [15] algo- 
rithms use Equation 3 as node energy cost to construct minimum-energy source- 
based multicast trees. 

Considering reliable multicast, link error rate needs to be incorporated into the 
node energy cost. Let ei be the link error rate for node i to forward the multicast 
packet to all of node i's children reliably, and ei,,,,,t be the link error rate of node 
i's parent to forward the packet to all of its own children. The average number of 
retransmissions to achieve a successful transmission for a link with error probabil- 
ity e can be modeled as & under the assumption that independent retransmission 
failures are independent of each other. Hence, Equation 3 can rewritten as follows 
to incorporate the energy overhead of retransmissions: 

if node i is not a leaf node; 

if node i is the source node; (4) 

otherwise. 

RBIP algorithm [16] uses Equation 4 as node energy cost to construct minimum- 
energy source-based multicast trees. 



3.1.2 Node Cost in Group-shared Multicast Tree 

In contrast to source-based multicast tree, node's energy cost in a group-shared 
multicast tree is not only decided by the tree links attached to node but also decided 
by where message is coming from. For example, in Figure 2, if multicast packet 
coming from node 1, energy cost for node 2 to forward the packet is 8 EUlpacket. 
If the multicast packet coming from node 3, energy cost for node 2 to forward the 
packet is 6 EUIpacket. Assume the message generation rates at nodes 1 and 3 are 7 
packetslsecond and 13 packetslsecond, respectively. Then the average energy cost 
of node 2 in the group-shared tree is = 6.7 EUIpacket. So node's cost 
in group-shared multicast tree needs to incorporate message generation rates of all 
the multicast source nodes in the group. 

We use terminal node to denote a node whose degree on the tree is equal to 1. 
Assume that the tree links that are incident on a node are ordered in descending 
order of their energy cost. We use Li[s] to denote the s-th highest energy cost 
tree links incident on node i and Ei[s] to denote the energy cost (per bit) of Li [s]. 
If Li[s] does not exist, then Ei[s] E 0. Suppose Li is the branch on which the 
multicast message arrives to be forwarded by node i. Based on the energy cost 
model in Section 3.1, the energy cost (per bit) of node i, ECi, for forwarding 
message arriving on its incident branch Li in multicast tree T is: 

E~ + Ei [2] + ER if Li = Li [ I ]  and node i is not a terminal node 
if Li = Li [ I ]  and node i is a terminal node 

ET + Ei [ I ]  if Li # Li [I] and i is the source node (5 )  

ET + Ei[l] + ER otherwise 

If a multicast message arrives on branch Li[l] and node i is not a terminal 
node, the energy cost of i to forward this message is ET + Ei[2] + ER; however, 
if i is a terminal node, the energy cost of i is only the reception energy cost ER. 
Otherwise, if a multicast message arrives on a branch other than branch Li[l]  and 
i is not the multicast source, the energy cost of node i to forward this message is 
ET + Ei[l] + E ~ .  In the cases that node i is the multicast source, the energy cost 
of i is just the cost for sending the multicast message to all of its connected tree 
neighbors, that is ET + Ei [ l ] .  

3.2 Multicast Tree Cost 

Similar to node cost, multicast tree cost is also dependent on the above two opti- 
mization goals. Note that these two different optimization goals may conflict with 
each other. Minimum energy consumption multicast tree may result in rapid de- 
pletion of energy at intermediate nodes possibly leading to network partition and 



interruption of the multicast service. On the other hand, a maximum lifetime multi- 
cast tree may not include all of the minimum energy routes. For example, Figure 2 
is the network topology of three nodes, and Figure 3 and Figure 4 are the mini- 
mum energy and maximum lifetime multicast tree, respectively. The two different 
multicast tree costs are defined as follows: 

3.2.1 Minimizing Energy Consumption: 

The Total Energy Consumption (TEC) by all the transceivers in the multicast tree 
T for multicasting one packet is, 

Using this definition, we can describe the problem of minimizing energy con- 
sumption of multicast tree as follows: Let TG denote the set of all possible multi- 
cast trees for a fixed multicast group G. The minimum energy consumption multi- 
cast tree T* is: 

T* = arg min {TEC(T)}  = arg min { Ei}. 
VTETG VTETG ViET 

This cost requires to carefully choose intermediate transceivers such that the 
overall energy consumed for the multicasting packet is minimized. Optimizing 
this cost has been proven to be a NP-complete problem [I,  21. It is difficult to 
achieve this cost as it is not easy to select the appropriate intermediate nodes. 

3.2.2 Multicast Tree Lifetime 

Multicast tree lifetime can be defined as the time duration starting from beginning 
of multicast service until the first node in the network fails due to battery energy 
exhaustion. This cost is very important for some critical applications, such as 
battlefield ad hoc networks. The lifetime of multicast tree is : 

LT (T )  = min LTi. 
zET 

Using this definition, the problem of maximizing lifetime of a multicast tree 
can be stated as follows: Let TG denote the set of all possible multicast trees for a 
fixed multicast group G. The maximum lifetime multicast tree T o  is: 

Ri To = arg max {LT(T)}  = arg max {min -} 
VTETG VTETG ViET Ei 



However, optimizing for this cost is also very difficult, because we need to 
select the nodes involved in multicasting in such a way that the energy of all the 
nodes are depleted uniformly. In other words, given a network, we need to deter- 
mine some nodes that are bottleneck nodes meaning that their energy gets depleted 
faster than other nodes. The lifetime of the bottleneck nodes determine the lifetime 
of the entire multicast tree. So optimizing this cost is equivalent to maximizing 
the lifetime of bottleneck nodes. This problem is similar to the "load balancing" 
problem where tasks need to be sent to one of the many servers available so that 
the response time is minimized - this is know to be a NP-complete problem [8]. 

4 Constructing Energy-Efficient Multicast Trees 

In this section, we discuss algorithms for constructing energy-efficient multicast 
trees. As we discuss in Section 2.4, the problem of constructing energy-efficient 
multicast tree in a WANET is NP-complete [I ,  21. Several heuristic algorithms 
have been developed. In the following, we discuss several protocols for construct- 
ing energy-efficient source-based multicast trees as well as group-shared multicast 
trees using power control technique. 

4.1 Protocols 

The protocols for constructing energy-efficient multicast distribution trees can be 
categorized as: centralized and distributed protocols. A centralized protocol has 
two limitations: first, it needs global knowledge which may introduce high com- 
munication overhead especially in large scale networks; second, it would be very 
"expensive" if it runs repeatedly to adapt to the dynamic changes in the network, 
such as the remaining battery power at nodes. Since this would involve periodic 
sending of state information to a centralized node - a costly operation for a energy- 
constrained network. Given these drawbacks of a centralized approach, distributed 
protocols have been designed which are more suitable for the energy-efficient mul- 
ticast tree problem in WANETs [14,3, 171. 

4.1.1 Centralized Protocols 

Broadcast Incremental Power (BIP) algorithm is a centralized algorithm to con- 
struct a minimum-energy source-based broadcast tree [3]. BIP algorithm uses the 
node energy cost in Equation 3, but it neglects E~ and E ~ .  SO BIP algorithm only 
considers the energy cost on the link for multicast packet transmission. BIP is sim- 
ilar to Prim's algorithm for constructing minimum cost spanning tree, except that it 
considers only "incremental energy cost" in deciding which link to add to the tree. 



It constructs the tree starting from the source node, and then incrementally absorbs 
other nodes in the network sequentially as follows. 

1. Incremental Energy Cost Calculation: For each node i which is already in 
the tree, and each node j which is not yet in the tree, the incremental energy 
cost associated with adding node j as node i's children is: A i j  = Ei - Ei. 

2. Absorb Node with Minimum Incremental Cost: Find nodes i and j with 
the minimum value of A i j .  Absorb node j to the tree as node i ' s  children. 

As an extension of BIP, Multicast Incremental Power (MIP) algorithm is pro- 
posed for building a source-based multicast tree by eliminating all redundant trans- 
missions ( the transmissions that are not used to reach any member of the multicast 
group from the BIP tree) by pruning the tree [3]. To extend the network life- 
time, BIPiMIP incorporates the initial battery level and residual battery level in the 
node cost computation [18]. To achieve reliable multicasting, Reliable BIP (RBIP) 
algorithm is proposed by incorporating the link error rate into the node cost for 
building minimum energy source-based broadcast/multicast tree [16]. It has been 
have proven that the approximation ratio of Minimum Spanning Tree (MST) is 
between 6 and 12, and the approximation ratio of BIP is between and 12 [17]. 

Embedded Wireless Multicast Advantage (EWMA) algorithm also constructs 
a minimum-energy source-based broadcast tree [14]. Similar to BIPiMIP, EWMA 
algorithm also uses the node energy cost in Equation 3, but it neglects E~ and 
E ~ .  EWMA uses MST as the initial tree. Then, EWMA refines the initial tree to 
minimize TEC of the source-based broadcast tree. For example, the refinement at 
node i as follows. 

1. New Transmission Energy Selection: Node i selects a downstream node, 
say node j. Then node i increases its transmission energy to cover all of 
node j's children. The incremental energy of node i is 

Calculate the energy Gain as 

where Eliminatedi is the set of nodes whose transmissions were eliminated 
when node i increased its power level. 

3~~~ is built based on the link cost. So MST may not be minimum energy multicast tree in 
WANET. 
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Table 1: Characteristics of current approaches for constructing energy-efficient 
lulticast tree in V 
Algorithms 

EWMA [14] 

RBIP [16] 

ANET. 

X X D 

2. Exclude Transmissions: Selects the node j  with highest positive Gain. 
Then increase transmission energy of node i to cover j ,  eliminate all the 
transmissions at node i's downstream, which are already covered by node i. 

The refinement phase is from source node leaf node in EWMA. 

4.1.2 Distributed Protocols 

Now let us discuss some distributed algorithms for constructing energy-efficient 
multicast trees. 

BIP algorithm has two distributed versions: Distributed-BIP-All (Dist-BIP-A) 
and Distributed-BIP-Gateways (Dist-BIP-G) [19]. In Dist-BE'-A algorithm, each 
node first constructs a BIP tree locally. Then the source node starts to broadcast 
its local tree structure to all of its neighbors. When a node hears from a node 
that already in the tree it broadcasts its own locally generated BIP tree to all of its 
neighbors. After several iterations, the Dist-BIP-A tree covers all of the nodes in 
the network. Dist-BIP-G assumes two-hop neighbors' information are available at 
every node. In Dist-BIP-G algorithm, source node starts to build BIP tree locally 
to cover its two-hop neighbors. And gateway node is used to denote a neighbor of 



the source node that connects one or more of the source node's two-hop neighbors. 
Only the gateway nodes of node i broadcasts the locally generated BIP tree. This 
reduces the number of local broadcasts leading to conservation of bandwidth and 
reduction in contention. Both Dist-BIP-A and Dist-BIP-G algorithms have slightly 
worse performance than the centralized version of the BIP algorithm. 

EWMA algorithm also has a distributed version, called EWMA-Dist [14]. 
EWMA-Dist is organized by rounds in the refinement phase. Every node in EWMA- 
Dist has two-hop neighbor information. In each round, a node tries to decrease the 
total energy consumption (from node's point of view) by increasing its transmis- 
sion power to eliminate some transmissions of its children nodes. In EWMA-Dist, 
the refinement starts from the source node and ends at the leaf nodes. 

REMiT (Refining Energy efficiency of Multicast Trees) is a suite of distributed 
algorithms for enhancing energy-efficiency of multicast trees [15]. REMiT algo- 
rithms refine energy-efficiency of a pre-existing multicast tree by switching some 
tree nodes from one branch (forwarding) node to another. REMiT algorithms are 
categorized along energy-metric dimension (minimizing energy-consumption or 
maximizing lifetime) and multicast-tree type dimension (source-based or group- 
shared tree). For example, S-REMiT [I51 and G-REMiT [20] are used for mini- 
mizing energy-consumption of a source-based and group-shared multicasting tree, 
respectively. And L-REMiT [21] can extend the tree-lifetime of a source-based 
multicast tree. 

Now let us use S-REMiT as an example to discuss how to construct an energy- 
efficient source-based multicast tree in REMiT. It is divided into two phases. In the 
first phase, S-REMiT builds an initial multicast tree using available tree building 
algorithms, such as [22]. In the second phase, S-REMiT selects a node in the tree, 
say node i. Let x to denote the parent node of node i. Following is the S-REMiT 
algorithm at node i used to refine the multicast tree. 

1. New parent selection: Node i selects a new parent node j with the highest 
positive energy Gain: Gain:'"= (Ei + E, + E j )  - (Ei + EL + Ei), 
where Ei and E,! is the energy cost of node i before and after node i changes 
its parent node from x to j, respectively. With the help of one-hop neighbor 
information, node i calculates Ei and E,! using Equation 3, respectively. 

2. Switch to New Parent: Node i deletes the tree link between nodes i and x 
and adds a tree link between nodes i and j. 

The above steps is called as a refinement at node i. Every node in the tree 
does its one refinement sequentially. Every node finishes one refinement, is called 
one refinement round of S-REMiT, If there is no energy Gain in a refinement 
round of S-REMiT, S-REMiT stops the refinement process. Then S-REMiT prunes 



the source-based multicast tree by deleting the redundant transmissions that are 
not needed to reach the members of the multicast group from the tree. After the 
pruning, S-REMiT will be terminated. 

L-REMiT algorithm also uses refinement on the initial tree to extend lifetime 
of source-based multicast tree. The lifetime of a multicast tree is decided by the 
bottleneck nodes, which are the nodes with minimum lifetime in the tree [21]. Then 
L-REMiT only needs to refine the lifetime of bottleneck nodes as much as possible 
so that the multicast tree's lifetime is extended as follows: L-REMiT selects a 
bottleneck node in the tree, say node x. Let node i be the farthest (costliest) child 
node of node x. Following is the L-REMiT algorithm at node i used to refine the 
multicast tree. 

1. New parent selection: Node i selects a new parent node j with the highest 
positive lifetime LGain: LGain:'b= min{LT/, LTL, LTj')) - LT,, where 
LT, and LTL is the lifetime of node x before and after node i changes its 
parent node from x to j ,  respectively. 

2. Switch to New Parent: Node i deletes the tree link between nodes i and x 
and adds a tree link between nodes i and j. 

After each refinement step, a new bottleneck node needs to be recomputed. The 
refinement is then applied to the new bottleneck node. Refinement continues till 
no positive lifetime gain is achieved. 

Similar to S-REMiT, G-REMiT algorithm uses refinement on the initial tree 
to construct energy-efficient group-shared multicast tree. In a group-shared tree, 
when a node switches its connected tree branch to another node, energy cost of 
some other nodes which are even not involved in the tree branch switching may 
also be affected [20]. So G-REMiT is more complex in node cost computation and 
tree branch switching operation than S-REMiT. Table 1 shows the characteristics 
of the various protocols we discussed in this section. 

4.2 Qualitative Analysis 

In this section, we will analyze the current energy-efficient multicast tree building 
algorithms. For the comparison, we use propagation model ECF = K ( T ~ , ~ ) ~ ,  
where rij is the Euclidean distance between i and j ,  K is a constant dependent 
upon the properties of the antenna and a is a constant which is dependent on the 
propagation losses in the medium. 

Let us first compare some of the current algorithms in building minimum en- 
ergy source-based multicast tree. BIPIMIP algorithm constructs minimum energy 
multicast tree by adding nodes in the tree sequentially. So the sequential order will 
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Figure 5: BIP vs S-REMiT in building source-based multicast tree. Label associated 
with the link is the energy cost of the link assuming that ET = 0 and ER = 0. 

affect the performance of BIPMIP algorithm. Also when adding a node in the 
tree, BIPMIP tries to minimize the additional cost to absorb the node in the tree 
by minimizing the increment cost of the new link. In other words, BIPMIP uses 
a link-based approach to deal with a node-based problem. Let us use an exam- 
ple to illustrate the pitfalls of BIPMIP algorithm. A network topology is shown 
in Figure 5(a). The multicast tree generated by BIPMIP and S-REMiT is shown 
in Figures 5(b) and (c), respectively. For presentation simplicity, we assume that 
ET = 0 and ER = 0 (this assumption is also used for comparison between EWMA 
and S-REMiT). As shown in Figure 5(b), if source node s adds nodes j first or adds 
nodes i and j together, then TEC of the multicast trees will be lower than if it adds 
node i first. So the scheme of adding nodes sequentially is not very efficient for 
constructing source-based energy efficient multicasting tree. EWMA algorithm is 
a greedy algorithm, it tries to reduce the number of downstream transmitting nodes 
as much as possible when there is a chance to reduce the TEC of the multicast 
tree. However, it neglects the contribution of nodes, whose depth are same or 
larger, for minimizing TEC of the tree. For example, EWMA generates a multi- 
cast tree shown in Figure 6(b). Since the depth of node j is same as node i, node j 
has no chance to be i's parent in EWMA algorithm. But in S-REMiT, node j will 
become node i's parent as shown in Figure 6(c). This is because every node has 
the same chance to switch its parent in S-REMiT. So S-REMiT may perform bet- 
ter than BIPMIP and EWMA algorithm for building energy efficient source-based 
multicast tree. 

Second, we discuss the current algorithms in building minimum energy group- 
shared multicast tree. Most of the current algorithms only try to minimize energy 
consumption of source-based multicast tree. A node in a source-based tree only 
forwards the multicast message from its parent node to its children nodes. But a 
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Figure 6: EWMA vs S-REMiT in building source-based multicast tree. Label asso- 
ciated with the link is the energy cost of the link assuming that ET = 0 and E~ = 0. 

node in a group-shared tree needs forward the multicast message to all of its con- 
nected tree neighbors except the node from which it received the multicast mes- 
sage. Therefore, the energy cost of the node in source-based tree is only decided 
by the energy cost of the links to its farthest children [14, 151. Because the energy 
cost of the node in group-shared tree is not only decided by the energy cost of the 
links which are between the node and its connected tree neighbors but also decided 
by where the message is coming from. In other words, BIPMIP and EWMA algo- 
rithms should not use energy cost of source-based multicast tree to build minimum 
energy group-shared multicast tree. And if a minimum energy source-based tree is 
used as a group-shared tree, it may not be energy efficient any more. So when the 
group-shared multicast tree is more energy-efficient to a specific source node, the 
tree will be less energy-efficient to other source nodes. 

For example, in Figure 7, nine nodes are distributed in a region with dimensions 
15x8. Nodes 1,2, ..., and 8 are group nodes, node 9 is not a group node, and all the 
group nodes have different multicast message generation rate. Node 1 is the source 
node when we applying MIP and EWMA algorithms. From Figure 7, we find that 
TEC of EWMA is highest. It means that EWMA algorithm is not energy-efficient 
compared with other algorithms. This is because EWMA algorithm tries to mini- 
mize the energy consumption of node 1's source-based multicast tree by minimiz- 
ing the depth of the tree as much as possible. But once node 1's source-based tree 
is used as group-shared tree, the group-shared tree is not energy-efficient when 
other nodes also serve as multicast sources. However, since distributed version of 
EWMA (EWMA-Dist) cannot reduce the depth of the tree as much as EWMA cen- 
tralized counterpart, EWMA-Dist performs better than EWMA centralized version 
when the tree is used as a group-shared tree. As shown in Figure 7, TEC of MIP 
tree is a little smaller than MST but higher than G-REMiT algorithm. It means 
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Figure 7: Different Multicast Trees generated by the algorithms with propaga- 
tion loss exponent a = 2, and XI = 86kb/s, X2 = 84kb/s, X3 = 80lcb/s, X4 = 
98kb/s, Xg = 44kb/s, X6 = 97lcb/s, A7 = 13kb/s, X8 = 46kbls (Node 1,2,..,8 
are group nodes, but node 9 is not a group node). 

that MIP algorithm performs better than MST algorithm but worse than G-REMiT 
algorithm. 

Third, we present some results for current algorithms for optimizing lifetime of 
source-based multicast tree: BIPMIP and L-REMiT. BIPMIP uses a node cost Ci 
(Ci = E,(#)O, where Ei is average energy cost of node i in the multicast tree 
for one multicast packet transmission, Ri (0) and Ri(t) are the residual battery en- 
ergy of node i at time 0 and t ,  respectively, and 0 < /3 < 2 is the weighting factor). 
However, this node cost Ci for BIPMIP algorithms has following three limitations: 
1) Ci is not node i's actual lifetime cost, even when /3= 1; 2) Node cost is a func- 
tion of time, so BIPiMIP algorithms should periodically refine the multicast tree 



based on the node cost. However, the BIPMIP algorithm is not designed to refine 
an existing multicast tree; and 3) As /3 increases, using Ci, BIPMIP is more likely 
to choose higher remaining battery energy level nodes as the forwarding nodes. 
But higher remaining battery energy level does not mean higher multicast lifetime. 
Compared with BIPMIP, L-REMiT [21] overcomes these pitfalls. L-REMiT uses 
node's actual lifetime as node cost and it is refinement-based algorithm. Hence, it 
can be used for adapting the multicast tree to the changes of the node cost as time 
goes by. Currently, there is no algorithm for optimizing lifetime of a group-shared 
multicast tree. A possible solution is to combine G-REMiT with L-REMiT. 

In the next section, we will give some of the quantitative analysis of these 
algorithms by simulations. 

4.3 Quantitative Results 

In this section, we present simulation results to compare the performance of current 
algorithms: BIPMIP, EWMA, MST, REMiT. The simulations were performed us- 
ing networks of four different sizes: 10, 40, 70, and 100. The distribution of the 
nodes in the networks are randomly generated. Every node is within the maxi- 
mum transmission range (r,,,) of at least one other node in the network. In other 
words, the network is connected. We use two different E~ values to represent the 
long range radio and short range radio. Because E~ is hardware dependent, by 
analyzing the experiment data in 15, 61, we decide to use E~ = 0 to represent 
long range radio and E~ = 4Krga, to represent short range radio, where K is 
constant dependent upon the properties of the antenna and a is a constant which is 
dependent on the the propagation losses in the medium. We ran 100 simulations for 
each simulation setup consisting of a network of a specified size to obtain average 
T E C ,  the propagation loss exponent a is varied from 2 to 4. 

Let the five types of algorithms be denoted by Talg, where alg E A = {REMiT, 
EWMA, EWMA-Dist, MST, BIPMIP). We use TEC(T)  to denote the TEC 
value of a tree T .  We use TEC of multicast tree to define the performance metric: 
Normalized TEC with algorithm alg is: 

where TECbeSt = min(TEC(Tal,)), alg E A. Using this metric, we can compare 
the minimum energy multicast trees obtained from REMiT, EWMA, EWMA-Dist, 
MST, and BIPMIP are in terms of their TEC value. 

We also use Normalized Lifetime as the performance metric: 



where LT(Tb,,t) = max{LT(Tal,)) ,  alg E A. 

Ei EWMA-Dist 

E l  MST 

S-REMIT 

B BIPIMIP 

number of nodes in the graph 

Figure 8: Average Normalized T E C  for long range radios when 50% nodes 
are in multicast group for source-based multicast tree ( a  = 2, r,,, = 10, K = 
1, ET = 0,  ER = 0.1 * K(r,,,)"). 

Figure 8 shows the average Normalized TEC (shown on the vertical axis) achieved 
by the algorithm on networks of different size (horizon axis). The figure show 
that the solutions for minimum energy source-based multicast tree obtained by S- 
REMiT have, on the average, lower Normalized TEC than the other solutions (This 
is also true for other scenarios, such as a = 3,4,  different group size, short range 
radios.). 
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Figure 9: Average Normalized T E C  for long range radios when 100% nodes 
are in multicast group for group-shared multicast tree ( a  = 2, r,,, = 10, K = 
1, ET = 0 ,  E~ = 0). 

To evaluate the performance of algorithms in building group-shared multicast 



tree, we assume that the link bandwidth is 100kb/s, and multicast message gen- 
eration rate of every node is randomly generated as Okbls, l kb l s ,  ..., 100kb/s. 
BIPMIP and EWMA algorithms are only used for building source-based multi- 
cast tree. In the simulations, for every group node we build a tree using BIPIMIP 
and EWMA algorithms with a given graph o and a multicast group G. We use aver- 
age T E C  of these trees to denote the TEC of the algorithm. For example, average 
T E C  of MIP can be presented as average T E C M I P  = & EKEG T E C M I p ( i ) ,  
where T E C M I P ( i )  is the T E C  of node i's source-based tree generated by MIP 
algorithm. Similar to source-based tree comparison, in Figure 9, we can see the 
Normalized TEC achieved by these algorithms on networks of different size. Also 
C-REMiT has better performance than other approaches BIPMIP, EWMA, MST 
algorithms for other scenarios, such as a: = 3 or 4 and different group size. But 
for short range radios, we found that all algorithms have very similar performance 
for constructing group-shared multicast tree. The main reason for such behavior is 
that the node's E~ is substantially greater than the maximum value of Krg,,. So 
the energy saving by transmission power control is very little. Consequently, the 
simplest and reasonable approach for short range radio is that every node tries to 
cover as many nodes as possible. 
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number of nodes in the graph 

Figure 10: Average Normalized Lifetime for long range radios when 100% 
nodes are in multicast group for source-based multicast tree (a  = 2, r,,, = 
10, K = 1, E~ = 0,  E~ = 0).  

In Figure 10, we can see L-REMiT has, on the average, higher Normalized 
Lifetime than those multicast tree obtained by other algorithms. This is also true 
for other scenarios, such as a: = 3,4,  different group size, and short range radios. 

According to the simulations results, we find that REMiT algorithms have bet- 
ter performance than BIPMIP, EWMA, and MST for various scenarios. 



5 A Framework for Energy-Efficient Multicast 

In this section, we present a general framework for developing energy-efficient 
multicast schemes, which takes into account application-specified QoS (such as 
reliability and delay constraints), while adapting to various network parameters 
(such as interference, mobility and link error rate). The framework is shown in 
Figure 11. Following are the components in the framework for energy efficient 
multicasting: 

Policies & QoS Requirement 

I Protocol of Constructinghiaintenance I 
Energy-Efficient Multicasting Tree + 

Tree Cost 

Node Cost Energy Cost 
Computation Model 

I Link layer parameters feedback 
(mobility, link error rate,etc) I 

Figure 11 : A Framework for Energy-Efficient Multicast. 

1. Energy Cost Model: We have discussed energy cost model in Section 3. 
According to the nature of wireless transceivers, different energy cost metric 
can be applied. 

2. Node Cost Computation: We have discussed this issue in Section 3.1. As 
shown in Figure 11, node cost computation uses application specified QoS 
(such as delay constraints), application specified policies (such as minimize 



energy consumption and maximize lifetime), energy cost model, and wire- 
less network parameters (such as link error rate) as inputs. 

3. Tree Cost Computation: Using results of node cost computation, we can 
compute cost of the multicast tree as shown in Section 3.2. 

4. Policies and QoS Requirements: Applications can specify optimization 
goals and QoS constraint (such delay and reliability) in the framework. Based 
on these requirements, the energy-efficient multicasting protocol can choose 
different scheme to build energy-efficient multicast tree. 

5. Link layer parameters feedback: To adapt to the dynamic features of wire- 
less network, several parameters of wireless link need to be sensed, such as 
the link error rate. The link error rate can be determined by maintaining the 
history of retransmission on a wireless link. If a packet is transmitted n times 
in average on a wireless link to be received successfully, we would calculate 
the link error rate of the link as 1 - i. For example, if n = 4 then the link 
error rate is 1 - = 0.75. 

6. Protocol for energy-efficient multicasting: The protocol includes several 
different multicast tree constructing and maintenancelrefinement algorithms. 
We discuss these algorithms in Section 4. 

This framework also involves cross layer design. It needs to combine network 
layer and link layer together. Node cost computation, tree cost computation and the 
protocol are located at network layer, whereas network layer computes the node 
cost and uses the general energy-efficient protocol to reduce energy consumption 
or extend the lifetime of multicast tree. The link layer uses link layer parameters 
as the feedbacks to network layer. 

6 Conclusions 

In this chapter, we presented general techniques for conserving energy in wire- 
less communication. Then we described the metrics for modeling cost of energy 
consumption and different optimization goals for energy-efficient multicasting. We 
also discussed the existing solutions for constructing energy-efficient multicast dis- 
tribution trees for WANETs and gave the qualitative analysis and simulations re- 
sults of these solutions. Finally, we presented a framework for energy-efficient 
multicasting. 
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1 Introduction 

Energy conservation in ad hoc networks is of paramount importance. In some ap- 
plications, in fact, energy is entirely non-renewable [lo, 231. Moreover, in many 
typical ad hoc network applications such as mobile conferencing, emergency ser- 
vices, and battle field communications, multicasting and broadcasting are the most 
natural communication primitives. They have received special attention from vari- 
ous researchers in recent years [2-5,18-22,26-28,30-341. 

The power-aware broadcast/multicast problems we are facing are assumed to 
be source initiated (as opposed to topology control oriented [6,16]), namely some 
distinguished node among a set of given nodes initiates the process of finding a 
power assignment vector which indicates the transmission power level at each node 
in the network. Also, we assume omnidirectional antennas are used so that given 
a power assignment at a node, say u, all nodes within a certain radius of u are 
reachable from u in a single hop. The power assignment needs to satisfy the condi- 
tion that all nodes in the network (in the broadcast case) or all nodes in a multicast 
group (in the multicast case) are reachable from the source node, possibly in sev- 
eral hops. The problem is to find such a power assignment vector with minimal 
total power. 

The problem of finding an energy-optimal power assignment, for either the 
broadcast or multicast version, is NP-hard, as repeatedly shown by many authors 
[2,3,18]. Hence, this is naturally a difficult problem. 

All the works cited above deal with static ad hoc wireless networks. Mobility 
adds a whole new dimension to the problem. In this chapter, we briefly survey 
existing researches on the problem, then discuss in more details ideas and results 
of some of our recent works on this problem [l9,2l,  22,261. We hope to eventually 
extend our ideas to cope with mobility in a near future. 

When the network topology is known globally or at some central control node 
(e.g. a base station), we have the centralized (or globalized) version of the problem. 
In the distributed (or localized) version, only local information exchanges between 
neighboring nodes are allowed in order to compute the power assignment. Good 
centralized algorithms are interesting theoretically, and often challenging. They 



could also give insights into designing distributed ones. Last but not least, they 
serve as benchmarks to compare different (distributed) algorithms. 

However, in the context of ad hoc networks, good distributed algorithms are 
ideal. Limited resources of ad hoc nodes make it imperative that nodes should use 
information from one- or two-hop neighbors to make routing decisions. 

The literature on the broadcast version of this problem is quite large, as shall 
be subsequently reviewed. On the other hand, relatively very little is known on 
the multicast version except for the obvious idea of pruning some broadcast tree. 
Pruning does not give good performance once the multicast group sizes start to 
drop below a certain threshold, as shall be demonstrated in this chapter. 

We shall present a group of algorithms for both broadcast and multicast prob- 
lems. It is quite natural to consider both problems at once, as insights from de- 
signing an algorithm for one problem are often very helpful to solve the other. 
Broadcasting is a special case of multicasting and most known multicast algorithms 
simply prune the broadcast tree constructed from an energy-efficient broadcast al- 
gorithm. Most importantly, all our algorithms share the same core idea, and the 
distributization is also similar. 

Our algorithms are based on a critical and interesting idea called incremental 
power with potential power saving (IP3S), which can be applied to many algo- 
rithms, not just our own. 

The rest of this chapter is organized as follows. Section 2 formally describe 
the problem and related notions. Section 3 reviews related works and introduces 
the IP3S framework. Section 4 describes our main ideas in more details. Section 5 
discusses broadcast algorithms, while section 6 are for multicast algorithms. Sec- 
tion 7 gives simulation results and some analyses. Lastly, Section 8 concludes the 
chapter and discusses several open research problems arising from this work. 

2 Preliminaries 

2.1 Communication Model 

We assume that all nodes are equipped with omnidirectional antennas with ad- 
justable power levels. There are two different basic assumptions: (1) the power 
levels can continuously be adjusted from 0 to some level pmax; (2) the power lev- 
els can only be chosen from a given discrete set (0, pl , . . . , pm)  of power levels. 
In fact, when the nodes are heterogeneous it is possible that each node has its own 
power level set in case (2), or different pmax in case (1). 

For presentation clarity, we shall restrict ourselves to case (1). Algorithms and 
protocols with assumption (1) can easily be extended to handle case (2) in a variety 
of ways. A simple strategy is to assume (1) and then "round" an assigned power 



level up or down to the closest available level from the given set. Another strategy 
is to, instead of vary power levels continuously, vary the levels in a discrete manner. 
Whatever the strategy we choose, algorithms' performances are not changed by 
much if the granularity of the power level set is fine enough [33]. 

The most common, admittedly simplistic, attenuation model assumes that sig- 
nal power falls proportional to d", where d is the signal traveling distance, and a is 
an environmentally dependent real constant between 2 and 4 [10,24,31]. Suppose 
a node u is transmitting with power p[u]. A node v of distance d,, from u can 
properly receive the signal from u if p[u] > yd;,,. Here, y represents the receiver's 
power threshold for signal detection, often normalized to be 1. Thus, from here on 
we assume that v can properly receive u's signal iff p[u] > d;,. 

We also assume, for simplicity of presentation, that nodes are homogeneous 
with respect to their power level sets or their p,,,. Our algorithms work in the 
same way when network nodes are heterogeneous. 

Let us continue with the u, v example above. If p,,, < d;,, then it is impos- 
sible to get from u to v via a single hop. In this case, multi-hop transmission is 
necessary. Multi-hop transmission often also saves the total power usage. 

We are now ready to define the broadcast/multicast problems formally. We first 
describe the problems in a highly general setting, then discuss the specialization 
leading back to the original problem. Graph theoretic terminologies we use here 
are fairly standard (see, e.g., [29]). Terminologies and concepts for NP-complete 
theory and approximation algorithms can be found in [12,14]. 

2.2 The Minimum Energy Consumption Broadcast Subgraph (MECBS) 
Problem 

In the problem, we are given a directed graph G = (V, E) with a symmetric cost 
function c : E -+ R+ on its edges, namely c(u, v) = c(v, u), V(u, v) E E. A 
distinguished vertex r E V, called the source node, is also given. A power assign- 
ment vector is a function p : V -+ R+, which assigns to each node of G some 
"power level". The reachability graph Gp = (V, Ep) given a power assignment 
vector p is defined as follows. The directed graph G, has the same set of vertices 
as G. There is an edge from u to v in G, if and only if p[u] > c(u, v), that is, the 
power assigned to u is at least the cost to reach v. 

We are to find a power assignment vector p such that there is a directed path 
from r to every node in G,, so as to minimize the sum p[v]. A slightly 
more realistic variation of the problem also has a given p,,, > 0 and requires that 
P[U] 5 prnax,Vv E V .  

When the graph G is a complete graph whose nodes are points on a d-dimensional 
Euclidean space, d > 1, and c(u, v) = d&, a E [2,6], we denote the problem as 



MECBS[N$] .  The case when d = 2 is of most interest, and is where most known 
results come from. 

In this paper we focus our description on the case d = 2, although our algo- 
rithms and protocols work in the same way for the general d case. One reason for 
this restriction is that most known algorithms were designed for ad hoc networks 
on a Zdimensional plane, and thus it is natural to compare our algorithms with 
others' in this particular case. 

2.3 The Minimum Energy Consumption Multicast Subgraph ( M E C M S )  
Problem 

M E C M S  is similar to MECBS except for the fact that, in this case, we have a 
subset R V - {r), called the multicast group. The problem is to find a power 
assignment vector p such that there is a directed path, in G,, from the source r to 
every node in the multicast group R, so as to minimize the sum CVev p[v]. 

3 Overview of Existing Works 

3.1 The Broadcast Case 

Wieselthier et al. [31] studied several heuristics and studied their performances 
by simulations for the MECBS[N;]  problem. The algorithms they studied in- 
clude: MST (minimum spanning tree), BIP (Broadcast Incremental Power), and 
SPT (Shortest Path Tree). Although MST does not work well as compared to most 
other algorithms, the advantage is that it does have a constant approximation ra- 
tio [28]. Moreover, there are standard distributed algorithms to compute MSTs [l 11 
of a graph. It can be shown that BIP works better than MST analytically [28]. It 
is also quite easy to turn BIP into a distributed algorithm, in much the same way 
distributed MST works. 

Wan et al. [28] and Clementi et al. [8] gave upper and lower bounds on the 
performance ratios of several of these heuristics. In particular, the MST heuris- 
tic for M E C B S [ N ~ ]  was shown to have approximation ratio between 6 and 12; 
the BIP heuristic for the same problem has approximation ratio between and 
12; the SPT approximation ratio is at least $. One can envision applying the 
same greedy heuristic as Chvatal's approximation algorithm for the weighted SET- 
COVER problem [7] to solve MECBS[N$] .  We refer to this heuristic as the ABIP 
(Average Broadcast Incremental Power) algorithm. Basically, instead of adding a 
new node each time as BIP does, A B P  could add a few nodes at a time, as long as 
the average incremental cost is the least among all choices. Unfortunately, ABIP 
has worst-case performance ratio at least & - o(1) [28] for the M E C B S [ N ~ ]  



problem. We have implemented ABIP and simulation results show that it is not as 
good as MST on average. Cagalj et al. [2] gave the EWMA (Embedded Wireless 
Multicast Advantage) algorithm which tries to modify an MST to form a better 
power assignment. The basic idea is to start from the root node, check to see if 
expanding the root's power to cover the children of one of its children would save 
some power. The saving comes from the fact that once the children of a node are 
cover, the power assignment at that node could be reduced to 0. This process prop- 
agates itself until all nodes are covered. One advantage of EWMA is that it is a 
better modification of MST, hence its performance ratio is at least as good as MST, 
which is upper bounded by 12 for the MECBS[N~] problem. The authors also 
showed by simulations that it works better than BIP on average. Additionally, the 
authors also gave a distributed protocol to implement this algorithm. Distributed 
MST is run first, then distributed EWMA is run by exchanging information be- 
tween 2-hop neighbors. The disadvantage of this distributed protocol is that it is 
still highly complicated, requiring two rounds of computations. 

All the algorithms mentioned above are centralized. Recently, Julien Cartigny 
et al. [5] presented the related neighborhood graph (RNG) broadcast oriented pro- 
tocol (RBOP), which is distributed. In [22,26], we presented a distributed algo- 
rithm called DIP3S which works better than RBOP. We also gave the best (shown 
by simulation) centralized algorithms for the broadcast problem. 

The reader is also referred to [3,4,18,28] for some analytical results on the gen- 
eral graph version of the problem. For the general version of M E C B S ,  Caragian- 
nis et al. [3] found an approximation algorithm with performance ratio of 10.8 Inn,  
by a reduction of MECBS to the node-weighted connected dominating set prob- 
lem, which has a 1.35 In n-approximation [13]. In the same paper, the authors also 
devised a polynomial time solution to the MECBS[NP]  problem. Liang [18] 
also addressed the same problem by a reduction to the Steiner Tree problem [15], 
however the approximation ratio is about 0(log3 n), which is not as good. 

As far as negative results are concerned, unless NP c D T I M E ( ~ ~ ( ' ~ ~ ' O ~ ~ )  >, 
MECBS can be shown to be inapproximable within a ratio of (1 - e) I n n  by a 
reduction to the SET COVER problem [I41 or the CONNECTED DOMINATING 
SET problem [28]. 

3.2 The Multicast Case 

The easiest approach to build a multicast tree is to prune a broadcast tree, in much 
the same way the Internet multicast protocols work (DVMRP, PIM, etc.). 

Henceforth, we append a prefix "P-" before a broadcast algorithm's name to 
denote the multicast algorithm based on pruning. (For example, P-MST is the 
pruning version of MST.) 



Wieselthier et al. [31] have experimented the P-BIP, P-SPT, P-MST heuristics, 
and found out that for very small group sizes, P-SPT outperforms the other two 
algorithms, while for moderate to large group sizes, P-BIP performs the best. 

Wan et al. [27] analytically showed that in the worst case P-MST, P-SPT, and P- 
BIP have linear performance ratios in terms of the number of nodes in the network. 
Hence, they do not perform well theoretically. In the same paper, the authors also 
proposed an analog of MST for the multicast case, called the shortest path Jirst 
(SPF) algorithm. The algorithm starts from the root node r ,  grows out a set of 
covered nodes S with S = { r )  initially, and each time it finds a shortest path from 
any node in S to any uncovered node in R (the multicast group). This way, after 
each iteration at least a new node in M is covered. The analog for BIP was called 
minimum incremental path first (MIPF), which works in much the same way as 
SPF, but we pick a new path which yields the least incremental power. It could be 
shown that both SPF and MIPF have constant approximation ratios. 

Another algorithm based on Steiner minimum trees (SMT) [15] was also given 
in the same paper. The SMT-based algorithm, on the other hand, was shown to 
have approximation ratio at most 12 (1 + ), based on a relatively new result on 
SMT by Robins and Zelikovsky [25]. One drawback of the SMT algorithm is that 
it is quite complicated and impractical for our purpose. 

In two recent papers [19], we proposed the centralized MIP3S algorithm which, 
by simulations, is shown to outperform all known algorithms, and the distributed 
DMIP3S algorithm which is the best distributed algorithm so far, which also com- 
pares favorably with other centralized ones. 

3.3 The IP3S Framework 

Our works were based on a simple yet important observation: building a (broad- 
cast or multicast) tree starting from the source often involves increasing the power 
level at a certain node, say v, (or at a set of nodes), to cover some new nodes until 
all nodes (in the multicast group) are covered. The power expansion at v, how- 
ever, could make the current power assignment at some other nodes redundant, in 
the sense that v's new power level covers nodes which have been covered before. 
Hence, by increasing v's power, we might be able to reduce some other nodes' 
powers! This idea is referred to as incremental power with potential power saving 
(IP3S). 

To implement this idea, a certain kind of data structure and invariance have 
to be maintained in order to not disconnect the current graph. As long as the 
invariance holds, the idea can be applied to any algorithm on this problem. 

A group of algorithms based on the IP3S idea are proposed as summarized in 
Table 1. We have also devised, implemented, and experimentally validated the per- 



Centralized 

Table 1: Algorithms we devised based on the IP3S idea. "P-":Pruning, 
"D":Distributed, "M":Multicasting, "-b":Variation 

Distributed 
Broadcasting 
Multicastinn 

formances of all these algorithms. Very extensive simulations are made to compare 
these algorithms with known ones. The simulations show that our centralized algo- 
rithm works the best and our distributed algorithms work better than most known 
centralized algorithms. 

Especially for multicasting, we show that, for large multicast groups of size 
about 65% of the total number of nodes, it is better to run DIP3S, which was 
designed for the broadcast case, then prune back (P-DIP3S). On the other hand, 
smaller group sizes require an entirely different strategy to be energy-efficient. 

4 The IP3S Idea 

IP3S, IP3S-b [22] 
P-IP3S, MIP3S [19,221, MIP3S-b 

In many known algorithms, a central theme has been to iteratively "grow" a set S of 
covered nodes starting from the source, i.e. initially S = {r). At each step, a node, 
say v, in S is chosen according to some objective function and p[v] is expanded to 
cover one or more new nodes. The new nodes are then added into S ,  until all nodes 
in the broadcast (multicast) group are in S. The invariance is to keep S as the set 
of nodes reachable from the source r with the current power assignment vector. 

The IP3S idea is a nice observation applied to this crucial "expansion step" of 
an algorithm. Consider a potential expansion at v, illustrated in Figure l(a). Many 
known algorithms pick a node v with the least incremental power, disregarding the 
fact that a larger expansion might actually be better! The reason for this is simple, 
as shown in Figure l(a). Nodes a and b, for example, were covered by node u 
before the expansion of v. After the potential expansion, however, p[u] could be 
reduced significantly if nodes a and b are the farthest of the nodes which u cover. 
Hence, we can write a procedure which reduces all such u's powers right after each 
expansion. 

There is a problem with the idea as it is, however. Consider the situation in 
Figure l(b). After reducing p[u] so that u does not cover a and b, node v may 
not be reachable from the source anymore. What happens was that we broke the 
links (u, a )  and (u, b). When all directed paths from r to v contain either (u, a )  
or (u, b), then breaking up (u, a)  and (u, b) shall disconnect v from r. (Note also 
that, in general the paths from r to v may take a few hops until they get to a and/or 

DIP3S [22,26] 
DMIP3S. P-DIP3S r21.221 



(a) A possible expansion at v (b) A problem with naive expansion: 
and reduction at u potential disconnectivity. 

Figure 1: Illustration of the IP3S idea. 

b, and then a few more hops before reaching v. The situation in the figure is only 
illustrative.) 

To cope with this potential disconnectivity problem, we adopt variations of the 
following solution: each v E S maintains locally an (r, v)-path corresponding to 
the current power assignment. The check for disconnectivity could then be done 
locally at the common neighbors of u and v like a and b, which are involved in the 
potential power reduction. This way, only one-hop local information is needed if 
the idea is to be made distributed. 

It is intuitively clear that, if v was to maintain all possible paths from r to 
it, then more such u's can reduce their power. This is because the current (r, v)- 
path that v is maintaining might contain (u, a) or (u, b), while there exists another 
(r, v)-path which does not. In this paper, however, we choose the former solution to 
reduce the complexities of our protocols, and keep the total amount of information 
kept at each node to a minimal degree. 

' b o  sensible applications of the IP3S idea are: 

(a) take into account the potential power saving when deciding which v to ex- 
pand. 

As an example, one strategy for the broadcast problem is to pick a v E S 
so that the increase in power at v minus the total power saving at all the 
u's is as small as possible. Note that the value of this objective function 
can even be negative! The centralized version of this strategy, called IP3S 
', proves to work very well, beating all known centralized algorithms. Our 

'we  will use IP3S to denote both the essential idea of all our algorithms and the centralized 
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implementation of IP3S takes time at most 0 ( n 3  Ig n )  (Section 5.1). 

(b) as strategy (a) often involves extra computations not suitable for distributed 
algorithms on limited-resource ad hoc network, we can do the power reduc- 
tion alone. This strategy is influential in our distributed algorithm designs, 
to be discussed in the following 2 section. 

5 Broadcasting 

5.1 Centralized Algorithm 

The following is a straight implementation of IP3S for the broadcast problem. 
There are a few natural assumptions and data structures: 

1. The input consists of a set V of n nodes and a root node r E V 

2. There is a power level pmax which is the upper bound on nodes' power levels. 
(This assumption can be relaxed easily for heterogeneous networks, where 
nodes have their own pmax .) 

3. Each node v E V has an array N, of neighbors reachable from v at pma,. 
Let n,  denote the number of reachable neighbors of v. We also maintain 
a corresponding array L, of power levels needed to reach the nodes in N,. 
Thus, Lv[i] is the least power level for v to get to node N, [i]. We also assume 
the L, are sorted in increasing order. Thus, if p[v] = L,  [i], then v would 
"cover" all neighbors in N, [l..i], and no more. Obviously, Lv [n,] I: pmax. 

There are a variety of ways a node can construct its L, list in practice, such 
as utilizing GPS, time delay, or signal strength measurements. 

4. For each node v E V, there is an index f [v] for which N, [ f  [v]] is the farthest 
neighbor currently covered by p[v]. Implicitly, f [v] = 0 if ~ [ v ]  = 0. We 
want p[v] = L, [ f [v]],  so we also assume L, [0] = 0. 

5. Each node v E V has a pointer n[v] which points to the parent node on a 
path from the root to v. 

6. Each node v E V has a set E, of edges along a path from the root to v. For 
instance, ( n  [v] , v )  E E, , (n[n[v]] , n [v] ) E Ev , and so on. 

We choose a set data structure since searching on a set is more efficient than 
on a list, while the traversing time is the same. 

algorithm for broadcasting. This should be able to be distinguishable from the context. 
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The data structures described above are not necessarily the best for a centralized 
algorithm. However, we describe the centralized version of IP3S in a particular 
way which shall facilitate the discussion on its distributive version. 

We maintain a set S of nodes which are reachable from r so far, given the 
current power assignment p. Initially S = { r }  and p[v] = 0, ~ [ v ]  = Nil, E, = 
0,Vv E V .  When S = V, the algorithm terminates. 

Let us consider one particular step of the algorithm. For each v E S ,  recall that 
p[v] is the current power assigned to v. We need to pick a node v E S to extend its 
power. Suppose we want to increase v's power from p[v] to p to cover a few more 
neighbors. Let W be the set of new nodes covered, and U be the set of parents of 
nodes in W n S. 

For each u E U, if a is the farthest node in Nu currently covered by p[u], and 
if (u,  a )  4 Ev, then p[u] can be reduced to one level closer to u, and ~ [ a ]  now can 
be pointed to v. Of course, this reduction is only done hypothetically to see how 
potential saving could be obtained by this increase in power at v. This process is 
repeated at u until no more reduction is possible. Also, the process is done at each 
u E U. 

The objective value at v is then (p-p[v]) minus the total potential saving at the 
u's. All these are done by passing a FALSE flag to the Reduce-Power subroutine, 
which will pretend this increase and return the resulting power increment. 

We vary p from p[v] to p,,, to pick the best objective value 6,. Then, a node 
v E S with the least 6, is picked to expand its power. We use v, to denote this 
node. After v is picked, the actual reduction is done using the Reduce-Power with 
a TRUE flag, as shown in Algorithm 5.1. 

Algorithm 5.1. IP3S 
I :  S t {r};  
2: for each v E V do 
3: p [ v ] t O ;  ~ [ v ] t N i l ;  f [ v ] t O ;  E V t 0  
4: end for 
5: while IS1 # n do 
6: v, t Nil; is t Nil; 6, t +ca 
7: for each v E S do 
8: i, t Nil; 6, t +ca //temporary variables 
9: for i t f [v] + 1 to nu do 

10: //try to cover an uncovered node 
11: if Nv [i] 4 S then 
12: // let's pretend we increase p[v] to Lv [i] 
13: A t Reduce-Power (v ,  i ,  FALSE) 
14: //now we've got the objective value A ifwe increase p[v] up to Lv[i] 



i f  6, > A then 
6, t A; iv t i 

end i f  
end i f  

end for 
i f  S, > 6, then 

v, +- v; S, t Sv; is +- i ,  
end i f  

end for 
i f  v, = Nil then 

return DISCONNECTED 
else 

for i t f [v,] + 1 to i ,  do 
i f  .rr [Nu [i]] = Nil then 

.rr [Nv [ill + v, 
 EN^ [il +- Ev, u { (us, Nv [ill 

end i f  
end for 
fvs t is; p[v,] t Lv [ f  [v,]] //new power at v, 
Reduce-Power(v,, i s ,  TRUE)  

end i f  
36: end while 

Algorithm 5.2. Reduce-Power(v, i ,  FLAG) 
I: A t Lv[i] -p[v] 
2: W t Nv[f[v]  + l , . . . , i ]  
3: u t {T[w] I w E W n S )  
4: for each u E U do 
5: k t f [u] //index to the farthest node that u covers 
6: while k # 0 and Nu[k] E W do 
7: a t Nu [k] //for clarity 
8: i f  (u, a) $?! E, then 
9: k t k - 1  
10: i f  FLAG = TRUE then 
11: // theflag tells us to do the actual reduction 
12: f [u] + k; p[u] + Lu[k]; .rr[al +- v; Ea + Ev U { ( v ,a ) )  
13: else 
14: A +- A - (Lu[k + 11 - L u [ ~ ] )  
15: end if 
16: else 



17: k t 0; // Getting here means (u, a )  E E, 
18: end i f  
19: end while 
20: end for 
21: i f  FLAG = FALSE then 
22: return A 
23: end i f  

There are standard set data structures [9] which take O(lg n)-time for searching 
and updating. Hence, the roughest analysis of this algorithm yields a running time 
of 0 ( n 4  lg n).  

The above implementation uses the first strategy of applying P 3 S  idea which 
takes into account the potential power saving when calculating the cost function. 
If we use the second strategy, we will get P3S-b which is much less complicated 
and only sacrifices the performance a little. 

5.2 Distributed Algorithm 

DP3S is the distributed version of IP3S-b. As we discussed in Section 4, the "-b" 
version of P 3 S  is more suitable to be distributed. Since all distributed algorithms 
proposed in this paper use this version, we will just ignore the "-b" for them. 

Special techniques are used to make IP3S distributed, these techniques are also 
useful for designing the distributed multicast algorithm (see section 6.2). 

Figure 2: Message communication in a typical node expansion 

We grow a broadcast tree starting from the root. Each node maintains a list of 
power values (or distances) required to cover any of its neighbor. This information 



Figure 3: Preemption process in DIP3S 

can be obtained locally in a variety of ways, including signal strengths, time delay, 
GPS, or microwave distance [I]. 

Let S be the set of nodes in the current tree. Initially S = {r) (source- 
initiated). Nodes in S are "white," or active nodes, the rest are "black." Unless 
all its neighbors are white, every white node independently computes an object 
function value (OFV), which is the amount of incremental power required to cover 
its nearest uncovered neighbor. (This step of the algorithm is similar to that of 
BIP.) The white nodes then set a timer proportional to 0 F v 2 .  (The values 0 F V 2  
is mapped linearly to an interval from 0 to a maximum timer value A.) 

At the end of the timer, a node "expands" its power to cover the nearest un- 
covered neighbor. (Since nodes operate independently, the neighbor might have 
been covered already during the timer. We shall see that a simple NACK and 
the preemption mechanism prevent this redundant expansion.) The newly cov- 
ered node becomes a child of the covering node, and also becomes white. Several 
mechanisms are implemented so that nodes get updated information on their newly 
covered neighbors, and re-compute their timers, as illustrated below. 

A typical message sequence required to complete a covering process are illus- 
trated in Figure 2. Figure 2(i) shows part of some broadcast tree at a particular 
time. Think of node a as handling a branch of the current tree. Nodes b and c 
are children of a, according to the current power assignment. Similarly, d and e 
are b's and c's child, respectively. As soon as d gets covered by b it calculates its 
OFV to cover node f ,  which is d's nearest uncovered neighbor. Node d sends a 
report timer value (RTV) message to f ,  and sets a timer proportional to O F V ~ .  
The RTV packet contains the value of the OFV. If any of a, b, c, e has f as their 
closest uncovered neighbor, they would do the same. 



The message exchanges following the RTV message are shown in Figure 2(ii). 
After the timer expires d sends a become white query (BWQ) message to f .  Node 
f then decides to send an acknowledgement (ACK) or a negative-acknowledgement 
(NACK) to d .  An ACK is sent to a node with lowest OFV received so far, basically 
telling that node: "please cover me." A NACK is sent to all other nodes. If a white 
node gets a BW message, it also replies with a NACK. 

In the current example f sends an ACK. Upon the ACK reception node d sends 
a become white (BW) message to f ,  and increases its power range to cover f .  
Nodes c and e, after overhearing this BW message (they are within the new range), 
switch their parent to d and send a reduce power (RP) to their previous parents. 
Node a reduces its power to just enough to cover b and node c reduces its power to 
zero. The final broadcast tree is shown in Figure 2(iv). 

To speed up the updating of information, we use the concept of preemption, as 
illustrated in Figure 3. Node f receives an RTV message from e following the RTV 
message from d. It then compares the OFV values in both the RTV messages and 
selects node e to cover itself. It then sends a preemptive (PE) message to node d 
following which node d recalculates its OFV. Figure 3(iv) shows the final broadcast 
tree. 

6 Multicasting 

6.1 Centralized Algorithm 

After IP3S has constructed a broadcast tree rooted at r ,  one can easily prune the 
tree back to cover up to the multicast members only, in much the same way that 
IP-multicast algorithms work. The resulting algorithm is referred to as P-IP3S. 

The other two algorithms in this category are MIP3S and MIP3S-b. Recall that 
we have a subset R g V - { r )  of nodes where multicast data from r are to be 
delivered to. When IRI is large, building the entire broadcast tree, then prune a few 
branches makes sense, and proves to work very well. However, when I RI is small, 
building the broadcast tree is too greedy. A good broadcast tree looks more at the 
global picture of overall saving, hence pruning it back does not necessarily gives a 
good local solution. 

MIP3S and MIP3S-b are based on the shortest path first (SPF) idea [27] and 
the potential power saving idea. 

The idea of SPF is to build the multicast tree more locally. We also maintain 
a set S of nodes reachable from r so far, which is initialized to be S = { r ) .  We 
"grow" S until R C S. In each iteration of SPF, we find a "shortest" path P 
between any node in S and any node in R \ S (see Figure 4). Mathematically, 
this shortest path is a shortest path between S and R \ S. In the figure, the black 



Figure 4: Find a shortest path between S and R \ S 

nodes represent nodes in R. For each pair (x, y) of nodes on the plane (or any 
d-dimensional plane), the distance between x and y is the minimum power to get 
from x to y. The term "shortest path" is taken in this sense. In our case, we can just 
take the "length" of an (x, y)-edge to be dzy, where dZy is the Euclidean distance 
between x and y, and a the power attenuation factor. 

To this end, let us see how the potential power saving idea can be applied here. 
In Figure 4, after the shortest path from v to u is found, v's power level is supposed 
to be expanded to cover the next node on the path. However, this expansion allows 
v to also cover a, which was previously covered by w. Hence, we can reduce w's 
power significantly. This power reduction can be applied systematically on each 
node whose power level is increased, as described in the previous section. 

Another twist we implemented was that we find a shortest incremental path 
between S and R \ S. In Figure 4, for example, the "length" of the new arc from v 
to the next node in the path might be large, yet the incremental power imposed on 
v might be very small. 

After the new path is found, all nodes on the path are assigned with the power 
level needed to reach the next node on the path. The set S is now expanded to 
include all nodes on the path along with all nodes covered by the new power as- 
signment. 

What we have just described is the algorithm we name MIP3S-b, whose actions 
in each iteration can be summarized as follows. 
1. Find a shortest incremental path P from S to R \ S. 
2. Assign each node on P the new power level to reach the next node. 
3. For each node v along P, run the power reduction method as in IP3S. 

The other variation - MIP3S - requires a little bit more work. In step 1 of each 



iteration, we find a path P from S to R \ S with the least total incremental power 
minus the total potential saving (which was supposed to be done afterward in step 
3). 

The description of the algorithms may sound to require a lot of work. However, 
if we run an all-pair shortest path algorithm on the entire network as a preprocess- 
ing step, such as the Floyd-Warshall algorithm [9 ] ,  then the total running time is at 
most 0 (n3). 

6.2 Distributed Algorithm 

The P-DIP3S algorithm is the pruning version of the DIP3S algorithm. Members 
send prune messages (RP messages are used for pruning) to their parents, propa- 
gating the power reductions back as far as possible. Since the pruning process is 
distributed in nature, P-DIP3S is quite easy to implement. 

Another algorithm is the distributed MIP3S, called DMIP3S. Distributizing 
MIP3S can be done in the same manner as distributizing IP3S. A difference is 
that each node maintains a routing table indicating the next node along a shortest 
path to any node in the network. We have many options to build the routing table, 
including distance-vector like algorithms. As the network is static, this routing 
table only need to be constructed once, and can be used again and again for any 
multicast source and groups. Also, notice that the metric is not the hop-count, but 
the total power needed. 

Every white node keeps a list of uncovered multicast members, just as in DIP3S 
where every node knows which of its neighbors are not yet covered. New white 
nodes will inherit this information from their parents when they become white, i.e. 
become active for the first time. This list is updated when the node overhears the 
ACK from some multicast member, receives a NACK to itself, or a list update from 
the root. The list update from the root shall be explained later. A NACK (in either 
DIP3S or DMIP3S) means that the node to be covered has been covered or has 
chosen someone else to cover itself. Note that, this mechanism allows the list of 
uncovered multicast members not to have to be up-to-date at all time. 

In DIP3S, every white node tries to cover its nearest uncovered neighbor. In 
DMIP3S, each white node tries to cover its nearest uncovered multicast member, 
possibly via several hops. This can be done easily by checking its own routing 
table and uncovered member list. In fact, it is useless to construct a new path from 
a node v to a multicast member w, if the node after v in the path, say u, is already 
white. The reason is that u would have done it by itself. Hence, each node only 
needs to find paths through one of its non-white neighbors. 

The timer setup and message communication mechanisms are almost the same. 
One difference is that, in DIP3S all communications are one hop away, while in 



DMIP3S they are normally multiple hops away. If we imagine the shortest path as 
one "virtual" hop or "tunnel," then the idea will be clearer. Also, the destination 
and source should always be embedded in the message body to ensure the proper 
forwarding and identification. 

The power reduction step is done slightly differently, however. The BW mes- 
sage is sent by every node on the path to the newly covered member. A white node 
will switch its parent and send a reduce power to its previous parent after overhear- 
ing the BW message. A black node would become white and starts its timer. The 
BW message also contains the sender's list of uncovered multicast members. 

In this multicasting case, if a node reduces its power to zero and it is not a 
multicast member then it can be removed from the set S. The node shall be inac- 
tive, but keep its color white until it receives a STOP message from the root. (This 
step is analogous to the pruning step in P-DIP3S.) Its parent may be able to further 
reduce its power via the RP messages. 

A white node will remove the member's entry from its uncovered multicast 
member list if it receives PE, NACK targeting itself, or overhears ACK from that 
member. It will stop the algorithm when the list is empty or when a STOP message 
is received. For fast termination of the whole algorithm, we let ACKs always 
be forwarded back along the current tree to the root r. Lastly, r will send a list 
update message forward along the tree when it receives the ACKs from all multicast 
member. The last list update message is also a STOP message, for nodes to release 
their resources. 

Another problem in multicasting is that the member group is dynamic. Mem- 
bers are joining and leaving the multicast session all the time. 

For members who are leaving, they can simply send a RP message to their 
parent to remove themselves from the tree. And their parents can propagate back 
this reduce power message. It is the same as pruning. 

For new members who are joining, they will need to broadcast a "Join Request" 
message. Nodes who receive this message, but not in the multicasting tree, will just 
relay this message to their neighbors. If a node in the multicasting tree receives this 
message, it will mark the new member as uncovered and try to cover it as talked 
above. 

7 Simulation Results 

7.1 Broadcasting 

Five algorithms DIP3S, IP3S, BIP, EWMA and RBOP are to be compared. 
The number of nodes varies from 10 to 100 with an increment of 10 at each 

step. All these nodes are uniformly distributed on a 10 * 10 square. For each 



network instance, three different values of the propagation loss exponent (I! were 
tested: 2 ,3  and 4. 

The distributed algorithms were implemented in C with YACSIM [17]. YAC- 
SIM is a C based library of routines that provides discrete event and random variate 
facilities. 

In the simulations done in previous works [2,31], a node's maximum power 
level is always assumed to be sufficient to cover all the nodes. In our simulations, 
the p,,, is set to be enough to cover 25%, 50%, 75%, and 100% of the region. 
Here, to cover x% of the region means p,,, can only be used to reach the nodes 
within a distance of 2% of the maximum possible distance of any two nodes. This 
is the length of the diagonal of the 10 x 10 square, which is lo&. 

Varying p,,, has several values. The obvious one is that in reality nodes may 
not have enough power to reach the furthest nodes. Secondly, even when a node 
can reach really far, restricting its power to a certain percentage of the maximum 
possible power could save energy. 

The source node is selected randomly among all the nodes. 

Figure 5: p,,, is enough to cover 100% of the region 



For each simulation configuration, which is a combination of network size n, 
propagation loss exponent a, and node's power level p,,,, we generate 100 ran- 
dom instances and run the above algorithms on them. 

The performance metric we adopt is the total power of the multicast tree. To 
compare among different algorithms, we use the idea of normalized power [31]. 
Let 

A = {DIP3S, IP3S, BIP, EWMA and RBOP) 

be the set of all five algorithms to be evaluated. Let T A ( I )  denote the total power 
of the multicast graph of a network instance I ,  computed by algorithm A E A. 
Then, the normalized power of algorithm A on instance I  is 

TA(I )  = TA ( I )  
min{TA ( I ) ,  A E A) ' 

As indicated in [31], this metric has the advantage that it does not depend on the 
size of the region being tested. If nodes are distributed in a larger region, then the 
overall power consumption is scaled by a certain factor, which does not effect the 
normalized powers. 

We present the results for the cases when cu = 2,4, and maximum power levels 
loo%, 50%, as shown in Figures 5, 6, 7, 8. The rest of the graphs follow the 
exact same trend. Different figures may have different scales in order to make the 
figures easy to identify. 

From the simulations, we can make the following conclusions: 

IP3S works better than all known centralized algorithms. 

For all values of a, for varying p,,, and network sizes, DIP3S works better 
than centralized BIP, RBOP, and almost as good as centralized EWMA. 

Since RBOP trades the power efficiency for less information exchange, the 
resulting tree is not very power efficient. It depends on the lasting time of 
the multi/broadcasting session. A power efficient tree is preferred when the 
session is long. 

7.2 Multicasting 

For the case of multicasting, eight algorithms P-IP3S, P-DIP3S (distributed), DMIP3S 
(distributed), MIP3S, SPF, P-BIP (also called MIP in [31]), P-EWMA, and P- 
RBOP are to be compared. 



Figure 6: p,,, is enough to cover 75% of the region 

Although some of these algorithms were designed for the broadcast problem, 
we implement their pruning versions to see how they compare to ours when mul- 
ticast group sizes are large. For large group sizes, the multicast problem becomes 
the broadcast problem. 

All the settings are still the same with the broadcasting, except now we have 
multicast group. The multicast group members R are also selected randomly. We 
vary the size of R from 20% of all nodes to 100% of all nodes, at a step of 20% 
each. 

We present the results for the cases when a = 2,4, for multicast group sizes 
20%, 40%, 60%, 80%, 100% and maximum power levels loo%, 50%, as shown in 
Figures 9, 10, 1 1. 

Also, Table 2 shows the variances of the power ratios T'. 

From the simulations, we can make the following conclusions: 

Within the range of small multicast groups (< 65% the total number of 
nodes) or of large groups (> 65%) the relative algorithms' performances 
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Figure 7: p,,, is enough to cover 50% of the region 

are roughly the same no matter what the value of a is. However, when a in- 
creases the performance difference between algorithms becomes less. This 
is possibly due to the fact that large values of a forces nodes to use large 
power levels, leaving not much room for algorithms to leverage. 

The relative performances of the algorithms are also quite similar indepen- 
dent of the number of network nodes. 

0 The relative performances of the algorithms are the same no matter what the 
value of p,,, is. 

When group sizes are very large (80 to 100% of the total number of nodes), 
i.e. when the problem becomes the broadcast problem, our centralized P- 
IP3S algorithm works the best amongst all known algorithms. The dis- 
tributed version P-DIP3S is worse than centralized EWMA and P-IP3S, but 
it is much better than the other distributed algorithm P-RBOP. P-DIP3S is in 
fact better than the centralized P-BIP (same as MIP). 



Figure 8: p,,, is enough to cover 25% of the region 

There is a group size cut point of around 60 to 65%, where DMIP3S starts to 
work very well. In fact, the distributed DMIP3S works better than all known 
multicast algorithms, except for our own centralized MIP3S. 

0 The centralized MIP3S algorithm is the best multicast algorithm in the group. 

0 P-RBOP's performance is highly unstable for large values of a (4). 

0 MIP3S and DMIP3S perform very consistently (stable) with respect to the 
best algorithm for each network instance. This fact can be seen from the 
variance table. 

Why all algorithms based on IP3S work so well? There is always tradeoff between 
performance and resource usage. The second strategy of applying IP3S removes 
the redundancy in the power assignment when a node increases its power level. 
The first strategy not only does that, but also tries to find a better power assignment 
by enlarging the search space. 



Table 2: variances of normalized tree power for 100 instances of 30,60,100-nodes 
networks with maximum power 100% and group size 20% 

Since it's a static network, the saving on the cost of long-term operation will 
be much higher than the cost spent on the initial searching and calculation. 

8 Conclusions and Future Works 

In this chapter we have discussed the problem of devising algorithms to solve the 
minimum energy consumption broadcast/multicast problems in static wireless ad 
hoc networks. A brief overview of existing works, along with a thorough explana- 
tion of the IP3S framework were presented. 

By extensive simulations, for broadcasting, we have shown that IP3S outper- 
form all known algorithms, and DIP3S - the distributed version of IP3S-b is even 
better than most know centralized broadcasting algorithms. 

For multicasting, we show that DMIP3S outperform most known centralized 
algorithms when multicast groups are small, about 60% to 65% or less of the total 
number of nodes. In fact, MIP3S - the centralized version of DMIP3S - is the best 
centralized multicast algorithm. 

On the other hand, for large group sizes, i.e. when the multicast problem tends 
to the broadcast problem, P-DIP3S performs the best among the distributed algo- 
rithms and better than most of the centralized ones. 

There are several problems we are working on, arising from the ideas of this 
chapter. Analyzing the approximation ratios of the centralized versions is a major 
challenge. Good lower bound on the approximation ratios should also be devised. 
Another major challenge is to devise good power-conserving distributed multicast 



and broadcast algorithms under mobility. 
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Figure 9: The effect of different groups sizes. p,,, is 50% of the region, a = 2, 
group size is 20%, 40%, 60%, 80%, 100%. 



Figure 10: The effect of different values of a. Both scenarios have p,,, is 100% 
of the region, group size is 20%, a = 2,4. 

Figure 11: The effect of different values of p,,,. Both scenarios have group size 
is 60%, a = 4, the p,,, is 50%, 100% of the region respectively. 
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1 Introduction 

With the proliferation of the World Wide Web (WWW) in our daily life, a 
number of wireless data services such as voice, audio, video streaming, file 
and web downloading also need to be supported in the wireless access net- 
works. Though the usage of voice services has been increasing and the cost 
of operation per user is decreasing, the rate of wireless voice penetration 
is slowing down as the market is reaching saturation. The revenue growth 
from exclusively voice services is expected to fall in the coming years while 
wireless data services promise to offer significant growth opportunity for car- 
riers all over the world. In other words, the provisioning of data services will 
become increasingly important for the revenue growth in wireless networks. 

All the emerging wireless data networking technologies today rely on the 
Internet Protocol (IP) because IP  is still the most dominant internetwork- 
ing protocol. Moreover, the already existing Internet infrastructure should 
be exploited as much as possible to defray the cost of overlaying wireless 
technology. The advances in IP  coupled with the provisioning for quality of 
service (QoS) for multimedia applications makes IP  a good choice for cel- 
lular providers to deliver the service to the already existing huge customer 
base. 

No matter which wireless data technology emerges as the dominant radio 
interface, the fact remains that it will rely on the IP-based network because 
of its omni-presence. Transport control protocol (TCP), the commonly used 
transport layer protocol for IP, is still the major suite for IP  and provides 
reliable end-to-end transmission [24] in the wireline domain. The design of 
TCP has been such that it performs well in wireline networks where the 
channel error rates are extremely low and any occurrence of congestion is 
due to loss of packets only. However, when TCP is used in the wireless do- 
main, which is characterized by high bit error rate, the performance of TCP 
severely degrades. Any packet loss at  the wireless link is also interpreted 
as congestion by TCP, which responds to it by reducing the transmission 
window size, initiating the congestion control mechanism and resetting the 
retransmission time [15]. The congestion control mechanism designed for 
wireline networks causes an unnecessary reduction in the TCP throughput. 
To deal with this behavior of TCP, several schemes have been proposed 



to alleviate the effects of non-congestion related losses over wireless links. 
One such scheme is the radio link protocol (RLP) which is primarily meant 
for cellular networks. Radio link protocols are employed at the last hop 
the communication (i.e., the wireless link between the base station and the 
mobile terminals) to increase the reliability of the wireless link. 

The rest of the chapter is organized as follows. In Section 2, we demon- 
strate the working of radio link protocols and discuss hybrid ARQs. In Sec- 
tion 3, we present the evolution of the CDMA systems and the 3G network 
architecture. Since RLP is employed at Layer 2, we discuss the features and 
functions of Layer 2 of IS-2000. Section 4 shows the need for better retrans- 
mission schemes for the 3G CDMA systems and shows how retransmissions 
at the MAC layer can help improve the performance of the RLP. 
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Figure 1: Simplified stack 

2 Radio Link Protocols 

As discussed earlier, radio link protocols are used in cellular data networks to 
shield the effect of the loss over wireless links from the TCP layer [9,14]. The 
RLP is generally employed at the data link layer between the TCP/IP layer 
and the physical channel as shown in Figure 1. It segments down an upper 
layer packet (a TCP segment in this case) into several RLP frames before 



transmitting over the wireless channel as shown in Figure 2. A physical layer 
header is added to the RLP frame before it is mapped on to a physical layer 
frame for transmission. The fragmentation is done to reduce the granularity 
of the transmission, i.e, in case of any error, an RLP frame which is of a 
smaller size is affected rather than the whole TCP segment. In case of an 
RLP frame loss during transmission, the RLP uses an Automatic Repeat 
reQuest (ARQ) error recovery mechanism to retrieve the lost RLP frame. 
The process for recovery of erroneous frames is initiated by the receiver by 
requesting retransmission of the missing or damaged frames. The recovery 
of the erroneous frames should be done before the TCP timer expires for 
the TCP throughput to remain unaffected. 

TCP Segment / IP Packet i 

header Payload 

- RLP frame No. 1 _ RLP frame No. L _ 

Physical Layer Packet 
4 - 
Figure 2: Fragmentation of TCP segments into RLP frames 

2.1 Sequence Numbers 

During the data transfer phase, the RLP maintains a sending sequence num- 
ber count, V(S) and two other sequence numbers for receiving, V(R) and 
V(N).  All operations on these sequence numbers are carried out in modulo 
arithmetic. V(S) is incremented whenever a new RLP frame is sent out. In 
other words, V(S) is the sequence number of the frame to be sent. V(R) is 
the sequence number of the next new frame expected to be received. V(N)  



is the sequence number of the frame needed for sequential delivery, i.e,. 
V(N) is the oldest sequence number of the missing frames. If seq denotes 
the sequence number of a newly received frame, then the RLP transmission 
procedure can be described by the following rules. 

0 If seq < V(N), or if the frame is already stored in the re-sequencing 
buffer, discard the frame. 

If seq = V(N),  update V(N) to the next oldest missing frame sequence 
number. Pass received frames up to V(N) - 1 to the upper layer. 

If V(N) < seq < V(R), store the frame seq in the re-sequencing buffer 
if it is missing. 

0 If seq = V(N) = V(R), pass all frames received upto V(R) to the 
upper layer. 

If seq = V(R) # V(N) or seq > V(R), increment V(R) and store 
frame seq into re-sequencing buffer. 

For all cases, send negative acknowledgements (NACKs) of missing 
frames if their retransmission timers are not yet expired. 

The allowed number of retransmission trials is usually three. Also, the 
number of frames retransmitted per trial can vary depending on the per- 
formance required. For example, let us consider the (1,2,3) scheme. This 
scheme allows upto 3 retransmission trials with 1 copy of the RLP frame 
being sent on the first trial. If that frame is not received correctly, then 2 
copies of the same frame are sent on the second trial. This increases the 
probability of correct reception at the cost of higher redundancy. If neither 
frame is received correctly, then 3 copies of the same frame would be sent 
on the third and final trial. The RLP aborts the frame recovery process 
after the allowed number of retransmissions are exhausted and forwards the 
frames which were waiting for the missed frame to the upper layer. The up- 
per layer (TCP, for example) would reassemble the frames to form a packet 
and would detect an error. The upper layer then would invoke its own re- 
transmission scheme to recover the erroneous packet. Another example of a 
retransmission scheme would be (1,1,1,1,1), where the maximum number of 
retransmissions is 5 with one copy of the frame being sent each time. 



2.2 Hybrid ARQ 

The RLP uses a number of retransmission schemes like (1,1,1,1,1), (1,2,3), 
(1,1,2,3), etc [14], depending on the channel conditions and the performance 
required for the session it is supporting. Oftentimes, hybrid ARQs are also 
used to enhance the performance of RLPs. Hybrid ARQs incorporate certain 
forward error correction (FEC) schemes through which it ensures that there 
is a higher probability of the packets reaching the receiver end. 

The transmitter on the receipt of a NACK or a time-out will trigger a re- 
transmission. It might so happen that a packet which has been successfully 
received, had the ACK damaged. In that case, the transmitter will time-out 
and re-send the packet resulting in duplication of the packet at the receiver 
buffer. Now the question arises about the usefulness of retransmission. That 
is, will the retransmitted packet be on-time at the re-sequencing buffer for it 
to be passed on to the higher layers? This can only be possible if the round 
trip time (RTT) is sufficiently low and the packet can be accommodated 
in the re-sequencing buffer. If the RTT is high and retransmission is not 
feasible, then the RLP frames can be made more robust by adopting FEC 
schemes. The combination of FEC and ARQ is known as the hybrid ARQ. 
If the two schemes are matched to the channel conditions, then the hybrid 
ARQ can significantly change the system performance. The FEC reduces 
the number of retransmissions by correcting the detectable and correctable 
errors. However, all errors cannot be corrected and the receiver sends for a 
retransmission request of the RLP frame rather than passing on the uncor- 
rected frame to the upper layers to be corrected by TCP. Thus, by properly 
combining FEC and ARQ, the overall system throughput and reliability can 
be increased. Differential RLP [ll] allows the frames from the same TCP 
segment to be treated differently with respect to the ARQ and FEC schemes, 
i.e., RLP frames obtained from the same TCP segment are encoded with 
different FEC schemes and undergo different ARQ mechanisms. 

2.3 RLP Optimizations for Resource Management 

To better manage and utilize the resources available to the system, the RLP 
must optimize certain parameters. The selection of the RLP frame size is 
a critical issue for the performance of the RLP. Since a fixed size header is 
added to every RLP frame, it is desirable to have large frame size so that the 
data goodput is high. But under lossy conditions, it might not be a good idea 
to have large frame size because any loss would result in a retransmission of 



equivalent amount of data. Though a smaller frame size seems reasonable, 
the overhead due to headers can be appreciably high. The same problem 
arises for selecting the FEC scheme. For better detection and correction of 
errors of the received RLP frames at the receiver, a robust FEC scheme must 
be employed. This implies more overhead due to the redundant bits and as 
a result the effective data rate will be penalized. On the other hand, if the 
FEC scheme is not that strong the receiver might not be able to recover 
from the errors that frequently and more retransmissions will be required. 
From the application's perspective, the different optimizations performed at 
the RLP will be manifested in the form delay and throughput. In other 
words, if an application needs a certain level of QoS, the RLP can tune its 
parameters in such a manner that the expectation of the application is met. 
The RLP can also be made to dynamically adapt to the fluctuations in the 
wireless channel conditions and provide the same level of performance. 

3 3G CDMA Systems 

There has been a great deal of debate in recent times about what have 
been referred to as the third generation (3G) wireless systems and services. 
This debate has focused a spotlight on wireless data capabilities, since a 
distinguishing feature between "2G" and "3G" systems is the ability of 3G 
to support a wide variety of information-intensive services. The plans for 
3G systems are expected to deliver significantly richer wireless data services. 

To bring the WWW traffic to the wireless mobile devices, it is impor- 
tant that a suitable protocol or standard be chosen to cater to the growing 
demands of data services over wireless channels which could handle a wide 
variety of multimedia traffic with different QoS requirements. CDMA based 
technologies have shown to provide many benefits to carriers and consumers, 
including better voice quality, broader coverage and stronger security. To- 
day, many leading wireless service providers use CDMA to provide high- 
quality voice and data services to over 100 million users worldwide. As 
new generations of technologies and standards are being developed, CDMA 
clearly stands out as the most prominent 3G technology. 

The first commercial launch of the code division multiple access (CDMA) 
systems by QUALCOMM in 1995 catered to voice services only; since then 
CDMA has become one of the world's fastest-growing wireless technologies. 
Second generation (2G) technologies that are still being used for delivering 
wireless data services include include GSM, TDMA, and IS-95-A CDMA 



networks. To this extent, many operators are planning to use CDMA as the 
3G choice. The specifications of 3G systems are defined in the IMT-2000 
standard of the International Telecommunications Union (ITU) [2]. The 
two most important CDMA technologies referred are cdma2000 and wide- 
band CDMA (WCDMA). The cdma2000 [7] system is just being deployed 
in commercial networks and supports voice and data on the same 1.25 MHz 
carrier. A higher data rate evolution, called cdma2000 1X-DV, has been 
standardized by the Telecommunications Industry Association (TIA) and 
will be added to the IMT-2000. The WCDMA technology which supports 
both high-rate packet data and high-rate circuit-switched data on a single 5 
MHz carrier is specified by the 3rd Generation Partnership Project (3GPP) 
[I] and is rapidly emerging as the global 3G radio access technology. Current 
WCDMA specifications support data rates up to 2 Mbps in indoor/small- 
cell-outdoor and up to 384 Kbps with wide-area coverage, which is in full 
agreement with the IMT-2000 requirements. 

In 3G systems, extensive efforts have been made to mitigate the losses in 
the wireless link by local retransmissions. For example, link layer transmis- 
sions protocols such as RLP and RLC (radio link controller) are in proposi- 
tion for 3G-1X [6] and UMTS (Universal Mobile Telecommunications Sys- 
tem) [4], respectively. As of today, link layer transmissions have been incor- 
porated in cdma2000 [5] and WCDMA [3]. These mechanisms have helped 
in improving the packet loss probability in the wireless link, thereby manag- 
ing to mitigate the adverse impact of channel losses on TCP. Though these 
mechanisms succeed in concealing losses from TCP, they increase the delay 
variability which is a hindrance in maintaining the assured QoS [lo]. 

3.1 3G Reference Model 

A simplified architecture of a 3G wireless network is shown in Figure 3. The 
base stations are connected to the Radio Network Controller (RNC). The 
RNC performs CDMA specific functions like handoffs, encryption, power 
control, etc. It also performs link layer retransmission using RLP in 3G1X 
system or using RLC (radio link control) in UMTS. In the 3G1X system, 
the RNC is connected to a PDSN (Packet Data Service Node) using a GRE 
(Generic Routing Encapsulation) tunnel, which is a form of tunnel in IP. 
In the UMTS system, the RNC is connected to a SGSN (Serving GPRS 
Support Node) using a GTP (GPRS tunneling protocol) tunnel (another 
form of tunnel in IP); the SGSN is connected to the GGSN (Gateway GPRS 
Support Node), again through a GTP tunnel. 
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Figure 3: 3G Network Architecture 

In this architecture, the RNC receives an IP packet through the GTP/GRE 
tunnel from the SGSNIPDSN. The RNC fragments this packet into a num- 
ber of radio frames and then performs transmission and local retransmissions 
of these frames using the RLP (RLC) protocol. The base station receives the 
radio frames from the RNC and then schedules the transmission of the radio 
frames on the wireless link. There are various scheduling disciplines which 
might or might not take into consideration the channel state information. 
The user equipment (UE) receives the radio frames and if it discovers that a 
frame is lost or corrupted, then it requests for a local retransmission of that 
frame using the RLP (RLC). Since, the RNC maintains per-user queue of 
the radio frames, the RNC can do a local retransmission and the lost frames 
could be recovered quickly. 

3.2 Layer 2 of IS-2000 

For the sake of completeness, let us show how the RLP is implemented at 
the Layer 2 (link layer) of the IS-2000 protocol stack, which is outlined in 
TIA/EIA/IS-2000.4-A (March 2000). The link layer provides protocols to 
support and control data transport services. It is divided into two sublayers, 



the Link Access Control (LAC) and the Media Access Control (MAC). The 
layering as described in IS-2000 is shown in Figure 4. The LAC sublayer 
provides an interface for transporting data over the air between peer upper 
layer entities. The LAC employs a number of different protocols to match 
the quality of service requirements of each upper layer entity to the char- 
acteristics of the MAC sublayer in order to provide scalable transmission 
reliability capabilities. It utilizes various end to end reliable ARQ protocols 
that use sequence numbering, ACKs/NACKs and retransmission of lost or 
damaged frames to provide reliable services. The MAC sublayer provides a 
control function that manages resources supplied by the physical layer and 
coordinates their usage by various LAC service entities. This function is 
needed to resolve contention between LAC service entities within a single 
mobile station, and between competing mobile stations. The MAC sublayer 
also provides multiplexing and QoS control. This can be done by prior- 
itizing requests fairly, and resolving conflict messages. This QoS control 
mechanism can help to balance the varying QoS requirements of multiple 
concurrent services. 

It can be noted that the services which do not use TCP, such as voice 
calls, video streaming and VoIP, cannot use the services offered by RLP. 
This is because these services are mostly real-time in nature and cannot 
afford any retransmission and would thereby bypass RLP. 

4 RLP in 3G Systems 

4.1 Evolution of Retransmission Schemes 

Numerous retransmission schemes have been proposed to enhance TCP 
throughput over wireless links. We will outline only those schemes that 
have been proposed for CDMA systems, particularly for the standardized 
protocols. Bao [9] investigated the performance issues related to TCP and 
RLP interaction in the CDMA protocol stack. In [22], the impact of TCP 
source activity on the call admission control for IS-95 was studied. The 
support of data services over the IS-95 physical channels using RLP was 
proposed in [17]. For IS-99, the performance evaluation of TCP over RLP 
was shown in [16] and performance for circuit mode data services was shown 
in [14]. Several studies have been made for the cdma2000 system. The per- 
formance of TCP over the cdma2000 RLP was shown in [20]. A NACK 
based hybrid ARQ scheme was proposed in [25]. 
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4.2 Need for Faster Retransmissions 

Radio link protocols are usually sufficient to shield the physical layer im- 
pairment from the TCP, but might fail to do so if the application has very 
strict delay requirements [22]. It is generally considered that real-time traffic 
can tolerate some amount of errors because of the nature of such applica- 
tions. For example, if packets are dropped in voice communication, human 
intelligence is able to find the consistency in speech. Similarly, in video 
transmission if packets or frames are lost, the decoder at the receiver does 
an interpolation between frames to conceal the loss. These kinds of loss con- 
cealment can be done as long as the losses are within a non-observable limit. 
But sometimes it might so happen that the losses due to wireless channel 
conditions are so high that error concealment becomes almost impossible. 
In such cases, interpolation or interpretation of a signal may not only be 
difficult but impossible. Therefore, it is recommended that the damaged 
packets are salvaged as much as possible and also as quickly as possible. 



4.3 MAC Retransmissions for cdma2000 

To avoid the delay associated with retransmissions at the RLP, a faster lower 
layer MAC-ARQ can be used. The faster retransmissions can provide a bet- 
ter round trip time for real-time applications. Since the number of trans- 
missions allowed at the MAC layer is finite, it does not completely eliminate 
the possibility of having missing or damaged frames. If the MAC-ARQ fails 
to deliver a frame correctly even after retransmitting the maximum allowed 
number of times, the responsibility is passed on to the RLP layer to retrieve 
the frame. Thus we get two layers of retransmission reliability as shown in 
Figure 5. We will briefly discuss the retransmission at the MAC layer of 
cdma2000 [12] and WCDMA [13] protocol standards. 
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Figure 5: Two layer reliability 

The fast ARQ mechanism (also called MAC-ARQ) in cdma2000 1X-EV is 
important for ensuring that some performance loss can be recovered. There 
are two reasons why RLP cannot provide the functionality needed for MAC- 
ARQ in cdma2000. First, in the process of selecting the base station with the 
strongest signal for the cell selection, the RLP terminates at  the last network 



element (for example, base station) resulting in network delays in servicing 
retransmission requests at the RLP layer. Fast cell site selection (FCSS), a 
feature in cdma2000, provides mobility support for best effort data services. 
This is achieved by the mobile terminal by "echoing" information about 
packets it has recently received over the shared channel during a transition 
form one base station to another so as to provide fast synchronization of the 
packet transmission queues between the new and the old base stations. Sec- 
ond, the forward shared channel (FSHCH), which carries payload for best 
effort data users (in both time and code multiplexed mode) might contain 
several protocol data units (PDUs), not all of which come from the RLP. In 
fact, some PDUs might come directly from the layer above RLP. As a result, 
MAC-ARQ provides retransmissions quickly in cdma2000 which employs a 
stop-and-wait hybrid ARQ method. In this method, each packet received by 
the receiver must be acknowledged on a dedicated feedback channel to the 
transmitter. This dedicated feedback takes the form of the reverse acknowl- 
edgment indicator and takes values +1 for an ACK, or -1 for a NACK. 
However, the receiver does not discard the received soft-information associ- 
ated with the incorrectly-received packet. Rather, it buffers the data and 
coherently combines the buffered data with the received soft information of 
the retransmission of the bad packet [23]. This type of packet combining 
provides increased reliability in CDMA systems. 

cdma2000 1X-EV uses n-phase stop-and-wait MAC-ARQ. By "n-phase" 
it is meant that multiple ARQ instances are employed in consecutive time 
slots (i.e., 5-ms frame durations). For instance, assume 3 ARQ channels are 
used. Then in time slot t,  the receiver will receive a packet corresponding to 
phase 1. In time slot t + 1, the receiver will receive a packet corresponding 
to phase 2. In time slot t +  2, the receiver will receive a packet corresponding 
to phase 3. Again in time slot t + 3, the receiver will receive a packet cor- 
responding to phase 1, and so on. The receiver must keep separate packets 
received from different phases for packet combining and packet acknowl- 
edgements. However, once any packet for any phase is received correctly, 
the receiver may deliver the packets to the higher layers (e.g., RLP). The 
timing diagram for this scheme is explained in Section 4.4. 

4.4 Fast ARQ 

The transmitter transmits one RLP packet in each 5 ms physical layer frame 
and waits for the ACK. If the ACK does not arrive in 20 ms (equal to 4 ARQ 
phases, which is specific to cdma2000), then the frame is retransmitted im- 



Figure 6: NARQP = 4 Timing 

mediately. It can be seen from Figure 6 that frames with sequence numbers 
0,1,2,3, - . . are being transmitted. Frames 0 and 2 are undergoing retrans- 
mission because of non-receipt of ACKs. The ACK timers of these packets 
are again reinitialized. If we consider the down link, then it is not necessary 
that the mobile station will deliver the ACK/NACK precisely at  the slot 
boundaries, each of which is 5 ms. The actual physical layer boundary is 
more precise. This is due to the fact that normally when using coherent re- 
ceivers in the reverse link (for example in IS-2000), the base-station suffers 
from some processing delay. The number of retransmission trials allowed is 
varied between 1 and 3. If a packet is not successfully received or combined 
at the receiver even after the maximum number of MAC retransmissions, 
then the RLP retransmission is triggered. 

4.5 MAC Retransmissions for WCDMA 

The way wideband CDMA (WCDMA) handles the MAC layer retransmis- 
sions is somewhat different from cdma2000. The radio interface protocol 
stack for WCDMA has a dedicated radio link control (RLC) layer to take 
care of the RLP functionality [19]. The stack primarily consists of three 
layers. Layer 1 is the physical layer (PHY). The main components of layer 
2 are the MAC and the RLC. Layer 3 contains the radio resource control 
(RRC) which is mainly responsible for the radio resource allocation to the 
user equipments (UEs). It also does all the control plane and user plane sig- 
nalling between the UTRAN (Universal Terrestrial Radio Access Network) 
and the UEs, and tries to deliver the negotiated quality of service (QoS) 
to the UEs. In order for the RRC to do so, it sends control signals to all 
the sublayers in Layer 2 through the service access points (SAPS). Any 



application can also provide data directly into the RLC layer through the 
appropriate SAPS [18]. 

One of the major propositions to satisfy the increased demands in packet 
data services beyond 3G in WCDMA systems is the evolution of high-speed 
downlink packet access (HSDPA) [21]. The main goal of HSDPA is to allow 
instantaneous downlink bit rates upto 10 Mbps for best-effort packet data 
services with certain bounds on delay and capacity. The HSDPA downlink 
shared channel is a resource that is shared among several users in the mobile 
communication system. By using a fast scheduler located at the base station, 
the HSDPA channel can be assigned to the user with the currently available 
best channel, i.e., the user that can transmit with the highest data rate. The 
idea behind this is that all users shall only use the HSDPA channel when 
their own downlink is good, and let other users utilize the channel when it 
is anyway bad. Some of the basic principles used in HSDPA are fast link 
adaptation, fast scheduling and fast retransmissions of erroneously received 
packets. A similar %-phasen MAC-ARQ with packet combing is also used 
in WCDMA. 

5 Summary 

As the future generations cellular networks become more data-centric due 
to the pre-domination of TCP/IP oriented services in the Internet, sophisti- 
cated and reliable link layer protocols will be required to support end-to-end 
services over the wireless links and to extend transport layer protocols such 
as TCP to the mobile hosts. The use of radio link protocols at the link layer 
to provide an acceptable error performance is now a standard practice. The 
main function of the RLP is to conceal the channel related losses from TCP 
by quickly recovering the dropped packets by means of local retransmissions. 
With the delay requirements of the data services over 3G CDMA networks 
becoming more stringent, faster and hybrid radio link protocols are being 
developed. Also, retransmissions at the MAC layer offer added reliability 
to the radio link protocols and make them more robust to mitigate losses 
over the wireless link which in turn makes data service provisioning in 3G 
networks more efficient. 
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1 Introduction 

As a result of the advancement of wireless technology and the proliferation of 
handheld wireless terminals, recent years have witnessed an ever-increasing 
popularity of wireless networks, ranging from wireless Local Area Networks 
(WLANs) and wireless wide-area networks (WWANs) to mobile ad hoc net- 
works (MANETs). In WLANs (e.g., the Wi-Fi technology) or in WWANs 
(e.g., 2.5G/3G/4G cellular networks), mobile hosts communicate with an 
access point or a base station that is connected to the wired networks. Ob- 
viously, only one hop wireless link is needed for communications between a 
mobile host and a stationary host in wired networks. In contrast, there is 
no fixed infrastructure such as base stations or access points in a MANET. 
Each node in a MANET is capable of moving independently and function- 
ing as a router that discovers and maintains routes and forwards packets 
to other nodes. Thus, MANETs are multi-hop wireless networks by nature. 
Note that MANETs may be connected at the edges to the wired Internet. 

Transmission control protocol (TCP) is a transport layer protocol which 
provides reliable end-to-end data delivery between end hosts in traditional 



wired network environment. In TCP, reliability is achieved by retransmit- 
ting lost packets. Thus, each TCP sender maintains a running average of the 
estimated round trip delay and the average deviation derived from it. Pack- 
ets will be retransmitted if the sender receives no acknowledgment(ACK) 
within a certain timeout interval (e.g., the sum of smoothed round trip 
delay and four times the average deviation) or receives duplicate acknowl- 
edgments. Due to the inherent reliability of wired networks, there is an 
implicit assumption made by TCP that any packet loss is due to congestion. 
To reduce congestion, TCP will invoke its congestion control mechanisms 
whenever any packet loss is detected. Since TCP is well tuned, it has be- 
come the de facto transport protocol in the Internet that supports many 
applications such as web access, file transfer and email. Due to its wide use 
in the Internet, it is desirable that TCP remains in use to provide reliable 
data transfer services for communications within wireless networks and for 
those across wireless networks and the wired Internet. It is thus crucial that 
TCP performs well over all kinds of wireless networks in order for the wired 
Internet to extend to the wireless world. 

Unfortunately, wired networks and wireless networks are significantly 
different in terms of bandwidth, propagation delay, and link reliability. The 
implication of the difference is that packet losses are no longer mainly due to 
network congestion; they may well be due to some wireless specific reasons. 
As a matter of fact, in wireless LANs or cellular networks, most packet losses 
are due to high bit error rate in wireless channels and handoffs between 
two cells, while in mobile ad hoc networks, most packet losses are due to 
medium contention and route breakages, as well as radio channel errors. 
Therefore, although TCP performs well in wired networks, it will suffer 
from serious performance degradation in wireless networks if it misinterprets 
such non-congestion-related losses as a sign of congestion and consequently 
invokes congestion control and avoidance procedures, as confirmed through 
analysis and extensive simulations carried out in [4, 5, 7, 18-21]. As TCP 
performance deteriorates more seriously in ad hoc networks compared to 
WLANs or cellular networks, we divide wireless networks into two large 
groups: one is called one-hop wireless networks that include WLANs and 
cellular networks and the other is called multi-hop wireless networks that 
include MANETs. 

To understand TCP behavior and improve TCP performance over wire- 
less networks, given these wireless specific challenges, considerable research 
has been carried out and many schemes have been proposed. As the re- 
search in this area is still active and many problems are still wide open, this 
chapter serves to pinpoint the primary causes for TCP performance degra- 



dation over wireless networks, and cover the state of the art in the solution 
spectrum, in hopes that readers can better understand the problems and 
hence propose better solutions based on the current ones. 

This chapter is organized as follows. We present in Section 2 a brief 
overview of TCP congestion control mechanisms and some current perfor- 
mance enhancement techniques. As the challenges TCP is facing differ in 
one-hop and multi-hop wireless networks and so do the solutions, it is suit- 
able to separate them into two sections. Section 3 starts by identifying 
the challenges imposed on the standard TCP in one-hop wireless networks, 
followed by the classification of some existing solutions according to their 
design philosophy. Among the solutions, there are four large categories. The 
first class of schemes attempts to improve TCP performance by splitting a 
TCP connection into two at the base station or access point. Relying on 
an intelligent proxy located at the base station enforcing tasks such as local 
retransmission or ACK suppression/regulation, the second class eliminates 
the negative effects of wireless links on TCP. The approaches in the third 
class aim at hiding the characteristics of wireless links from TCP by provid- 
ing a reliable link layer. The last category resolves the problems by slightly 
modifying TCP at the end systems, e.g., selective acknowledgment enabling 
or fast retransmission. In each class, the solutions are discussed in certain 
details. The structure of Section 4 is similar to that of Section 3, except that 
TCP performance over MANETs is the focus. Similarly, current solutions 
can also be grouped into three camps, according to their design philosophy. 
The first camp incorporates network feedback information into their designs 
to modify TCP's response to non-congestion-related packet losses while the 
second camp attempts to do so without explicit feedback. Unlike the previ- 
ous two, the third one starts by tuning the lower layers in order for TCP to 
operate normally, while leaving TCP intact. With the understanding that 
current solutions fail to improve on some critical issues such as fairness, Sec- 
tion 5 gives some suggestions on future research issues. Finally, concluding 
remarks are given in Section 6. 

2 Overview of TCP 

Before we dive into the detailed discussion of questions such as why TCP per- 
forms poorly in wireless networks, how TCP performance can be improved, it 
is necessary to prepare the reader by presenting an overview of not only the 
basic functionality of TCP but also the state-of-the-art in TCP. The basic 
functions of TCP as a transport layer protocol include flow control, error re- 



covery and congestion control, while the state-of-the-art techniques include 
fast retransmission and recovery, selective acknowledgment, etc., mainly fo- 
cusing on how to promptly and effectively respond to network congestion. 

2.1 Basic Functionality of TCP 

It is well known that TCP is a connection-oriented transport protocol that is 
aimed at guaranteeing end-to-end reliable ordered delivery of data packets 
over wired networks. For this purpose, basic functionalities such as flow 
control, error control, and congestion control are indispensable. While these 
functions have a clean-cut definition of their own, in practice they are closely 
coupled with one another in TCP implementation. 

In TCP, a sliding window protocol is used to implement flow control, 
in which three windows are used, namely, Congestion Window, Advertised 
window, and Transmission Window. Congestion window indicates the max- 
imum number of segments (Without causing confusion, the term segment 
and packet are used interchangeably henceforth) that the sender can trans- 
mit without congesting the network. As shown next in details on congestion 
control, this number is determined by the sender based on the feedback from 
the network. Advertised window, however, is specified by the receiver in the 
acknowledgements it. Advertised window indicates to the sender the amount 
of data the receiver is ready to receive in the future. Normally, it equals to 
the available buffer size at the receiver in order to prevent buffer overflow. 
Transmission window means the maximum number of segments that the 
sender can transmit at one time without receiving any ACKs from the re- 
ceiver. Its lower edge indicates the highest numbered segment acknowledged 
by the receiver. Obviously, to avoid network congestion and receiver buffer 
overflow, the size of transmission window is determined as the minimum of 
the congestion window and the receiver's advertised window. 

To notify the sender that data is correctly received, TCP employs a 
cumulative acknowledgement mechanism. In other words, upon the receipt 
of an ACK, the sender knows that all previously transmitted data segments 
with a sequence number less than the one indicated in the ACK are correctly 
received at the receiver. In the case that an out-of-order segment (identified 
on the basis of sequence numbers) arrives at the receiver, a duplicate ACK is 
generated and sent back to the sender. It is important to note that in wired 
networks, an out-of-order delivery usually implies a packet loss. If three 
duplicate cumulative ACKs are received, the sender will assume the packet is 
lost. A packet loss is also assumed if the sender does not receive an ACK for 
the packet within a timeout interval called retransmission timeout (RTO), 
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Figure 1: TCP congestion window dynamics ([44]) 

which is dynamically computed as the estimated round-trip time (RTT) 
plus four times the mean deviation. By retransmitting the lost packet, TCP 
achieves reliable data delivery. 

It turns out that in wired networks, almost all the packet losses are due 
to network congestion rather than transmission errors. Thus, in addition 
to retransmission, TCP responds to packet losses by invoking its congestion 
control mechanism. TCP congestion control is also based on the sliding 
window mechanism described above and consists of two major phases: slow 
start and congestion avoidance. In the slow start phase, the initial conges- 
tion window size (cwnd) is set to one maximum segment size (MSS) and is 
incremented by one MSS on each new acknowledgement. After cwnd reaches 
a preset threshold (ssthresh), the congestion avoidance starts and it is in- 
creased linearly, i.e., it is increased by one segment for each RTT. Upon a 
timeout, ssthresh is set to the half of the current transmission window size 
(but at least two segments) and the congestion window is reduced to 1 MSS. 
Then slow start mechanism starts again. This procedure is also called the 
additive increase and multiplicative decrease algorithm (AIMD, [25]). The 
entire congestion control algorithm is illustrated in Fig. 1. Note that the 
sender reacts to three duplicate ACKs in a different way, which is described 
in fast retransmission and fast recovery in the next subsection. 



2.2 State-of-the-Art in Standard TCP 

Most of the progress made in TCP is centered on error recovery and con- 
gestion control. Representative innovations include fast transmissions and 
fast recovery [42], selective acknowledgements [31], random early detection 
(RED, [17]) in routers, and explicit congestion notification (ECN, [39]). No- 
tice that depending on what features are included, there are several TCP 
flavors, including TCP Tahoe, TCP Reno, TCP New Reno, etc. Among 
them, TCP Reno is by far most widely deployed. Next, we briefly describe 
these innovations in the following. 

2.2.1 Fast Retransmission and Fast Recovery 

As noted earlier, a packet can be assumed lost if three duplicate ACKs are 
received. In this case, TCP performs a fast retransmission of the packet. 
This mechanism allows TCP to avoid a lengthy timeout during which no 
data is transferred. At the same time, ssthresh is set to one half of the 
current congestion window, i.e., cwnd, and cwnd is set to ssthresh plus three 
segments. If the ACK is received approximately one round trip after the 
missing segment is retransmitted, fast recovery is entered. That is, instead 
of setting cwnd to one segment and starting with slow start, TCP sets 
cwnd to ssthresh, and then steps into congestion avoidance phase. However, 
only one packet loss can be recovered during fast retransmission and fast 
recovery. Additional packet losses in the same window may require that the 
RTO expire before retransmission. 

2.2.2 Selective Acknowledgment 

Owing to the fact that fast retransmission and fast recovery can only han- 
dle one packet loss from one window of data, TCP may experience poor 
performance when multiple packets are lost in one window. To overcome 
this limitation, recently the selective acknowledgement option (SACK) is 
suggested as an addition to the standard TCP implementation. 

The SACK extension adopts two TCP options. One is an enabling op- 
tion, which may be sent to indicate that the SACK option can be used upon 
connection establishment. The other is the SACK option itself, which may 
be sent by TCP receiver over an established connection if SACK option is 
enabled through sending the first option. 

The SACK option contains up to four (or three, if SACK is used in 
conjunction with the Timestamp option used for RTTM [24]) SACK blocks, 
which specifies contiguous blocks of the received data. Each SACK block 



consists of two sequence numbers which delimit the range of data the receiver 
has received and queued. A receiver can add the SACK option to ACKs it 
sends back to a SACK-enabled sender. In the event of multiple losses within 
a window, the sender can infer which packets have been lost and should be 
retransmitted using the information provided in the SACK blocks. A SACK- 
enabled sender can retransmit multiple lost packets in one RTT instead of 
detecting only one lost packet in each RTT. 

2.2.3 Random Early Detection 

Random Early Detection (RED) is a router-based congestion control mecha- 
nism that seeks to detect incipient congestion and notify some TCP senders 
of congestion by controlling the average queue size at the router. To no- 
tify the TCP senders of congestion, the router may mark or drop pack- 
ets, depending on whether the senders are cooperative. As a response, the 
senders should reduce their transmission rate. This is done in two algo- 
rithms. The first algorithm is to compute the average queue size by us- 
ing exponential weighted moving average. If we denote by avg and q the 
average queue size and the current queue size, respectively, then avg = 
(1 - wq) x avg + wq x q, where wq is the queue weight. The other algo- 
rithm is to compute the packet-marking or packet-dropping probability pa. 
If avg falls in between minth and maxth, the packet marking probability 
pb = maxp(avg - minth)/(maxth - minth) and the final marking probability 
pa = pb/(l  - count * pb), where maxp and count are design parameters, 
respectively, denoting the maximum value for pb and the number of packets 
having arrived since last packet marking or dropping. If avg exceeds maxth, 
pa = 1, which means that the router marks or drops each packet that arrives. 
Through control over the average queue size prior to queue overflow, RED 
succeeds in preventing heavy network congestion and global synchronization 
as well as improving fairness. Notice that numerous variants of RED have 
been proposed to improve various performance of the original RED [16, 29, 
33, and 341. 

2.2.4 Explicit Congestion Notification 

Most of current Internet routers employ traditional "drop-tail" queue man- 
agement. In other words, the routers drop packets only when the queue over- 
flows, which could lead to the undesirable global synchronization problem 
as well as heavy network congestion. Recently, active queue management 
(AQM) mechanisms have been proposed since they can detect congestion 



before the queue overflows at the routers and inform TCP senders of the con- 
gestion, thereby avoiding some of these problems caused by the "drop-tail" 
policy. In the absence of Explicit Congestion Notification (ECN), however, 
the only choice that is available to AQM for indicating congestion to end 
systems is to drop packets at the routers. With ECN, AQM mechanisms 
have an alternative to allow routers to notify end systems of congestion in 
the network. 

ECN requires some changes to the header of both IP and TCP. In the IP 
header, an ECN field with two bits is used. By setting this field to specific 
bits, the router can send an indication of congestion to end systems. For 
TCP, two new flags in the Reserve field of the TCP header are specified. 
By manipulating these two flags, the TCP sender and the TCP receiver can 
enable ECN via negotiation during connection setup; the receiver can inform 
the sender if it receives congestion indications from intermediate routers; and 
the sender can inform the receiver that it has invoked congestion control 
mechanisms [39]. 

3 TCP in One-Hop Wireless Networks 

In this section, we focus on TCP performance in one-hop wireless networks, 
which typically include wireless LAN and wireless cellular networks. We first 
summarize some challenges adversely affecting TCP performance. Then, 
some representative schemes proposed to improve TCP performance are 
described. Notice that in this chapter we focus on how to improve TCP 
performance, so some schemes such as WTCP [41], which attempts to pro- 
pose a totally different transport layer protocol, are not presented here since 
it is not an improvement scheme based on TCP. 

3.1 Challenges 

Compared with wired networks, one-hop wireless networks have some in- 
herent adverse characteristics that will significantly deteriorate TCP perfor- 
mance if no action is taken. In essence, these characteristics include bursty 
channels errors, mobility and communication asymmetry. 

3.1.1 Channel Errors 

In wireless channels, relatively high bit error rate because of multipath fading 
and shadowing may corrupt packets in transmission, leading to the losses 
of TCP data segments or ACKs. If it cannot receive the ACK within the 



retransmission timeout, the TCP sender immediately reduces its congestion 
window to one segment, exponentially backs off its RTO and retransmits 
the lost packets. Intermittent channel errors may thus cause the congestion 
window size at the sender to remain small, thereby resulting in low TCP 
throughput. 

3.1.2 Mobility 

Cellular networks are characterized by handoffs due to user mobility. Nor- 
mally, handoffs may cause temporary disconnections, resulting in packet 
losses and delay. TCP will suffer a lot if it treats such losses as conges- 
tion and invokes unnecessary congestion control mechanisms. The handoffs 
are expected to be more frequent in next generation cellular networks as the 
micro-cellular structure is adopted to accommodate an increasing number of 
users. Thing could be worse if TCP cannot handle handoffs gracefully. Sim- 
ilar problems may occur in wireless LAN, as mobile users will also encounter 
communication interruptions if they move to the edge of the transmission 
range of the access point. 

3.1.3 Asymmetry 

In one-hop wireless networks, the wireless link between a base station and a 
mobile terminal in nature is asymmetric. Compared with the base station, 
the mobile terminal has limited power, processing capability, and buffer 
space. Another asymmetry stems from the vastly different characteristics of 
wired links and wireless links. The former is reliable and has large bandwidth 
while the latter is error-prone and has limited and highly variable bandwidth. 
For example, the bandwidth of a typical Ethernet is lOMbps (100Mbps or 
even higher for fast Ethernet) while the highest bandwidth for 3G networks 
is only about 2Mbps. Therefore, the wireless link is very likely to become 
the bottleneck of TCP connections. 

3.2 Current Solutions 

The quest to overcome the deficiency of TCP over wireless links has been 
courting extensive efforts. Among the various solutions proposed to im- 
prove TCP performance, there are four major categories: split-connection 
solutions, proxy-based solutions, link-layer solutions, and end-to-end solu- 
tions. The split-connection solutions attempt to improve TCP performance 
by splitting a TCP connection into two at the base station so that the TCP 
connection between the base station and the mobile host can be specially 
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Figure 2: I-TCP, splitting a TCP connection into two connections 

tuned for the wireless links. Realizing the base station is a critical point, 
approaches based on proxy put an implicit or explicit intelligent agent at 
the base station, detecting packet losses over wireless links and taking cor- 
responding actions (such as duplicate ACK suppression and/or local re- 
transmission) to ensure the TCP sender responds correctly. For the third 
category, a reliable link layer is built by adopting some link error recovery 
mechanisms, seeking to hide link errors from the TCP sender. Unlike the 
previous three classes, the end-to-end approaches enhance TCP by using 
SACK to quickly recover from multiple packet losses or by predicting in- 
coming handoffs to avoid unnecessary congestion control invocation. Next, 
some representative schemes in each category are presented. 

3.2.1 Spli t -Connection Solut ions 

Indirect  T C P :  Indirect-TCP (I-TCP) [7] protocol proposed by Bakre and 
Badrinath suggests that any TCP connection from a mobile host (MH) 
to a machine on the fixed network (FH) should be split into two separate 
connections: one between the MH and its base station (BS) over the wireless 
medium and the other between the BS and the FH over the fixed network, 
as shown in the Fig. 2. A packet sent to MH is first received by BS, it 
then sends an acknowledgment to FH and then the packet is forwarded to 
MH. If MH moves to a different cell while communicating with an FH, the 
whole connection information maintained at the current BS is transferred 
to the new BS and the new BS takes over thereafter. The FH is unaware of 
this indirection and is not affected when this switch occurs. Also, since the 
end-to-end connection is split, the TCP connection over the wireless link 
can use some wireless-link-aware TCP variation, which may be tailored to 
handle wireless channel errors and handoff disruption. 

From the above description, we see that I-TCP separates the congestion 
control functionality on the wireless link from that on the fixed network, 



which enables the two kinds of links to identify different reasons for packet 
losses and then take corresponding actions. In addition, since the TCP 
connection is broken into two, it is possible for a mobile host to use some 
lightweight transport protocol instead of a full TCP/IP suite to communi- 
cate with the base station and access the fixed network through the base 
station. This feature is desirable since a mobile host, as pointed out earlier, 
has limited battery and processing power. The downside of this scheme, 
however, is the following. First, I-TCP violates the end-to-end semantics 
of TCP acknowledgments, as both the wired part and the wireless part of 
a connection have their own acknowledgments. Second, control overhead 
is considerable as the base station needs to maintain a significant amount 
of state for each TCP connection and all the state information needs to be 
transferred to the new base station in the event of a handoff, which could 
result in a long delay. 

M-TCP: M-TCP [9] is another split-connection approach that breaks 
up a TCP connection between a FH and a MH into two parts: one between 
the FH and the BS, and the other between the BS and the MH. What 
makes it different from I-TCP is that it manages to preserve TCP end-to- 
end semantics. 

M-TCP is assumed to operate upon the underlying three-level architec- 
ture shown in Fig. 3. A mobile host (MH) communicates with the BS in 
the cell. Several BSs are controlled by a supervisor host (SH), which, serv- 
ing a gateway, is connected to the wired network. The authors opt for this 
architecture for two reasons. The first is that the functionalities at a BS 
can be transferred to SH, which may reduce the cost of the network as one 
SH is in charge of several BSs; the other is that the number of handoffs 
is greatly reduced since a MH roaming from one cell to another need not 
perform handoffs as long as the two cells are controlled by the same SH. 

Another important assumption made by M-TCP is that a relatively re- 
liable link layer is operating underneath M-TCP to recover losses such that 
the bit error rate over wireless links is low. The implication of this as- 
sumption is that TCP performance degradation is mainly due to frequent 
disconnections caused by handoffs. 

M-TCP operates as follows. Assume that the MH has acknowledged 
bytes up to sequence number x, the SH sends an ACK for bytes up to x - 1 
to the TCP sender. Note that this is different from I-TCP in that the SH 
only sends ACKs to the sender when it receives ACKs from the MH. If the 
SH does not receive ACKs beyond x for some time, the SH will assume 
this is due to temporary wireless link outage. Therefore, it sends an ACK 
for the last byte x with a zero window size. Upon receiving this ACK, 
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Figure 3: Three-level architecture underlving M-TCP 



the sender will enter into persist mode, freezing all its transmission states 
such as RTO and congestion window. When the wireless link is regained, 
the MH will notify the SH by sending a greeting packet. The SH, in turn, 
informs the sender of this reconnection, allowing the sender to resume its 
transmission from the frozen state. Through this way, the adverse efforts 
of disconnections on TCP performance are gracefully eliminated since no 
congestion control is invoked. 

Some comments are in order. First and foremost, while maintaining end- 
to-end TCP semantics, M-TCP works well under the wireless environment 
where frequent disconnections between the MH and the BS are common. 
Second, during handoffs from one domain of SH to the domain of another 
SH, little overhead is incurred since compared to I-TCP, a small amount 
of state is transferred from the old SH to the new SH. However, in order 
to achieve the expected performance improvement, it relies largely on its 
underlying link layer to hide the effects of high bit error rate. 

3.2.2 Proxy-Based Solutions 

SNOOP: Balakrishnan et al. [6] sought to improve TCP performance by 
modifying the network-layer software at a BS while preserving end-to-end 
TCP semantics. Snoop protocol gets its name because it adds a snooping 
module to network layer, which monitors every packet that passes a BS in 
either direction. In the following, we describe how snoop module deals with 
packet losses in both directions. 

If TCP packets are sent from a FH to a MH, the snoop module caches 
each packet that has not yet been acknowledged by the MH. Meanwhile, 
the snoop module also keeps track of all the acknowledgments sent from 
the mobile host. The snoop module determines that a packet loss occurs 
by detecting if either it receives a duplicate acknowledgment or its local 
timer times out. In this case, the lost packet is retransmitted if it has been 
cached. The duplicate acknowledgments, if any, are suppressed. Through 
this way, unnecessary congestion control mechanism invocations are avoided 
since packet losses due to wireless channel errors are hidden from the FH. 

In the case that packets are transmitted from an MH to an FH, since the 
MH cannot tell whether a packet loss is due to errors on the wireless link or 
due to congestion elsewhere in the network, TCP SACK option is used. At 
the BS, when the snoop module notices a gap in the inbound sequence num- 
bers of the packets sent from the MH, selective acknowledgements are sent 
to the MH. Upon receiving such SACKS, SACK-enabled MH will retransmit 
the lost packets for local loss recovery. 



SNOOP is also designed to handle handoffs. Several BSs near a MH will 
form a multicast group and buffer some latest packets sent from the FH. 
Prior to a handoff, the MH will send control messages to determine that a 
BS with strongest signal should be the primary one, i.e., the one forwarding 
packets to the MH, and that all other BSs just buffer packets. Therefore, 
both handoff latency and packet losses are reduced. 

The major merit of this approach is that, it improves TCP performance 
through performing local retransmissions across the wireless link without 
affecting end-to-end TCP semantics. On the other hand, although TCP 
performance during handoffs may be improved, considerable overhead is 
incurred for maintaining the multicast BS group and state transfer from one 
BS to another. Finally, it is worth noting that special care needs to be taken 
to handle the interaction of the snoop module retransmission and TCP end- 
to-end retransmission because SNOOP is similar to  link-level retransmission 
approaches over the wireless links. 

Ack Regulator: Since link layer enhancement schemes are shown to 
successfully improve TCP performance over wireless link, they have been 
adopted in 3G wireless networks. For example, reliable link-layer protocols 
such as RLP [49] and RLC [47] are respectively used in 3G1X [48] and UMTS 
[46]. However, as pointed out in [I 11, these link layer protocols also introduce 
increased delay and rate variability, which may cause bursty ACK arrivals 
(called ACK compression [56]) and consequently degrade TCP throughput. 
This effect becomes more pronounced as some channel state based scheduling 
schemes [8] is used in 3G wireless networks as well. 

To reduce such negative effects, Chan and Ramjee ([ l l ])  proposed a 
network-based solution called Aclc Regulator, which is implemented at the 
radio network controller (RNC) to regulate the flow of ACKs sent from 
the mobile host to the TCP sender. Notice that since most applications 
like web browsing mainly use the downlink, this solution is designed for 
TCP connections toward the mobile hosts. The key idea is that, the RNC 
should control the number of ACKs sent back to the sender each time a data 
packet is transmitted to the mobile host or an ACK arrives from the mobile 
host, such that there is at most one packet loss due to buffer overflow in one 
window of transmitted packets. In this way, the TCP sender operates mainly 
in the congestion avoidance phase. In this scheme, the RNC maintains a 
data queue for each TCP flow from the sender to the mobile host and an 
ACK queue from the mobile host to the sender. By monitoring the current 
available buffer space and estimating the number of future incoming data 
packets, the RNC decides how many ACKs it should send to  the sender 
each time. Significant performance improvement has been reported, which, 



nevertheless, is achieved at the expense of increased complexity and buffer 
space at the RNC. 

Advertised Window Control: While a great deal of effort has been 
made on the IEEE 802.11 MAC, little research work has been focused on 
the interaction of TCP with WLANs. However, to fully understand TCP 
behaviors over WLAN is very important, as TCP is the de facto transport 
layer protocol for most applications over WLANs. 

In [38], the work by Pilosof et al. has shed some light in better under- 
standing TCP fairness over WLANs. Through analysis and simulation, it 
is discovered that the upstream (from the mobile host to the base station) 
and downstream (from the base station to the mobile host) TCP flows do 
not fairly share the wireless medium, with a throughput ratio between them 
as high as ten times, in favor of upstream flows. They discovered that this 
ratio is sensitive to the buffer size at the base station. In particular, TCP 
unfairness may fall into four different regions as the buffer size is varying. 
Part of the reason is that given the TCP receiver window size, the down- 
stream TCP window size fails to reach the receiver window size if some data 
packets are lost due to insufficient buffer, while upstream TCP window size 
can reach the receive window size because it can tolerate some ACK losses. 

Thus, they proposed to modify the receiver's advertised window field in 
the ACKs when they pass through the base station. More precisely, given 
that there are n TCP flows in the WLANs and the buffer size at the base 
station is B,  the advertised window size will be set to the minimum of the 
original advertised window size and [B/nJ . Simulations and experiments 
show that the throughput ratio between upstream and downstream TCP 
flows is almost 1 after adopting this change. 

3.2.3 Link-layer Solutions 

AIRMAIL: Since TCP performance degradation is partly due to the high 
bit error rate of the wireless link, it is intuitive to shield TCP from such 
errors. With a reliable link-layer protocol in place, unnecessary TCP con- 
gestion control invocation due to channel errors can be avoided, and hence 
TCP performance is improved. Based on this idea, a reliable link-layer pro- 
tocol named AIRMAIL (Asymmetric Reliable Mobile Access In Link-layer) 
was proposed in [4]. In AIRMAIL, two well-known link error recovery tech- 
niques, i.e., forward error correction (FEC) and automatic repeat request 
(ARQ) are employed. Moreover, in order to accommodate the asymmetry 
lying between the two ends of a wireless link, i.e., the BS and the MH, AIR- 
MAIL purposely devises some asymmetric ARQ error control and window- 



based flow control techniques as shown in the following: 

Timers are always at the BS regardless of whether it is transmitting 
or receiving. Thus all timer-related operations are conducted in the 
BS. 

The base station receiver sends its status to a mobile transmitter pe- 
riodically. However, this is not the case for the mobile receiver to send 
its status to the base station transmitter. Rather, the mobile receiver 
sends status messages based on an event-driven mechanism. The dif- 
ference in the mechanisms of sending status messages is justified by 
the power constraint a t  the mobile host. 

In addition to ARQ, three levels of FEC, namely bit-level FEC, byte- 
level FEC, and packet-level FEC, have been employed to  provide increased 
error correction capability under different mobile environment. 

Several comments on AIRMAIL are in order. First, since AIRMAIL 
only involves changes at the link layer, no modifications need to be made 
to TCP. Obviously, it fits in well with the layered structure of network 
protocols. Second, when designing ARQ techniques, AIRMAIL takes into 
account the asymmetry between the BS and the MH, a desirable feature 
which may relieve the requirement of computing power on the mobile host 
and prolong the battery life of the mobile host as well. Third, the draw- 
back of AIRMAIL is that it cannot account for temporary disconnections 
due to handoff. Thus, even though it succeeds in reducing bit error rate 
over wireless links, it can do little to prevent TCP from timing out when an 
acknowledgment is not received on time because of long disconnections. In 
fact, this observation might apply to various link layer approaches. Finally, 
the interaction between link-layer retransmissions and end-to-end retrans- 
missions can be complicated, as shown in [14]. It showed that link-layer 
retransmission protocols only improve TCP performance when the packet 
error rate exceeds a certain threshold. Further study on the interaction is 
needed in order to improve TCP performance with the aid of the link-layer 
enhancement. 

TULIP: TULIP (Transport Unaware Link Improvement Protocol) is 
a TCP-unaware link layer protocol that works upon the MAC layer [36]. 
Because TULIP is targeted for half-duplex wireless links, to avoid collision 
between two opposite data streams, it only passes one packet at a time 
to the MAC layer. The procedure is described as follows. After receiving 
a TCP packet from the upper layer, TULIP passes it to the MAC layer. 
When starting to transmit the packet, the MAC layer notifies TULIP by 



sending a signal TRANS. Upon reception of TRANS, TULIP starts a timer 
At,, which is estimated as the time duration between the beginning of data 
packet transmission and the end of the reception of a link-layer ACK (or 
a link-layer ACK piggybacked with a data packet). In the case that Atl  
is underestimated because of packet length variations, the MAC layer will 
inform TULIP by sending another signal WAIT, specifying the additional 
time Atz. Readers are referred to [36] for details on how to set At2 as it 
involves the specific MAC layer mechanism. To locally recover lost or cor- 
rupted packets due to channel errors, a link-layer selective acknowledgment 
mechanism is used to retransmit packets, which is assigned high priority 
compared to normal data packets in order for fast recovery. Moreover, to 
save bandwidth over the wireless link, a mechanism called MAC acceleration 
is introduced to piggyback a TCP ACK with the TULIP ACK. Through sim- 
ulation it is shown that TULIP achieves a bit better performance compared 
to SNOOP in the environment where errors are exponentially distributed 
over the wireless channel. 

3.2.4 End-to-end Solutions 

Fast Retransmission: Fast retransmission is perhaps the simplest end- 
to-end scheme to improve TCP performance. Based on the observation 
that TCP encounters unacceptably long pauses in communication during 
handoffs which cause increased delays and packet losses, fast retransmission 
was proposed by Caceres and Iftode to overcome this problem [lo]. The MH 
will send duplicate ACKs to the TCP sender immediately after the handoff 
process is completed. In this way, the TCP sender can begin retransmission 
without waiting for the timeout, hence preventing serious throughput drop. 

Selective Acknowledgement: As described earlier, the TCP selective 
acknowledgment mechanism can allow a SACK-enabled sender to retrans- 
mit in one RTT multiple lost packets in one transmission window and hence 
avoid continuous timeouts. However, this mechanism does not distinguish 
the reasons for packet losses and still assumes all losses are caused by con- 
gestion. Consequently, TCP congestion control procedures are inappropri- 
ately called for, which throttles the sender's transmission rate. As shown in 
[5 ] ,  SACK is useful over the error-prone wireless link where losses occur in 
bursts. 

Freeze-TCP: It is observed that most current TCP schemes require 
base stations to monitor the TCP traffic and actively participate in flow 
control in order to enhance performance. However, such schemes might be 
undesirable or even useless for several reasons. First, to be compatible with 



currently existing infrastructure, it is ideal that no modification should be 
made to intermediate nodes, since such nodes may belong to other orga- 
nizations and hence are unavailable for modification. Second, as network 
security is becoming increasingly important, end-to-end traffic is likely to 
be encrypted and hence inaccessible to intermediate nodes. As a result, 
some schemes such as SNOOP, I-TCP or M-TCP can no longer work in 
such scenarios since they all require the base station to access the traffic be- 
fore taking actions. Finally, overly relying on mediation at the intermediate 
nodes may cause a significant amount of control overhead, creating network 
bottlenecks under heavy traffic load. 

To overcome these deficiencies, the author in [22] proposed Freeze-TCP, 
a true end-to-end TCP enhancement scheme. The key idea of this scheme 
is to exonerate the base station from intervening in the end-to-end TCP 
connections. By constantly observing its received signal strength, a mo- 
bile host can predict a temporary disconnection due to handoffs or fading. 
Once such an event is predicted, the mobile host sends an ACK to the TCP 
sender with a zero advertised window size. Upon reception of such an ACK, 
the sender enters a persist mode. That is, the sender freezes all retrans- 
mission timers and sends zero window probes (ZWP) until the mobile host 
advertises a non-zero receiving window size. Since ZWPs are sent out with 
exponentially backoff, it is possible that the sender remains idle even the 
mobile host has recovered from the disconnection. To tackle this problem, 
the same technique as in [lo] is employed. Namely, as soon as the mobile 
host knows that it has reconnected, it will send three duplicate ACKs to the 
sender, forcing the sender to start fast retransmission. The main advantage 
of this scheme is that it improves TCP performance without any modifica- 
tion to the intermediate nodes. However, it could be easily seen that the 
actual performance depends largely on the accuracy with which the mobile 
host predicts an impending disconnection. 

4 TCP in Mobile Ad Hoc Networks 

TCP performance in mobile ad hoc networks is the focus of this section. It is 
expected that compared to one-hop wireless networks, TCP will encounter 
more serious difficulty in providing end-to-end communications in mobile ad 
hoc networks, as MANETs are, in essence, infrastructureless, self-organizing 
multi-hop networks, and lacking centralized network management. Next, we 
present the main problems in ad hoc networks, followed by recent solutions. 



4.1 Challenges 

Some salient characteristics of mobile ad hoc networks, which seriously de- 
teriorate TCP performance, include the unpredictable wireless channels due 
to fading and interference, the vulnerable shared media access due to ran- 
dom access collision, the hidden terminal problem and the exposed terminal 
problem, and the frequent route breakages due to node mobility. From the 
point of view of network layered architecture, these challenges can be broken 
down into five categories, i.e., a) the channel error, b) the medium contention 
and collision, c) the mobility, d) the multi-path routing, and e) congestion, 
whose adverse impacts on TCP is elaborated next. 

4.1.1 Channel Errors 

The effects of channel errors in ad hoc networks are similar to those in 
one-hop wireless networks except that they are more serious, since a TCP 
connection now may consist of multi-hop wireless links, unlike the situation 
in cellular networks or wireless LAN where only the last hop is wireless. 
Accordingly, the congestion window size at the sender may shrink more 
dramatically due to channel errors in several wireless hops, resulting in even 
lower throughput in ad hoc networks. 

4.1.2 Medium Contention and Collision 

Contention-based medium access control (MAC) schemes, such as the IEEE 
802.11 MAC protocol [9], have been widely studied and incorporated into 
many wireless testbeds and simulation packages for wireless multi-hop ad 
hoc networks, where the neighboring nodes contend for the shared wireless 
channel before transmitting. There are three key problems, i.e., the hidden 
terminal problem, the exposed terminal problem, and unfairness. A hidden 
node is the one that is within the interfering range of the intended receiver 
but out of the sensing range of the transmitter. The receiver may not cor- 
rectly receive the intended packet due to collision from the hidden node. An 
exposed node is the one that is within the sensing range of the transmitter 
but out of the interfering range of the receiver. Though its transmission 
does not interfere with the receiver, it could not start transmission because 
it senses a busy medium, which introduces spatial reuse inefficiency. The 
binary exponential backoff scheme always favors the latest successful trans- 
mitter and results in unfairness. These problems could be more harmful in 
multi-hop ad hoc networks than in Wireless LAN as ad hoc networks are 
characterized by multi-hop connectivity. 



MAC protocols have been shown to significantly affect TCP performance 
[20, 21, 40, 45, 51, and 541. When TCP runs over 802.11 MAC, as [54] 
pointed out, the instability problem becomes very serious. It is shown that 
collisions and the exposed terminal problem are two major reasons for pre- 
venting one node from reaching the other when the two nodes are in each 
other's transmission range. If a node cannot reach its adjacent node for 
several times, it will trigger a route failure, which in turn will cause the 
source node to start route discovery. Before a new route is found, no data 
packet can be sent out. During this process, TCP sender has to wait and 
will invoke congestion control algorithms if it observes a timeout. Serious 
oscillation in TCP throughput will thus be observed. Moreover, the random 
backoff scheme used in the MAC layer exacerbates this [20]. Since large 
data packet sizes and back-to-back packet transmissions both decrease the 
chance of the intermediate node to obtain the channel, the node has to back 
off a random period of time and try again. After several failed tries, a route 
failure is reported. 

TCP may also encounter serious unfairness problems [20, 40, 45, and 541 
for the reasons stated below: 

Topology causes unfairness because of unequal channel access oppor- 
tunity for different nodes. As shown in Fig. 1, where the small circle 
denotes a node's valid transmission range and the large circle denotes 
a node's interference range, all nodes in a 7-node chain topology ex- 
perience different degree of competitions. There are two TCP flows, 
namely flow 1 from node 0 to 1 and flow 2 from node 6 to 2. The 
transmission from node 0 to node 1 experiences interference from three 
nodes, i.e., nodes 1, 2, and 3, while the transmission from node 3 to 
node 2 experiences interference from five nodes, i.e., nodes 0, 1, 2, 4, 
and 5. Flow 1 will obtain much higher throughput than flow 2 due to 
the unequal channel access opportunity. 

The backoff mechanism in the MAC may lead to unfairness as it always 
favors the last successfully transmitting node. 

0 TCP flow length influences unfairness. Longer flows implies longer 
round trip time and higher packet dropping probability, leading to 
lower and more fluctuating TCP end-to-end throughput. Through 
this chain reaction, unfairness is amplified, as high throughput will 
become higher and low one lower. 
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Figure 4: Node interference in a chain topology 

4.1.3 Mobility 

Mobility may induce link breakage and route failure between two neighbor- 
ing nodes, as one mobile node moves out of the other's transmission range. 
Link breakage in turn causes packet losses. As we said earlier, T C P  can- 
not distinguish between packet losses due to route failures and packet losses 
due to congestion. Therefore, TCP congestion control mechanisms react 
adversely to such losses caused by route breakages [I ,  15, and 271. Mean- 
while, discovering a new route may take significantly longer time than TCP 
sender's RTO. If route discovery time is longer than RTO, TCP sender will 
invoke congestion control after timeout. The already reduced throughput 
due to losses will further shrink. It could be even worse when the sender and 
the receiver of a TCP connection fall into different network partitions. In 
such a case, multiple consecutive RTO timeouts lead to inactivity lasting for 
one or two minutes even if the sender and receiver finally get reconnected. 

Fu et al. conducted simulations considering mobility, channel error, and 
shared media-channel contention [19]. They indicated that mobility-induced 
network disconnections and reconnections have the most significant impact 
on TCP performance comparing to channel error and shared media-channel 
contention. T C P  NewReno merely achieves about 10% of a reference TCP's  
throughput in such cases. As mobility increases, the relative throughput 
drop ranges from almost 0% in a static case to 100% in a highly mobile case 
(when moving speed is 20mls ) .  In contrast, congestion and mild channel er- 
ror (say 1%) have less visible effect on TCP (with less than 10% performance 
drop compared with the reference TCP).  



4.1.4 Multi-path Routing 

Routes are short-lived due to frequent link breakages. To reduce delay due to 
route re-computation, some routing protocols such as TORA [35] maintain 
multiple routes between a sender-receiver pair and use multi-path routing 
to transmit packets. In such a case, packets coming from different paths 
may not arrive at the receiver in order. Being unaware of multi-path rout- 
ing, TCP receiver would misinterpret such out-of-order packet arrivals as 
congestion. The receiver will thus generate duplicate ACKs that cause the 
sender to invoke congestion control algorithms like fast retransmission (upon 
reception of 3 duplicate ACKs). 

4.1.5 Congestion 

It is known that TCP is an aggressive transport layer protocol. Its attempt 
to fully utilize the network bandwidth makes ad hoc networks easily go 
into congestion. In addition, due to many factors such as route change 
and unpredictable variable MAC delay, the relationship between congestion 
window size and the tolerable data rate for a route is no longer maintained 
in ad hoc networks. The congestion window size computed for the old route 
may be too large for the newly found route, resulting in network congestion 
if the sender still transmits at the full rate allowed by the old congestion 
window size. 

Congestion/overload may give rise to buffer overflow and increased link 
contention, which degrades TCP performance. As a matter of fact, [28] 
showed the capacity of wireless ad hoc networks decreases as traffic and/or 
competing nodes arise. 

4.2 Current Solutions 

As is shown in the previous section, there is a magnitude of research work 
on improving TCP performance over one-hop wireless networks. However, 
many of these mechanisms are designed for infrastructure-based networks 
and depend on the base stations in distinguishing the error losses from con- 
gestion losses. Since mobile ad-hoc networks do not have such an infrastruc- 
ture, they are hard to be applied in mobile ad-hoc networks directly. 

More recently, several schemes have been proposed to  improve TCP 
performance over mobile ad hoc networks. We classify the schemes into 
three groups, based on their fundamental philosophy: TCP with feedback 
schemes, TCP without feedback schemes, and TCP with lower layer en- 
hancement schemes. Through the use of feedback information to signal 



non-congestion-related causes of packet losses, the feedback approaches help 
TCP distinguish between true network congestion and other problems such 
as channel errors, link contention, and route failures. On the other end of 
the solution spectrum, TCP without feedback schemes makes TCP adapt to 
route changes without relying on feedback from the network, in light of the 
concern that feedback mechanisms may bring about additional complexity 
and cost in ad hoc networks. The third group, lower layer enhancement 
schemes, starts with the idea that TCP sender should be hidden from any 
problems specific in ad hoc networks while lower layers such as routing layer 
and MAC layer need to be tailored with TCP's congestion control algorithms 
in mind. As expected, this idea guarantees that TCP end-to-end semantics 
is maintained for ad hoc networks to seamlessly internetwork with the wired 
Internet. In the following, we present some representative schemes according 
to the aforementioned taxonomy. 

4.2.1 TCP with Feedback Solutions 

TCP-F: In the mobile ad hoc networks, topology may change rapidly due 
to the movement of mobile hosts. The frequent topology changes result in 
sudden packet losses and delays. TCP misinterprets such losses as conges- 
tion and invokes congestion, leading to unnecessary retransmission and loss 
of throughput. To overcome this problem, TCP-F (TCP-Feedback) [12] was 
proposed so that the sender can distinguish between route failure and net- 
work congestion. Similar to Freeze-TCP and M-TCP discussed above, the 
sender is forced to stop transmission without reducing window size upon 
route failure. As soon as the connection is reestablished, fast retransmission 
is enabled. 

TCP-F relies on the network layer at an intermediate node to detect the 
route failure due to the mobility of its downstream neighbor along the route. 
A sender can be in an active state or a snooze state. In the active state, 
transport layer is controlled by the normal TCP. As soon as an intermediate 
node detects a broken route, it explicitly sends a route failure notification 
(RFN) packet to the sender and records this event. Upon reception of the 
RFN, the sender goes into the snooze state, in which the sender completely 
stops sending further packets, and freezes all of its timers and the values 
of state variables such as RTO and congestion window size. Meanwhile, all 
upstream intermediate nodes that receive the RFN invalidate the particular 
route in order to avoid further packet losses. The sender remains in the 
snooze state until it is notified of the restoration of the route through a 
route reestablishment notification (RRN) packet from an intermediate node. 
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Figure 5: The TCP-F state machine [12] 

Then it resumes the transmission from the frozen state. The state machine 
of TCP-F is shown in Fig. 5. 

TCP-ELFN: Holland and Vaidya proposed another feedback-based tech- 
nique, the Explicit Link Failure Notification (ELFN) [23, 321. The goal is 
to inform the TCP sender of link and route failures so that it can avoid re- 
sponding to the failures as if congestion occurs. ELFN is based on DSR [26] 
routing protocol. To implement ELFN message, the route failure message of 
DSR is modified to carry a payload similar to the "host unreachable" ICMP 
message. Upon receiving an ELFN, the TCP sender disables its congestion 
control mechanisms and enters into a "stand-by" mode, which is similar to 
the snooze state of TCP-F mentioned above. Unlike TCP-F using an ex- 
plicit notice to signal that a new route has been found, the sender, while on 
stand-by, periodically sends a small packet to probe the network to see if 
a route has been established. If there is a new route, the sender leaves the 
stand-by mode, restores its RTO and continues as normal. Recognizing most 
of popular routing protocols in ad hoc networks are on demand and route 
discovery/rediscovery is event driven, periodically sending a small packet at 
the sender is appropriate to restore routes with mild overhead and without 
modification to the routing layer. 

Through explicit route failure notification, TCP-EFLN and TCP-F allow 
the sender to instantly enter snooze state and avoid unnecessary retransmis- 
sions and congestion control which wastes precious MH battery power and 
scarce bandwidth. With explicit route reestablishment notification from in- 
termediate nodes or active route probing initiated at the sender, these two 
schemes enable the sender to resume fast transmission as soon as possible. 
But neither of these two considers the effects of congestion, out-of-order 



packets, or bit errors, which are quite common in wireless ad hoc networks. 
In addition, both TCP-ELFN and TCP-F use the same parameter sets in- 
cluding congestion window size and RTO after reestablishment of routes as 
those before the route failure, which may cause problems because conges- 
tion window size and RTO are route specific. Using the same parameter 
sets helps little to approximate the available bandwidth of new route if the 
route changes significantly. 

ATCP: ATCP (Ad hoc TCP) [30] also utilizes the network layer feed- 
back. The idea of this approach is to insert a thin layer called ATCP between 
IP and TCP, which ensures correct behavior in the event of route failures 
as well as high bit error rate. The TCP sender can be put into a persist 
state, congestion control state or retransmit state, respectively, correspond- 
ing to the packet losses due to route breakage, true network congestion or 
high bit error rate. Note that unlike the previous two feedback-based ap- 
proaches, packet corruption caused by channel errors has also been tackled. 
The sender can choose an appropriate state by learning the network state 
information through explicit congestion notification (ECN) messages and 
ICMP "Destination Unreachable" messages. 

The state transition diagram for ATCP at the sender is shown in Fig. 
6. Upon receiving a "Destination Unreachable" message, the sender enters 
into the persist state. The TCP at the sender is frozen and no packets are 
sent until a new route is found, so the sender does not invoke congestion 
control. Upon receipt of an ECN, congestion control is invoked without 
waiting for a timeout event. If a packet loss happens and the ECN flag is 
not set, ATCP assumes the loss is due to bit errors and simply retransmits 
the lost packet. In case of multi-path routing, upon receipt of duplicate 
ACKs, TCP sender does not invoke congestion control, realizing multi-path 
routing shuffles the order in which segments are received. So ATCP works 
well when the multi-path routing is applied. 

ATCP is considered to be a more comprehensive approach in comparison 
with TCP-F and TCP- ELFN in that it accounts for more possible sources 
of deficiency including bit errors and out of order delivery due to multi- 
path routing. Through re-computation of congestion window size each time 
after route reestablishment, ATCP may adapt to change of routes. Another 
benefit of ATCP is that it is transparent to TCP, and hence nodes with and 
without ATCP can interoperate. 

In summary, as shown by the simulations, these feedback-based ap- 
proaches improve TCP performance significantly while maintaining TCP's 
congestion control behavior and end-to-end TCP semantics. However, all 
these schemes require that the intermediate nodes have the capability of de- 
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Figure 6: State transition diagram for ATCP at the sender [30] 

tecting and reporting network states such as link breakages and congestion. 
Enhancement at the transport layer, network layer, and link layer are all 
required. It deserves further research on the ways to detect and distinguish 
network states in the intermediate nodes. 

4.2.2 TCP without Feedback Solutions 

Adaptive Congestion Window Limit Setting: Based on the obser- 
vation that TCP's congestion control algorithm often over-shoots, leading 
to network overload and heavy contention at the MAC layer, Chen et al. 
[13] proposed an adaptive congestion window limit (CWL, measured in the 
number of packets) setting strategy to dynamically adjust TCP's CWL ac- 
cording to the current round-trip hop-count (RTHC) of the path, which can 
be obtained from routing protocols such as DSR. More precisely, the CWL 
should never exceed the RTHC of the path. 

The rationale behind this scheme is very simple, as shown in the fol- 
lowing. It is known that to fully utilize the capacity of a network, a TCP 
flow should set its CWL to the bandwidth-delay product (BDP) of the cur- 
rent path, where a path's BDP is defined as the product of the bottleneck 
bandwidth of the forward path and the packet transmission delay in a round 
trip. On the other hand, the CWL should never exceed the path's BDP in 
order to avoid network congestion. In ad hoc networks, if we assume the 
size of a data packet is S and the bottleneck bandwidth along the forward 
and return paths is the same and equal to bwmi,, it can be easily seen that 
the delay at any hop along the path is less than the delay at the bottleneck 



link, i.e., S/bwmin. Since the size of a TCP acknowledgement is normally 
smaller than that of the data packet, according to the definition of the BDP, 
we know BDP <= RTHC x S .  Therefore, the CWL, which is bounded by 
the path's BDP, should never exceed the RTHC of the path. 

This upper bound can be further tightened when the IEEE 802.11 MAC 
layer protocol is adopted. In fact, it is shown that, in a chain topology, 
a tighter upper bound exists, which is approximately 115 of the RTHC of 
the path. According to this tighter upper bound, the maximum RTO is set 
to a relatively small value of 2 seconds, which enables TCP to probe the 
route quickly should it break (due to false link failure). Simulation results 
showed that this simple but useful strategy is able to improve TCP-Reno 
performance by 8% to 16% in a dynamic MANET. 

TCP-DOOR: TCP-DOOR [50] attempts to improve TCP performance 
by detecting and responding to out-of-order (000) packet delivery events 
and thus avoiding invoking unnecessary congestion control. By definition, 
000 occurs when a packet sent earlier arrives later than a subsequent 
packet. In ad hoc networks, 000 may happen multiple times in one TCP 
session because of route changes. 

In order to detect 000, ordering information is added to TCP ACKs 
and TCP data packets. 000 detection is carried out at both ends: the 
sender detects the Out-of-Order ACK packets and the receiver detects the 
Out-of-Order data packets. If the receiver detects 000, it should notify the 
sender, considering the fact that it is the sender who takes congestion control 
actions. Once the TCP sender knows of an 000 condition, it may take one 
of the two responsive actions: temporarily disabling congestion control and 
instant recovery during congestion avoidance. The first action means that, 
whenever an 000 condition is detected, TCP sender will keep its state 
variables such as RTO and the congestion window size constant for a time 
period TI.  The second action means that, if during the past time period T2, 
the TCP sender has already entered the state of congestion avoidance, and it 
should recover immediately to the state prior to such congestion avoidance. 
The main reason is the detection of 000 condition implies that a route 
change event has just occurred. 

However, 000 can be detected only after a route has recovered from 
failures. As a result, TCP-DOOR is less accurate and responsive than a 
feedback-based approach that is able to determine whether congestion or 
route errors occur, and hence report to the sender at the very beginning. 
Furthermore, it may not work well with multi-path routing since multi-path 
routing may cause 000 as well. Therefore, it is concluded that TCP-DOOR 
may work as an alternative to the feedback-based approach to improve TCP 



performance over ad hoc network, if the latter is not available. 
Fixed RTO: In TCP congestion control, TCP doubles the RTO and re- 

transmits the oldest unacknowledged packet when the retransmission timer 
expires. Although this exponential backoff mechanism of the RTO could 
handle network congestion gracefully, it is no longer suitable in MANETs 
when the loss of packets or ACKs is caused by temporary route breakages, 
a s  discussed earlier. In such a case, the RTO should be recalculated, if pos- 
sible, according to the new route instead of being doubled. Furthermore, 
when the new route is established, TCP sender should start the transmission 
immediately instead of waiting for the expiration of retransmit timer. 

In the fixed RTO approach [15], no feedback from lower layers is needed. 
Rather, a heuristic is employed to distinguish route failures and congestion. 
When timeouts occur consecutively, i.e., an ACK is not received before the 
second RTO expires, the sender assumes a route failure rather than network 
congestion takes place. Therefore, the unacknowledged packet is retrans- 
mitted again without doubling the RTO. The RTO remains fixed until the 
route is re-established and the retransmitted packet is acknowledged. By 
adopting this strategy, the TCP sender avoids waiting for a long period of 
time before attempting to retransmit. This fast retransmission would force 
routing protocol especially like AODV [37] and DSR to repair routes fast, 
which in turn leads to a large congestion window on average and high TCP 
throughput. Actually, this technique complements TCP-DOOR. 

4.2.3 Lower Layer Enhancement Solutions 

Routing Layer Enhancement: A framework termed Atra, due to Anan- 
tharaman et al., aims to improve TCP performance over ad hoc networks 
by enhancing routing layers [3]. Three mechanisms, called Symmetric Route 
Pinning (SRP), Route Failure Prediction (RFP), and Proactive Route Er- 
rors (PRE), are introduced to minimize the probability of route failures, to 
predict route failures in advance, and to minimize the latency in convey- 
ing route failure information to source, respectively. Since asymmetric path 
would increase the probability of route failure for a connection, in the first 
mechanism, the ACK path of a TCP connection is always kept the same as 
the data path. Based on the progression of signal strengths of packet recep- 
tions from the concerned neighbor, the second mechanism enables the node 
to predict the occurrence of link failure more accurately. Finally, with PRE, 
when a link failure is detected, all sources that have used the link in the past 
certain period are informed of the link failure. This mechanism reduces the 
latency involved in the route failure information delivery and consequently 



reduces the number of packet losses and also triggers early alternate route 
computations. 

Link Layer Enhancement: Fu et al. [18] have discussed the inter- 
action between TCP and 802.11 MAC. Their studies reveal two interesting 
results. First, given a specific network topology and flow pattern, there ex- 
ists a TCP window size, say W*, at which TCP throughput is maximized 
since the best spatial reuse can be achieved; further increasing the win- 
dow size will reduce throughput. However, the standard TCP protocol does 
not operate around W*, typically with an average window much larger than 
W*. As a result, TCP experiences throughput reduction due to reduced spa- 
tial reuse and increased packet loss. In the simulated scenarios, 4% to 21% 
throughput reduction from maximum throughput is observed. Second, most 
packet drops experienced by TCP are not due to buffer overflow, but due to 
link-layer contention that are incurred by hidden terminals. They showed 
that contention drops exhibit a load-sensitive loss feature: as the injected 
TCP packets exceed W* and further increase, the link dropping probabil- 
ity becomes non-negligible and increases accordingly; after the injected TCP 
packets exceed another threshold W, the link dropping probability saturates 
and flattens out. It turns out that the link-layer dropping probability is not 
significant enough to make the average TCP window oscillate around W*, 
which subsequently leads to suboptimal TCP throughput. 

Therefore, two link layer techniques were proposed in [18] to improve 
TCP efficiency: a Link-RED (Random Early Detection) algorithm to tune 
the wireless link's packet dropping probability and an adaptive link-layer 
pacing scheme to reduce the medium contention. The Link-RED algo- 
rithm attempts to maintain the optimum congestion window size at the 
TCP sender. At the link layer each node measures the average number 
of the retries for recent packet transmissions. Normally, when the TCP 
sender increases the congestion window size and injects more packets into 
the network, this average number will increase, as more packets will aggra- 
vate medium contention. The head-of-line packet is dropped from the buffer 
or marked as congested with a probability calculated based on this average 
number. Once it detects packet losses or the congestion flag in the ACKs, 
the TCP sender invokes the congestion control algorithm that could help 
maintain the congestion window size around the optimum value and hence 
improve TCP's throughput. 

The goal of adaptive link-layer pacing is to alleviate the medium con- 
tention especially when the congestion window size exceeds the optimum 
value. It is enabled from within the Link-RED algorithm. When a node 
(which just sends a packet) notices its average number of retries is less than 



a predefined threshold, it calculates its backoff time as usual. Otherwise, it 
increases the backoff period by an interval equal to the transmission time of 
the previous data packet, and backs off accordingly. 

Neighborhood RED: As described in the previous subsection on chal- 
lenges, TCP exhibits serious unfairness in ad hoc networks as a result of 
the combination of MAC-inherent problems such as medium contention, the 
hidden terminal problem, and the exposed terminal problem. As these prob- 
lems are likely to exist in nodes which are located in a neighborhood, Xu et 
al. [53] proposed a scheme named neighborhood RED (NRED) that seeks to 
improve TCP fairness from the point of view of a neighborhood. By defini- 
tion, a node's neighborhood consists of the node itself and the nodes which 
can interfere with this node's signal. To make things simpler, a node's neigh- 
borhood considered in the scheme comprises the node itself and its one-hop 
and two-hop neighbors. 

The key idea of NRED is that each node forms a distributed queue of 
a neighborhood based on the individual queues maintained at every node 
located in the node's neighborhood, and the RED scheme can be applied 
to the distributed queue to address the fairness issue, as it has proven to 
be effective, in wired networks, in improving fairness among TCP flows by 
controlling average queue size at routers. 

The NRED scheme boils down to three algorithms, namely, Neighborhood 
Congestion Detection (NCD), Neighborhood Congestion Notification (NCN), 
and Distributed Neighborhood Packet Drop (DNCP). Instead of counting on 
each node actively advertising its own queue size information and then mea- 
suring the neighborhood queue size, which may cause a large amount of 
overhead or even aggravate congestion, NCD intelligently gets around the 
difficult task by monitoring channel utilization. Normally, channel utiliza- 
tion can serve as an indicator of the queue size, based on the observation 
that channel utilization around a node is likely to increase when the queues 
at its neighboring nodes build up. An early congestion is assumed to take 
place as the channel utilization exceeds a certain threshold. If congestion is 
detected, the node will calculate the packet dropping probability and send 
it in a NCN packet to its neighbors, provided certain conditions are met in 
order to avoid "overreaction". The neighbors, upon the reception of such 
notification, will drop some packets according to DNCP. 

Simulation studies show that the NRED can improve TCP fairness to 
some extent in ad hoc networks. However, the price paid is that the aggre- 
gate throughput in the network is actually reduced, which shows there is 
still room for further improvement. 



5 Future Research Directions 

At this point, after we discussed the challenges and visited some repre- 
sentative solutions, it is well recognized that in order for TCP to deliver 
a comparable performance in wireless networks to that in wired networks, 
quite a few critical issues need to be addressed. Note that compared with 
its one-hop counterparts, ad hoc networks require more efforts to handle as 
things are much more complicated. In this section we discuss some of these 
open issues for which searching for a better solution demands special efforts. 
It is worthy noting that we do not mean to list all. Rather, we concentrate 
on those that we believe are most important. 

5.1 TCP Fairness 

TCP unfairness becomes pronounced in wireless LANs [38]. In mobile ad 
hoc networks, the unfairness problem is more severe. It is shown that in a 
mobile ad hoc network with multiple flows, the throughput can be signif- 
icantly different among competing flows. This phenomenon is particularly 
evident when comparing flows of short paths to those of long paths [20]. 
Compared with the considerable effort paid to improve TCP end-to-end 
throughput, fairness is a critical issue that deserves more attention. In fact, 
this insufficiency can be seen from the number of proposed scheme targeted 
for fairness: among all the schemes we present in this chapter, only Adver- 
tised Window Control and Neighborhood RED address this issue, although 
a few schemes have touched upon fairness. Since bandwidth over wireless 
links is very limited bandwidth compared with that over wired links, it is 
crucial for every flow to fairly share the bandwidth in wireless networks. 
Therefore, more mature approaches are highly expected. 

5.2 Interactions among Different Layers 

Layered network architecture brings a myriad of advantages. At the same 
time, it requires a close look at the interactions among different layers when 
designing a good scheme. Currently, many solutions are focused on one spe- 
cific layer, attempting to isolate the problem and solve it. It is true that 
TCP might perform better with a highly effective and efficient link layer or 
routing layer, e.g., an MAC protocol which can quickly resolve medium con- 
tentions, or a mobility-aware routing protocol which can gracefully handling 
route changes. However, this approach may be problematic or even coun- 
terproductive, as suggested in [14]. Furthermore, as many factors such as 



bursty channel errors, medium access contention, and route breakage are all 
contributing to TCP throughput deterioration in mobile ad hoc networks, a 
unified solution is justified which takes into account the interaction among 
different layer. We thus argue that a cross-layer approach seems more de- 
sirable and promising. 

5.3 Compatibility with the Wired Internet 

For the purpose of internetworking with the wired Internet as required in 
future pervasive mobile computing, whatever TCP is designed for ad hoc 
networks should be fully compatible with the Internet. This quest for com- 
patibility translates into two requirements for future research. First, TCP's 
end-to-end semantics must be maintained. Second, TCP performance should 
be considered when TCP connections span both the wired networks and mo- 
bile ad hoc networks. 

6 Conclusions 

As the assumption made by TCP that any packet loss is due to network con- 
gestion is no longer valid in wireless networks, TCP performs poorly in such 
networks. In this chapter, we point out the major reasons for this perfor- 
mance degradation. In particular, factors such as error-prone wireless chan- 
nels and handoffs result in the poor TCP performance over one-hop wireless 
networks, while, aside from these factors, other factors such as medium ac- 
cess contention, frequent route changes, and breakages are considered to lead 
to the poor TCP performance over multi-hop wireless networks. Compared 
with one-hop wireless networks, we can see it is more difficult to make TCP 
perform well in multi-hop wireless networks. 

This chapter presents the state-of-the-art in recent efforts to improve 
TCP performance. Given the reasons, almost all the proposed schemes at- 
tempt to achieve better TCP performance with either of the two ideas: TCP 
should be capable of distinguishing non-congestion-related packet losses from 
congestion caused packet losses such that corresponding actions can be taken 
to deal with the losses; or non-congestion-related losses should be reduced 
such that TCP can work normally without any modifications. Interestingly 
enough, there seems little study attempting to combine these two ideas. 

Again, we choose to present the proposed schemes after separating those 
for one-hop wireless networks from those for multi-hop wireless networks for 
the purpose of clarity. In the realm of one-hop wireless networks, there are 



four groups of schemes, i.e., split-connection approaches, proxy-based ap- 
proaches, link-layer enhancement approaches, and end-to-end approaches. 
According to [5], a TCP-aware reliable link-layer protocol such as SNOOP 
performs best. However, TULIP is claimed to deliver better performance 
than SNOOP under some circumstances. In case of frequent and long dis- 
connections, M-TCP appears to perform well. In the realm of multi-hop 
wireless networks, there are also three groups of schemes, namely, TCP 
with feedback approaches, TCP without feedback approaches, and lower 
layer enhancement approaches. In conclusion, feedback-based schemes seem 
to be able to react more quickly to non-congestion-related packet losses, 
thus to be more effective in enhancing TCP performance [50]. However, 
the price to be paid is that they are more difficult to implement, for they 
require end nodes and intermediate nodes to cooperate with each other. On 
the other hand, approaches without feedback information are relatively sim- 
ple to implement, although the performance gain may not be high enough. 
Meanwhile, some solutions by enhancing the link layer and routing layer 
shed insights into how to reduce non-congestion-related losses in order to 
improve TCP performance. 

Finally, although some encouraging improvements have been reported by 
employing the proposed schemes, none of them can work well in all scenarios 
and meet all the challenges mentioned. Therefore, there is still much work 
to be done in the near future. To serve as guidance for future research, 
some critical issues regarding improving TCP performance and fairness are 
identified. 
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