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Summary. We consider a second-order elliptic equation with discontinuous
or anisotropic coefficients in a bounded two- or three dimensional domain,
and its finite-element discretization. The aim of this paper is to prove some
a priori and a posteriori error estimates in an appropriate norm, which are
independent of the variation of the coefficients.

Résuḿe. Nous consid́erons unéequation elliptique du second ordreà co-
efficients discontinus ou anisotropes dans un domaine borné en dimension
2 ou 3, et sa discrétisation paŕeléments finis. Le but de cet article est de
démontrer des estimations d’erreur a priori et a posteriori dans une norme
appropríee qui soient ind́ependantes de la variation des coefficients.

Mathematics Subject Classification (1991):65N30

1. Introduction

We consider the Dirichlet problem for second-order elliptic equations

(1.1) −div (A grad u) = f in Ω
u = 0 on ∂Ω

in a bounded two- or three dimensional polyhedral domain with a Lipschitz–
continuous boundary. Here,A denotes a function with values in square,
symmetric, positive definite matrices of order2 or 3 according to the space
dimensiond. We are interested in two rather different situations:
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– Either the functionA is discontinuous: it is only smooth on a finite num-
ber of subdomains and has large jumps across the interfaces between the
subdomains. This models for instance several layers of fluids with rather
different viscosities which weakly depend on the depth [8, Chap. 3].

– Or the matrixA is constant on the whole domain but has eigenvalues
of very different sizes, which results in an anisotropy of equation (1.1).
This models for instance elastic materials in thin layers.

We work with a finite element discretization of problem (1.1), relying on
possibly anisotropic triangulations of the initial domain. Here “anisotropic”
means that the triangulations do not satisfy the standard regularity property
which excludes very flat triangles or tetrahedra. It is our goal to prove a priori
and a posteriori estimates that are independent of the large parameters linked
to equation (1.1), i.e. the size of the jumps in the case of a discontinuous
matrixAor the ratio of the eigenvalues in the case of an anisotropic matrixA.
Once these estimates are proven, the finite element mesh can be constructed
adaptively such that the error is the smallest possible for a fixed number of
degrees of freedom.

Let us briefly describe the main ideas which enable us to achieve our
goal. IfA is discontinuous, the mesh should be aligned with the disconti-
nuities, i.e. jumps ofA may only occur across inter-element boundaries. A
modification of Cĺement’s quasi-interpolation operator [3] then allows us to
obtain estimates for the interpolation error which are independent of the size
of the jumps ofA. In addition the scaling factors of the error estimator must
correctly take into account the local size ofA. If A is anisotropic, the mesh
should take account of this anisotropy. This means that element geometries
should be measured not with respect to the standard Euclidean norm but
must be computed using a new metric depending onA.

The outline of this paper is as follows. We analyze the case of a discon-
tinuous, isotropic functionA in Sect. 2, the one of a continuous, anisotropic
functionA in Sect. 3. In each case, we first consider a simple model prob-
lem. We give its variational formulation, describe the discrete problem, and
prove a priori and a posteriori error estimates. Then we explain how to ex-
tend the analysis to more complex situations. In order to clarify the analysis
and to avoid unnecessary technicalities, we always work with the simplest
finite element space consisting of continuous, piecewise affine functions.
All arguments and estimates, however, are formulated in such a way that
they immediately carry over to higher order finite element discretizations.

2. Isotropic discontinuous coefficients

We first consider equation (1.1) withA = αI whereα is a given, scalar,
piecewise constant function onΩ. Accordingly we introduce a disjoint par-
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Fig. 1. Partition of the domainΩ

tition of Ω into a finite number of open subdomainsΩ`, 1 ≤ ` ≤ L, such
that the functionα is equal to the constantα` on eachΩ`, as illustrated in
Fig. 1. We define the two parameters

αmin = min
1≤`≤L

α`, αmax = max
1≤`≤L

α`,

and we assume thatαmin is positive. We are particularly interested in the
critical case where the ratioαmax/αmin is large. Our goal is to establish
estimates which are independent of this ratio. In Sects. 2.e and 2.f we will
treat the cases of non scalar and piecewise smooth coefficients.

2.a Variational formulation and regularity

We assume that the dataf belong toH−1(Ω). For simplicity, we use the
same notation for the scalar product inL2(Ω) and for its extension to a
duality pairing betweenH−1(Ω) andH1

0 (Ω). Then, problem (1.1) admits
the following equivalent variational formulation:findu inH1

0 (Ω) such that

(2.1) ∀v ∈ H1
0 (Ω),

∫
Ω
α(x) grad u · grad v dx =

∫
Ω
f(x)v(x) dx.

Due to the boundedness ofα, the bilinear form on the left-hand side of (2.1)
is continuous; thanks to the positivity ofαmin, it is coercive. Hence, the
Lax-Milgram lemma leads to the following well-posedness result.

Proposition 2.1 For any dataf in H−1(Ω), problem(2.1) has a unique
solutionu in H1

0 (Ω).

Additional regularity of the solution can be proven thanks to the argu-
ments of Meyers [10]. We refer to [2, Lemma 3.1] for the regularity result in
W 1,p(Ω) spaces. In view of the discretization, however, we prefer to work
with Hilbertian Sobolev spaces.
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Proposition 2.2 There exists a real numbers0 with0 < s0 <
1
2 , depending

on the geometry ofΩ and on the ratioαmax/αmin, such that the mapping,
which associates with any right-hand sidef the unique solutionuof problem
(2.1), is continuous fromHs−1(Ω) intoHs+1(Ω) ∩H1

0 (Ω) for all s with
0 ≤ s ≤ s0.

Proof. Denote byL the Laplace operator which associates with any right-
hand sidef inH−1(Ω) the unique weak solutionu of the Laplace equation

−∆u = f in Ω
u = 0 on ∂Ω.

This operator is continuous fromH−1(Ω) intoH1
0 (Ω) with norm1. Also,

there exists a real numbers1 such thatL is continuous fromHs1−1(Ω)
into Hs1+1(Ω) ∩ H1

0 (Ω). This number is at least12 in the case of a gen-
eral polygon or polyhedron [4] and1 in the case of a convex domain [5,
Theorem 3.2.1.2]. Denoting byχ the corresponding norm, an interpola-
tion argument [9, Chap. 1, Théor̀eme 5.1] yields thatL is continuous from
Hs−1(Ω) into Hs+1(Ω) ∩ H1

0 (Ω) with norm at mostχs/s1 for all s with
0 ≤ s ≤ s1.
When dividing equation (2.1) byαmax, adding and subtracting∆u, and
applying the operatorL, we observe that problem (2.1) can equivalently be
written as

u+ LG(u) =
1

αmax
Lf, with G(u) = ∆u− div

(
α

αmax
grad u

)
.

Hence, the desired regularity result holds for alls such that the norm of
LG from Hs+1(Ω) ∩ H1

0 (Ω) into itself is less than1. Fix ans < 1
2 and

evaluate‖G(u)‖Hs−1(Ω) for anyu in Hs+1(Ω) ∩H1
0 (Ω). Since the diver-

gence operator is continuous fromL2(Ω)d into H−1(Ω) with norm1 and
fromH1(Ω)d intoL2(Ω) with norm

√
d, it is continuous fromHs(Ω)d into

Hs−1(Ω) with norm at mostd
s
2 . This yields

‖G(u)‖Hs−1(Ω) = ‖div

((
1 − α

αmax

)
grad u

)
‖Hs−1(Ω)

≤ d
s
2 ‖

(
1 − α

αmax

)
grad u‖Hs(Ω)d .
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Sinces is less than12 , we have on the other hand

∥∥∥(
1 − α

αmax

)
grad u

∥∥∥
Hs(Ω)d

=

{
L∑

`=1

∥∥∥∥(
1 − α`

αmax

)
grad u

∥∥∥∥2

Hs(Ω`)d

} 1
2

≤
(

1 − αmin

αmax

)
‖ grad u‖Hs(Ω)d .

This implies that

‖G(u)‖Hs−1(Ω) ≤ d
s
2

(
1 − αmin

αmax

)
‖u‖Hs+1(Ω)∩H1

0 (Ω).

Combining this with the estimate of the norm ofL yields the desired reg-
ularity property for alls < 1

2 such thatd
s
2 (1 − αmin/αmax)χs/s1 < 1.

ut

2.b The discrete problem

We consider a family(Th)h of partitions ofΩ into a finite number of triangles
if d = 2, or tetrahedra ifd = 3, which satisfies the usualadmissibility
condition: any two elements share at most a vertex, or a whole edge, or, if
d = 3, a complete face. In addition we assume that:

– The family(Th)h is regular, i.e. the ratio of the diameter of any element
K in Th to the diameter of its largest inscribed ball is bounded by a
constantσ independent ofK and ofh.

– For all h, the boundaries of all subdomainsΩ` are the union of edges
resp. faces of elements inTh, i.e., any elementK does not intersect two
different subdomainsΩ`.
As usual,h stands for the maximal diameter of the elementsK in Th.

Denote byP1(K) the space of restrictions toK of affine functions inRd

and set

(2.2) Xh =
{
vh ∈ C0(Ω); ∀K ∈ Th, vh |K ∈ P1(K), vh = 0 on ∂Ω

}
.

The discrete problem then is:finduh in Xh such that

(2.3) ∀vh ∈ Xh,

∫
Ω
α(x) grad uh · grad vh dx =

∫
Ω
f(x)vh(x) dx.

From the Lax-Milgram theorem we again obtain:

Proposition 2.3 For any dataf in H−1(Ω), problem(2.3) has a unique
solutionuh in Xh.
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In order to obtain error estimates which are independent of the ratio
αmax/αmin, we will work with the natural energy norm for (2.1). It is defined
for all functionsv in H1

0 (Ω) by

(2.4) ‖v‖α =
∥∥∥α 1

2 grad v
∥∥∥

L2(Ω)d
=

{∫
Ω
α(x) grad v · grad v dx

} 1
2

.

2.c A priori error analysis

Since‖ · ‖α is the energy norm of the bilinear form on the left-hand side of
(2.1) and (2.3), Ćea’s lemma [1, Theorem 13.1] immediately implies that

(2.5) ‖u− uh‖α = inf
wh∈Xh

‖u− wh‖α.

Hence, we must evaluate the distance ofu to Xh for the norm‖ · ‖α. In
order to do this we denote byh` the maximal diameter of the elements of
Th which are contained inΩ`. For brevity we denote byΠα

h the orthogonal
projection fromH1

0 (Ω) ontoXh for the norm‖ · ‖α.

Proposition 2.4 For any real numbers with 1 ≤ s ≤ 2, there exists a
constantc, which neither depends onh nor on the ratioαmax/αmin, such
that the following estimate holds for anyv in Hs(Ω) ∩H1

0 (Ω)

(2.6) ‖v −Πα
h v‖α ≤ c

{
L∑

`=1

h
2(s−1)
` α` ‖ grad v‖2

Hs−1(Ω`)d

} 1
2

.

Proof.We first work with functions inH2(Ω), next with generals.
If the functionv belongs toH2(Ω), it is continuous both in dimensions
d = 2 andd = 3. Hence, we have

‖v −Πα
h v‖α ≤ ‖v − Ihv‖α,

whereIh denotes the Lagrange interpolation operator at the vertices of the
elements inTh. The standard estimate [1, Theorem 16.1]

|v − Ihv|H1(Ω`) ≤ c h` ‖ grad v‖H1(Ω`)d

therefore establishes (2.6) fors = 2.
Estimate (2.6) holds fors = 2, according to the first step, and also for
s = 1, due to the definition ofΠα

h . Thus, the general result follows from
an interpolation argument relying on the following remark [9, Chap. 1,
Théor̀eme 13.1]: eachHs−1(Ω`) is the domain inL2(Ω) of a positive self-
adjoint operatorS`, and the differentS` commute. ut

Combining (2.5) with Proposition 2.4 leads to the a priori error estimate:
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Theorem 2.5 Assume that the solutionu of problem (2.1) belongs to
Hs (Ω), 1 ≤ s ≤ 2. There exists a constantc, which neither depends
on h nor on the ratioαmax/αmin, such that the following error estimate
holds

(2.7) ‖u− uh‖α ≤ c

{
L∑

`=1

h
2(s−1)
` α` ‖ grad u‖2

Hs−1(Ω`)d

} 1
2

.

Combining Theorem 2.5 with the regularity result of Proposition 2.2
yields

Corollary 2.6 For any dataf in H−t(Ω), 0 ≤ t < 1, the following con-
vergence holds

lim
h→0

‖u− uh‖α = 0.

This convergence result also holds in the standardH1(Ω)-norm but the
convergence seems to be faster in the energy norm. Moreover, Theorem 2.5
shows that the convergence rate may be improved when working with tri-
angulationsTh such thath` is small whenα` is large.

2.d A posteriori error analysis

As usual for a posteriori error estimates we assume from now on thatf
belongs toL2(Ω). Given any elementK in Th, we denote byEK the set of
all its edges, ifd = 2, resp. faces, ifd = 3, that arenot containedin the
boundary∂Ω. The union of allEK , K ∈ Th, is denoted byEh. With each
edge resp. facee ∈ Eh we associate a unit vectorne orthogonal toe and
denote by[ϕ]e the jump of any piecewise continuous functionϕ acrosse in
directionne.

From the general results in [11, Sect. 3.2] we know that — up to higher
order perturbation terms — theH1-norm of the erroru − uh is bounded
from below and from above by multiples of ∑

K∈Th

h2
K ‖fh + div (α grad uh)‖2

L2(K)

+
∑
e∈Eh

he ‖ [α∂neuh]e ‖2
L2(e)


1
2

.

Here,hK andhe denote the diameter ofK ande, respectively, andfh is
anyfinite element approximation off corresponding toTh. In the simplest
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case,fh is theL2-projection off onto the space of piecewise constant
functions. The higher order terms refer to the errorf −fh. The crucial point
for the present analysis is that the multiplicative constants depend on the
ratioαmax/αmin. The results of [12] indicate that this annoying drawback
may perhaps be overcome by simultaneously passing to the energy norm
and replacing the weightshK andhe by factors that appropriately take into
account the functionα. We therefore try to bound the energy norm‖u−uh‖α

of the error from above and below by ∑
K∈Th

µ2
K ‖fh+div (α grad uh)‖2

L2(K)

+
∑
e∈Eh

µe ‖ [α∂neuh]e ‖2
L2(e)


1
2

(2.8)

and to choose the weightsµK andµe such that the corresponding multi-
plicative constants do not depend on the ratioαmax/αmin (even if the term
div (α grad uh) vanishes in this simple case, we keep it in view of the
extension to higher order finite elements).

We start with the lower bound of the error. From (2.1) we obtain for any
functionv in H1

0 (Ω)

(2.9)

∫
Ω
α(x) grad (u− uh) · grad v dx

=
∫

Ω
f(x)v(x) dx −

∫
Ω
α(x) grad uh · grad v dx.

Integration by parts elementwise yields

(2.10)

∫
Ω
f(x)v(x) dx −

∫
Ω
α(x) grad uh · grad v dx

=
∑

K∈Th

∫
K

(f + div (α(x) grad uh))v dx

−
∑
e∈Eh

∫
e
[α(x)∂neuh]e v dτ.

Denote byNh, NK , andNe the sets of all vertices of all elements inTh,
of a given elementK, and of a given edge or facee, respectively. With each
vertexz in Nh we associate the corresponding nodal basis functionϕz. It
is the unique continuous, piecewise affine function that takes the value1 at
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z and that vanishes at all other vertices. With every elementK and every
edge resp. facee we associate the bubble functions

ψK = (d+ 1)d+1
∏

z∈NK

ϕz and ψe = dd
∏

z∈Ne

ϕz.

By transforming all quantities to the reference element and using the equiv-
alence of norms on finite dimensional spaces there, one can prove the fol-
lowing estimates [11, Lemma 3.3]

(2.11)

‖v‖L2(K) ≤ γ1

∥∥∥∥ψ 1
2
Kv

∥∥∥∥
L2(K)

,

|ψKv|H1(K) ≤ γ2h
−1
K ‖v‖L2(K),

‖σ‖L2(e) ≤ γ3

∥∥∥∥ψ 1
2
e σ

∥∥∥∥
L2(e)

,

|ψeσ|H1(K) ≤ γ4h
− 1

2
e ‖σ‖L2(e),

‖ψeσ‖L2(K) ≤ γ5h
1
2
e ‖σ‖L2(e).

Here,K is an arbitrary element,e is an edge resp. face ofK, andv and
σ are arbitrary polynomials of degree at mostk in d resp.d − 1 variables.
The constantsγ1, . . . , γ5 only depend on the polynomial degreek and on
the shape parameter ofK.

Fix an elementK and insert the function
wK = ψK(fh + div (α grad uh)) as a test-functionv in (2.9) and (2.10).
We then obtain

‖fh +div (α grad uh)‖2
L2(K)

≤ γ2
1

∫
K

(fh + div (α(x) grad uh))wKdx

= γ2
1

∫
K
α(x) grad (u− uh) · grad wKdx

+γ2
1

∫
K

(fh − f)wKdx

≤ γ2
1‖u− uh‖α;K‖wK‖α;K + γ2

1‖f − fh‖L2(K)‖wK‖L2(K)

≤ γ2
1

{
‖u− uh‖α;K γ2h

−1
K α

1
2
K + ‖f − fh‖L2(K)

}
‖fh + div (α grad uh)‖L2(K).
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Here,‖ · ‖α;K denotes the canonical restriction of the energy norm toK and
αK is the constant value of the functionα on the elementK. This estimate
implies that

µK‖fh+ div (α grad uh)‖L2(K)

≤ γ2
1γ2µKh

−1
K α

1
2
K‖u− uh‖α;K + γ2

1µK‖f − fh‖L2(K).

Hence,

(2.12) µK = hKα
− 1

2
K

seems to be a reasonable choice in (2.8).
Next consider an arbitrary edge resp. facee in Eh. Denote byK1 andK2

the two elements which are adjacent toe (recall thate is not contained in
∂Ω). Inserting the functionwe = ψe [α∂neuh]e as a test functionv in (2.9)
and (2.10), we conclude that

‖ [α∂neuh]e ‖2
L2(e) ≤ γ2

3

∫
e
[α(x) ∂neuh]ewedτ

= −γ2
3

∫
K1∪K2

α(x) grad (u− uh) · grad wedx

+γ2
3

2∑
i=1

∫
Ki

(f + div (α grad uh))wedx

≤ γ2
3

2∑
i=1

{
‖u− uh‖α;Ki‖we‖α;Ki

+‖fh + div (α grad uh)‖L2(Ki)‖we‖L2(Ki)

+‖f − fh‖L2(Ki)‖we‖L2(Ki)

}
≤ γ2

3

2∑
i=1

{
‖u− uh‖α;Ki γ4h

− 1
2

e α
1
2
Ki

+‖fh + div (α grad uh)‖L2(Ki) γ5h
1
2
e

+‖f − fh‖L2(Ki) γ5h
1
2
e

}
‖ [α∂neuh]e ‖L2(e).

Combined with the previous estimate this implies that

µ
1
2
e ‖ [α∂neuh]e ‖L2(e) ≤ c

2∑
i=1

{
µ

1
2
e h

− 1
2

e α
1
2
Ki

‖u− uh‖α;Ki

+µ
1
2
e h

1
2
e ‖f − fh‖L2(Ki)

}
.
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This suggests that

(2.13) µe = heα
−1
e with αe = max{αK1 , αK2}

may be a reasonable choice in (2.8).
We now try to prove that (2.8) with the choices (2.12) and (2.13) yields

the desired upper bounds on the error. For brevity setw = u − uh. From
the definition (2.4) of the energy norm, we immediately conclude that

(2.14) ‖u− uh‖2
α =

∫
Ω
α(x) grad (u− uh) · grad w dx.

Subtracting (2.1) and (2.3) we obtain Galerkin orthogonality

(2.15) ∀wh ∈ Xh,

∫
Ω
α(x) grad (u− uh) · grad wh dx = 0.

Fix an arbitrary functionwh inXh. Equations (2.9), (2.10), (2.14), and (2.15)
together with the Cauchy-Schwarz inequality then imply that

‖u− uh‖2
α =

∑
K∈Th

∫
K

(f + div (α(x) grad uh)) (w − wh) dx

−
∑
e∈Eh

∫
e
[α(x) ∂neuh]e (w − wh) dτ

≤
∑

K∈Th

µK ‖f + div (α grad uh)‖L2(K) µ
−1
K ‖w − wh‖L2(K)

+
∑
e∈Eh

µ
1
2
e ‖ [α∂neuh]e ‖L2(e) µ

− 1
2

e ‖w − wh‖L2(e)

≤
 ∑

K∈Th

µ2
K ‖fh + div (α grad uh)‖2

L2(K)

+
∑
e∈Eh

µe ‖ [α∂neuh]e ‖2
L2(e)


1
2

 ∑
K∈Th

µ−2
K ‖w − wh‖2

L2(K) +
∑
e∈Eh

µ−1
e ‖w − wh‖2

L2(K)


1
2

.

Consequently, we will have achieved our goal once we can choosewh such
that the approximation estimate

(2.16)

∑
K∈Th

µ−2
K ‖w−wh‖2

L2(K)+
∑
e∈Eh

µ−1
e ‖w − wh‖2

L2(K)


1
2

≤ c‖w‖α
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holds with a constant that does not depend on the ratioαmax/αmin.
To realize this we modify the quasi-interpolation operator of [13] (the

operator of Cĺement [3] can be modified similarly). Given a vertexz in Nh

we denote byωz the support of the nodal basis functionϕz. This is the union
of all elements that havez as a vertex. With each vertexz we associate a
number̀ (z) in {1, . . . , L} such that

– z is contained inΩ`(z) and
– α`(z) is maximal among allαj such thatΩj containsz.

Denote by ∫
−
ω

vdx =
1

measd(ω)

∫
ω
vdx

the mean-value of a given functionv on a given measurable setω in R
d with

positived-dimensional Lebesgue measuremeasd(ω). With this convention
we set

(2.17) πzv =


∫
−

ωz∩Ω`(z)

vdx if z ∈ Ω

0 if z ∈ ∂Ω

and define the quasi-interpolation operatorIh : L2(Ω) −→ Xh by

(2.18) Ihv =
∑

z∈Nh

(πzv)ϕz.

The operatorIh differs from the operator introduced in [13] by the treatment
of vertices that are on the boundary of a subdomain. The following lemma
shows that takingwh equal toIhw realizes the desired estimate (2.16),
provided the partition into subdomains satisfies:

Hypothesis 2.7For any two different subdomainsΩ` andΩk, which share
at least one point, there is a connected path passing fromΩ` toΩk through
adjacent subdomains such that the functionα is monotone along this path
(adjacent means that the corresponding subdomains share an edge, ifd = 2,
or a face, ifd = 3).

Lemma 2.8 Assume that Hypothesis 2.7 is satisfied. For every functionv
inH1

0 (Ω), every elementK, and every edge resp. facee ofK, the following
estimates hold

‖v − Ihv‖L2(K) ≤ c1hKα
− 1

2
K ‖v‖α;∆K

,

‖v − Ihv‖L2(e) ≤ c2h
1
2
e α

− 1
2

e ‖v‖α;∆e .
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Here,∆K and∆e denote the union of all elements that share at least one
vertex withK or e, respectively. The constantsc1 andc2 only depend on the
shape parameter ofTh.

Proof.We first consider an arbitrary elementK. Since the nodal basis func-
tions form a partition of unity we have

‖v−Ihv‖L2(K) =

∥∥∥∥∥∥
∑

z∈NK

ϕz(v − πzv)

∥∥∥∥∥∥
L2(K)

≤
∑

z∈NK

‖ϕz(v−πzv)‖L2(K).

Consider a vertexz that is not contained in the boundary of any subdomain
(including the boundary ofΩ). From the Poincaré (also called Bramble–
Hilbert) inequality and the regularity ofTh we conclude that

‖ϕz(v − πzv)‖L2(K) ≤ ‖v − πzv‖L2(K) ≤ ‖v − πzv‖L2(ωz)

≤ cdiam(ωz) |v|H1(ωz) ≤ c′hKα
− 1

2
K ‖v‖α;ωz

≤ c′hKα
− 1

2
K ‖v‖α;∆K

.

The constantsc andc′ only depend on the shape parameter ofTh. They are
explicitly calculated in [13].
Next consider a vertexz on the boundary∂Ω. Sinceπzv is equal to zero
and sincev vanishes on∂Ω, the previous arguments remain valid using
the Friedrichs (also called Poincaré–Friedrichs) inequality instead of the
Poincaŕe inequality.
Finally consider a vertex which is not on the boundary∂Ω but which is in
∂Ω`(K) where`(K) is such thatK is contained inΩ`(K). If `(K) = `(z)
the previous arguments remain valid withωz replaced byωz ∩Ω`(K).
If `(K) 6= `(z), we must argue differently. From the definition ofπz we
now obtain

‖ϕz(v − πzv)‖L2(K) =

∥∥∥∥∥∥∥ϕz

v −
∫
−

ωz∩Ω`(z)

vdx


∥∥∥∥∥∥∥

L2(K)

≤

∥∥∥∥∥∥∥ϕz

v −
∫
−

ωz∩Ω`(K)

vdx


∥∥∥∥∥∥∥

L2(K)

+

∥∥∥∥∥∥∥ϕz

 ∫
−

ωz∩Ω`(K)

vdx −
∫
−

ωz∩Ω`(z)

vdx


∥∥∥∥∥∥∥

L2(K)

.
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The first term can be estimated exactly as before. Using the regularity ofTh,
the second term may be estimated as follows∥∥∥∥∥∥∥ϕz

 ∫
−

ωz∩Ω`(K)

vdx −
∫
−

ωz∩Ω`(z)

vdx


∥∥∥∥∥∥∥

L2(K)

= ‖ϕz‖L2(K)

∣∣∣∣∣∣∣
∫
−

ωz∩Ω`(K)

vdx −
∫
−

ωz∩Ω`(z)

vdx

∣∣∣∣∣∣∣
≤ ch

d
2
K

∣∣∣∣∣∣∣
∫
−

ωz∩Ω`(K)

vdx −
∫
−

ωz∩Ω`(z)

vdx

∣∣∣∣∣∣∣ .
Consider first the case where the subdomainsΩ`(K) andΩ`(z) are adjacent,
i.e. they share a common edge, ifd = 2, or face, ifd = 3, which is labeled
e. Invoking the regularity ofTh once more we obtain

h
d
2
K

∣∣∣∣∣∣∣
∫
−

ωz∩Ω`(K)

vdx −
∫
−

ωz∩Ω`(z)

vdx

∣∣∣∣∣∣∣
≤ ch

1
2
e

∥∥∥∥∥∥∥
∫
−

ωz∩Ω`(K)

vdx −
∫
−

ωz∩Ω`(z)

vdx

∥∥∥∥∥∥∥
L2(e)

≤ ch
1
2
e

∥∥∥∥∥∥∥
∫
−

ωz∩Ω`(K)

vdx − v

∥∥∥∥∥∥∥
L2(e)

+ ch
1
2
e

∥∥∥∥∥∥∥v −
∫
−

ωz∩Ω`(z)

vdx

∥∥∥∥∥∥∥
L2(e)

.

Let k be any of the two indices̀(K) or `(z) and denote byK ′ the element
which is adjacent toe and contained inΩk. Invoking the trace theorem [13,
Lemma 3.2]

(2.19) ‖ϕ‖L2(e) ≤ c

{
h

− 1
2

e ‖ϕ‖L2(K′) + h
1
2
e |ϕ|H1(K′)

}
we arrive at

h
1
2
e

∥∥∥∥∥∥∥v −
∫
−

ωz∩Ωk

v

∥∥∥∥∥∥∥
L2(e)

≤ c


∥∥∥∥∥∥∥v −

∫
−

ωz∩Ωk

vdx

∥∥∥∥∥∥∥
L2(K′)

+ he|v|H1(K′)


≤ c′hKα

− 1
2

K ‖v‖α;∆K
.
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When the domainsΩ`(K) andΩ`(z) are not adjacent, by using Hypothesis
2.7, we introduce the domainsΩ` which are on the path between them and
apply the same arguments to the difference meanvalues on each pair of
adjacent subdomains.

This establishes the first estimate of the lemma.
The second one is proven in exactly the same way observing that

‖ϕz‖L2(e) ≤ ch
d−1
2

e

and invoking the trace theorem (2.19). For the latter, the elementK adjacent
to e must be chosen such thatα is maximal. ut

Summarizing all results we obtain the following a posteriori error esti-
mates.

Theorem 2.9 Denote byαK the constant value ofα on the elementK in
Th, and defineαe as the largest of the twoαK such that the elementK is
adjacent to the edge resp. facee in Eh. For any elementK in Th, set

ηK =
{
h2

Kα
−1
K ‖fh + div (α grad uh)‖2

L2(K)

+
1
2

∑
e∈EK

heα
−1
e ‖[α∂neuh]e‖2

L2(e)

} 1
2

.(2.20)

Assume that Hypothesis 2.7 is satisfied. There exist constantsc1 andc2 which
only depend on the shape parameter ofTh such that the estimates

(2.21) ‖u− uh‖α ≤ c1

 ∑
K∈Th

[
η2

K + h2
Kα

−1
K ‖f − fh‖2

L2(K)

]
1
2

and

(2.22) ηK ≤ c2

‖u− uh‖2
α;ωK

+
∑

K′⊂ωK

h2
K′α−1

K′ ‖f − fh‖2
L2(K′)


1
2

hold for all finite element approximationsfh of f , all elementsK, and all
values ofαmax/αmin. Here,ωK denotes the union of all elements that share
an edge, ifd = 2, or a face, ifd = 3, withK.

Remark 2.10If Hypothesis 2.7 is violated, estimates (2.21) and (2.22) still
hold. But the constantc1 now depends on the ratioαmax/αmin, since the
same now holds for the constants in Lemma 2.8. Note that a sufficient
condition for Hypothesis 2.7 to hold in the case of dimensiond = 2 is that
at most 3 subdomainsΩ` share a common point interior toΩ and that at
most 2 subdomainsΩ` share a common point on∂Ω.
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2.e Treatment of non scalar piecewise constant coefficients

Now, we consider problem (1.1) with a piecewise constant functionA with
values in the space of square, symmetric, positive definite matrices of orderd.
Denote byA` the constant value ofA onΩ` and byλmax(A`) andλmin(A`)
the extremal eigenvalues ofA`. Set

αmin = min
1≤`≤L

λmin(A`), αmax = max
1≤`≤L

λmax(A`),

κ = max
1≤`≤L

λmax(A`)
λmin(A`)

.

We are interested in the case whereαmax/αmin is large, butκ is of moderate
size. The case of a largeκ is treated in Sect. 3.

The variational formulation and the discrete problem are given by (2.1)
and (2.3) with the functionα replaced by the functionA. Thanks to the
Lax-Milgram lemma, they both admit a unique solution for any dataf in
H−1(Ω). The regularity of the weak solution is as in Proposition 2.2. The
energy norm is given by (2.4) with the functionα replaced by the function
A.

Obviously, estimate (2.5) still holds in the present situation. With the
same definition of the operatorΠα

h and under the assumptions of Proposi-
tion 2.4, estimate (2.6), however, must be replaced by

‖v −Πα
h v‖α ≤ c

{
L∑

`=1

h
2(s−1)
` λmax(A`) ‖ grad v‖2

Hs−1(Ω`)d

} 1
2

.

Combining all this leads to the a priori error estimate: if the solutionu
of problem(1.1) belongs toHs(Ω), 1 ≤ s ≤ 2, there exists a constantc
independent ofh such that

(2.23) ‖u− uh‖α ≤ c

{
L∑

`=1

h
2(s−1)
` λmax(A`) ‖ grad u‖2

Hs−1(Ω`)d

} 1
2

.

This estimate is optimal since, in contrast to Sect. 3, we are interested in the
case thatκ is of moderate size.

We now turn to a posteriori estimates. For a given elementK of Th,
denote byAK the constant value ofA onK and set now:

αK = λmax(AK), αe = max
e⊂∂K

αK .

Define the error estimatorηK as in (2.20) with these definitions ofαK and
αe, and with the functionα replaced by the functionA. Then the arguments,
which led to Theorem 2.9, directly carry over and yield the same a posteriori
error estimates. The constantsc1 andc2 now, however, also depend on the
parameterκ.
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2.f Treatment of piecewise smooth coefficients

We now consider problem (1.1) withA = αI whereα is a bounded and
piecewise twice continuously differentiable function. The relevant parame-
ters are now

α`,min = inf
x∈Ω`

α(x), α`,max = sup
x∈Ω`

α(x), κ = max
1≤`≤L

α`,max

α`,min

and
αmin = min

1≤`≤L
α`,min, αmax = max

1≤`≤L
α`,max.

We are interested in the case that the ratioαmax/αmin is large, but that the
quantityκ is of moderate size.

The corresponding variational problem is as in Sect. 2.a. It again admits
a unique solution which has the same regularity properties as in Proposi-
tion 2.2. The corresponding energy norm is given by (2.4).

For the discrete problem we denote by

αK =
∫
−
K

αdx

the mean-value ofα onK and byαh the piecewise constant function that
takes the valueαK on the elementK. The discrete problem then is:finduh

in Xh such that

∀vh ∈ Xh,∫
Ω
αh(x) grad uh · grad vh dx =

∫
Ω
f(x)vh(x) dx.(2.24)

Thanks to the Lax-Milgram lemma it admits a unique solution for any data
f in H−1(Ω).

The following observation is crucial for the subsequent analysis. Letuh

be the solution of (2.24) and consider an arbitrary elementvh in Xh. Since
grad uh and grad vh are piecewise constant, the definition ofαh implies
that ∫

Ω
α(x) grad uh · grad vh dx

=
∫

Ω
αh(x) grad uh · grad vh dx.(2.25)

Thanks to (2.25) the a priori error analysis of Sect. 2.c directly extends to
the present problem.

We now turn to the a posteriori error analysis. Consider first the upper
bound on the error. Thanks to (2.25) equations (2.9), (2.10), (2.14), and (2.15)
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remain unchanged. The arguments of Sect. 2.d, in particular Lemma 2.8,
therefore yield the following upper bound on the error

‖u− uh‖α ≤ c

 ∑
K∈Th

h2
Kα

−1
Kmax‖fh + div (α grad uh)‖2

L2(K)

+
1
2

∑
e∈EK

heα
−1
emax ‖[α∂neuh]e‖2

L2(e)


1
2

,

where now

αKmax = sup
x∈K

α(x), αemax = max
K;e∈EK

αKmax.

The constantc only depends on the shape parameter ofTh, but not on the
ratioαmax/αmin.

In order to obtain an error estimator which is easy to compute and to be
able to derive lower bounds on the error, we introduce the discontinuous,
piecewise affine functioñαh which, on a given elementK, is equal to the
L2-projection ofα onto the affine functions onK. Set

η̃K =

 h2
Kα

−1
Kmax ‖fh + div (α̃h grad uh)‖2

L2(K)

+
1
2

∑
e∈EK

heα
−1
emax ‖[α̃h ∂neuh]e‖2

L2(e)


1
2

,(2.26)

wherefh is anyfinite element approximation off . We then obtain the upper
bound

‖u− uh‖α ≤ c

 ∑
K∈Th

η̃2
K +

∑
K∈Th

h2
Kα

−1
Kmax‖f − fh‖2

L2(K)

+
∑

K∈Th

h2
Kα

−1
Kmax‖div ((α− α̃h) grad uh)‖2

L2(K)

+
1
2

∑
e∈EK

heα
−1
emax ‖[(α− α̃h) ∂neuh]e‖2

L2(e)


1
2

.(2.27)

When replacing the quantitiesαK , αe, andα by αKmax, αemax, andα̃h,
respectively, the arguments of Sect. 2.d immediately yield the following
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lower bound on the error

η̃K ≤ c‖u− uh‖α;ωK + c

 ∑
K′⊂ωK

h2
K′α−1

K′max‖f − fh‖2
L2(K′)

+ h2
K′α−1

K′max‖div ((α− α̃h) grad uh)‖2
L2(K′)


1
2

+c

 ∑
e∈EK

heα
−1
emax ‖[(α− α̃h) ∂neuh]e‖2

L2(e)


1
2

.(2.28)

It remains to bound the terms involvingα− α̃h in (2.27) and (2.28).
Consider first an arbitrary elementK. Sinceuh is affine onK, we con-

clude from standard error estimates that

‖div ((α− α̃h) grad uh)‖L2(K) ≤ |α− α̃h|W 1,∞(K)|uh|H1(K)

≤ chK |α|W 2,∞(K) α
− 1

2
Kmin‖uh‖α;K ,(2.29)

where

αKmin = inf
x∈K

α(x).

Next consider an arbitrary edge resp. facee and denote byK1 andK2
the elements adjacent toe. Using a standard inverse estimate we then obtain

‖[(α− α̃h) ∂neuh]e‖L2(e) ≤ |α− α̃|L∞(e) ‖[∂neuh]e‖L2(e)

≤ |α− α̃|L∞(e)

2∑
i=1

ch
− 1

2
e |uh|H1(Ki)

≤
2∑

i=1

c′h− 1
2

e α
− 1

2
Kiminh

2
Ki

|α|W 2,∞(Ki)‖uh‖α;Ki .

Observing that

α
− 1

2
emax ≤ α

− 1
2

Kimax

for i = 1, 2 and taking into account the stability estimate

‖uh‖α ≤ α
− 1

2
min‖f‖H−1(Ω),

we thus arrive at the following result:
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Theorem 2.11 Define the estimator̃ηK by(2.26). Assume that Hypothesis
2.7 is satisfied. There exist constantsc1, . . . , c4, which only depend on the
shape parameter ofTh, such that the estimates

‖u− uh‖α ≤ c1

 ∑
K∈Th

η̃2
K +

∑
K∈Th

h2
Kα

−1
Kmax‖f − fh‖2

L2(K)


1
2

+c2α−1
minκ

1
2 max

K∈Th

{
h2

Kα
− 1

2
Kmax|α|W 2,∞(K)

}
‖f‖H−1(Ω)(2.30)

and

η̃K ≤ c3

‖u− uh‖2
α;ωK

+
∑

K′⊂ωK

h2
K′α−1

K′max‖f − fh‖2
L2(K′)


1
2

+c4α−1
min max

K′⊂ωK

{
h2

K′α
− 1

2
K′max|α|W 2,∞(K′)

}
‖f‖H−1(Ω)(2.31)

hold for all finite element approximationsfh of f , all elementsK, and all
values ofαmax/αmin.

Remark 2.12The previous analysis extends to higher order finite elements
of orderk ≥ 2. In this case the functionαh must be chosen as theL2-
projection ofα onto the space of discontinuous, piecewise polynomials of
degree2k − 2. Moreover, when establishing (2.29), one has in addition to
invoke the inverse estimate

‖∆uh‖L2(K) ≤ ch−1
K |uh|H1(K).

Of course, the case of non scalar, piecewise smooth coefficients can be
treated by combining the arguments of Sects. 2.e and 2.f.

3. Anisotropic coefficients

In this section we consider problem (1.1) with a constant, symmetric, positive
definite matrixA such that the ratio of its largest eigenvalueλmax to its
smallest oneλmin is large. We want to derive a priori and a posteriori error
estimates which are independent of this ratio.

3.a Variational formulation and regularity

The variational formulation is standard:findu in H1
0 (Ω) such that

(3.1) ∀v ∈ H1
0 (Ω),

∫
Ω
A grad u · grad v dx =

∫
Ω
f(x)v(x) dx.
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Thanks to the Lax-Milgram lemma it admits a unique solution for any right-
hand sidef in H−1(Ω). The solution enjoys the following regularity:

Proposition 3.1 Assume thatf belongs toL2(Ω). There is a real number
s ≥ 1

2 such that the unique solution of problem(3.1) belongs toHs+1(Ω)∩
H1

0 (Ω). If Ω is convex,s is equal to 1 and

(3.2) |u|H2(Ω) ≤ λ−1
min‖f‖L2(Ω).

Proof.Consider the transformationΦ : R
d −→ R

d with x̃ = Φ(x) = A− 1
2 x

and denote bỹΩ the image ofΩ underΦ. An elementary calculation shows
thatu is a solution of (3.1) if and only if̃u = u◦Φ−1 is a weak solution of the
Laplace equation oñΩ with right-hand sidẽf = f ◦Φ−1 and homogeneous
Dirichlet boundary conditions. Noting that̃Ω is convex if and only if the same
holds forΩ, invoking standard regularity results for the Laplace equation on
Ω̃ [5], and transforming back toΩ, establishes the desired regularity result
for u.

In order to prove (3.2), assume first that∂Ω̃ is smooth. SincẽΩ is as-
sumed to be convex, the curvature of∂Ω̃ is positive. An elementary calcu-
lation using integration by parts therefore implies that

(3.3) |ũ|H2(Ω̃) ≤ ‖f̃‖L2(Ω̃).

Exhausting a convex polygon or polyhedron by smoothly bounded convex
domains, shows that (3.3) also holds for a convex polyhedral domainΩ̃.
Transforming back toΩ and observing that

|u|H2(Ω) ≤ λ−1
min det(A)

1
4 |ũ|H2(Ω̃), det(A)

1
4 ‖f̃‖L2(Ω̃) = ‖f‖L2(Ω),

we derive (3.2) from (3.3). ut

3.b The discrete problem

For the discrete problem we consider a family(Th)h of admissible partitions
of Ω into triangles or tetrahedra.In contrast to Sect. 2 we no longer require
that it is regular.Thus the aspect ratio of the elements is allowed to be large.

With the notation of Sect. 2, the discrete problem then is:finduh in Xh

such that

(3.4) ∀vh ∈ Xh,

∫
Ω
A grad uh · grad vh dx =

∫
Ω
f(x)vh(x) dx.

Thanks to the Lax-Milgram lemma it has a unique solution.
The energy norm is now defined by

‖v‖A = ‖A 1
2 grad v‖L2(Ω)d =

{∫
Ω
A grad v · grad v dx

} 1
2

.
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3.c A priori error analysis

We define anA-dependent norm| · |A on R
d by

(3.5) |x|A = |A− 1
2 x|,

where| · | denotes the standard Euclidean norm onR
d. Given any element

K in Th, we set

(3.6) hA,K = sup
x,y∈K

|x − y|A , ρA,K = 2 sup
x∈K

inf
y∈∂K

|x − y|A.

WhenA is the identity matrix, these quantities reduce to the standard diam-
eter ofK resp. the diameter of the largest ball inscribed intoK. Using these
definitions we obtain the following a priori error estimate:

Theorem 3.2 Assume that the solutionu of problem (3.1) belongs to
Hs (Ω), 1 ≤ s ≤ 2. There exists a constantc, which neither depends
onh nor on the ratioλmax/λmin, such that the solutionuh of (3.4) satisfies
the following error estimate

(3.7) ‖u− uh‖A ≤ c

{
max
K∈Th

h2
A,K

ρA,K

}s−1

λ
s
2
max|u|Hs(Ω).

Proof.From Ćea’s lemma we conclude that

‖u− uh‖A ≤ inf
vh∈Xh

‖u− vh‖A.

Since

‖u‖A ≤ λ
1
2
max|u|H1(Ω)

this proves (3.7) fors = 1. Thus it remains to establish (3.7) for the case
s = 2 since the general case then follows by interpolation. To this aim we
invoke the transformationΦ which was introduced in the proof of Proposi-
tion 3.1. It maps the admissible partitionTh ofΩ into the admissible partition
T̃h = {Φ(K) ; K ∈ Th} of Ω̃. One easily checks that̃uh = uh ◦ Φ−1 is
the unique solution of the corresponding finite element discretization of the
Laplace equation oñΩ with right-hand sidef̃ = f ◦ Φ−1 and homoge-
neous Dirichlet boundary conditions. Setũ = u ◦ Φ−1 and denote bỹIh

the nodal interpolation operator corresponding toT̃h. Standard interpolation
error estimates [1, Theorem 16.1] then imply that

inf
vh∈Xh

‖u− vh‖A ≤ ‖u− (Ĩhũ) ◦ Φ‖A

= det(A)
1
4 |ũ− Ĩhũ|H1(Ω̃)
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where

inf
vh∈Xh

‖u− vh‖A ≤ c max
K̃∈T̃h

h2
K̃

ρK̃

det(A)
1
4 |ũ|H2(Ω̃)

≤ c max
K̃∈T̃h

h2
K̃

ρK̃

λmax|u|H2(Ω).

HerehK̃ andρK̃ denote the diameter of̃K and the diameter of the largest ball
inscribed intoK̃, respectively, both measured with the standard Euclidean
norm. Consider an arbitrary element̃K of T̃h. By definition there is an
elementK of Th with K̃ = Φ(K). Recalling the definitions ofΦ and of
| · |A, we conclude that

hK̃ = sup
x̃ ,ỹ∈K̃

|x̃ − ỹ| = sup
x ,y∈K

|A− 1
2 (x − y)| = hA,K

ρK̃ = 2 sup
x̃∈K̃

inf
ỹ∈∂K̃

|x̃ − ỹ| = 2 sup
x∈K

inf
y∈∂K

|A− 1
2 (x − y)| = ρA,K .

This establishes (3.7) for the cases = 2. ut
Estimate (3.7) shows thatmaxK∈Th

hA,K/ρA,K should be of order1 or,
equivalently, that the partitioñTh of Ω̃ should be uniform. Sinceλmax/λmin
is assumed to be large, this means that the partitionTh must be anisotropic
with an anisotropy correctly aligned withA. This is illustrated by the fol-
lowing example.

Example 3.3We consider problem (1.1) in the unit square with

A =
(
ε 0
0 1

)
and a partitionTh which consists of right-angled triangles with short sides
parallel to the coordinate axes having respective lengthshx andhy and
longest sides parallel to the linex = y. Figure 2 shows the domainsΩ and
Ω̃ with the corresponding partitions. An elementary calculation yields

hA,K =
√
ε−1h2

x + h2
y , ρA,K = ε−

1
2hx + hy −

√
ε−1h2

x + h2
y.

Since the function

z 7→
√

1 + z2

1 + z − √
1 + z2

attains its minimum atz = 1, this shows that the partitionTh is optimal if
hx = ε

1
2hy.
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Fig. 2. DomainsΩ andΩ̃ = Φ(Ω)

3.d A posteriori error analysis

The transformation technique used in the proof of Theorem 3.2 suggests
that we may obtain a good a posteriori error estimator for problem (3.4) by
correctly transforming an error estimator for the discretization of the Laplace
equation onΩ̃. Since the partitions may be anisotropic, we should look for
an estimator which is suitable for isotropic and anisotropic partitions as well.
This is satisfied by the estimator introduced in [6,7].

In order to describe this estimator we need some additional notation.
Recall that ã always refers to transformed quantities onΩ̃.

In two dimensions we enumerate the verticesP̃0, P̃1, P̃2 of a given tri-
angleK̃ such that:

– P̃0P̃1 is the longest edge,
– P̃0P̃2 is the shortest one.

Denote by:

– p̃1 the vector
−−−→
P̃0P̃1,

– p̃2 the vector perpendicular tõP0P̃1 pointing toP̃2.

Sethi,K̃ = |p̃i| andhmin,K̃ = min{h1,K̃ , h2,K̃} = h2,K̃ .

In three dimensions we enumerate the verticesP̃0, . . . , P̃3 of a given tetra-
hedron such that:

– P̃0P̃1 is the longest edge,
– the triangle∆P̃0P̃1P̃2 has the largest area of the two triangles adjacent

to P̃0P̃1,
– P̃0P̃2 is the shortest edge of∆P̃0P̃1P̃2.
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We define three vectors̃p1, . . . , p̃3 as follows:

– p̃1 =
−−−→
P̃0P̃1;

– p̃2 is the vector in the planẽP0P̃1P̃2 which is perpendicular tõP0P̃1 and
which points toP̃2;

– p̃3 is the vector which is perpendicular to the planeP̃0P̃1P̃2 and which
points toP̃3.

Sethi,K̃ = |p̃i| andhmin;K̃ = min{h1,K̃ , h2,K̃ , h3,K̃} = h3,K̃ .

Given any edge resp. facẽe we denote byK̃ẽ the element of̃Th which is
adjacent tõe and which has minimalhmin,K̃ . Set

hmin,ẽ = hmin,K̃ẽ
, h⊥

ẽ = dmeasd(K̃ẽ)/measd−1(ẽ).

Note that the quantityh⊥
ẽ is calledhẽ in [6,7].

Given any element̃K in T̃h set

η̃K̃ =

h2
min,K̃

‖f̃ +∆ũh‖2
L2(K̃)

+
1
2

∑
ẽ∈EK̃

h2
min,K̃

(h⊥
ẽ )

−1‖ [∂nẽ ũh]ẽ ‖2
L2(ẽ)


1
2

.(3.8)

Here,f̃ = f ◦ Φ−1 andũh = uh ◦ Φ−1 are as in the proof of Theorem 3.2.
Given any functionϕ in H1(Ω̃) set

m̃1(ϕ, T̃h) =

 ∑
K̃∈T̃h

d∑
i=1

h−2
min,K̃

‖p̃i · grad ϕ‖2
L2(K̃)


1/2

|ϕ|−1
H1(Ω̃)

.

This function is calledmatching functionin [6,7]. If the partition T̃h is
regular in the sense of Sect. 2, this function is bounded from above by the
shape parameter of the partitioñTh. Recall that the latter quantity is equal
to maxK∈Th

hA,K/ρA,K and that this one is of order1 if and only if T̃h is
regular.

With this notation we obtain from [6, Theorem 3.4] the following a
posteriori error estimates for the Laplace equation onΩ̃

|ũ− ũh|H1(Ω̃) ≤ c1 m̃1(ũ− ũh, T̃h) ∑
K̃∈T̃h

η̃2
K̃

+ h2
min,K̃

‖f̃ − f̃h‖2
L2(K̃)


1
2

,
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η̃K̃ ≤ c2

|ũ− ũh|2H1(ωK̃) +
∑

K̃′⊂ωK̃

h2
min,K̃′‖f̃ − f̃h‖2

L2(K̃′)


1
2

.(3.9)

Here,f̃h is anyfinite element approximation of̃f corresponding tõTh. The
constantsc1 andc2 neither depend onh nor on any shape parameter ofT̃h.

Estimate (3.9) suggests that the quantitiesη̃K̃ may be well suited for our

purposes. Recalling that‖u−uh‖A = det(A)
1
4 |ũ− ũh|H1(Ω̃) we therefore

define for any elementK in Th

ηK = det(A)
1
4 η̃Φ(K).

Next, we want to expressηK by quantities which only refer to the element
K and which do not resort to the transformationΦ.

We start with the weights. Denote byP0, . . . Pd the vertices of a given
elementK such that they are the pre-images of the verticesP̃0, . . . , P̃d

which correspond tõK = Φ(K) and which are defined as above. In two
dimensions, we immediately conclude that

|P0 − P1|A = max
0≤i<j≤2

|Pi − Pj |A,
hmin,Φ(K) = hA,min,K = inf

y∈P0P1

|P2 − y|A.(3.10)

In three dimensions, we observe that, among two faces of a tetrahedron
sharing an edge, that face has maximal area which has the maximal height
above the common edge. Hence, we conclude that

|P0 − P1|A = max
0≤i<j≤3

|Pi − Pj |A,
inf

y∈P0P1

|P2 − y|A = max
2≤i≤3

inf
y∈P0P1

|Pi − y|A,

hmin,Φ(K) = hA,min,K = inf
y∈∆P0P1P2

|P3 − y|A.(3.11)

Given an edge resp. facee in Eh denote byKe the element adjacent toe
which has minimalhA,min,K and set

(3.12) h⊥
e = dmeasd(Ke)/measd−1(e).

Note thath⊥
e is the height ofKe abovee measured in theEuclideannorm

and that it isnoth⊥
ẽ expressed in quantities referring toe.

Next, we consider the element residuals. From the transformation rule
we immediately obtain

det(A)
1
4hmin,Φ(K)‖f̃h +∆ũh‖L2(Φ(K))

= hA,min,K‖fh + div (A grad uh)‖L2(K).

Now we turn to the edge resp. face residuals. We need a technical lemma.
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Lemma 3.4 The following identity holds for any edge resp. facee in Eh and
ẽ = Φ(e):

(3.13) ∂nẽ ũh =
measd−1(e)
measd−1(ẽ)

det(A)− 1
2 ne ·A grad uh.

Proof.We treat separately the casesd = 2 andd = 3.
In the cased = 2, denote by~ea vector that has the same length ase, is parallel
to e, and satisfiesdet(ne , ~e) > 0. The vector~̃e is defined correspondingly
with ẽ instead ofe. Set

P =
(

0 1
−1 0

)
.

Since
PBP T = det(B)B−1

for any regular, symmetric matrixB of order2, we obtain

∂nẽ ũh = nẽ · grad ũh

= meas1(ẽ)−1P~̃e ·A 1
2 grad uh

= meas1(ẽ)−1PA− 1
2~e ·A 1

2 grad uh

= meas1(ẽ)−1PA− 1
2P TP~e ·A 1

2 grad uh

= meas1(ẽ)−1meas1(e)det(A)− 1
2 A

1
2 ne ·A 1

2 grad uh

=
meas1(e)
meas1(ẽ)

det(A)− 1
2 ne ·A grad uh.

In the cased = 3, we choose two different edgesα andβ of the facee.
Denote by~α and~β two vectors that are parallel toα andβ, have the same
length asαandβ, and satisfydet(~α , ~β , ne) > 0. Setα̃ = Φ(α), β̃ = Φ(β),

and denote by~̃α and~̃β the corresponding vectors. Denoting by× the vector
product inR

3, we then get

∂nẽ ũh = nẽ · grad ũh

= meas2
(
~̃α× ~̃

β
)−1 (

~̃α× ~̃
β
)

·A 1
2 grad uh

= meas2
(
~̃α× ~̃

β
)−1 (

A− 1
2 ~α×A− 1

2 ~β
)

·A− 1
2 A grad uh.

Denote bya1, . . . , a3 the columns ofA− 1
2 and bye1, . . . , e3 the standard

unit vectors ofR3. SinceA− 1
2 is symmetric and since the mapping

x , y , z 7→ x · (y × z) = det(x, y, z)
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is an alternating trilinear form onR3, we conclude that

A− 1
2

(
A− 1

2 ~α×A− 1
2 ~β

)
=

∑
1≤i,j,k≤3

eiαjβka
i · (aj × ak)

= det(A)− 1
2 ~α× ~β.

We therefore obtain

∂nẽ ũh = meas2(~̃α× ~̃
β)−1det(A)− 1

2 (~α× ~β) ·A grad uh

=
meas2(~α× ~β)

meas2(~̃α× ~̃
β)

det(A)− 1
2 ne ·A grad uh

=
meas2(e)
meas2(ẽ)

det(A)− 1
2 ne ·A grad uh,

which concludes the proof.ut
With the help of (3.13) we may rewrite the edge resp. face residuals as

follows

det(A)
1
4 hmin,Φ(K)

(
h⊥

Φ(e)

)− 1
2

∥∥∥∥[
∂nΦ(e) ũh

]
Φ(e)

∥∥∥∥
L2(Φ(e))

= hA,min,K

 measd−1(e)

h⊥
Φ(e) measd−1(Φ(e)) det(A)

1
2


1
2

‖[ne ·A grad uh]e‖L2(e) .

Since

dmeasd(Φ(K)) = h⊥
Φ(e) measd−1(Φ(e)),

dmeasd(K) = h⊥
e measd−1(e),

measd(K) = det(A)
1
2 measd(Φ(K)),

this yields the identity

det(A)
1
4 hmin,Φ(K)

(
h⊥

Φ(e)

)− 1
2

∥∥∥∥[
∂nΦ(e) ũh

]
Φ(e)

∥∥∥∥
L2(Φ(e))

= hA,min,K(h⊥
e )

− 1
2 ‖[ne ·A grad uh]e‖L2(e) .

Finally, we consider the matching function. Denote bypK,1, . . . , pK,d the
pre-images of the vectors̃p1, . . . , p̃d. Without resorting to the transformation
Φ, these can be computed as follows:
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– pK,1 is parallel toP0P1 and points toP1;
– pK,2 lies in the planeP0P1P2, isA−1-orthogonal topK,1 and points to
P2;

– if d = 3: pK,3 isA−1-orthogonal to the planeP0P1P2 and points toP3.

Here,A−1-orthogonality of two vectorsx andy means thatx ·A−1 y = 0.
From these properties we conclude that

p̃i · grad ũh = pK,i · grad uh.

This yields

m̃1(ũ− ũh, T̃h)(3.14)

=

 ∑
K∈Th

d∑
i=1

h−2
A,min,K‖pK,i · grad (u− uh)‖2

L2(K)


1
2

‖u− uh‖−1
A .

Since the vectorspK,i are mutually A−1-orthogonal and satisfy
|pK,i|A ≤ hA,max,K with

(3.15) hA,max,K = max
x,y∈K

|x − y|A,

the right-hand side of (3.14) can be bounded by

max
K∈Th

hA,max,K/hA,min,K .

Summarizing all these results, we arrive at the following a posteriori
error estimate:

Theorem 3.5 Define the quantitieshA,min,K andh⊥
e as in(3.10) – (3.12)

and set

ηK =

 h2
A,min,K‖fh + div (A grad uh)‖2

L2(K)

+
1
2

∑
e∈EK

h2
A,min,K(h⊥

e )
−1‖ [ne ·A grad uh]e ‖2

L2(e)


1
2

.(3.16)

Then the following a posteriori error estimates hold

‖u− uh‖A ≤ c1m1(u− uh, Th) ∑
K∈Th

[
η2

K + h2
A,min,K‖f − fh‖2

L2(K)

]
1
2

(3.17)
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and

(3.18) ηK ≤c2

‖u− uh‖2
A;ωK

+
∑

K′⊂ωK

h2
A,min,K′‖f − fh‖2

L2(K′)


1
2

.

Here,fh is any finite element approximation off corresponding toTh. The
constantsc1 andc2 neither depend onh, nor on any shape parameter ofTh,
nor on the ratioλmax/λmin. The termm1(u− uh, Th), given by

m1(u− uh, Th) =

 ∑
K∈Th

d∑
i=1

h−2
A,min,K‖pK,i · grad (u− uh)‖2

L2(K)


1
2

‖u− uh‖−1
A ,(3.19)

is bounded from above bymaxK∈Th
hA,max,K/hA,min,K withhA,max,K de-

fined in(3.15).

Estimates (3.17) and (3.18) are fully optimal, in the sense that the con-
stants are independent ofλmax/λmin for an appropriate but not standard
choice of the family of triangulations.
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