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1. Introduction

This is the second in a series of papers constructing explicit examples of special
Lagrangian submanifolds (SLm-folds) inCm. The first paper of the series [7]
studied SLm-folds with large symmetry groups, and subsequent papers [8–11]
construct examples of SL 3-folds inC3 using evolution equations, symmetries,
ruled submanifolds and integrable systems.

The principal motivation for these papers is to lay the foundations for a study
of the singularities of compact special Lagrangianm-folds in Calabi–Yaum-
folds, particularly in low dimensions such asm = 3. Special Lagrangianm-folds
inCm, and especiallyspecial Lagrangian cones, should provide local models for
singularities of SLm-folds in Calabi–Yaum-folds.

Understanding such singularities will be essential in making rigorous the
explanation of Mirror Symmetry of Calabi–Yau 3-foldsX, X̂ proposed by Stro-
minger,Yau and Zaslow [13], which involves dual ‘fibrations’ofX, X̂ by special
Lagrangian 3-tori, with some singular fibres. It will also be important in resolv-
ing conjectures made by the author [6], which attempt to define an invariant of
Calabi–Yau 3-folds by counting special Lagrangian homology 3-spheres.

The paper falls into three parts. The first, this section and Sect.2, is intro-
ductory. The second part, Sects.3–4, describes a general construction of special
Lagrangianm-foldsN inCm, depending on a set ofevolution data(P, χ), where
P is an(m−1)-submanifold inRn. ThenN is the subset ofCm swept out by the
image ofP under a 1-parameter family of linear or affine mapsφt : Rn → Cm,
which satisfy a first-order, nonlinear o.d.e. int .

Examples of sets of evolution datawill be given in Sect.4, together with some
progress towards a classification of such data. The simplest interesting sets of
evolution data occur whenn = m andP is a nondegenerate quadric inRm. In
the third part, Sects.5–7, we apply the construction to these examples.
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In this caseφt(Rm) must be a Lagrangian plane inCm for eacht . ThusN is
fibred by quadrics in Lagrangian planesRm inCm. The construction of Sects.3–4
will also be used in the sequel to this paper [8], with different evolution data, to
construct families of SL 3-folds inC3.

The construction has both a linear and an affine version. In the linear version
we begin with a centred quadricQ in Rm, such as an ellipsoid or a hyperboloid,
and evolve its image under linear mapsφt : Rm → Cm. This will be studied in
Sect.5 forCm, and in more detail whenm = 3 in Sect.6. In the affine version
we begin with a non-centred quadricQ in Rm, such as a paraboloid, and evolve
its image under affine mapsφt : Rm→ Cm. This will be studied in Sect.7.

In some cases the family{φt : t ∈ R} turns out to beperiodic in t . The
corresponding SLm-folds in Cm are then closed, and are interesting as local
models for singular behaviour of SLm-folds in Calabi–Yaum-folds. Section 5.5
studies the periodicity conditions, and proves our main result, Theorem 5.9, on
the existence of large families of SLm-folds inCm with interesting topology,
including cones onSa × Sb × S1 for a + b = m − 2. Whenm = 3 this gives
many new examples of SLT 2-cones inC3, which are discussed in Sect.6.

In contrast to the manifolds of [7], the SLm-folds N in Cm that we con-
struct generically have only finite symmetry groups. However, we shall show in
Sect.4.3 that every set of evolution data(P, χ) actually admits a large symmetry
groupG, which is locally transitive onP . This ‘internal symmetry group’ does
act onN , but not by automorphisms ofCm. So we can think of the construction
as embodying a symmetry assumption, but not of the most obvious kind.

Some of the SLm-folds we construct (those in Sect.5 from evolving ellip-
soids) are already known, having been found by Lawlor [12] and completed by
Harvey [4, p. 139–143]. But as far as the author knows, the other examples are
new.TheSLT 2-cones inC3 are related to integrable systems results on harmonic
tori in CPm. We discuss the connection in Sect.6.2.

2. Special Lagrangian submanifolds inCm

We begin by definingcalibrationsandcalibrated submanifolds, following Har-
vey and Lawson [5].

Definition 2.1. Let (M, g) be a Riemannian manifold. An oriented tangentk-
planeV onM is a vector subspaceV of some tangent spaceTxM toM with
dimV = k, equipped with an orientation. IfV is an oriented tangentk-plane on
M theng|V is a Euclidean metric onV , so combiningg|V with the orientation
onV gives a natural volume formvolV onV , which is ak-form onV .

Now letϕ be a closedk-form onM. We say thatϕ is a calibration onM if
for every orientedk-planeV onM we haveϕ|V � volV . Hereϕ|V = α · volV
for someα ∈ R, andϕ|V � volV if α � 1. LetN be an oriented submanifold
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of M with dimensionk. Then each tangent spaceTxN for x ∈ N is an oriented
tangentk-plane. We say thatN is a calibrated submanifold ifϕ|TxN = volTxN
for all x ∈ N .

It is easy to show that calibrated submanifolds are automaticallyminimal
submanifolds[5, Th. II.4.2]. Here is the definition of special Lagrangian sub-
manifolds inCm, taken from [5, Sect. III].

Definition 2.2. Let Cm have complex coordinates(z1, . . . , zm), and define a
metricg, a real2-formω and a complexm-formΩ onCm by

g = |dz1|2+ · · · + |dzm|2, ω = i

2
(dz1 ∧ dz̄1+ · · · + dzm ∧ dz̄m),

and Ω = dz1 ∧ · · · ∧ dzm.

ThenReΩ and ImΩ are realm-forms onCm. LetL be an oriented real sub-
manifold of Cm of real dimensionm, and letθ ∈ [0,2π). We say thatL is a
special Lagrangian submanifold ofCm if L is calibrated with respect toReΩ,
in the sense of Definition 2.1. We will often abbreviate ‘special Lagrangian’ by
‘SL’, and ‘m-dimensional submanifold’ by ‘m-fold’, so that we shall talk about
SLm-folds inCm.

As in [6,7] there is also a more general definition of special Lagrangian
submanifolds involving aphaseeiθ , but we will not use it in this paper. Harvey
and Lawson [5, Cor. III.1.11] give the following alternative characterization of
special Lagrangian submanifolds.

Proposition 2.3. Let L be a realm-dimensional submanifold ofCm. ThenL
admits an orientation making it into an SL submanifold ofCm if and only if
ω|L ≡ 0 and ImΩ|L ≡ 0.

Note that anm-dimensional submanifoldL in Cm is calledLagrangianif
ω|L ≡ 0. Thus special Lagrangian submanifolds are Lagrangian submanifolds
satisfying the extra condition that ImΩ|L ≡ 0, which is how they get their name.

3. SLm-folds from evolution equations

The construction of special Lagrangianm-folds we shall study in this paper is
based on the following theorem, which was proved in [7, Th. 3.3].

Theorem 3.1. LetP be a compact, orientable, real analytic(m− 1)-manifold,
χ a real analytic, nonvanishing section ofΛm−1T P , andφ : P → Cm a real
analytic embedding (immersion) such thatφ∗(ω) ≡ 0 on P . Then there exists



760 D. Joyce

ε > 0and a unique family
{
φt : t ∈ (−ε, ε)

}
of real analyticmapsφt : P → Cm

with φ0 = φ, satisfying the equation(
dφt
dt

)b
= (φt )∗(χ)a1...am−1(ReΩ)a1...am−1amgamb, (3.1)

using the index notation for (real) tensors onCm. DefineΦ : (−ε, ε)×P → Cm

byΦ(t, p) = φt(p). ThenN = ImΦ is a nonsingular embedded (immersed)
special Lagrangian submanifold ofCm.

The proof relies on a result of Harvey and Lawson [5, Th. III.5.5], which
says that ifP is a real analytic(m− 1)-submanifold ofCm with ω|P ≡ 0, then
there is a locally unique SL submanifoldN containingP . They assumeP is real
analytic as their proof uses Cartan–K¨ahler theory, which works only in the real
analytic category. But this is no loss, as by [5, Th. III.2.7] all nonsingular SL
m-folds inCm are real analytic.

We interpret equation (3.1) as anevolution equationfor (compact) real ana-
lytic (m−1)-submanifoldsφ(P ) ofCm withω|φ(P ) ≡ 0, and think of the variable
t as time. The theorem says that given such a submanifoldφ(P ), there is a 1-
parameter family of diffeomorphic submanifoldsφt(P ) satisfying a first-order
o.d.e., withφ0(P ) = φ(P ), that sweep out an SLm-fold in Cm.

The condition thatP be compact is not always necessary in Theorem 3.1.
WhetherP is compact or not, in a small neighbourhood of anyp ∈ P the maps
φt always exist fort ∈ (−ε, ε) and someε > 0, which may depend onp. If P
is compact we can choose anε > 0 valid for allp, but if P is noncompact there
may not exist such anε. If P is not compact but we know for other reasons that
there exists a family

{
φt : t ∈ (−ε, ε)

}
satisfying (3.1) andφ0 = φ, then the

conclusions of the theorem still hold.
Now Theorem 3.1 should be thought of as aninfinite-dimensionalevolution

problem, since the evolution takes place in an infinite-dimensional family of real
analytic(m−1)-submanifolds. This makes the o.d.e. difficult to solve explicitly,
so that the theorem, in its current form, is unsuitable for constructing explicit SL
m-folds. However, there is amethod to reduce it to afinite-dimensionalevolution
problem.

Suppose we find a special classC of real analytic(m−1)-submanifoldsP of
Cm with ω|P ≡ 0, depending on finitely many real parametersc1, . . . , cn, such
that the evolution equation (3.1) stays within the classC. Then (3.1) reduces
to a first order o.d.e. onc1, . . . , cn, as functions oft . Thus we have reduced
the infinite-dimensional problem of evolving submanifolds inCm to a finite-
dimensional o.d.e., which we may be able to solve explicitly.

Thismethod was used in [7], whereC was a set of(m−1)-dimensional group
orbits.We now present a more advanced construction based on the same idea, in
whichC consists of the images of an(m− 1)-submanifoldP in Rn under linear
or affine mapsRn→ Cm. We describe the linear case first.



Constructing special Lagrangianm-folds inC
m 761

Definition 3.2. Let 2 � m � n be integers. A set of linear evolution data is
a pair (P, χ), whereP is an (m − 1)-dimensional submanifold ofRn, and
χ : Rn → Λm−1Rn is a linear map, such thatχ(p) is a nonzero element of
Λm−1T P in Λm−1Rn for each nonsingular pointp ∈ P . We suppose also that
P is not contained in any proper vector subspaceRk of Rn.

Let Hom(Rn,Cm) be the real vector space of linear mapsφ : Rn → Cm,
and defineCP to be the subset ofφ ∈ Hom(Rn,Cm) such that

(i) φ∗(ω)|P ≡ 0, and
(ii) φ|TpP : TpP → Cm is injective for allp in a dense open subset ofP .

If φ ∈ Hom(Rn,Cm) then(i) holds if and only ifφ∗(ω) ∈ VP , whereVP is
the vector subspace of elements ofΛ2(Rn)∗ which restrict to zero onP . This is
a quadratic condition onφ. Also(ii) is an open condition onφ. ThusCP is an
open set in the intersection of a finite number of quadrics inHom(Rn,Cm). Let
Rm be a Lagrangian plane inCm. Then any linear mapφ : Rn → Rm satisfies
(i), and generic linear mapsφ : Rn→ Rm satisfy(ii) . HenceCP is nonempty.

Note that the requirement thatχ be both linear inRn and tangent toP at every
point is a very strong condition onP andχ . Thus sets of linear evolution data are
quite rigid things, and not that easy to construct. We will give some examples in
Sect.4. First we show how to construct SLm-folds inCm using linear evolution
data.

Theorem 3.3. Let (P, χ) be a set of linear evolution data, and use the notation
above. Supposeφ ∈ CP . Then there existsε > 0 and a unique real analytic
family

{
φt : t ∈ (−ε, ε)

}
in CP with φ0 = φ, satisfying the equation(

dφt
dt
(x)

)b
= (φt )∗(χ(x))a1...am−1(ReΩ)a1...am−1amgamb (3.2)

for all x ∈ Rn, using the index notation for tensors inCm. Furthermore,N ={
φt(p) : t ∈ (−ε, ε), p ∈ P

}
is a special Lagrangian submanifold inCm

wherever it is nonsingular.

Before we prove the theorem, here are some remarks about it. Equation (3.2)
is a first-order o.d.e. uponφt , and should be compared with equation (3.1) of
Theorem 3.1. The key point to note is that asχ is linear, the right hand side of
(3.2) is linear inx, and so (3.2) makes sense as an evolution equation for linear
mapsφt . However, the right hand side of (3.2) is a homogeneous polynomial of
orderm− 1 in φt , so form > 2 it is anonlinearo.d.e.

Also observe that (3.2) works forφt in Hom(Rn,Cm), and not justCP . If the
evolution starts inCP , then it stays inCP for small t . But it can be helpful to
think of the evolution as happening in Hom(Rn,Cm) rather than inCP , because
CP may be singular, but Hom(Rn,Cm) is nonsingular. Thus, we do not run into
problems when the evolution hits a singular point ofCP .
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Proof. As above, (3.2) is a well-defined, first-order o.d.e. uponφt in Hom(Rn,
Cm) of the form dφt

dt = Q(φt), whereQ : Hom(Rn,Cm) → Hom(Rn,Cm) is
a homogeneous polynomial of degreem − 1. The existence for someε > 0
of a unique, real analytic solution

{
φt : t ∈ (−ε, ε)

}
in Hom(Rn,Cm) with

initial valueφ0 = φ follows easily from standard results on ordinary differential
equations.

The rest of the proof follows that of Theorem 3.1, given in [7, Th. 3.3],
with small modifications. The compactness ofP in Theorem 3.1 was used only
to prove existence of the family

{
φt : t ∈ (−ε, ε)

}
, which we have already

established, so we don’t need to supposeP is compact. The evolution equation
(3.1) in Theorem 3.1 is exactly the restriction of (3.2) fromRn to P . Thus the
proof in Theorem 3.1 thatN is special Lagrangian also applies here, wherever
N is nonsingular.

It remains only to show that
{
φt : t ∈ (−ε, ε)

}
lies inCP , rather than just in

Hom(Rn,Cm). Nowω|N ≡ 0 asN is special Lagrangian, and this implies that
φ∗t (ω)|P ≡ 0 for t ∈ (−ε, ε). So part (i) of Definition 3.2 holds forφt . But part
(ii) is an open condition, and it holds forφ0 = φ asφ ∈ CP . Thus, makingε > 0
smaller if necessary, we see thatφt ∈ CP for all t ∈ (−ε, ε). ��

Next we generalize the ideas above from linear toaffine(linear plus constant)
mapsφ. Here are the analogues of Definition 3.2 and Theorem 3.3.

Definition 3.4. Let 2 � m � n be integers. A set of affine evolution data is
a pair (P, χ), whereP is an (m − 1)-dimensional submanifold ofRn, and
χ : Rn → Λm−1Rn is an affine map, such thatχ(p) is a nonzero element of
Λm−1T P in Λm−1Rn for each nonsingularp ∈ P . We suppose also thatP is
not contained in any proper affine subspaceRk of Rn.

LetAff (Rn,Cm) be the affine space of affine mapsφ : Rn→ Cm, and define
CP to be the subset ofφ ∈ Aff (Rn,Cm) satisfying parts(i) and (ii) of Definition
3.2. ThenCP is nonempty, and is an open set in the intersection of a finite number
of quadrics inAff (Rn,Cm).

Theorem 3.5. Let (P, χ) be a set of affine evolution data, and use the notation
above. Supposeφ ∈ CP . Then there existsε > 0and a unique real analytic family{
φt : t ∈ (−ε, ε)

}
in CP with φ0 = φ, satisfying(3.2) for all x ∈ Rn, using

the index notation for tensors inCm. Furthermore,N = {
φt(p) : t ∈ (−ε, ε),

p ∈ P }
is a special Lagrangian submanifold inCm wherever it is nonsingular.

Now the affine case inRn can in fact be reduced to the linear case inRn+1, by
regardingRn as the hyperplaneRn×{1} inRn+1 = Rn×R. Then any affinemap
φ : Rn → Cm extends to a unique linear mapφ′ : Rn+1 → Cm. Thus Theorem
3.5 follows immediately from Theorem 3.3.
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4. Examples of evolution data

We now give examples of sets of linear and affine evolution data(P, χ), in
order to apply the construction of Sect.3. We begin in Sect.4.1 by showing that
quadrics inRm are examples of evolution data withm = n. The corresponding
SLm-folds will be studied in Sect.5–7.

Section 4.2 gives two trivial examples of evolution data, and classifies sets
of evolution data in the casesm = 2 andm = n. Then Sect.4.3 considers
thesymmetriesof sets of evolution data, and shows that every set of evolution
data(P, χ) has a large symmetry groupG which acts locally transitively onP .
Finally Sect.4.4 discusses the classification of evolution data, and the rˆole of the
symmetry group.

4.1. Quadrics inRm as examples of evolution data

A large class of examples of evolution data arise asquadricsin Rm, with n = m.
Theorem 4.1. LetRm have coordinates(x1, . . . , xm), and for1� j � m define
ej ∈ Rm by xj = 1 and xk = 0 for j �= k. LetQ : Rm → R be a quadratic
polynomial. Defineχ : Rm→ Λm−1Rm by

χ(x) = dQ(x) · (e1 ∧ · · · ∧ em)

=
m∑
j=1
(−1)j−1∂Q(x)

∂xj
e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em. (4.1)

Let P be the quadric
{
x ∈ Rn : Q(x) = c} for somec ∈ R, and supposeP is

nonempty and nondegenerate.
If Q is a homogeneous quadratic polynomial then(P, χ) is a set of linear

evolution data in the sense of Definition 3.2 withn = m, and otherwise(P, χ)
is a set of affine evolution data in the sense of Definition 3.4 withn = m.

The proof of this theorem is simple. AsQ is quadratic, dQ is linear or affine,
soχ(x) is linear or affine inx. Sinceχ = dQ · (e1∧· · ·∧em) andP is a level set
ofQ, it is clear thatχ lies inΛm−1T P onP . We leave the details to the reader.

Here are three examples inRm, using notation as above.

Example 4.2.Let 1� a � m, and defineP andχ by

P = {
(x1, . . . , xm) ∈ Rm : x21 + · · · + x2a − x2a+1− · · · − x2m = 1

}
,

χ = 2
a∑
j=1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em

− 2
m∑

j=a+1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em.
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ThenP is nonsingular inRm, and(P, χ) is a set of linear evolution data.

Example 4.3.Letm/2 � a < m, and defineP andχ by

P = {
(x1, . . . , xm) ∈ Rm : x21 + · · · + x2a − x2a+1− · · · − x2m = 0

}
,

χ = 2
a∑
j=1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em

− 2
m∑

j=a+1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em.

ThenP is a quadric cone inRm with an isolated singular point at 0, and(P, χ)
is a set of linear evolution data.

Example 4.4.Let (m− 1)/2 � a � m− 1, and defineP andχ by

P = {
(x1, . . . , xm) ∈ Rm : x21 + · · · + x2a

− x2a+1− · · · − x2m−1+ 2xm = 0
}
,

χ = 2(−1)m−1e1 ∧ · · · ∧ em−1
+ 2

a∑
j=1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em

− 2
m−1∑
j=a+1

(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em.

ThenP is nonsingular inRm, and(P, χ) is a set of affine evolution data.

The classifications of centred quadrics inRm up to linear automorphisms,
and of general quadrics inRm up to affine automorphisms, are well known.
Our construction is unchanged under linear or affine automorphisms ofRm. It
can be shown that all interesting sets of evolution data arising from Theorem
4.1 are isomorphic to one of the cases of Examples 4.2–4.4, under an affine
automorphism ofRm and a rescaling ofχ .

Here we exclude quadrics admitting a translational symmetry groupRk for
k � 1 as uninteresting, since they lead to special Lagrangian submanifoldsN

in Cm with the same translational symmetry group. It then follows thatN is
a productN ′ × Rk in Cm−k × Ck, whereN ′ is special Lagrangian inCm−k.
Degenerate quadrics with dimension less thanm− 1 are also excluded.

4.2. Two trivial constructions of evolution data

Next we consider evolution data not arising from the quadric construction above.
The following two examples are rather trivial constructions of evolution data,
which do not yield interesting SLm-folds inCm.
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Example 4.5.Letn � 2, choose any nonzero linear or affinemapχ : Rn→ Rn,
and letP be any integral curve ofχ , regarded as a vector field inRn. Then(P, χ)
is a set of linear or affine evolution data withm = 2. Furthermore, every set of
evolution data withm = 2 comes from this construction.

Thus, using themethodofSect.3, one can constructmanyexamples of special
Lagrangian 2-folds inC2. But special Lagrangian 2-folds inC2 are equivalent
to holomorphic curves with respect to an alternative complex structure, and so
are anyway very easy to construct.

Example 4.6.Let (P, χ) be a set of evolution data inRn, with P an (m−1)-
manifold, and letk � 1. WriteRn+k = Rn × Rk, with coordinates(x1, . . . , xn,
xn+1, . . . , xn+k). Define

P ′ = P × Rk and χ ′ = χ ∧ ∂
∂xn+1 ∧ · · · ∧ ∂

∂xn+k .

Then(P ′, χ ′) is a set of evolution data inRn+k, with P ′ an(m+k−1)-manifold.
All SL (m+k)-folds N ′ in Cm+k constructed using(P ′, χ ′) split as products
N ×Rk in Cm ×Ck, whereN is an SLm-fold in Cm constructed using(P, χ).

Combining these two examples we can make (uninteresting) examples of
evolution data for anym, nwith 2 � m � n. In particular, whenn = mwe have:

Example 4.7.Let a, . . . , f ∈ R be not all zero, and letγ be an integral curve
of the vector field(ax1+ bx2 + e) ∂∂x1 + (cx1+ dx2 + f ) ∂∂x2 in R2. Letm � 2,
writeRm = R2× Rm−2, and defineP = γ × Rm−2 and

χ =(ax1+ bx2+ e) ∂∂x1 ∧ ∂
∂x3
∧ · · · ∧ ∂

∂xm

+(cx1+ dx2+ f ) ∂∂x2 ∧ · · · ∧ ∂
∂xm
.

Then(P, χ) is a set of evolution data withn = m. If e = f = 0 then it is linear,
and otherwise affine.

These and the examples of Sect.4.1 exhaust the examples withm = n.
Proposition 4.8. Every set of linear or affine evolution data withm = n is iso-
morphic either to one of the quadric examples of Sect.4.1, or to one constructed
in Example 4.7.

Proof. Let (P, χ) be a set of linear or affine evolution data inV = Rm, with
m = n. Let α be a nonzero element ofΛmV ∗, and defineβ : V → V ∗ by
β = α · χ , where ‘· ’ is the natural productΛmV ∗ ×Λm−1V → V ∗. Thenβ is
a linear or affine 1-form onV .

The zeros ofβ form a distributionD of hyperplanes inV whereverβ is
nonzero. ThecurvatureofD is (dβ)|D. Now clearlyβ|P ≡ 0, sinceχ is nonzero
and tangent toP at each point ofP , soβ is nonzero alongP andD|P = T P .
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ThereforeP is an integral submanifoldof D, so the curvature ofD vanishes
alongP .

This shows that dβ|P ≡ 0. Clearly, this is equivalent toβ ∧ dβ being zero
alongP , that is, zero inΛ3V ∗ rather than restricted toP . Butβ is linear or affine
and dβ is constant, soβ ∧ dβ is linear or affine. AsP is not contained in any
proper linear or affine subspace ofV (as appropriate), we see thatβ ∧dβ is zero
on all ofV .

There are now two possibilities:

(a) dβ = 0, or
(b) dβ = γ ∧ δ for linearly independentγ, δ ∈ V ∗, andβ ∈ 〈γ, δ〉R at each

point inV .

This is because if dβ is nonzero and not of the formγ ∧ δ, thenβ ∧ dβ = 0 if
and only ifβ = 0, but we knowβ is nonzero onP .

In case (a), we can writeβ = dQ for Q : V → R a quadratic polynomial,
which is homogeneous ifβ is linear. ThenQ is constant alongP (assumingP
connected), soP is a subset ofP ′ = {

v ∈ V : Q(v) = c
}
. Thus, case (a)

is one of the quadric examples of Sect.4.1. In case (b), we choose coordinates
(x1, . . . , xm) onV with γ = dx1 andδ = dx2, and it is then easy to show that
we are in the situation of Example 4.7. ��

4.3. Symmetry groups of evolution data

We shall now show that every set of evolution data(P, χ) has a symmetry group
G which is locally transitive onP . For simplicity we work in the linear case; the
corresponding result for affineevolution datamayeasily beobtainedby replacing
linear by affine actions.

Theorem 4.9. Let (P, χ) be a set of linear evolution data, withP a connected,
nonsingular(m−1)-submanifold inRn. Then there exists a connected Lie sub-
groupG inGL(n,R) with Lie algebrag, such thatP is an open set in aG-orbit
in Rn, and χ is G-invariant. Furthermore, there is a natural, surjective,G-
equivariant linear mapL : Λm−2(Rn)∗ → g.

Proof. Define a linear mapL : Λm−1(Rn)∗ → gl(n,R) byL(α) = χ · α, where
we regardχ as an element of(Rn)∗ ⊗Λm−1Rn, and ‘· ’ is the natural contraction
Λm−1Rn×Λm−2(Rn)∗ → Rn, so thatχ ·α ∈ (Rn)∗⊗Rn = gl(n,R). Letg be the
Lie subalgebra ofgl(n,R) generated by ImL, so thatLmapsΛm−2(Rn)∗ → g.
LetG be the unique connected Lie subgroup of GL(n,R) with Lie algebrag.

Regard elements ofgl(n,R) as linear vector fields onRn. Then at eachp ∈
P ⊂ Rn we haveL(α)|p = χ |p · α. Sinceχ |p ∈ Λm−1TpP by definition, we
see thatL(α)|p ∈ TpP . So the vector fieldsL(α) are tangent toP . But the Lie
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bracket of two vector fields tangent toP is also tangent toP . Hence, asg is
generated from ImL by the Lie bracket, every vector field ing is tangent toP .

SinceP is nonsingular, we haveχ |p �= 0 for all p ∈ P , by definition. Thus
the mapΛm−2(Rn)∗ → TpP given byα �→ L(α)|p is surjective. So the vector
fields ing spanTpP for all p ∈ P . Therefore the action of the Lie algebrag on
P is locally transitive. It follows thatP is locally isomorphic to an orbit ofG in
Rn, and asP is connected, it must be an open set in aG-orbit.

Next we prove thatχ isG-invariant, which is not quite as obvious as it looks.
Let 1� i1 < · · · < im−2 � n, setα = dxi1 ∧ · · · ∧ dxim−2, and definev = L(α).
We shall show thatLvχ = 0, whereLv is the Lie derivative. First observe that
v is a linear combination of termsxi ∂∂xj with j �= ik for k = 1, . . . , m − 2. It
follows easily thatLvα = 0. But then

0= Lvv = Lv(χ · α) = (Lvχ) · α + χ · (Lvα) = (Lvχ) · α. (4.2)

Nowχ |P is a nonvanishing section ofΛm−1T P andv is tangent toP , we see
thatLvχ |P = λχ |P for some smooth functionλ : P → R. As (Lvχ) · α = 0 by
(4.2), restricting toP givesλχ · α = 0 onP , that is,λv ≡ 0 onP . Therefore
λ ≡ 0 orv ≡ 0 onP . But if v ≡ 0 then clearlyλ ≡ 0. ThusLvχ ≡ 0 onP .

SinceP lies in no proper vector subspace ofRn, andLvχ is linear, this
implies thatLvχ ≡ 0. This holds wheneverv = L(dxi1 ∧ · · · ∧ dxim−2) for
1 � i1 < · · · < im−2 � n. Such forms are a basis forΛm−2(Rn)∗. SoLvχ = 0
for all v ∈ ImL, and therefore for allv ∈ g. AsG is connected, this shows that
χ isG-invariant.

It remains to show thatL : Λm−1(Rn)∗ → g isG-equivariant and surjective.
TheG-equivariance is now obvious, asχ isG-invariant. So ImL is aG-invariant
subspace ofg, that is, anideal in g. But then ImL is closed under the Lie bracket.
As ImL generatesg we haveg = ImL, andL is surjective. ��

As an example, consider the linear evolution data(P, χ) given in Examples
4.2 and 4.3. In both casesG is the identity component of SO(a,m − a). In
Example 4.2, each connected component ofP is an orbit ofG. In Example 4.3,
P is singular at 0, and each component ofP \ {0} is an orbit ofG.

Now fix m = 3. ThenL maps(Rn)∗ → g. It can be shown that either

(a) P is contained in no affine hyperplane inRn, and KerL = 0; or
(b) There exists a nonzero linear mapf : Rn → R such thatP is contained in

the affine hyperplanef ≡ 1 inRn, and KerL = 〈df 〉R.
In case (a),L is an isomorphism, so thatRn ∼= g∗. Thus,P is an open set in
G-orbit in the coadjoint representationg∗ of G, that is,P is locally acoadjoint
orbit. In case (b) we will see in [8, Sect. 4] that(Rn)∗ is also a Lie algebra, an
extension ofg byR, andP is again a coadjoint orbit. Note that in case (b)(P, χ)
reduces to a set of affine evolution data inRn−1.
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In the sequel to this paper [8], wewill use these ideas to construct a correspon-
dence between sets of evolution data withm = 3, and symplectic 2-manifolds
with a transitive, Hamiltonian symmetry group. This will enable us towrite down
several interesting sets of evolution data withm = 3 andn > 3, and study the
corresponding families of SL 3-folds inC3.

4.4. Discussion

Let us survey what we know about of sets of evolution data so far. Evolution
data depends on two integersm, n with 2 � m � n. In Sect.4.2 we classified all
sets of evolution data withm = 2 andm = n, and constructed some not very
interesting examples for anym, n with 2 � m � n. The ideas of [8, Sect. 4]
will give us a good picture of the set of all evolution data withm = 3, and could
probably be developed into a classification without great difficulty.

What we lack at present is an understanding of sets of evolution data with
3< m < n. We can state this as:

Problem.Find and classify examples of sets of evolution data with 3< m < n,
whichdonot arise from lower-dimensional examplesvia theproduct construction
of Example 4.6.

Theorem 4.9 suggests a possible method of constructing examples. One
should start with a likely-looking connected Lie groupG and a representation
V of G, and find the(m−1)-dimensional orbitsO of G in V , and then look for
G-invariant elementsχ of V ∗ ⊗Λm−1V which are tangent toO. Note that ifχ
is nonzero and tangent toO at one point, then it is at every point.

The casen = m + 1 may also be tractable by a more direct approach.
For instance, affine evolution data withn = m, which we understand, can be
interpreted as linear evolution data withn = m+ 1.

Next we discuss the geometric meaning of Theorem 4.9. It shows that any
set of evolution data(P, χ) in Rn has a symmetry groupG, acting onRn in a
locally transitive way onP and preservingχ . TakeP to be aG-orbit inRn, so
thatG acts globally onP , rather than just locally. Let us ask, how isG related
to the special Lagrangianm-foldsN in Cm constructed from(P, χ) in Sect.3?

As N is naturally isomorphic toP × (−ε, ε) or P × R, andG acts onP ,
there is a natural action ofG onN . However, in general this action isnot by
automorphisms ofCm. That is,N is the image ofΦ : P × (−ε, ε)→ Cm and
in general there is noG-action onCm such thatΦ isG-equivariant.

Nor doesGact nontrivially on the set of SLm-foldsN inCm constructed from
(P, χ). Instead, we should regardG as acting on the set ofparametrizationsΦ of
N constructed in Sect.3, so that oneSLm-foldN will arise from the construction
with many different parametrizationsΦ, related byG.

Here is another way to say this. The mapsΦ were constructed as solutions
of an o.d.e. (3.2), with initial dataφ0 in a setCP given in Definitions 3.2 and 3.4.
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It turns out thatG acts naturally onCP , and two sets of initial data in the same
G-orbit in CP yield the same SLm-fold N in Cm.

We shall use these ideas to predict the dimension of the familyM(P,χ) of
distinct SLm-folds N in Cm constructed from(P, χ) in Sect.3. Suppose as
above thatP is aG-orbit, and defineG′ to be the Lie group of linear (or affine)
automorphisms ofRn preservingP , and preservingχ up to scale. ThenG is a
subgroup ofG′, but may not be the whole thing.

For instance, in Example 4.3P is invariant underdilationsx �→ tx in Rm

for t > 0, which do not lie inG for t �= 1, and multiplyχ by tm−2. In this case
G is the identity component of SO(a,m − a), and the identity component of
G′ is G × R+, that is,G together with the dilations. In [8] we will give other
examples whereG needs to be augmented by a ‘dilation’ group, which acts in a
more complex way onRn.

We constructN from the integral curve of an o.d.e. inCP . The set of such
curves has dimension dimCP − 1. Two curves give the same SLm-fold N if
they are equivalent under the action ofG′ onCP . Supposing thatG′ acts locally
freely onCP , we guess that dimM(P,χ) = dimCP − 1− dimG′.

In doing this calculation we have factored out the ‘internal’ symmetry group
G′ of the construction, which acts on the data used in the construction, but not
on the set of SLm-folds we construct. However, there still remains the ‘external’
symmetry group of automorphisms ofCm, which is SU(m) in the linear case
(where the origin is a privileged point) and SU(m)� Cm in the affine case.

Thus, if genericm-folds in M(P,χ) have no continuous symmetries, then
the moduli space of SLm-folds up to automorphisms ofCm has dimension
dimM(P,χ)−m2+1 in the linear case, and dimM(P,χ)−m2−2m+1 in the affine
case. This is probably the best measure of the number of ‘interesting parameters’
in the construction, once all symmetries are taken into account.

5. Examples from evolving centred quadrics

We will now apply the construction of Sect.3 to the family of sets of linear
evolution data(P, χ) defined using centred quadrics inRm in Examples 4.2
and 4.3. In Sect.5.1 we reduce the problem to an o.d.e. in complex functions
w1, . . . , wm of a real variablet , and in Sect.5.2 we rewrite the o.d.e. in terms
of functionsu, θ andθ1, . . . , θm of t . Then in Sect.5.3 we solve the equations
explicitly, as far as we can; the solutions are written in terms ofelliptic integrals.

Section 5.4 considers global properties of the solutions, and describes the
resulting SLm-folds in four different cases. Finally, Sect.5.5 considers one
particularly interesting case in which the time evolution may beperiodic in t ,
and investigates the conditions for periodicity.

It turns out that in the case thatP is a sphereSm−1 in Rm, the SLm-folds
we construct have already been found using a different method by Lawlor [12],
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and completed by Harvey [4, p. 139–143]. Lawlor used his examples to prove
theangle conjecture, a result on when the union of twom-planes inRn is area-
minimizing. The other cases of this section can also be studied using Lawlor and
Harvey’s method, and may well be known to them, but the author has not found
the other cases published anywhere.

Much of this section runs parallel to the construction of U(1)m−2-invariant
special Lagrangian cones inCm in [7, Sect. 7] and uses the same ideas, because
the o.d.e.s involved are very similar. However, the geometric interpretations are
significantly different.

5.1. Reduction of the problem to an o.d.e.

Let 1� a � m andc ∈ R, with c > 0 if a = m, and defineP andχ by

P = {
(x1, . . . , xm) ∈ Rm : x21+· · ·+x2a−x2a+1−· · ·−x2m=c

}
, (5.1)

χ = 2
a∑
j=1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em

− 2
m∑

j=a+1
(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em,

(5.2)

whereej = ∂
∂xj
. Then(P, χ) is a set of linear evolution data. Consider linear

mapsφ : Rm→ Cm of the form

φ : (x1, . . . , xm) �→ (w1x1, . . . , wmxm) for wj in C \ {0}. (5.3)

Thenφ is injective and Imφ is a Lagrangianm-plane inCm, so thatφ lies in the
subsetCP of Hom(Rm,Cm) given in Definition 3.2.

We will see that the evolution equation (3.2) forφ in CP preservesφ of the
form (5.3). So, consider a 1-parameter family

{
φt : t ∈ (−ε, ε)

}
given by

φt : (x1, . . . , xm) �→
(
w1(t)x1, . . . , wm(t)xm

)
, (5.4)

wherew1, . . . , wm are differentiable functions from(−ε, ε) toC \ {0}. We shall
rewrite (3.2) as a first-order o.d.e. uponw1, . . . , wm.

Now (φt )∗(ej ) = wj
∂
∂zj
+ w̄j ∂∂z̄j . It is convenient to get rid of thēzj term

by taking the (1,0)-component, giving(φt )∗(ej )(1,0) = wj ∂∂zj . In the same way,

from (5.2) the(m−1,0) component(φt )∗(χ)(m−1,0) of (φt )∗(χ) is

2
a∑
j=1
(−1)j−1xjw1· · ·wj−1wj+1· · ·wm ∂

∂z1
∧· · ·∧ ∂

∂zj−1∧ ∂
∂zj+1∧· · ·∧ ∂

∂zm

−2
m∑

j=a+1
(−1)j−1xjw1· · ·wj−1wj+1· · ·wm ∂

∂z1
∧· · ·∧ ∂

∂zj−1∧ ∂
∂zj+1∧· · ·∧ ∂

∂zm
.
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AsΩ is an(m,0)-tensor, we see that the contraction of(φt )∗(χ) with Ω is
the same as that of(φt )∗(χ)(m−1,0) with Ω. Hence, using the index notation for
tensors onCm, we get

(φt )∗(χ(x))a1...am−1Ωa1...am−1am =

2
a∑
j=1
xjw1 · · ·wj−1wj+1 · · ·wm(dzj )am

−2
m∑

j=a+1
xjw1 · · ·wj−1wj+1 · · ·wm(dzj )am.

Hence

(φt )∗(χ(x))a1...am−1Ωa1...am−1amg
amb =

2
a∑
j=1
xjw1 · · ·wj−1wj+1 · · ·wm

(
∂
∂z̄j

)b

−2
m∑

j=a+1
xjw1 · · ·wj−1wj+1 · · ·wm

(
∂
∂z̄j

)b
.

Since(φt )∗(χ(x)) andg are real tensors, taking real parts gives

(φt )∗(χ(x))a1...am−1(ReΩ)a1...am−1amg
amb =

a∑
j=1
xj w̄1 · · · w̄j−1w̄j+1 · · · w̄m

(
∂
∂zj

)b

−
m∑

j=a+1
xj w̄1 · · · w̄j−1w̄j+1 · · · w̄m

(
∂
∂zj

)b

+
a∑
j=1
xjw1 · · ·wj−1wj+1 · · ·wm

(
∂
∂z̄j

)b

−
m∑

j=a+1
xjw1 · · ·wj−1wj+1 · · ·wm

(
∂
∂z̄j

)b
.

From (3.2) each side of this equation is
(dφt (x)

dt

)b
, which satisfies(dφt (x)

dt

)b =∑m
j=1 xj

dwj
dt

(
∂
∂zj

)b +∑m
j=1 xj

dw̄j
dt

(
∂
∂z̄j

)b
by (5.4). Equating coefficients in the last two equations gives

dwj
dt

=
{

w1 · · ·wj−1wj+1 · · ·wm, j = 1, . . . , a,

−w1 · · ·wj−1wj+1 · · ·wm, j = a+1, . . . , m.
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This is the first-order o.d.e. uponw1, . . . , wm that we seek. Applying Theorem
3.3, we have proved:

Theorem 5.1. Let 1 � a � m and c ∈ R, with c > 0 if a = m. Suppose
w1, . . . , wm are differentiable functionswj : (−ε, ε)→ C \ {0} satisfying

dwj
dt

=
{

w1 · · ·wj−1wj+1 · · ·wm, j = 1, . . . , a,

−w1 · · ·wj−1wj+1 · · ·wm, j = a+1, . . . , m. (5.5)

Define a subsetN of Cm by

N =
{(
w1(t)x1, . . . , wm(t)xm

) : t ∈ (−ε, ε), xj ∈ R,

x21 + · · · + x2a − x2a+1− · · · − x2m = c
}
.

(5.6)

ThenN is a special Lagrangian submanifold inCm.

Observe that (5.5) agreeswith [7, eq. (8)], withaj = 1 forj � a andaj = −1
for j > a. Thus, we can follow the analysis of [7, Sect. 7] to understand the
solutions of (5.5). Furthermore, we showed in [7, Sect. 7.6] that [7, eq. (8)] is a
completely integrable Hamiltonian system, and the proof also applies to (5.5).

5.2. Rewriting these equations

We now rewrite Theorem 5.1 using different variables. Ifj � a then (5.5) gives

d|wj |2
dt

= wj dw̄j
dt

+ w̄j dwj
dt

= w1 · · ·wm + w1 · · ·wm = 2Re(w1 · · ·wm),

and in the same way we get

d|wj |2
dt

=
{

2Re(w1 · · ·wm), j = 1, . . . , a,

−2Re(w1 · · ·wm), j = a+1, . . . , m. (5.7)

Let λ ∈ R be a constant, to be chosen later. Defineα1, . . . , αm by

αj =
{
|wj(0)|2− λ, j = 1, . . . , a,

|wj(0)|2+ λ, j = a + 1, . . . , m,
(5.8)

and a functionu : (−ε, ε)→ R by

u(t) = λ+ 2
∫ t

0
Re

(
w1(s) · · ·wm(s)

)
ds,

so thatu(0) = λ. Then (5.7) gives
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|wj |2 =
{
αj + u, j = 1, . . . , a,

αj − u, j = a+1, . . . , m. (5.9)

Thus we may write

wj(t) =
{
eiθj (t)

√
αj + u(t), j = 1, . . . , a,

eiθj (t)
√
αj − u(t), j = a+1, . . . , m,

for differentiable functionsθ1, . . . , θm : (−ε, ε)→ R.
Define

θ = θ1+ · · · + θm and Q(u) =
a∏
j=1
(αj + u)

m∏
j=a+1

(αj − u).

Then we see that

du

dt
= 2Re(w1 · · ·wm) = 2Q(u)1/2 cosθ.

Furthermore, expanding out (5.5) shows that

dθj
dt
=

{− Q(u)1/2 sinθ
αj+u , j = 1, . . . , a,

Q(u)1/2 sinθ
αj−u , j = a+1, . . . , m.

Summing this equation fromj = 1 tom gives

dθ

dt
= −Q(u)1/2 sinθ

(∑a
j=1

1
αj+u −

∑m
j=a+1

1
αj−u

)
.

Thus, we may rewrite Theorem 5.1 in the following way.

Theorem 5.2. Let u and θ1, . . . , θm be differentiable functions
(−ε, ε)→ R satisfying

du

dt
= 2Q(u)1/2 cosθ (5.10)

and
dθj
dt
=

{− Q(u)1/2 sinθ
αj+u , j = 1, . . . , a,

Q(u)1/2 sinθ
αj−u , j = a+1, . . . , m, (5.11)

whereθ = θ1+ · · · + θm, so that

dθ

dt
= −Q(u)1/2 sinθ

(∑a
j=1

1
αj+u −

∑m
j=a+1

1
αj−u

)
. (5.12)

Suppose thatαj +u > 0 for j = 1, . . . , a andαj −u > 0 for j = a+1, . . . , m
and t ∈ (−ε, ε). Define a subsetN of Cm to be
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{(
x1e

iθ1(t)
√
α1+ u(t), . . . , xaeiθa(t)

√
αa + u(t),

xa+1eiθa+1(t)
√
αa+1− u(t), . . . , xmeiθm(t)

√
αm − u(t)

) :
t ∈ (−ε, ε), xj ∈ R, x21+· · ·+x2a−x2a+1−· · ·−x2m=c

}
.

(5.13)

ThenN is a special Lagrangian submanifold inCm.

Now (5.10) and (5.12) givedudt and
dθ
dt as functions ofu andθ . Dividing one

by the other gives an expression fordu
dθ , eliminatingt . Suppose for the moment

that sin(θ(0)) �= 0. Then separating variables gives

∫ u(t)

u(0)


 a∑
j=1

1

αj + u −
m∑

j=a+1

1

αj − u


du = −2

∫ θ(t)

θ(0)
cotθ dθ,

which integrates explicitly to

logQ(u) = −2 log sinθ + C
for all t ∈ (−ε, ε), for someC ∈ R. Exponentiating givesQ(u) sin2 θ ≡ eC > 0.

If on the other hand sinθ(0) = 0 then (5.12) shows thatθ is constant
in (−ε, ε), soQ(u) sin2 θ ≡ 0. In both casesQ(u) sin2 θ is constant, so its
square rootQ(u)1/2 sinθ is also constant, as it is continuous. Thus we have
Q(u)1/2 sinθ ≡ A for someA ∈ R.

This simplifies (5.11) and (5.12), by replacing the factorQ(u)1/2 sinθ byA.
Also, from (5.10) we find that(

du
dt

)2 = 4Q(u) cos2 θ = 4
(
Q(u)−Q(u) sin2 θ) = 4

(
Q(u)− A2

)
.

Thus we have proved the following analogue of [7, Prop. 7.3]:

Proposition 5.3. In the situation of Theorem 5.2 we have

Q(u)1/2 sinθ ≡ A (5.14)

for someA ∈ R and all t ∈ (−ε, ε), and (5.10)–(5.12)are equivalent to(du
dt

)2 = 4
(
Q(u)− A2

)
, (5.15)

dθj
dt
=

{− A
αj+u , j = 1, . . . , a,
A
αj−u , j = a+1, . . . , m, (5.16)

and
dθ

dt
= −A


 a∑
j=1

1

αj + u −
m∑

j=a+1

1

αj − u


 . (5.17)
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5.3. Explicit solution using elliptic integrals

Next we will write down the SLm-fold N of Theorem 5.2 in a more simple and
explicit way. A nice way of doing this is to eliminatet , and write everything
instead as a function ofu. Now du

dt has the same sign as cosθ by (5.10). Thus,
if cosθ changes sign in(−ε, ε) then we cannot writet as a function ofu, but if
cosθ has constant sign then we can.

Let us assume thatθ(t) ∈ (−π/2, π/2) for all t ∈ (−ε, ε), so that cosθ is
positive. Then (5.15) givesdudt = 2

√
Q(u)− A2, and integrating gives

∫ u(t)

u(0)

du

2
√
Q(u)− A2

=
∫ t

0
dt = t.

This definesu implicitly as a function oft . From (5.15) and (5.16) we get

dθj
du

=


− A

2(αj+u)
√
Q(u)−A2 , j = 1, . . . , a,

A

2(αj−u)
√
Q(u)−A2 , j = a+1, . . . , m.

Integrating these gives expressions forθj in terms ofu, and we have proved:

Theorem 5.4. Supposeθ(t) ∈ (−π/2, π/2) for all t ∈ (−ε, ε). Then the special
Lagrangianm-fold N of Theorem 5.2 is given explicitly by

N =
{(
x1e

iθ1(u)
√
α1+ u, . . . , xaeiθa(u)√αa + u,

xa+1eiθa+1(u)
√
αa+1− u, . . . , xmeiθm(u)√αm − u

) :
u ∈ (

u(−ε), u(ε)), xj ∈ R, x21 + · · · + x2a − x2a+1− · · · − x2m = c
}
,

where the functionsθj (u) are given by

θj (u) =


θj

(
u(0)

)− A
2

∫ u
u(0)

dv

(αj+v)
√
Q(v)−A2 , j = 1, . . . , a,

θj
(
u(0)

)+ A
2

∫ u
u(0)

dv

(αj−v)
√
Q(v)−A2 , j = a+1, . . . , m.

5.4. A qualitative description of the solutions

We now describe the SLm-foldsN in Cm emerging from the construction of
Theorem 5.2, dividing into four cases, depending on the values ofA anda.
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Case (a):A = 0. WhenA = 0, we see from (5.16) thatθ1, . . . , θm are constant
with θ1 + · · · + θm = nπ for somen ∈ Z, and the SLm-fold N of (5.13) is a
subset of the special Lagrangianm-plane{

(x1e
iθ1, . . . , xme

iθm) : x1, . . . , xm ∈ R
}
.

Thus the caseA = 0 is not very interesting. If we replaceθ1 by θ1 + π and
t by −t thenA changes sign, but the manifoldN of (5.13) is unchanged. So
we may assume in the remaining cases thatA > 0. Then it turns out that the
equations behave very differently depending on whethera = m or a < m. We
consider thea = m case first.

Case (b):a = m, c > 0 andA > 0. This case has already been studied by
Lawlor [12] and Harvey [4, p. 139–143], using somewhat different methods.
After some changes of notation, one can show that Harvey [4, Th. 7.78, p. 140] is
equivalent to the casea = m, c > 0 of Theorem 5.4. Lawlor used his examples
to prove theangle conjecture, a result on when the union of twom-planes inRn

is area-minimizing. Whenα1 = · · · = αm, the manifolds are SO(m)-invariant,
and are given in [5, Sect. III.3.B].

Whenm � 3, it can be shown that equation (5.5) admits solutions on a
bounded open interval(γ, δ) with γ < 0 < δ, such thatu(t)→∞ ast → γ+
andt → δ−, so that the solutions cannot be extended continuously outside(γ, δ).
Whenm = 2, solutions exist onR, with u(t)→∞ ast →±∞, so we can put
‘γ = −∞’ and ‘δ = ∞’ in this case.

The SLm-fold N defined using the full solution interval(γ, δ) is a closed,
embedded special Lagrangianm-fold diffeomorphic toSm−1×R. It is the total
space of a family of ellipsoidsPt inCm, parametrized byt . As t approachesγ or
δ these ellipsoids go to infinity inCm, and also becomemore andmore spherical.

At infinity, N is asymptotic to orderr1−m to the union of two special La-
grangianm-planesRm inCm meeting at 0, and we can think ofN as aconnected
sumof two copies ofRm. These examples are interesting because they provide
local models for the creation of new SLm-folds in Calabi–Yaum-folds as con-
nected sums of other SLm-folds, as in [6, Sect. 6–Sect. 7] whenm = 3.

It remains to consider the cases in whichA > 0 and 1� a � m− 1. Recall
that the definition (5.8) ofα1, . . . , αm depended on an arbitrary constantλ ∈ R.
It is easy to show that there exists a uniqueλ ∈ R such thatαj > 0 for all j , and

a∑
j=1

1

αj
=

m∑
j=a+1

1

αj
. (5.18)

Let us choose this value ofλ.
SinceQ(u) = |w1|2 · · · |wm|2, andQ(u) � A2 > 0 asA > 0, we have

|wj |2 > 0 for all j . Thus, from (5.9) we see thatu(t) is confined to the open
interval
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(− min
1�j�a

αj , min
a+1�j�m

αj
)

(5.19)

for all t for which the solution exists. It follows from (5.18) thatQ′(0) = 0.
As the roots−α1, . . . ,−αa, αa+1, . . . , αm of Q(u) are all real and none lie in
(5.19), zero is the only turning point ofQ in the interval (5.19). Thus,Q achieves
its maximum in (5.19) at 0, andQ(0) = α1 · · ·αm.

ButQ(u) � A2 by (5.14). Hence, for allt we have

0< A2 � Q(u) � α1 · · ·αm. (5.20)

In particular, this shows thatA � (α1 · · ·αm)1/2.We divide into two more cases,
depending on whetherA = (α1 · · ·αm)1/2 orA < (α1 · · ·αm)1/2.

Case (c): 1� a � m − 1 andA = (α1 · · · αm)1/2. In this case, (5.20) gives
α1 · · ·αm � Q(u) � α1 · · ·αm, soQ(u) ≡ α1 · · ·αm. It easily follows thatu ≡ 0,
cosθ ≡ 0 and sinθ ≡ 1, so thatθ ≡ (2n+ 1

2)π for somen ∈ Z. Equation (5.16)
then gives

θj (t) =
{
θj (0)− At/αj j = 1, . . . , a,

θj (0)+ At/αj j = a+1, . . . , m.
Thus solutions exist for allt ∈ R. Define

aj =
{
−A/αj j = 1, . . . , a,

A/αj j = a+1, . . . , m, and yj = α1/2j xj .

Then we find thata1+ · · · + am = 0, andN is given by{(
ei(θ1(0)+a1t)y1, . . . ,ei(θm(0)+amt)ym

) : t ∈ R, yj ∈ R,

a1y
2
1 + · · · + amy2m = −Ac

}
.

Now apart from the constant phase factors eiθj (0), this is one of the SLm-
folds constructed in [7, Prop. 9.3] using the ‘perpendicular symmetry’ idea of
[7, Sect. 9], withn = m andG = U(1) orR. Whena1, . . . , am are integers, this
example is discussed in [7, Ex. 9.4].

Case (d): 1� a � m−1 and 0< A < (α1 · · · αm)1/2. This is very similar to
case (c) of [7, Sect. 7], and following the proof of [7, Prop. 7.11] we can show:

Proposition 5.5. Suppose1 � a � m− 1, andα1, . . . , αm satisfyαj > 0 and
(5.18). Let u(0) and θ1(0), . . . , θm(0) be given, such thatαj + u(0) > 0 for
j = 1, . . . , a andαj − u(0) > 0 for j = a + 1, . . . , m, and

0< A = Q(u(0))1/2 sinθ(0) < (α1 · · ·αm)1/2,
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whereθ(0) = θ1(0)+· · ·+θm(0).Then thereexist uniquesolutionsu(t),θj (t)and
θ(t) to equations(5.10)–(5.12)of Theorem 5.2 for allt ∈ R, with these values at
t = 0. Furthermoreu and θ are nonconstant and periodic with periodT > 0,
and there existβ1, · · ·βm ∈ R withβj < 0whenj = 1, . . . , a andβj > 0when
j = a+1, . . . , m andβ1+ · · · + βm = 0, such thatθj (t + T ) = θj (t)+ βj for
j = 1, . . . , m and all t ∈ R.

Here solutionsu, θ to equations (5.10) and (5.12) are periodic with periodT ,
just as in [7, Sect. 7.5]. Thereforedθjdt is periodic with periodT by (5.11), which

implies thatθj (t + T ) = θj (t) + βj for someβj ∈ R. But dθjdt < 0 for j � a

and dθj
dt > 0 for j > a by (5.16), so thatβj < 0 whenj � a andβj > 0 when

j > a. Also θ = θ1+ · · · + θm, so thatθ(t + T ) = θ(t)+ β1+ · · · + βm. As θ
is periodic with periodT , we see thatβ1+ · · · + βm = 0.

What this means is that whent goes through one cycle of lengthT , the
complex coordinatesz1, . . . , zm don’t return to their starting points, but instead
are taken to eiβ1z1, . . . ,eiβmzm.

5.5. Periodic solutions in case (d)

Wehave seen that in case (d) above,u andθ are periodic functions with periodT ,
butθ1, . . . , θm are not periodic, and satisfyθj (t+T ) = θj (t)+βj for β1, . . . , βm
real numbers withβj < 0 if j � a andβj > 0 if j > a. ButN in (5.13) depends
only on eiθj rather than onθj , so thatθ1, . . . , θm matter only up to multiples
of 2π .

Thus, ifβ1, . . . , βm are integer multiples of 2π , then the evolution defining
N repeats after timeT . Actually it’s enough forβj to be multiples ofπ , as we
can change the sign ofxj in (5.13). More generally, ifβ1, . . . , βm are rational
multiples ofπ , then the evolution repeats after timenT , wheren > 0 is the
lowest common multiple of the denominators of the rational factors.

For our later applications, these periodic solutions are more interesting than
the non-periodic ones, because they give rise to closed special Lagrangianm-
folds in Cm that can be local models for singularities of special Lagrangian
m-folds in Calabi–Yau manifolds. But the non-periodic solutions are not closed
in Cm, and are not suitable as local models in the same way.

Therefore we will study the dependence of theβj upon the initial data. It is
easy to see thatβ1, . . . , βm depend only ona,m, α1, . . . , αm andA, and not on
u(0) or θ1(0), . . . , θm(0). Also, from above theαj andA satisfy

αj > 0,
a∑
j=1

1

αj
=

m∑
j=a+1

1

αj
and 0< A < (α1 · · ·αm)1/2. (5.21)

Given anyα1, . . . , αm andA satisfying these conditions, there exists a set of ini-
tial datau(0), θ1(0), . . . , θm(0)with thesevalues.For instance,wecanfixu(0) =
0, and then take anyθ1(0), . . . , θm(0) such that sinθ(0) = A(α1 · · ·αm)−1/2.
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Considerwhat happens to thedatawhenwe rescaleN byaconstant factorκ >
0. Calculation shows that we should replaceu, θj , αj andA by u′, θ ′j , α

′
j andA

′,
whereu′(t) = κ2u(κm−2t), θ ′j (t) = θj (κm−2t),α′j = κ2αj andA′ = κmA. These
give new solutions to the equations with periodT ′ = κ2−mT , and unchanged
values ofβ1, . . . , βm. The corresponding SLm-fold N ′ is κN = {κz : z ∈ N}.

We can now do a parameter count. Sinceβ1 + · · · + βm = 0, there are
only m − 1 independentβj . These depend on them + 1 variablesα1, . . . , αm
andA, which satisfy one equation

∑a
j=1

1
αj
= ∑m

j=a+1
1
αj
. Thus, theβj can be

regarded asm− 1 functions ofm variables. However, rescaling byκ leaves the
βj unchanged, but removes one degree of freedom from theαj andA.

Thus, in the initial dataα1, . . . , αm andA there are onlym − 1 interesting
degrees of freedom, and there arem−1 independentβj depending on them. The
obvious conjecture is that these two sets ofm − 1 parameters correspond, and
that the map from sets ofαj andA satisfying (5.21) and sets ofβj satisfying
β1+ · · ·+βm = 0 is generically locally surjective, and locally injective modulo
rescaling byκ > 0 as above. In our next few results we shall show that this is
true.

In the following proposition, modelled on [7, Prop. 7.13], we regard theαj
as fixed, and evaluate the limits of theβj asA→ 0 andA→ (α1 · · ·αm)1/2. For
simplicity we order theαj so thatα1 � · · · � αa andαa+1 � · · · � αm.
Proposition 5.6. Suppose1� a < m andα1, . . . , αm > 0 satisfy

α1 = · · · = αk < αk+1 � · · · � αa,

αa+1� · · ·�αm−l <αm−l+1=· · ·=αm and
a∑
j=1

1

αj
=

m∑
j=a+1

1

αj
.

(5.22)

Regardingα1, . . . , αm as fixed and lettingA vary in
(
0, (α1 · · ·αm)1/2

)
, we find

that asA→ 0, we have

βj →



−π
k
, 1� j � k,

0, k < j � m− l,
π
l
, m− l < j � m,

(5.23)

and asA→ (α1 · · ·αm)1/2, we have

βj →
{
−2πα−1j

(
2

∑m
i=1 α

−2
i

)−1/2
, 1� j � a,

2πα−1j
(
2

∑m
i=1 α

−2
i

)−1/2
, a+1� j � m.

(5.24)
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Proof. Let γ, δ be the minimum and maximum values ofu. Then−α1 < γ <
0 < δ < αm andQ(γ ) = Q(δ) = A2, and using the ideas of Sect.5.3 we find
that

βj =


− ∫ δ

γ
dv

(αj+v)
√
A−2Q(v)−1, j = 1, . . . , a,∫ δ

γ
dv

(αj−v)
√
A−2Q(v)−1, j = a+1, . . . , m. (5.25)

AsA→ 0 we haveγ →−α1 andδ→ αm. Also, the factors(A−2Q(v)−1)−1/2
in (5.25) tend to zero, except nearγ andδ. Hence, asA→ 0, the integrands in
(5.25) get large nearγ ≈ −α1 andδ ≈ αm, and very close to zero in between.

So to understand theβj asA→ 0, it is enough to study the integrals (5.25)
nearγ andδ. We shall model them atγ . Then nearv = −α1 we have

Q(v) ≈ C(v + α1)k, where C =
a∏

i=k+1
(αi − α1)

m∏
i=a+1

(αi + α1).

SinceA2 = Q(γ ) this givesA2 ≈ C(γ + α1)k, so thatγ ≈ A2/kC−1/k − α1.
Therefore, whenv ≈ γ we haveA−2Q(v) − 1 ≈ A−2C(v + α1)k − 1, so

whenA is small andj = 1, . . . , k we have∫ 0

γ

dv

(αj + v)
√
A−2Q(v)− 1

≈
∫ 0

A2/kC−1/k−α1

dv

(α1+ v)
√
A−2C(v + α1)k − 1

≈
∫ ∞

0

2dw

k(w2+ 1)
= π
k
,

changing variables tow = √
A−2C(v + α1)k − 1, where in the second line some

surprising cancellations happen, and we have also approximated the upper limit√
A−2Cαk1 − 1 by∞.
Whenk + 1� j � a andA is small we have∫ 0

γ

dv

(αj + v)
√
A−2Q(v)− 1

≈
∫ 0

A2/kC−1/k−α1

dv

αj
√
A−2C(v + α1)k − 1

≈ 0,

and similarly whena + 1� j � m andA is small we have∫ 0

γ

dv

(αj − v)
√
A−2Q(v)− 1

≈ 0.
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So on[γ,0] the integrals (5.25) are close to−π/k for 1� j � k and 0 forj > k
for smallA. In the same way, on[0, δ] the integrals (5.25) are close toπ/l for
m− l < j � m and 0 forj � m− l for smallA. This proves (5.23).

Next consider the behaviour ofβj asA→ (α1 · · ·αm)1/2.WhenA is close to
(α1 · · ·αm)1/2, u is small and sinθ close to 1, soθ remains close toπ/2. Write
θ = π

2 + φ, for φ small. Then, settingQ(u) ≈ α1 · · ·αm and

cosθ ≈ −φ, sinθ ≈ 1 and
a∑
j=1

1

αj + u −
m∑

j=a+1

1

αj − u ≈ −u
m∑
j=1
α−2j ,

taking only the highest order terms, equations (5.10) and (5.12) become

du

dt
≈ −2(α1 · · ·αm)1/2φ and

dφ

dt
≈ u(α1 · · ·αm)1/2

m∑
j=1
α−2j ,

so thatu andθ undergo approximately simple harmonic oscillations with period
T = 2π

(
2α1 · · ·αm∑m

j=1 α
−2
j

)−1/2
. Then (5.11) shows that

dθj
dt
≈

{
−α−1j (α1 · · ·αm)1/2, 1� j � a,
α−1j (α1 · · ·αm)1/2, a + 1� j � m.

Soβj ≈ dθj
dt T , as

dθj
dt is approximately constant. This proves (5.24). ��

We can use these limits to show that the mapβ from α1, . . . , αm,A to
β1, . . . , βm with β1+ · · · + βm = 0 is generically locally surjective.

Proposition 5.7. Regardβ = (β1, . . . , βm) as a function of(
α1, . . . , αm,A

)
. Thenβ is a real analytic map fromU to V , where

U = {
(α1, . . . , αm,A) : αj > 0,

∑a
j=1

1
αj
=∑m

j=a+1
1
αj
,

0< A < (α1 · · ·αm)1/2
}

and

V = {
(x1, . . . , xm) ∈ (−∞,0)a × (0,∞)m−a : x1+ · · · + xm = 0

}
.

Whenm = 2 we haveβ(u) = (−π, π) for all u ∈ U . Whenm � 3, the image
β(U) is (m−1)-dimensional, and for a dense open subset ofu ∈ U the derivative
dβ|u : Rm+1→

{
(x1, . . . , xm) ∈ Rm : x1+ · · · + xm = 0

}
is surjective.

Proof. FromSect.5.4 we know thatβj < 0whenj � a andβj > 0whenj > a,
andβ1 + · · · + βm = 0, so thatβ does mapU to V . AsA, γ andδ are clearly
real analytic functions of theαj andA, we see from (5.25) thatβ is real analytic.

Whenm = 2 we must havea = 1, and going back to Theorem 5.1 we see
that the equations onw1, w2 are

dw1
dt = w̄2 and

dw2
dt = −w̄1, which arereal
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linear, and admit simple harmonic solutions with period 2π for any nonzero
initial data. Translating this into the notation of Theorem 5.2, we find thatu and
θ have periodπ andβ1 = −π , β2 = π for any initial data inU .

Now the limits ofβ1, . . . , βm in (5.24) satisfy
∑m
j=1 β

2
j = 2π2. Thus, from

(5.24) we see that the closureβ(U) contains a nonempty open subset of the
(m−2)-dimensional real hypersurface∑m

j=1 x
2
j = 2π2 in V . This implies that

β(U) is at least(m−2)-dimensional.
Sinceβ is real analytic andU is connected, there are only two possibilities:

(a) β(U) is (m− 1)-dimensional, or
(b) β(U) lies in the real hypersurface

∑m
j=1 x

2
j = 2π2 in V .

However, whenm � 3 we can use (5.23) to eliminate possibility (b). Forβ(U)

must contain the limit in (5.23), which satisfies
∑m
j=1 β

2
j = π2

(
1
k
+ 1

l

)
. This lies

in
∑m
j=1 x

2
j = 2π2 only if 1

k
+ 1

l
= 2, that is, ifk = l = 1, sincek, l � 1.

Now the ranges ofk and l arek = 1, . . . , a and l = 1, . . . , m−a. When
m = 2 we are forced to takek = l = a = 1 and we cannot eliminate possibility
(b), as it is actually true. But whenm � 3 we are always free to choosek > 1
or l > 1, soβ(U) contains a point not on the hypersurface. Thus (b) is false,
so (a) is true, andβ(U) is (m−1)-dimensional. This shows that dβ|u must be
surjective at someu ∈ U , and as this is an open condition andβ is real analytic,
dβ|u is surjective for a dense open subset ofu ∈ U . ��

This yields the following rough analogue of [7, Cor. 7.14].

Corollary 5.8. In the situation above, we haveβ1, . . . , βm ∈ πQ for a dense
subset ofu in U .

Here is the main result of this section.

Theorem 5.9. For eachm � 3 and 1 � a < m, the construction above pro-
duces a countably infinite collection of1-parameter families of distinct special
Lagrangianm-foldsN in Cm parametrized byc ∈ R, given by{(

x1e
iθ1(t)

√
α1+ u(t), . . . , xaeiθa(t)

√
αa + u(t),

xa+1eiθa+1(t)
√
αa+1−u(t), . . . , xmeiθm(t)

√
αm−u(t)

) :
t ∈ R, xj ∈ R, x21 + · · · + x2a − x2a+1− · · · − x2m = c

}
,

(5.26)

such that

(a) if c > 0 thenN is a closed, nonsingular, immersed submanifold diffeomor-
phic toSa−1× Rm−a× S1, or to a free quotient of this byZ2,

(b) if c < 0 thenN is a closed, nonsingular, immersed submanifold diffeomor-
phic toRa× Sm−a−1× S1, or to a free quotient of this byZ2, and
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(c) if c = 0 thenN is a closed, immersed cone with an isolated singular point
at 0, diffeomorphic to the cone onSa−1× Sm−a−1× S1, or to a cone on a
free quotient of this byZ2.

Proof. We saw at the beginning of Sect.5.5 that ifβ1, . . . , βm ∈ πQ then the
time evolution of Theorem 5.2 exists for allt , and is periodic with periodnT for
somen � 1. But by Corollary 5.8 we haveβ1, . . . , βm ∈ πQ for a dense subset
of u ∈ U . Thus, the construction above yields a countable collection of families
ofSLm-folds, locally parametrizedbyβ1, . . . , βm ∈ πQwithβ1+· · ·+βm = 0.

Choose one of these families, and defineN by (5.26). ThenN is special
LagrangianbyTheorem5.2. LetP be thequadricx21+· · ·+x2a−x2a+1−· · ·−x2m =
c inRm. ThenN is the image of amapΦ : P×R → Cm taking

(
(x1, . . . , xm), t

)
to the point inCm defined in (5.26). As the factors eiθj (t)

√
αj ± u(t) are always

nonzero,Φ is an immersionexcept whenx1 = · · · = xm = 0, which happens
only whenc = 0.

Thus,N is a nonsingular immersed submanifold whenc �= 0, and when
c = 0 it has just one singular point 0 as an immersed submanifold. SinceΦ is
periodic int with periodnT , we can instead regardΦ as a mapP × S1→ Cm,
whereS1 = R/nT Z. It is also not difficult to see that the imageN of Φ is
closed, providedΦ is periodic.

NowP is diffeomorphic toSa−1×Rm−a whenc > 0, toRa× Sm−a−1 when
c < 0, and to the cone onSa−1× Sm−a−1 whenc = 0. ThusN is diffeomorphic
underΦ as an immersed submanifold toSa−1× Rm−a× S1 whenc > 0, to
Ra×Sm−a−1×S1whenc < 0, and to the coneonSa−1×Sm−a−1×S1whenc = 0.

It remains only to discuss the parts about free quotients byZ2 in (a)–(c). We
could have left these bits out, as the result is true without them. The point is this:
supposeβj = πaj/b, for integersa1, . . . , am andbwith hcf(a1, . . . , am, b) = 1
andb > 0. Thenwj(t + bT ) = (−1)ajwj (t), so thatwj has periodbT if aj is
even, and 2bT if aj is odd. ThusΦ satisfies

Φ
(
(x1, . . . , xm), t

) = Φ((
(−1)a1x1, . . . , (−1)amxm

)
, t + bT )

.

SinceP is invariant underxj �→ (−1)aj xj , the family of quadrics making up
N has periodbT . But it doesn’t simply repeat after timebT , but also changes
the signs of thosexj with aj odd. Let us regardΦ as mappingP × S1 → Cm,
whereS1 = R/2bT Z. ThenΦ is generically 2:1, and filters through a map
(P × S1)/Z2→ Cm, where the generator ofZ2 acts freely onP × S1 by

(
(x1, . . . , xm), t+2bT Z

) �→ (
((−1)a1x1, . . . , (−1)anxm), t+bT +2bT Z

)
.

This completes the proof. ��
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This theorem is analogous to [7, Th. 7.15]. However, [7, Th. 7.15] constructs
SLT m−1-conesN with rather large symmetry groups Sym0(N) = U(1)m−2, but
the most generic cones and more general SLm-folds constructed above have
Sym0(N) = {1}, so they have rather small symmetry groups. This is not true for
all them-folds of Theorem 5.9, but only whenα1, . . . , αa andαa+1, . . . , αm are
distinct.

Part (c) of the theorem is interesting, as it provides a large family of singular
special Lagrangian cones inCm which are good local models for the singulari-
ties of special Lagrangianm-folds in Calabi–Yaum-folds. Parts (a) and (b) are
examples ofAsymptotically Conicalspecial Lagrangianm-folds inCm, and also
give local models for how the singularities of part (c) can appear as limits of
families of nonsingular SLm-folds in Calabi–Yaum-folds.

Here is a crude ‘parameter count’ of the number of distinct families of spe-
cial Lagrangianm-folds produced by this construction. Locally the families are
parametrized by byβ1, . . . , βm ∈ πQwith β1+· · ·+βm = 0. There are unique
integersa1, . . . , am, b with βj = πaj/b, such that hcf(a1, . . . , am, b) = 1 and
b > 0. Buta1+ · · · + am = 0, so we can discardam.

Observe that the constructions of this section and of [7, Sect. 7] are strikingly
similar in some ways, despite their differences. The o.d.e.s (5.5) and [7, eq. (8)]
behind the two constructions are essentially the same. And although the period-
icity conditions considered above and in [7, Sect. 7.5] are very different, the end
results are similar, as abovewesaw thatN dependsonm integersa1, . . . , am−1, b
with highest common factor 1, whereas after [7, Th. 7.15] we concluded thatN

depended onm integersã1, . . . , ãm−1, a with highest common factor 1.
The author wonders whether there is some deep connection, or duality, be-

tween the constructions of [7, Sect. 7] and this section, which explains these
similarities. This could be an integrable systems phenomenon, some kind of
‘Bäcklund transformation’ between the two constructions which respects the
periodicity criteria, or something to do with mirror symmetry.

6. The 3-dimensional case

We now specialize to the casem = 3 in the situation of Sect.5. The special La-
grangian 3-folds we discuss in this section were also considered from a different
point of view by Bryant [1, Sect. 3.5]. Bryant uses Cartan–K¨ahler theory to study
special Lagrangian 3-foldsL in C3 whose second fundamental formh satisfies
certain conditions at every point.

In effect, Bryant shows [1, Th. 4] thatL is one of the SL 3-folds of parts
(b)–(d) of Sect.5.4 if and only ifh has stabilizerZ2 in a dense open subset of
L. His methods are local. They show that the family of such 3-folds is finite-
dimensional and compute the dimension, but give less information on the global
nature ofL.
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Of the four cases (a)–(d) in Sect.5.4, cases (a), (b) and (c) are alreadywell un-
derstood, so we will concentrate on case (d). Fixingm = 3, the two possibilities
a = 1 anda = 2 in this case are exchanged by reversing the order ofz1, z2, z3
and changing the sign ofc, so without loss of generality we shall choosea = 1.

We begin by summarizing the results of Sect.5.1 and Sect.5.2 whenm = 3
anda = 1. From Theorem 5.1 we obtain

Theorem 6.1. Supposew1, w2, w3 : (−ε, ε)→ C \ {0} satisfy
dw1

dt
= w2w3,

dw2

dt
= −w3w1 and

dw3

dt
= −w1w2. (6.1)

Let c ∈ R, and define a subsetN of C3 to be{(
w1(t)x1, w2(t)x2, w3(t)x3

) : t ∈ (−ε, ε), xj ∈ R, x21−x22−x23=c
}
.

ThenN is a special Lagrangian submanifold inC3.

Combining Theorem 5.2, Proposition 5.3 and ideas from Sect.5.4, we get

Proposition 6.2. In the situation of Theorem 6.1 the functionswj may bewritten

w1 = eiθ1
√
α1+ u, w2 = eiθ2

√
α2− u and w3 = eiθ3

√
α3− u,

so that

|w1|2 = α1+ u, |w2|2 = α2− u and |w3|2 = α3− u, (6.2)

whereαj ∈ R and u, θ1, θ2, θ3 : (−ε, ε) → R are differentiable functions.
Define

Q(u) = (α1+ u)(α2− u)(α3− u) and θ = θ1+ θ2+ θ3.
ThenQ(u)1/2 sinθ ≡ A for someA ∈ R, andu and θj satisfy(du

dt

)2 = 4
(
Q(u)− A2

)
,

dθ1
dt
= − A

α1+ u,
dθ2
dt
= A

α2− u and
dθ3
dt
= A

α3− u.
(6.3)

If A �= 0 thenwj , u and θj exist for all t in R, not just in(−ε, ε).
In the last line, thewj actually exist for allt evenwhenA = 0. But in this case

at least one of thewj will become zero at some timet , and thenθj is undefined
at timet , and should be regarded as jumping discontinuously by±π . Note that
asm = 3, by following the method of [7, Sect. 8.2] we can solve equation (6.3)
explicitly using the Jacobi elliptic functions. But we will not do this here.
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We will explain the 3-dimensional analogue of Theorem 5.9 in a little more
detail. From Sect.5.5, whenm = 3 anda = 1 the SL 3-folds of Theorem 5.9
are locally parametrized byβ1, β2, β3 ∈ πQ with β1 < 0, β2, β3 > 0 and
β1 + β2 + β3 = 0. We may write suchβj uniquely asβj = πaj/b, where
a1, a2, a3, b ∈ Z with b > 0 and hcf(a1, a2, a3, b) = 1. Then the family of
quadrics making upN has periodbT .

However, the functionsw1, w2, w3 : R → C satisfywj(t + bT ) = (−1)aj
wj (t) for t ∈ R. Thus, ifaj is odd thenwj actually has period 2bT rather than
bT . The family of quadricsmaking upN still has periodbT , because the quadric
x21 − x22 − x23 = c in R3 is invariant under a change of sign ofxj .

Now in describing the topological type ofN in parts (a)–(c) of Theorem 5.9,
we allowed the possibility of a free quotient byZ2.Whenm = 3 anda = 1, how
thisZ2 acts depends on whethera1 is even or odd. For instance, whenc > 0 the
quadricx21 − x22 − x23 = c splits into two connected components, withx1 > 0
andx1 < 0. Replacingt by t + bT mapsxj to (−1)aj xj . Whena1 is even this
map fixes the two components of the quadric, so thatN splits into two pieces,
but whena1 is odd the two components are swapped, so thatN comes in only
one piece.

We shall state two versions of Theorem 5.9 whenm = 3 anda = 1, for
the two casesa1 even anda1 odd. Note that the sets of triples(β1, β2, β3) with
βj ∈ πQ anda1 even, andwitha1 odd, are both dense in the set of all(β1, β2, β3),
so by the argument of Corollary 5.8 the sets of initial data withβj ∈ πQ anda1
even, and withβj ∈ πQ anda1 odd, are both dense in the set of all initial data,
and for both cases there are a countably infinite number of solutions.

Here is the first version, witha1 even.

Theorem 6.3. The construction above gives a countably infinite collection of1-
parameter families of distinct special Lagrangian3-foldsN in C3 parametrized
by c ∈ R, given by{(

x1e
iθ1(t)

√
α1+u(t), x2eiθ2(t)

√
α2−u(t), x3eiθ3(t)

√
α3−u(t)

) :
t ∈ R, xj ∈ R, x21 − x22 − x23 = c

}
,

such that

(a) if c > 0 thenN is the union of two distinct piecesN+ andN− = −N+,
each of which is a closed, nonsingular, immersed submanifold diffeomorphic
to S1× R2.

(b) if c < 0 thenN is a closed, nonsingular, immersed submanifold diffeomor-
phic toT 2× R, withN = −N , and

(c) if c = 0 thenN is the union of two distinct piecesN+ andN− = −N+,
each of which is a closed, immersed cone onT 2, with an isolated singular
point at0.
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Here is the second version, witha1 odd.

Theorem 6.4. The construction above gives a countably infinite collection of1-
parameter families of distinct special Lagrangian3-foldsN in C3 parametrized
by c ∈ R, given by{(

x1e
iθ1(t)

√
α1+u(t), x2eiθ2(t)

√
α2−u(t), x3eiθ3(t)

√
α3−u(t)

) :
t ∈ R, xj ∈ R, x21 − x22 − x23 = c

}
,

such that

(a) if c > 0 thenN is a closed, nonsingular, immersed submanifold diffeomor-
phic toS1× R2.

(b) if c < 0 thenN is a closed, nonsingular, immersed submanifold diffeomor-
phic to a free quotient ofT 2 × R by Z2. It can be thought of as the total
space of a nontrivial real line bundle over the Klein bottle, and has only one
infinite end, diffeomorphic toT 2× (0,∞).

(c) if c = 0 thenN is a closed, immersed cone onT 2, with an isolated singular
point at0.

In all three cases we haveN = −N .

In part (c) of these two theorems, the author expects theT 2-cones to be
embeddedin nearly all cases.

6.1. Conformal parametrization of SL cones

Let us now putc = 0 in Theorem 6.1, so that the 3-foldN is a cone. Define
Σ = N ∩S5, whereS5 is the unit sphere inC3. ThenΣ is aminimal Legendrian
surfacein S5, asN is a minimal Lagrangian 3-fold inC3.

We shall write down an explicitconformal parametrizationΦ : R2 → Σ .
Now by [3, p. 32], a conformal map from a Riemann surface to a Riemannian
manifold is harmonic if and only if its image inminimal. Thus, asΦ is conformal
and its imageΣ isminimal,Φ is harmonic; and sowehaveconstructedanexplicit
harmonic mapΦ : R2 → S5. Such maps are of interest to people who study
harmonic maps and integrable systems. We begin with a preliminary lemma.

Lemma 6.5. Letwj be as in Theorem 6.1 andαj andu be as in Proposition 6.2.
ThenΣ = N ∩ S5 may be written{(

w1(t)x1, w2(t)x2, w3(t)x3
) : t ∈ R, xj ∈ R,

α1x
2
1 + α2x22 + α3x23 = 1, x21 − x22 − x23 = 0

}
.
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Proof. A point (w1x1, w2x2, w3x3) in N lies in Σ if and only if |w1|2x21 +|w2|2x22 + |w3|2x23 = 1. Substituting in (6.2), this is equivalent to

(α1x
2
1 + α2x22 + α3x23)+ (x21 − x22 − x23) = 1.

But by definitionx21 − x22 − x23 = 0, and thusα1x21 + α2x22 + α3x23 = 1. ��
This shows thatΣ is naturally isomorphic toC × R, whereC is given by

C = {
(x1, x2, x3) ∈ R3 : α1x21 + α2x22 + α3x23 = 1, x21 − x22 − x23 = 0

}
.

Since wemay assume as in Sect.5.4 thatαj > 0 for j = 1,2,3, it follows thatC
divides into two connected componentsC+, with x1 > 0, andC−, with x1 < 0,
each of which is diffeomorphic toS1. This splitting intoC± corresponds to the
splitting ofN intoN± in part (c) of Theorem 6.4. There is also a corresponding
splitting ofΣ intoΣ±.

Let us parametrize the circleC+ with a parameters, so that

C+ =
{(
x1(s), x2(s), x3(s)

) : s ∈ R
}
.

This gives a parametrizationΦ : R2→ Σ+ of Σ+, by

Φ : (s, t) �→ (
w1(t)x1(s), w2(t)x2(s), w3(t)x3(s)

)
. (6.4)

We shall calculate the conditions uponxj (s) for Φ to be conformal, and solve
them.

Since thexj (s) satisfyα1x21 + α2x22 + α3x23 = 1 andx21 − x22 − x23 = 0,
differentiating with respect tos gives

α1x1ẋ1+ α2x2ẋ2+ α3x3ẋ3 = 0 and x1ẋ1− x2ẋ2− x3ẋ3 = 0,

where ‘̇ ’is d
ds .Thus(ẋ1, ẋ2, ẋ3) is orthogonal to(α1x1, α2x2, α3x3)and(x1,−x2,−x3), so it is parallel to their vector product. This gives
ẋ1 = γ (α2− α3)x2x3, ẋ2 = −γ (α1+ α3)x3x1

and ẋ3 = γ (α1+ α2)x1x2, (6.5)

for some real nonzero functionγ (s). Also, asx1, x2, x3 satisfyα1x21 + α2x22 +
α3x

2
3 = 1 andx21 − x22 − x23 = 0, we may write

x21 =
1+ (α2− α3)v
α1+ α2 , x22 =

1− (α1+ α3)v
α1+ α2 and x23 = v, (6.6)

for some real functionv(s).
Combining equations (6.1), (6.4) and (6.5) gives

∂Φ
∂s
= γ (

(α2− α3)w1x2x3,−(α1+ α3)w2x3x1, (α1+ α2)w3x1x2
)
,

∂Φ
∂t
= (

w2w3 x1,−w3w1 x2,−w1w2 x3
)
.
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Thus

g
(
∂Φ
∂s
, ∂Φ
∂t

)=γ (
(α2−α3)+(α1+α3)−(α1+α2)

)
Re(w1w2w3)x1x2x3=0,

so that∂Φ
∂s

and ∂Φ
∂t

are orthogonal.

Using equations (6.2) and (6.6) to write
∣∣ ∂Φ
∂s

∣∣2 and∣∣ ∂Φ
∂t

∣∣2 in terms ofu andv,
after a lot of cancellation we find that∣∣ ∂Φ

∂s

∣∣2 = γ 2(α3+ u+ (α2− α3)(α1+ α3)v)
and

∣∣ ∂Φ
∂t

∣∣2 = α3+ u+ (α2− α3)(α1+ α3)v.
Note that the coefficients ofuv, v2 anduv2 in

∣∣ ∂Φ
∂s

∣∣2 and the coefficients ofuv, u2
andu2v in

∣∣ ∂Φ
∂t

∣∣2 all vanish. From these equations, we see that ifγ 2 = 1 then∣∣ ∂Φ
∂s

∣∣2 = ∣∣ ∂Φ
∂t

∣∣2, so thatΦ is conformal.
So let us fixγ = 1. Then we seek functionsx1(s), x2(s), x3(s) satisfying

the o.d.e. (6.5) withγ = 1, and the restrictions (6.6). It turns out that we can
solve these equations explicitly in terms of theJacobi elliptic functions, to which
we now give a brief introduction. The following material can be found in Chan-
drasekharan [2, Ch. VII].

For eachk ∈ [0,1], the Jacobi elliptic functions sn(t, k), cn(t, k), dn(t, k)
with modulusk are the unique solutions to the o.d.e.s

(
d
dt sn(t, k)

)2 = (
1− sn2(t, k)

)(
1− k2sn2(t, k)),(

d
dt cn(t, k)

)2 = (
1− cn2(t, k)

)(
1− k2+ k2cn2(t, k)),(

d
dt dn(t, k)

)2 = −(
1− dn2(t, k)

)(
1− k2− dn2(t, k)

)
,

with initial conditions

sn(0, k) = 0, cn(0, k) = 1, dn(0, k) = 1,
d
dt sn(0, k) = 1, d

dt cn(0, k) = 0, d
dt dn(0, k) = 0.

They satisfy the identities

sn2(t, k)+ cn2(t, k) = 1 and k2sn2(t, k)+ dn2(t, k) = 1, (6.7)

and the differential equations

d
dt sn(t, k) = cn(t, k)dn(t, k), d

dt cn(t, k) = −sn(t, k)dn(t, k)
and d

dt dn(t, k) = −k2sn(t, k)cn(t, k).
(6.8)
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Returning to equations (6.5) and (6.6), supposeα2 � α3, and define

x1 = (α1+ α2)−1/2dn(µs, ν), x2 = (α1+ α2)−1/2cn(µs, ν)
and x3 = (α1+ α3)−1/2sn(µs, ν),

where

µ = (α1+ α3)1/2 and ν2 = α3− α2
α1+ α3 .

Then from (6.7) and (6.8), thesexj satisfy (6.5) and (6.6) withv = (α1 +
α3)

−1sn2(µs, ν). Drawing the above work together, we have proved:

Theorem 6.6. In the situation above, defineΦ : R2→ S5 by

Φ : (s, t) �→ (
(α1+ α2)−1/2dn(µs, ν)w1(t),

(α1+ α2)−1/2cn(µs, ν)w2(t), (α1+ α3)−1/2sn(µs, ν)w3(t)
)
,

(6.9)

whereµ = (α1+α3)1/2, ν = (α3−α2)1/2(α1+α3)−1/2 andS5 is the unit sphere
in C3. ThenΦ is a conformal, harmonic map.

We made the assumption above thatα2 � α3. If α2 > α3 then we can apply
the same method, but swapping overx2 andx3, andα2 andα3, so that

x1 = (α1+ α3)−1/2dn(µs, ν), x2 = (α1+ α2)−1/2sn(µs, ν)
and x3 = (α1+ α3)−1/2cn(µs, ν),

where

µ = (α1+ α2)1/2 and ν2 = α2− α3
α1+ α2 .

Note also that all of our expressions forxj (s) depend only on the linear com-
binationsα1 + α2, α1 + α3 andα2 − α3 of α1, α2, α3. This is because theαj
were defined in (5.8) up to an arbitrary constantλ, and these combinations are
independent ofλ.

6.2. Relation with harmonic tori inCP2 andS5

Theorem 6.6 constructed a family ofexplicit conformal harmonic mapsΦ :
R2 → S5. Furthermore, as the cone on the image ofΦ is Lagrangian, one can
show that ifπ : S5 → CP2 is the Hopf projection thenπ ◦Φ is conformal and
harmonic, so we also have a family of explicit conformal harmonic mapsΨ :
R2→ CP2.

Now harmonic maps from Riemann surfaces into spheres and projective
spaces are anintegrable system, and have been intensively studied in the inte-
grable systems literature. For an introduction to the subject, see Fordy andWood
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[3], in particular the articles by Bolton and Woodward [3, p. 59–82], McIntosh
[3, p. 205–220] and Burstall and Pedit [3, p. 221–272].

Therefore our examples can be analyzed from the integrable systems point
of view. We postpone this analysis to the sequel [11]. In [11, Sect. 5] we shall
realize the SL cones inC3 constructed in Theorem 6.1 withc = 0 as special
cases of a more general construction of special Lagrangian cones inC3, which
involves two commuting o.d.e.s.

Then in [11, Sect. 6] we work through the integrable systems framework for
the corresponding family of harmonic mapsΨ : R2 → CP2, showing that they
are generically superconformal of finite type, and determining their harmonic
sequences, Toda solutions, algebras of polynomial Killing fields, and spectral
curves. From the integrable systems point of view, part (c) of Theorems 6.3
and 6.4 are interesting because they construct large families ofsuperconformal
harmonic toriin CP2.

7. Examples from evolving non-centred quadrics

We will now apply the construction of Sect.3 to the family of sets of affine
evolution data(P, χ) defined using non-centred quadrics inRm in Example 4.4
of Sect.4. Our treatment follows Sect.5 closely, and so we will leave out many
of the details.

As in Example 4.4, let(m− 1)/2 � a � m− 1, and defineP andχ by

P = {
(x1, . . . , xm) ∈ Rm : x21 + · · · + x2a

− x2a+1− · · · − x2m−1+ 2xm = 0
}
,

χ = 2(−1)m−1e1 ∧ · · · ∧ em−1
+ 2

a∑
j=1
(−1)j−1xje1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em

− 2
m−1∑
j=a+1

(−1)j−1xj e1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ em,

whereej is the vector withxj = 1 andxk = 0 for j �= k. ThenP is nonsingular
in Rm, and(P, χ) is a set ofaffine evolution data.

Consider affine mapsφ : Rm→ Cm of the form

φ : (x1, . . . , xm) �→ (w1x1, . . . , wm−1xm−1, xm + β ) (7.1)

forw1, . . . , wm−1 inC \ {0} andβ ∈ C. Thenφ is injective and Imφ is an affine
Lagrangianm-plane inCm, so thatφ lies in the subsetCP of Aff (Rm,Cm) given
in Definition 3.4.
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Then as in Sect.5, the evolution equation (3.2) forφ in CP preservesφ of the
form (7.1). So, consider a 1-parameter family

{
φt : t ∈ (−ε, ε)

}
given by

φt : (x1, . . . , xm) �→
(
w1(t)x1, . . . , wm−1(t)xm−1, xm + β(t)

)
,

wherew1, . . . , wm−1 : (−ε, ε) → C \ {0} andβ : (−ε, ε) → C are differ-
entiable functions. Following the method of Sect.5.1 one can rewrite (3.2) as
a first-order o.d.e. uponw1, . . . , wm−1 andβ. We end up with the following
analogue of Theorem 5.1.

Theorem 7.1. Let(m−1)/2 � a � m−1. Supposew1, . . . , wm−1 : (−ε, ε)→
C \ {0} andβ : (−ε, ε)→ C \ {0} are differentiable functions satisfying

dwj
dt

=
{

w1 · · ·wj−1wj+1 · · ·wm−1, 1� j � a,
−w1 · · ·wj−1wj+1 · · ·wm−1, a < j < m,

(7.2)

and
dβ

dt
= w1 · · ·wm−1. (7.3)

Define a subsetN of Cm by

N =
{(
w1(t)x1, . . . , wm−1(t)xm−1, xm + β(t)

) : t ∈ (−ε, ε),
xj ∈ R, x21+· · ·+x2a−x2a+1−· · ·−x2m−1+2xm=0

}
.

(7.4)

ThenN is a special Lagrangian submanifold inCm.

Now (7.2) shows that the evolution ofw1, . . . , wm−1 is independent ofβ.
Furthermore, equation (7.2) coincides with equation (5.5) of Theorem 5.1, with
m replaced bym − 1. Thus, we can use the material of Sect.5.2–Sect.5.5 to
writew1, . . . , wm−1 explicitly in terms of elliptic integrals, and to describe their
global behaviour.

Having foundw1, . . . , wm−1 as functions oft , we can then use (7.3) to de-
termine the functionβ. Thus we can solve equations (7.2) and (7.3) in a fairly
explicit way, and use the solution to describe and understand the SLm-fold N
of (7.4).

So, following Sect.5.2, letλ ∈ R, setαj = |wj(0)|2 − λ for j = 1, . . . , a
andαj = |wj(0)|2+ λ for j = a+1, . . . , m−1, and defineu : (−ε, ε)→ R by
u(t) = λ+ 2

∫ t
0 Re

(
w1(s) · · ·wm−1(s)

)
ds. Then we have

wj(t) =
{
eiθj (t)

√
αj + u(t), j = 1, . . . , a,

eiθj (t)
√
αj − u(t), j = a+1, . . . , m−1,

for differentiable functionsθ1, . . . , θm−1 : (−ε, ε)→ R. Define

θ = θ1+ · · · + θm−1 and Q(u) =
a∏
j=1
(αj + u)

m−1∏
j=a+1

(αj − u).



Constructing special Lagrangianm-folds inC
m 793

Then following (5.10)–(5.12) we find thatdudt = 2Q(u)1/2 cosθ , and derive ex-

pressions fordθjdt and
dθ
dt .

As in (5.14) we show thatQ(u)1/2 sinθ ≡ A for some constantA ∈ R. Now
w1 . . . wm−1 = Q(u)1/2eiθ . Thus equation (7.3) gives

dβ

dt
= Q(u)1/2(cosθ − i sinθ) = 1

2

du

dt
− iA,

asQ(u)1/2 cosθ = 1
2
du
dt andQ(u)

1/2 sinθ = A. Integrating this gives

β(t) = C + 1
2u(t)− iAt, (7.5)

whereC = β(0)− 1
2u(0). Asβ(0) is arbitrary we may as well fixC = 0. So we

obtain the following analogue of Theorem 5.2.

Theorem 7.2. Let u and θ1, . . . , θm−1 be differentiable functions
(−ε, ε)→ R satisfying

du

dt
= 2Q(u)1/2 cosθ

and
dθj
dt
=

{− Q(u)1/2 sinθ
αj+u , j = 1, . . . , a,

Q(u)1/2 sinθ
αj−u , j = a+1, . . . , m−1,

whereθ = θ1+ · · · + θm−1, so that

dθ

dt
= −Q(u)1/2 sinθ

( a∑
j=1

1

αj + u −
m−1∑
j=a+1

1

αj − u
)
.

Thenu andθ satisfyQ(u)1/2 sinθ ≡ A for someA ∈ R. Suppose thatαj+u > 0
for j = 1, . . . , a and αj − u > 0 for j = a+1, . . . , m−1 and t ∈ (−ε, ε).
Define a subsetN of Cm to be{(

x1e
iθ1(t)

√
α1+u(t), . . . , xaeiθa(t)

√
αa+u(t), xa+1eiθa+1(t)

√
αa+1−u(t),

. . . , xm−1eiθm−1(t)
√
αm−1−u(t), xm+ 1

2u(t)−iAt
) :

t ∈ (−ε, ε), xj ∈ R, x21+· · ·+x2a−x2a+1−· · ·−x2m−1+2xm = 0
}
.

ThenN is a special Lagrangian submanifold inCm.

As inSect.5.3, if weassume thatθ(t) ∈ (−π/2, π/2) for t ∈ (−ε, ε) thenu is
an increasing function oft , and we can choose to regard everything as a function
of u rather than oft . This yields the following analogue of Theorem 5.4:
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Theorem 7.3. Supposeθ(t) ∈ (−π/2, π/2) for all t ∈ (−ε, ε). Then the special
Lagrangianm-fold N of Theorem 7.1 is given explicitly by{(

x1e
iθ1(u)

√
α1+ u, . . . , xaeiθa(u)√αa + u, xa+1eiθa+1(u)√αa+1− u,

. . . , xm−1eiθm−1(u)
√
αm−1− u, xm + 1

2u− iAt (u)
) :

u ∈ (u−ε, uε), xj ∈ R, x21+· · ·+x2a−x2a+1−· · ·−x2m−1+2xm=0
}
,

where the functionsθj (u) and t (u) are given by

θj (u) =


θj (0)− A

2

∫ u
u(0)

dv

(αj+v)
√
Q(v)−A2 j = 1, . . . , a,

θj (0)+ A
2

∫ u
u(0)

dv

(αj−v)
√
Q(v)−A2 j = a+1, . . . , m−1,

and t (u) =
∫ u

u(0)

dv

2
√
Q(v)− A2

.

This presentation has the advantage of definingN very explicitly, but the
disadvantage that it is only valid for a certain range ofθ , and so oft . For un-
derstanding the global properties of the solutionsN , it is better to keept as the
variable, rather thanu.

Next we describe the qualitative behaviour of the solutions, following the
analysis of Sect.5.4. We again divide into four cases (a)–(d).

Case (a):A = 0. In this caseN is an open subset of a special Lagrangian plane
Rm in Cm.

Case (b):a = m − 1 andA > 0. Whenm � 4, we find that (7.2) and (7.3)
admit solutions on a bounded open interval(γ, δ) with γ < 0 < δ, such that
u(t) → ∞ as t → γ+ and t → δ−, so that the solutions cannot be extended
continuously outside(γ, δ). Form = 3 the solutions exist onR, with u(t)→∞
ast →±∞, so we can put ‘γ = −∞’ and ‘δ = ∞’ in this case.

The SLm-fold N defined using the full solution interval(γ, δ) is a closed,
embedded special Lagrangianm-fold diffeomorphic toRm, the total space of a
family of paraboloidsPt in Cm, parametrized byt ∈ (γ, δ). As t → γ+ and
t → δ−, these paraboloids go to infinity inCm, and also flatten out, so that they
come to resemble hyperplanesRm−1.

At infinity, N is asymptotic (in a rather weak sense) to the union of two SL
m-planesRm in Cm intersecting in

{
(0, . . . ,0, xm) : xm ∈ R

}
, a copy ofR.

We should think of these two planes as being joined whenxm ∈ (−∞,0], but
separated whenxm ∈ (0,∞).

That is,N is a kind ofconnected sumof two special Lagrangianm-planes
Rm, but a connected sum performed along an infinite interval(−∞,0] rather
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than a single point. Note thatN can be regarded as a limiting case of case (b) of
Sect.5.4, inwhich the two special Lagrangianm-planes degenerate frommeeting
at a point to meeting at a line, and at the same time thexm coordinate of their
point of intersection goes to−∞.

These solutions are interesting as local models for singularities of SLm-folds
in Calabi–Yaum-folds.Whenm = 3 we can solve the equations very explicitly,
and will do so below.

For the two remaining cases with 1� a � m− 2 andA > 0, as in Sect.5.4
we choose the constantλ uniquely such thatαj > 0 for all j and

∑a
j=1 α

−1
j =∑m−1

j=a+1 α
−1
j . Then 0< A2 � α1 · · ·αm−1.

Case (c): 1� a � m − 2 andA = (α1 · · · αm−1)1/2. As in Sect.5.4, this
is one of the SLm-folds constructed in [7, Prop. 9.3] using the ‘perpendicular
symmetry’ idea of [7, Sect. 9], this time withn = m−1 andG = R. An example
of this witha = 1 andm = 3 is given in [7, Ex. 9.6].

Case (d): 1� a � m − 2 and 0< A < (α1 · · · αm−1)1/2. As in Sect.5.4, in
this case solutions exist for allt ∈ R, andu andθ areperiodic in t , with period
T . For special values of the initial data we may also arrange forw1, . . . , wm−1
to be periodic with periodnT for somen � 1.

However, by (7.5) we have Imβ(t) = Im β(0) − At , andA > 0. Thusβ is
neverperiodic, and so the time evolution does not repeat itself. So there is no
point in following the discussion of Sect.5.5. The corresponding SLm-foldsN
are embedded submanifolds diffeomorphic toRm. For various reasons, they are
not credible as local models for singularities of special Lagrangianm-folds in
Calabi–Yaum-folds.

Finally, we setm = 3. In this case equation (7.2) becomes areal linear o.d.e.
in w1 andw2, and so is far easier to solve. We consider the casesa = 2 and
a = 1, corresponding to cases (b) and (d) above, in the next two examples.

Example 7.4.Putm = 3 anda = 2 in Theorem 7.1. Then equations (7.2) and
(7.3) become

dw1

dt
= w̄2,

dw2

dt
= w̄1 and

dβ

dt
= w1w2. (7.6)

The first two equations have solutions

w1 = Cet +De−t and w2 = C̄et − D̄e−t ,
whereC = 1

2

(
w1(0)+ w2(0)

)
andD = 1

2

(
w1(0)− w2(0)

)
. Therefore

w1w2 = |C|2e2t − |D|2e−2t + 2i Im(CD̄),
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and so integrating the third equation of (7.6) gives

β(t) = 1
2|C|2e2t + 1

2|D|2e−2t + 2i Im(CD̄)t + E,
whereE = β(0)− 1

2|C|2− 1
2|D|2. Thus the special Lagrangian 3-foldN in C3

defined in (7.4) is given parametrically by{(
(Cet +De−t )x1, (C̄et − D̄e−t )x2,−1

2(x
2
1 + x22)

+ 1
2|C|2e2t + 1

2|D|2e−2t + 2i Im(CD̄)t + E) : x1, x2, t ∈ R

}
.

(7.7)

Here we have used the equationx21 + x22 + 2x3 = 0 of (7.4) to eliminatex3.
Equation (7.7) is a very explicit expression for a special Lagrangian 3-fold in

C3. Case (a) above, withA = 0, corresponds to Im(CD̄) = 0, and in this caseN
is a subset of an affine special Lagrangian 3-planeR3 inC3. If Im(CD̄) �= 0 then
N is an embedded submanifold diffeomorphic toR3, with coordinates(x1, x2, t).

Example 7.5.Putm = 3 anda = 1 in Theorem 7.1. Then equations (7.2) and
(7.3) become

dw1

dt
= w̄2,

dw2

dt
= −w̄1 and

dβ

dt
= w1w2. (7.8)

The first two equations have solutions

w1 = Ceit +De−it and w2 = iD̄eit − iC̄e−it ,
whereC = 1

2

(
w1(0)− iw2(0)

)
andD = 1

2

(
w1(0)+ iw2(0)

)
. Therefore

w1w2 = iCD̄e2it − iC̄De−2it + i
(|C|2− |D|2),

and so integrating the third equation of (7.8) gives

β(t) = 1
2CD̄e

2it + 1
2C̄De

−2it + i(|C|2− |D|2)t + E,
whereE = β(0)−Re(C̄D). Thus the SL 3-foldN inC3 defined in (7.4) is given
parametrically by{(

(Ceit +De−it )x1, (iD̄eit − iC̄e−it )x2, 12(x22 − x21)
+ 1

2CD̄e
2it + 1

2C̄De
−2it + i(|C|2− |D|2)t + E) : x1, x2, t ∈ R

}
.

Here we have used the equationx21 − x22 + 2x3 = 0 of (7.4) to eliminatex3.
Case (a) above, withA = 0, corresponds to|C| = |D|, and in this caseN is

a subset of an affine special Lagrangian 3-planeR3 in C3. If |C| �= |D| thenN
is an embedded submanifold diffeomorphic toR3, with coordinates(x1, x2, t).
The two casesC = 0 andD = 0 are constructed by [7, Prop. 9.3] withn = 2,
m = 3 andG = R, as in [7, Ex. 9.6] and case (c) above, with the symmetry
groupG of N acting by(x1, x2, t) �→ (x1, x2, t + c).
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