
Algebra univers. 46 (2001) 285 – 320
0002–5240/01/020285 – 36 $ 1.50+ 0.20/0
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Natural dualities for quasivarieties generated
by a finite commutative ring

David M. Clark, PaweŁ M. Idziak, Lousindi R. Sabourin, Csaba Szabó
and Ross Willard

Dedicated to Viktor Aleksandrovich Gorbunov

Abstract. LetR be a finite commutative ring with identity. If the Jacobson radical ofR annihilates itself, then the
quasivariety generated byR is dually equivalent to a category of structured Boolean spaces obtained in a natural
way fromR. If on the other hand the radical ofR does not annihilate itself, then no such natural dual equivalence
is possible. To illustrate the first result, a dual equivalence for the quasivariety generated by the ringZ

p2, where
p is prime, is given.

1. Introduction

Stone’s 1936 [18] description of Boolean rings has two parts. In modern language it
says that every Boolean ring is isomorphic to the ring of all clopen subsets of some Boolean
space, and that the association between Boolean rings and the corresponding Boolean
spaces is a dual equivalence between the quasivariety of Boolean rings and the category of
Boolean spaces. The quasivariety of Boolean rings consists of all rings with identity that
are embeddable into a power of the two element fieldF2. In 1968 Arens and Kaplansky
[1] extended this result to the quasivariety consisting of all rings with identity that are
embeddable into a power of the fieldFq . TakingG to be the automorphism group ofFq
andX to be a Boolean space continuously acted upon byG, they constructed the ring of
G-stable continuous functionsfromX into Fq . Their theorem says that

• every commutative ring with identity in the quasivariety generated byFq is isomorphic
to the ring ofG-stable continuous functions from some BooleanG-spaceX into Fq ,
and that
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• the association between these rings and the corresponding BooleanG-spaces is a dual
equivalence between the quasivariety generated byFq and the category of Boolean
G-spaces.

Since the publication of Arens and Kaplansky’s work there has been a steady and growing
stream of similar results, compiled and exposited in the text [2] of Clark and Davey, where
Fq is replaced by an arbitrary finite algebraM . Leaving the technical definitions to the next
section, we say thatM is dualizable if a representation of the former type exists, thatM
is fully dualizable if a dual equivalence of the latter type exists, and thatM is strongly
dualizable if it is fully dualizable in a particularly nice way. The literature now abounds
with examples of these constructions. (See [2], Chapter 4.) Davey and Willard [10] and
Saramago [17] (Chapter 6) proved that a quasivariety which is dualizable with respect to one
finite generator is also dualizable with respect to every other finite generator. Applying this
fact to the examples given in [2], we find many quasivarieties in which every finite member
is dualizable. For example, every finite Boolean algebra, abelian group, semilattice or
vector space is dualizable. In contrast Quackenbush and Szabó [16] have shown that every
finite nilpotent non-abelian group is non-dualizable.

However, the general problem as to whether or not an arbitrary finite algebraM is or is
not (strongly) dualizable remains challenging and difficult, raising the interesting question
as to whether or not the problem is even recursively decidable. This situation has led
several investigators to restrict the dualizability problem to a particular classC of algebras,
and attempt to determine exactly which members ofC are dualizable. Two notable results
describe a classC that is properly partitioned into dualizable and non-dualizable members.
Within congruence-distributive varieties, the dualizability problem has been reduced to the
problem of deciding if the algebra in question has a near-unanimity term (Clark, Davey,
Heindorf, Krauss, McKenzie, Werner: [9], [5]–if; [8]–only if):

• A finite algebra that generates a congruence-distributive variety is dualizable if and
only if it has a near-unanimity term.

Illustrating the difficulty of the dualizability problem, Clark, Davey and Pitkethly [4] give
a complete solution for a class of presumably very simple algebras:

• Of the699 monoids of unary operations on a given three element set, exactly432
determine a dualizable unary algebra and267 determine a non-dualizable unary
algebra.

The goal of this paper is to give a complete solution to the dualizability problem for
finite commutative rings with identity. Interestingly, the third condition of Theorem 1.1
below was shown by Dziobiak [11] to also characterize four other classes of finite rings with
identity: those that have a finitely based quasi-equational theory, those whose generated
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quasivariety has only finitely many sub-quasivarieties, those that generate a residually small
variety and those that generate a residually finite variety.

THEOREM 1.1. Let R be a finite commutative ring with identity. Then the following
are equivalent:

1. R is dualizable;
2. R is strongly dualizable;
3. the Jacobson radicalJ (R) of R is self annihilating, that is,ab = 0 whenever
a, b ∈ J (R).

The significance of this result lies in the fact that commutative rings with identity are now
the only classC of finite algebras for which the following three statements can be made.

• C is a class of algebras of historical interest in classical algebra.
• A finite algorithm is known that will determine whether or not a member ofC is

dualizable.
• The dualizable members ofC form a proper and algebraically interesting subclass ofC.

2. Natural dualities

Before explaining the general context in which we work, let us say a little more about
the result of Arens and Kaplansky. Fix a finite fieldF , let A andX denote respectively
the quasivariety of rings generated byF and the category of BooleanG-spaces where
G = Aut(F ), and letF ∈ A and∼F ∈ X denote the two incarnations ofF as a ring and as a
discreteG-space respectively.A consists of all rings with identity which are isomorphic to
subrings of powers ofF; we denote this fact byA = ISP(F). In the category of topological
spaces with an action one can form powers (using the product topology and the inherited
coordinatewise action) and subobjects (on subsets which are closed under the action). Then
X coincides with the class of topological spaces with action which are isomorphic to
topologically closed subobjects of powers of∼F; we denote this fact byX = IScP

+(∼F).
The “natural” dual equivalence betweenA andX is given by the contravariant hom-

functorsD = Hom(−,F) andE = Hom(−,∼F) and the “evaluation map” natural trans-
formationse : 1A → ED andε : 1X → DE. More specifically, forR ∈ A, a ∈ R and
h : R → F, we defineeR(a)(h) = h(a), and forX ∈ X , x ∈ X andα : X → ∼F, we
defineεX(x)(α) = α(x). HereE(X) inherits its structure as a subring of the powerFX,
for anyX ∈ X . Similarly, if R ∈ A, thenD(R) inherits its topology andG-action as a
closed subobject of∼FR. To say thatD,E, e, ε give a dual equivalence amounts to saying
that they give a dual adjunction and for everyR ∈ A andX ∈ X , the natural embeddings
eR : R ↪→ ED(R) andεX : X ↪→ DE(X) are surjective.

The previous discussion may be carried out in a quite general setting (see [2], Chapter 1).
Briefly, supposeM is any finite algebraic structure (such as a ring, group, or semigroup), let
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∼M be a discrete space having the same universe asM and enriched with additional structure
6, and letA = ISP(M ) andX = IScP

+(∼M ). Provided6 is “compatible withM ” in a
sense to be explained below, the hom-functorsD = Hom(−,M ) andE = Hom(−,∼M )

and evaluation map natural transformationse andε will establish at least a dual adjunction
betweenA and X . If for every A ∈ A the natural embeddingeA : A ↪→ ED(A) is
surjective, then we say thatA is dualized by 6 (or by ∼M ). If in addition the natural
embeddingεX : X ↪→ DE(X) is surjective for everyX ∈ X , then we say thatA is fully
dualized by 6. In the former case,A is dually equivalent to a full subcategory ofX . In
the latter case it is dually equivalent toX itself.

It is argued in [2, §§1.4 and 2.3] that “additional structure” should mean a collection6

of operations and relations, each having a fixed but otherwise arbitrary arity and defined on
M (the common universe ofM and∼M ). The operations in6 need not be total, nor must the
arities of the operations and relations be finite. That is, ifλ is an ordinal, then an acceptable
λ-ary operation is any mapf : U → M where∅ 6= U ⊆ Mλ; and if λ 6= 0, then an
acceptableλ-ary relation is anyr ⊆ Mλ.

By [2, Theorem 1.5.2], the correct notion of “compatibility of6with M ” is the following:
eachλ-ary relation in6must be the universe of a subalgebra ofMλ, and eachλ-ary operation
f ∈ 6 must be a homomorphism from a subalgebra ofMλ to M . Operations and relations
with these properties are said to bealgebraicoverM . Returning to the example of a finite
field F, the relevant algebraic operation is the Frobenius automorphism as an operation of
arity 1.

There is a notion, called “strong” duality, which has been known for some time to imply
full duality and which receives considerable attention in the book [2]. (See Definition 4.4.)
As the reader will see, our proofs of full duality are in fact proofs of strong duality. The
point to be made here is that ifISP(M ) is dualized (strongly dualized) by6, then it is
also dualized (strongly dualized) by any collection of algebraic operations and relations
containing6. (At present it is unknown whether ‘fully dualized’ has the same property;
this is one reason to prefer strong duality over full duality.)

It turns out [2, §2.3] thatISP(M ) is always strongly dualized by the proper class ofall
operations and relations of all possible arities (infinite as well as finite) which are algebraic
over M , but we consider this to be cheating. Roughly speaking, we want to keep the
arities of the operations and relations in6 small (preferably finite), hoping that topological
closure will suffice to compensate for the absence of the infinitary algebraic operations and
relations. Ifκ is a cardinal, we say thatM is [fully, strongly ] κ-dualizable if ISP(M )

is [fully, strongly] dualized dualized) by the set of all< κ-ary operations and relations
algebraic overM . In this terminology, the result of Arens and Kaplansky implies that
each finite field is strongly 2-dualizable. In general, what is desired is thatM be strongly
κ-dualizable for some very small cardinalκ, resulting in a more tractable dual categoryX .
(In particular, the standard notion ofdualizableis ourω-dualizable.) We will prove the
following strengthened version of Theorem 1.1.
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THEOREM 2.1. Let R be a finite commutative ring with identity. Then the following
are equivalent:

1. R is κ-dualizable for some cardinalκ;
2. R is strongly4-dualizable;
3. the Jacobson radicalJ (R) of R is self annihilating, that is,ab = 0 whenevera, b ∈
J (R).

Even when the Jacobson radical ofR is self annihilating, the set6 of algebraic operations
and relations ofR of arity at most 3 is generally large enough to produce a rather cumbersome
dual object∼R and a completely impenetrable dual categoryIScP

+(∼R). A natural game to
play is to find a smaller, more manageable subset of6 which still does the job. The result
of Arens and Kaplansky is one instance; see [2, Theorem 4.2.5] for a similar result in case
R = Zpq wherep, q are distinct primes.

In Theorem 7.1 we make the first move of this game in the general case. It is our
hope that ring theorists will be able to use this theorem as a starting point to obtain useful
dual equivalences for quasivarieties generated by specific finite commutative rings with
self-annihilating radicals. In the last section we give an example of what is required by
explicitly working out a dual category for the ringZp2 wherep is a prime.

We shall draw freely from the general theory of natural dualities as it is expounded in [2].
Some additions to the theory which we need here, and which have already found application
in [10, 15, 13, 19], are placed in Section 4. Lambek’s book [14] provides a good reference
for the ring theory we use.

3. Nondualizability

THEOREM 3.1. Let R be a finite commutative ring (with or without identity) whose
radical is not self-annihilating. ThenR is notκ-dualizable for any cardinalκ.

This section consists of the proof of Theorem 3.1. This theorem is slightly stronger
than (1)⇒ (3) of Theorem 2.1 in two ways: first, it applies to commutative rings without
an identity element. Second, if the ringR happens to have an identity element, then the
statement of the theorem has two possible interpretations, depending on whether or not
subrings inISP(R) are required to contain the identity element of the larger ring and
homomorphisms are required to preserve the identity elements of the respective rings (i.e.,
whether the identity element ofR is named by a formal symbol). Our proof establishes
κ-nondualizability under both interpretations.

We begin with three elementary observations from [2] that hold for any finite algebra
M . First, if ISP(M ) can be dualized by a set6 of operations and relations algebraic over
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M , then it can be dualized by a set consisting of relations only (as in this context operations
can be replaced by their graphs [2, Theorem 2.1.2]).

Second, suppose6 is a collection of operations and relations algebraic overM , and let the
topological structure∼M , the categoryX and the functorsD,E be defined relative to6 as in
the introduction. Then for eachA ∈ ISP(M ) the universe ofED(A) has the following con-
crete characterization. Letr be aλ-ary relation onM. A λ-tuple(hα)α<λ ∈ Hom(A,M )λ

is coordinatewise inr if (hα(a))α<λ ∈ r for all a ∈ A. If ϕ : Hom(A,M ) → M is any
function, then we say thatϕ preservesr if for everyλ-tuple(hα)α<λ ∈ Hom(A,M )λ which
is coordinatewise inr we have(ϕ(hα))α<λ ∈ r. Now we can state the characterization: the
universe ofED(A) consists of those functionsϕ : Hom(A,M )→ M which are continu-
ous, preserve every relationr ∈ 6, and preserve the graph of every operationf ∈ 6. To
remind the reader of this fact, we shall occasionally useC6(Hom(A,M ),M) to denote the
universe ofED(A).

Third, if the structure∼M , the categoryX , the functorsD,E and the natural transfor-
mationse, ε are defined relative to6 as in the introduction, then for eachA ∈ ISP(M )

the range of the natural embeddingeA : A ↪→ ED(A) is always the same: it is the set
{eA(a) : a ∈ A} of the “evaluation-at-a maps” each defined byeA(a)(h) = h(a).

Thus we shall accomplish our goal by constructing, for each infinite cardinalκ, a ring
Sκ ∈ ISP(R) and a mapϕκ : Hom(Sκ ,R) → R which is continuous, preserves every
< κ-ary relation algebraic overR, and yet differs fromeSκ (a) for everya ∈ Sκ . The next
lemma is our main tool.

LEMMA 3.2. LetM be a finite algebra,A ∈ ISP(M ), andϕ : Hom(A,M )→ M.

1. ϕ is continuous if and only if there exists a finite setA0 ⊆ A such that for all
h, h′ ∈ Hom(A,M ), if h|A0 = h′|A0 thenϕ(h) = ϕ(h′).

2. For a nonzero ordinalλ, ϕ preserves allλ-ary relations algebraic overM if and only
if for every setH0 ⊆ Hom(A,M ) with 0 < |H0| ≤ |λ| there existsa ∈ A such that
ϕ|H0 = eA(a)|H0.

Proof. Item 1 is true by a simple compactness argument. To prove item 2, assume thatϕ

preserves allλ-ary algebraic relations ofM and let∅ 6= H0 ⊆ Hom(A,M )with |H0| ≤ |λ|.
EnumerateH0 = {hα : α < λ}. For eacha ∈ A definefa ∈ Mλ by fa(α) = eA(a)(hα)

and putr = {fa : a ∈ A}. It can be checked that the mapa 7→ fa is a homomorphism
from A to Mλ with ranger; thereforer is the universe of a subalgebra ofMλ and so is a
λ-ary relation algebraic overM .

Thusϕ preservesr. Now consider theλ-tupleτ = (hα)α<λ ∈ Hom(A,M )λ. Clearly
τ is coordinatewise inr. As ϕ preservesr, we must have(ϕ(hα))α<λ = fa ∈ r for some
a ∈ A, which proves the “only if” direction of item 2. The converse is immediate. ¨
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3.1. The easy case

In this subsection we prove Theorem 3.1 in the special case thatR |= x2 = y2 = 0→
xy = 0. This case includes, e.g., the ringsZp3 (p a prime). This subsection is redundant
in the sense that the next subsection gives a general argument covering all cases. However,
we find it easier to introduce (and believe it will be easier to read) some of the ideas in the
context of this special case.

CLAIM 3.3. There existk ∈ {2,3} anda, b ∈ R such that

1. R |= x2 = yk = 0→ xy = 0.
2. ak = a2b = ab2 = 0.
3. ab 6= 0.

Proof. Let J be the radical ofR. Choosen ≥ 1 maximal such thatJ 2n 6= 0, and let
I = J n. ThusI2 6= 0 while I4 = 0. In particular,I |= x4 = 0.

Assume first thatR |= x2 = y4 = 0 → xy = 0. ThenR |= y4 = 0 → y3 = 0.
Choosea, c ∈ I with ac 6= 0. Becausea ∈ I we geta4 = 0 and thereforea3 = 0.
Similarly, c4 = 0. Sinceac 6= 0 we must havea2 6= 0 (elsea, c would violateR |= x2 =
y4 = 0→ xy = 0). Thena, b := a andk := 3 witness the required conditions.

Assume on the other hand that there exista, b ∈ R such thata2 = b4 = 0 whileab 6= 0.
Let c = b2; thena2 = c2 = 0, so by the hypothesis of this subsection we haveac = 0, i.e.,
ab2 = 0. Thusa, b andk := 2 witness the required conditions. ¨

Let k, a, b be fixed as in the previous claim and putc := ab 6= 0. We define some
elements of the ringR4 as follows: R.

a = [a, a,0,0], b = [b,0, b,0], c = [c,0,0,0], r̂ = [r, r, r, r],

wherer ranges overR. Also define a mapν : R4→ R by

ν([w, x, y, z]) = w − x − y + z.
The facts we need to know about the above elements and the mapν are:

1. ak = a2b = b2a = 0̂, whileab = c.
2. ν(an) = ν(bn) = ν(r̂) = 0 for all n ≥ 1 andr ∈ R, while ν(c) 6= 0.
3. ν is R-linear.

Fix an infinite cardinalκ. We define elementsα, θj (j < κ) andηr (r ∈ R) of (R4)κ as
follows.

α(i) = a for all i < κ,

θj (i) =
{

b if i = j
0̂ otherwise

ηr(i) = r̂ for all i < κ.
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Also defineβj = θ0 − θj andγj = αβj for j < κ, andγ = αθ0. Thusβ0 = γ0 = 0
and for 0< j < κ,

α = (a, a, a, . . . , a, a, a, . . . ),

βj = (b, 0̂, 0̂, . . . , 0̂, −b, 0̂, . . . ),

γj = (c, 0̂, 0̂, . . . , 0̂, −c, 0̂, . . . ),
↑
j

ηr = (r̂, r̂, r̂, . . . , r̂, r̂, r̂, . . . ),

γ = (c, 0̂, 0̂, . . . , 0̂, 0̂, 0̂, . . . ).

Let Sκ be the subring of(R4)κ generated by the set

{α} ∪ {βj : j < κ} ∪ {ηr : r ∈ R}.

CLAIM 3.4. (Parity check)For everyδ ∈ Sκ there exists a finite subsetD ⊆ κ such
that for all finite setsF withD ⊆ F ⊆ κ,∑

i∈F
ν(δ(i)) = 0.

Henceγ 6∈ Sκ .

Proof. LetM be the set of allδ ∈ (R4)κ satisfying the above condition. ThenM is an
R-submodule of(R4)κ . LetG = {α} ∪ {βj : 0< j < κ} and letH be the closure ofG
under multiplication. ThenSκ is theR-submodule of(R4)κ generated byH ∪{ηr : r ∈ R},
so it suffices to show thatH ∪ {ηr : r ∈ R} ⊆ M. We leave this verification to the
reader. ¨

Before defining our mapϕκ : Hom(Sκ ,R)→ R, we shall study the restriction of each
h ∈ Hom(Sκ ,R) to the set{γj : j < κ}. Fix h ∈ Hom(Sκ ,R) and color the elements ofκ
by assigning to eachj < κ the value ofh(γj ).

CLAIM 3.5. One of the color-classes is cofinite. The union of the finite color-classes
has cardinality< |R|.

Proof. For j, ` < κ define

j ≡0 ` iff h(βj ) = h(β`).
Clearly each color-class is a union of≡0-classes, and there are at most|R| distinct≡0-
classes. It suffices to show that ifj, `,m, n are distinct members ofκ andj ≡0 ` and
m ≡0 n, thenj, `,m, n belong to the same color-class. Certainlyj and` belong to the
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same color-class, as dom andn. Furthermore,h(βj − βm) = h(β` − βn) =: x. Now in
(R4)κ , (βj − βm)(β` − βn) = (θm − θj )(θn − θ`) = 0 (sinceθpθq = 0 wheneverp 6= q).
Thusx2 = 0. By Claim 3.3,xy = 0 for all y ∈ R such thatyk = 0 (wherek is the
integer specified in Claim 3.3). Sinceαk = 0 in (R4)κ we geth(α)k = 0 in R and hence
0= xh(α) = h(βj − βm)h(α) = h(γj )− h(γm), proving thatj andm belong to the same
color-class. ¨

Now defineϕκ : Hom(Sκ ,R)→ R by lettingϕκ(h) be the color of the cofinite color-
class determined byh. We must show three things: (1) thatϕκ is continuous, (2) that
ϕκ preserves every< κ-ary relation algebraic overR, and (3) thatϕκ differs from every
evaluation-at-δ mapeSκ (δ), δ ∈ Sκ .

(1) Let S0 = {γj : j < 2|R|}. For everyh ∈ Hom(Sκ ,R), the value ofϕκ(h) can be
determined from the restriction ofh to S0, by Claim 3.5. Thusϕκ is continuous by
Lemma 3.2(1).

(2) SupposeH0 ⊆ Hom(Sκ ,R) with |H0| < κ. For eachh ∈ H0 let Ch ⊆ κ denote
the cofinite color-class determined byh. By simple cardinality considerations,
|⋂h∈H0

Ch| = κ, so we can pickj ∈ ⋂
h∈H0

Ch. Thenϕκ(h) = h(γj ) for every
h ∈ H0. By Claim 3.2(2),ϕκ preserves every< κ-ary relation algebraic overR.

(3) For eachi < κ define the projection mapsπi1, π
i
2, π

i
3, π

i
4 ∈ Hom(Sκ ,R) so that for

all δ ∈ Sκ and alli < κ,

δ(i) = [πi1(δ), π
i
2(δ), π

i
3(δ), π

i
4(δ)].

An easy computation showsϕκ(π0
1) = c whileϕκ(πij ) = 0 in all other cases. Now suppose

there existsδ ∈ Sκ such thatϕκ(h) = h(δ) for all h ∈ Hom(Sκ ,R). In particular,π0
1 (δ) = c

while πij (δ) = 0 for all (i, j) 6= (0,1). This forcesδ = γ ; butγ 6∈ Sκ by Claim 3.4. Thus
ϕκ is not the evaluation-at-δ map for anyδ ∈ Sκ , which completes the proof thatR is not
κ-dualizable.

3.2. The general case

LetR be a finite commutative ring whose radical is not self-annihilating. Choosea, b ∈ R
satisfyinga2b = ab2 = 0 while c := ab 6= 0. (If R |= x2 = y2 = 0 → xy = 0
then use Claim 3.3; otherwise, use a failure of this implication.) Our construction is an
adaptation to several dimensions of an argument developed for certain nilpotent groups by
R. Quackenbush and the fourth author [16]. Definea,b, c, r̂ ∈ R4 (r ∈ R) andν : R4→R
exactly as in the easy case. We have

1. a2b = ab2 = 0̂ whileab = c.
2. ν(an) = ν(bn) = ν(r̂) = 0 for all r ∈ R andn ≥ 1, whileν(c) 6= 0.
3. ν is R-linear.
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Fix an infinite cardinalκ and letGκ = {x ∈ Z
κ : {i < κ : x(i) 6= 0} is finite}. We consider

Gκ as a free abelian group and define the standard free generatorsei (i < κ) by

ei(j) =
{

1 if j = i
0 otherwise.

Now define elementsβx, γx (x ∈ Gκ ), θx,i (x ∈ Gκ and i < κ), ηr (r ∈ R), andγ of
(R4)Gκ as follows.

βx(y) =




a if y = x
−b if y = x + ei for somei < κ

b if y = x − ei for somei < κ

0̂ otherwise

γx(y) =



c if y = 0 andx 6= 0
−c if y = x andx 6= 0

0̂ otherwise

θx,i(y) =



c if y = x
−c if y = x + ei

0̂ otherwise

γ (y) =
{

c if y = 0
0̂ otherwise

ηr(y) = r̂ for all y ∈ Gκ .

Note thatθx,i = βxβx+ei for eachx ∈ Gκ and i < κ, and that{γx : x ∈ Gκ} is
contained in the additive subgroup of(R4)Gκ generated by{θx,i : x ∈ Gκ, i < κ}. Also
note thatβxβy 6= 0 only if y = x + nei for somei < κ andn ∈ {−2,−1,0,1,2}, and
that for allx1, x2, . . . , xn ∈ Gκ , ν(βx1βx2 · · ·βxn(y)) 6= 0 for somey ∈ Gκ if and only if
n = 2 and{x1, x2} = {x, x + ei} for somex ∈ Gκ andi < κ.

Let Sκ be the subring of(R4)Gκ generated by the set

{βx : x ∈ Gκ} ∪ {ηr : r ∈ R},
and note that{γx : x ∈ Gκ} ⊆ Sκ . The next claim is proved identically to Claim 3.4.

CLAIM 3.6. (Parity check)For everyδ ∈ Sκ there exists a finite subsetD ⊆ Gκ such
that for all finite setsF withD ⊆ F ⊆ Gκ ,∑

x∈F
ν(δ(x)) = 0.

Henceγ 6∈ Sκ .
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As in the easy case, we now study the restriction of eachh ∈ Hom(Sκ ,R) to the set
{γx : x ∈ Gκ}. Fix h ∈ Hom(Sκ ,R) and color the elements ofGκ by assigning to each
x ∈ Gκ the value ofh(γx).

CLAIM 3.7. For i < κ defineBi = {x ∈ Gκ : x andx + ei have different colors}.
Then|Bi | ≤ 4|R|2 for eachi < κ.

Proof. We first show that ifC ⊆ Bi is any set having the property thatx ± ei 6= y ± ej
for all j < κ wheneverx, y ∈ C with x 6= y, then|C| ≤ |R|. For supposeC is such
a set. Ifx ∈ C, then ash(γx) 6= h(γx+ei ) andγx+ei − γx = θx,i = βxβx+ei we have
h(βx)h(βx+ei ) 6= 0. On the other hand, ifx, y ∈ C with x 6= y, then by assumption,
βyβx+ei = 0 and henceh(βy)h(βx+ei ) = 0. This provesh(βx) 6= h(βy) for all x, y ∈ C
with x 6= y, and hence|C| ≤ |R|.

Now suppose|Bi | > 4|R|2. For eachn ∈ Z let Bi(n) = {x ∈ Bi : x(i) = n} and put
T = {n ∈ Z : Bi(n) 6= ∅}. Note that for eachn ∈ T the setBi(n) satisfies the condition
of the previous paragraph; hence|Bi(n)| ≤ |R| for all n ∈ T . Consequently,|T | > 4|R|.
Hence it is possible to chooseT0 ⊆ T with |T0| > |R| and|n−m| ≥ 4 for alln,m ∈ T0 with
n 6= m. Now choose one elementxn fromBi(n) for eachn ∈ T0 and putC = {xn : n ∈ T0};
the result is a set satisfying the condition of the previous paragraph and such that|C| > |R|,
a contradiction. ¨

CLAIM 3.8. One of the color-classes is cofinite.

Proof. DefineW to be the subgroup ofGκ generated by{ei : 0< i < κ}, and let
f : Gκ→W be the projection defined byf (ne0+x) = x for all x ∈ W andn ∈ Z. For each
x ∈ W letLx = f−1(x) = {x + ne0 : n ∈ Z}. Also letF = f (B0) whereB0 is defined in
Claim 3.7. ThusF is a finite subset ofW , and ifx ∈ W \F then the “line”Lx belongs to
a single color-class. ChooseN < ω large enough so thatx ∈ B0 implies |x(0)| < N , and
for eachx ∈ F defineL+x = {x + ne0 : n ≥ N} andL−x = {x + ne0 : n ≤ −N}. ThusL+x
andL−x are “half-lines” each of which belongs to a single color-class.

SinceF is finite andκ ≥ 2 we can choose and fix somex ∈ W \F . We first show that
if y ∈ F , thenLx andL+y belong to the same color-class. Indeed, letU = {0< i < κ :
x(i) 6= y(i)}. Note thatU is a finite set. Hence

⋃{Bi : i ∈ U} is a finite set by Claim 3.7.
ChooseNy < ω large enough so thatNy ≥ N and ifz ∈⋃{Bi : i ∈ U} then|z(0)| < Ny .
Then choosei0, i1, . . . , in−1 ∈ U (not necessarily distinct) andσ0, σ1, . . . , σn−1 ∈ {0,1}
so that

y = x +
n−1∑
k=0

(−1)σk eik

and for 0≤ j ≤ n definexj = x +Nye0+∑
k<j (−1)σk eik . Thusx0 ∈ Lx , xn ∈ L+y , and

for eachj < n we havexj+1 − xj = ±ei for somei ∈ U . By the choice ofNy , xj and
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xj+1 belong to the same color-class for eachj < n. Hencex0 andxn belong to the same
color-class, which proves thatLx andL+y belong to the same color-class.

Similar arguments show thatLx andL−y belong to the same color-class whenevery ∈ F ,
and thatLx andLy belong to the same color-class whenevery ∈ W\F y 6= x. Thus the
color-class containingLx is cofinite. ¨

CLAIM 3.9. More than half of the elements of{ne0 : 0 ≤ n ≤ 4|R|2} belong to the
cofinite color-class.

Proof. Let D = {0 ≤ n ≤ 4|R|2 : ne0 does not belong to the cofinite color-class}. If
n ∈ D, then there must existin < 0 such thatne0 + ine1 andne0 + (in + 1)e1 have
different colors; similarly, there must existjn ≥ 0 such thatne0+jne1 andne0+(jn+1)e1

have different colors. Thusne0 + ine1 ∈ B1 andne0 + jne1 ∈ B1 for eachn ∈ D. Since
|B1| ≤ 4|R|2 by Claim 3.7 we get|D| ≤ 2|R|2, which proves the claim. ¨

Now defineϕκ : Hom(Sκ ,R)→ R by lettingϕκ(h) be the color of the cofinite color-
class determined byh. Arguing as in the easy case,ϕκ is continuous by Claim 3.9, preserves
all < κ-ary relations algebraic overR by Claim 3.8, and is not the evaluation-at-δ map for
anyδ ∈ Sκ becauseγ 6∈ Sκ . HenceR is notκ-dualizable.

4. Contributions to the general theory

In this section we give two new tools for proving that a set6 of finitary operations and
relations dualizes (or fully dualizes)ISP(M ) whereM is a finite algebra. These tools are
stated in Theorem 4.3 and Theorem 4.11. The tools will be used in Sections 6 and 7; their
flavor is to reduce the analysis fromISP(M ) to the classISPfin(M ) of finite members of
ISP(M ).

The following lemma may be found in [12] (Theorem 1, p. 132), or see [2], 1.3.3, for a
short proof.

LEMMA 4.1. Suppose thatP is a poset in which any two elements have an upper bound,
andF is a function with domainP such that for eachx ∈ P , F(x) is a finite nonempty set.
Suppose moreover that for all pairs(x, y) ∈ P 2 with x ≤ y we have a specified function
fx,y : F(y) → F(x) and that these functions satisf(i) fx,y ◦ fy,z = fx,z whenever
x ≤ y ≤ z in P , and (ii) fx,x = idF(x) for all x ∈ P . Then there is a functionϕ with
domainP such thatϕ(x) ∈ F(x) for all x ∈ P , andfx,y(ϕ(y)) = ϕ(x) for all x ≤ y.

Here is a simple application.

LEMMA 4.2. LetA be a locally finite algebra,B a finite algebra of the same type,r an
n-ary relation onB (1≤ n < ω), S a finite subset ofA, andg1, . . . , gn ∈ BS .
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Suppose that for every finite subalgebraA1 of A satisfyingS ⊆ A1 there exist
h1, . . . , hn ∈ Hom(A1,B) such that(a) hi |S = gi for i = 1, . . . , n, and(b) 〈h1(x), . . . ,

hn(x)〉 ∈ r for all x ∈ A1. Then there existh1, . . . , hn ∈ Hom(A,B) such that the same
two conditions hold withA in place ofA1.

Proof. LetP be the poset of finite subalgebras ofA which containS, ordered by inclusion.
For eachA1 ∈ P let F(A1) be the set of alln-tuples〈h1, . . . , hn〉 ∈ Hom(A1,B)n which
satisfy the conditions (a) and (b) above. ThusF(A1) is finite and nonempty for every
A1 ∈ P . If A1 ≤ A2 inP then definefA1,A2 : F(A2)→ F(A1)byfA1,A2(〈h1, . . . , hn〉) =
〈h1|A1, . . . , hn|A1〉. By Lemma 4.1 there exists a functionϕ which assigns to eachA1 ∈ P
ann-tupleϕ(A1) = 〈ϕ1(a1), . . . , ϕn(A1)〉 ∈ F(A1) such thatϕi(A2)|A1 = ϕi(A1) for all
i = 1, . . . , n wheneverA1 ≤ A2 in P . Defineh1, . . . , hn ∈ BA so thathi |A1 = ϕi(A1) for
all i = 1, . . . , n and allA1 ∈ P . This works. ¨

Let M be a finite algebra and6 a set of finitary operations and relations algebraic over
M , and recall the discussion in Section 2. ForK ⊆ ISP(M ) we say that6 dualizesK
if eA is surjective for everyA ∈ K. The next theorem was discovered by L. Zádori and
independently by the fifth author in 1995 (Zádori actually proved something stronger).
Zádori’s proof has appeared in [20]; we include our proof since it is significantly shorter.

THEOREM 4.3. SupposeM is a finite algebra and6 is a set of finitary algebraic
operations and relations ofM . If 6 dualizesISPfin(M ) and6 is finite, then6 dualizes
ISP(M ).

Proof. By replacing operations with their graphs, we may assume that6 consists of
relations only [2, Theorem 2.1.2]. LetA ∈ ISP(M ) andϕ ∈ C6(Hom(A,M ),M). Choose
a finite setA0 ⊆ A such that for allh, h′ ∈ Hom(A,M ), if h|A0 = h′|A0 thenϕ(h) = ϕ(h′)
(see Lemma 3.2(1)). AsA is locally finite, we may assume thatA0 is the universe of a
subalgebra ofA. LetU be the set of all pairs(r, 〈g1, . . . , gn〉) wherer ∈ 6, wheren is the
arity of r, andg1, . . . , gn ∈ Hom(A0,M ). For each(r, ḡ) ∈ U choose a finite subalgebra
A(r,ḡ) of A so that the following is true: if there do not existhi ∈ Hom(A,M ) extending
thegi and such that̄h(x) ∈ r for all x ∈ A, then there do not existhi ∈ Hom(A(r,ḡ),M )

extending thegi and such that̄h(x) ∈ r for all x ∈ A(r,ḡ). (This is possible because of
Lemma 4.2.) AsU is finite, there exists a finite subalgebraA1 of A whose universe contains
A0 andA(r,ḡ) for every(r, ḡ) ∈ U .

Fix somea0 ∈ M and defineϕ∗ : Hom(A1,M )→ M by

ϕ∗(h) =
{
ϕ(h′) if there existsh′ ∈ Hom(A,M ) with h′|A0 = h|A0

a0 otherwise.

ϕ∗ is well-defined by choice ofA0. We claim thatϕ∗ ∈ C6(Hom(A1,M ),M). For suppose
r ∈ 6 is n-ary,h1, . . . , hn ∈ Hom(A1,M ), and〈(h1(x), . . . , hn(x)〉 ∈ r for all x ∈ A1.
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Let gi = hi |A0 for i = 1, . . . , n; thus (r, ḡ) ∈ U , and there exist extensions of thegi
to A(r,ḡ) (namely,hi |A(r,ḡ) ) which satisfyr coordinatewise. Thus by the construction of
A(r,ḡ) there existh′1, . . . , h′n ∈ Hom(A,M ) extendingg1, . . . , gn such that̄h′(x) ∈ r for all
x ∈ A. Then by definition ofϕ∗ we have〈ϕ∗(h1), . . . , ϕ

∗(hn)〉 = 〈ϕ(h′1), . . . , ϕ(h′n)〉 ∈ r
asϕ preservesr. This provesϕ∗ preserves everyr ∈ 6, andϕ∗ is automatically continuous
as its domain is finite. Soϕ∗ ∈ C6(Hom(A1,M ),M).

Since6 dualizesA1 ∈ ISPfin(M ), there existsa ∈ A1 such thatϕ∗(h) = h(a) for all
h ∈ Hom(A1,M ). It follows thatϕ(h′) = h′(a) for all h′ ∈ Hom(A,M ), i.e.,ϕ = eA(a).
This proves thateA is surjective and hence6 dualizesISP(M ). ¨

We now turn to full dualizability, first summarizing what has been known up until now.
The condition in Definition 4.4(1) was isolated by Clark and Krauss in [5] (where it was
calledhull-kernel closure).

DEFINITION 4.4. LetM be a finite algebra,U a nonempty set, andX ⊆ MU . Also
let 6 be a set of finitary operations and relations algebraic overM , and let∼M be the
corresponding topological structure (see the introduction).

1. The term-closure of X, denoted by [X], is the set of allg ∈ MU which sat-
isfy the following property: for alln < ω, ū ∈ Un and n-ary term operations
s(x̄), t (x̄) of M , if s(f (u1), . . . , f (un)) = t (f (u1), . . . , f (un)) for all f ∈ X, then
s(g(u1), . . . , g(un)) = t (g(u1), . . . , g(un)).

2. X is term-closedif X = [X].
3. TC(6,M ) is the assertion that every topologically closed substructure of a power of

∼M is term-closed. TCfin(6,M ) is the restriction of this assertion to substructures of
finitepowers of∼M .

4. 6 strongly dualizesISP(M ) if 6 dualizesISP(M ) and TC(6,M ) holds.

DEFINITION 4.5. Let M be a finite algebra, and6 a set of finitary operations and
relations algebraic overM .

1. By thepartial clone generated by6 we mean the smallest set of finitary operations
algebraic overM which contains the projections and the operations in6, and is closed
under all compositions for which the induced domain (by convention, the maximum
possible) is nonempty.

2. GenClon(6,M ) is the assertion that for every finitary operationh algebraic overM
there exists an operationh′ in the partial clone generated by6 having the same arity
ash and such that dom(h) ⊆ dom(h′) andh = h′|dom(h).

3. TC(M ) is the assertion that TC(∇,M ) holds where∇ is the set ofall finitary opera-
tions algebraic overM .
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LEMMA 4.6. LetM be a finite algebra, and6 a set of finitary operations and relations
algebraic overM .

1. If 6 strongly dualizesISP(M ), then6 fully dualizesISP(M ).
2. TC(6,M ) is equivalent to the conjunction ofTC(M ) andTCfin(6,M ).
3. TCfin(6,M ) is equivalent toGenClon(6,M ).

Proof. Clark and Krauss [5, page 21] proved item (1) (see also [2], Theorem 3.2.4). Item
2 is essentially Theorem 3.2.2 of [2]. Item 3 was proved by Davey, Haviar and Priestley as
Theorem 5.3 in [7]; the result also appears as Lemma 9.4.1 of [2]. ¨

This completes our summary of the current understanding of full dualizability. Our
aim now is to give a new sufficient condition for TC(M ) to hold. First we give another
characterization of the condition TC(6,M ).

DEFINITION 4.7. LetM be a finite algebra,6 a set of finitary operations and relations
algebraic overM , and∼M the corresponding topological structure.

1. If A 6= ∅ andX ⊆ MA, then we sayX separates the points ofA if for all a, b ∈ A
with a 6= b there existsf ∈ X with f (a) 6= f (b).

2. SepGen(6,M ) is the assertion that for everyA ∈ ISP(M ), if X ⊆ Hom(A,M )

is a topologically closed substructure of∼MA which separates the points ofA, then
X = Hom(A,M ).

3. ProjGen(6,M ) is the assertion that for everyA ≤ MU (U 6= ∅), if X ⊆ Hom(A,M )

is a topologically closed subuniverse of∼MA which contains all the projectionsπu
(u ∈ U ), thenX = Hom(A,M ).

LEMMA 4.8. For any finite algebraM and set6 of finitary operations and relations
algebraic overM , the following are equivalent:

1. TC(6,M ).
2. SepGen(6,M ).
3. ProjGen(6,M ).

Proof. (1)⇒ (2). Assume TC(6,M ). Let A ∈ ISP(M ) andX ⊆ Hom(A,M ) be such
thatX is a closed subuniverse of∼MA which separates the points ofA, and assume there
existsg ∈ Hom(A,M )\X. By TC(6,M ) we get thatX is term-closed, so there must exist
n < ω, (a1, . . . , an) ∈ An, andn-ary term operationss andt of M witnessing the failure
of g to be in the term-closure ofX.

Let b = s(a1, . . . , an) ∈ A andc = t (a1, . . . , an) ∈ A. Then for allf ∈ X we have
f (b) = f (s(a1, . . . , an)) = s(f (a1), . . . , f (an)) = t (f (a1), . . . , f (an)) = · · · = f (c),
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while by the same argumentg(b) 6= g(c). These facts contradict the assumption thatX

separates the points ofA.
(3) is a special case of (2).
(3) ⇒ (1). We begin with an alternate characterization of term-closure. LetU be

a nonempty set andX ⊆ MU . For eachu ∈ U let πu : X → M be the projection
onto coordinateu, let U∗ = {πu : u ∈ U} ⊆ MX, and letAX be the subalgebra ofMX

generated byU∗. Defineν : Hom(AX,M ) → MU by ν(g)(u) = g(πu). The following
lemma, which we leave as an exercise, is a slight generalization of [2, Theorem 1.1.3].

LEMMA 4.9. WithM andX as above,ν is a bijection fromHom(AX,M ) to [X].

Now assume ProjGen(6,M ). To prove TC(6,M ), let U 6= ∅ and letX be a closed
subuniverse of∼MU . DefineAX andν as in the discussion preceding Lemma 4.9, and let
X∗ = ν−1(X) ⊆ Hom(AX,M ). Note that ifπx : AX → M (x ∈ X) is a coordinate
projection, then for everyu ∈ U , ν(πx)(u) = πx(πu) = πu(x) = x(u), provingν(πx) = x
and henceπx ∈ X∗. It can be checked thatX∗ is a closed subuniverse of∼MAX . Thus
X∗ = Hom(AX,M )by ProjGen(6,M ), and soX is equal to its term-closure by Lemma 4.9.
This proves TC(6,M ). ¨

We remark in passing that the above proof also gives the equivalence of TCfin(6,M )

with the restrictions of ProjGen(6,M ) and SepGen(6,M ) to finitesubpowersA of M .
We now give our sufficient condition for TC(M ) to hold. We shall use this condition in

Section 7. The condition has been generalized in [19] and [15].

DEFINITION 4.10. SupposeA0 ≤ A1 ≤ MX, h0 ∈ Hom(A0,M ), andY ⊆ X.

1. A1|Y denotes the image ofA1 under the natural projection homomorphismπY :
MX → MY .

2. We say thath0 lifts to A 1|Y if there existsh′ ∈ Hom(A1|Y ,M ) such thath0(a) =
h′(a|Y ) for all a ∈ A0.

THEOREM 4.11.Let M be a finite algebra. Suppose there is a functionf : ω → ω

such that the following holds:

WheneverA0 ≤ A1 ≤ MX andh0 ∈ Hom(A0,M ) whereX is finite andh0

lifts to A1, then there existsY ⊆ X such that|Y | ≤ f (|A0|) andh0 lifts to
A1|Y .

ThenTC(M ) holds.

Proof. By Lemma 4.8, it suffices to prove SepGen(∇,M ) where∇ is the set of all
finitary operations algebraic overM . Let∼M be the topological structure defined relative
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to the set∇. Let f be the function given in the statement of the theorem. Note that the
displayed condition remains true whenX is infinite, provided thatA1 is finite.

Let A ∈ ISP(M ) and supposeX ⊆ Hom(A,M ) =: H whereX is a closed substructure
of ∼MA which separates the points ofA. It must be shown thatX = Hom(A,M ). Recall
the natural embeddingeA : A ↪→ MH defined prior to Lemma 3.2. Definee∗ : A ↪→ MX

by e∗(a) = eA(a)|X and letA∗ = ran(e∗) ≤ MX. If B ≤ A andg ∈ Hom(B,M ) then we
defineB∗ = e∗(B) andg∗ = g ◦ (e∗|B)−1 ∈ Hom(B∗,M ).

Fix h ∈ Hom(A,M ). To showh ∈ X, it suffices (by the topological closedness ofX)
to show thath|A0 ∈ X|A0 for everyfinite subalgebraA0 of A. So letA0 be fixed and let
P be the poset of all finite subalgebras ofA which containA0, ordered by inclusion. Put
n = f (|A0|) andh0 = h|A0, and considerh∗0 ∈ Hom(A∗0,M ). SupposeA1 ∈ P is given;
h0 clearly can be lifted toA1, henceh∗0 can be lifted toA∗1, and asA∗0 ≤ A∗1 ≤ MX it
follows from the hypothesis of the theorem that there existsY ⊆ X such that|Y | ≤ n and
h∗0 lifts to A∗1|Y . EnumerateY = {y1, . . . , ys} with s ≤ n. The latter condition (h∗0 lifting
to A∗1|Y ) can be restated as follows: there is ans-ary operationg ∈ ∇ such that

1. 〈y1(a), . . . , ys(a)〉 is in the domain ofg for everya ∈ A1.
2. If h′ ∈ Hom(A1,M ) is defined byh′(a) = g(y1(a), . . . , ys(a)), thenh′|A0 = h0.

For eachA1 ∈ P letF(A1) be the set of all triples(s, ȳ, g) where 1≤ s ≤ n, ȳ ∈ (X|A1)
s ,

andg ∈ ∇ is ans-ary operation satisfying items (1, 2) above with respect toȳ. F(A1) is
finite and nonempty, by the above discussion. Moreover, ifA1,A2 ∈ P with A1 ≤ A2,
then(s, ȳ|A1, g) ∈ F(A1) whenever(s, ȳ, g) ∈ F(A2). Thus by Lemma 4.1 there exist
s ≤ n, ȳ ∈ (MA)s , and ans-ary operationg ∈ ∇ such that(s, ȳ|A1, g) ∈ F(A1) for all
A1 ∈ P . Defineh′ ∈ MA byh′(a) = g(y1(a), . . . , ys(a)). SinceX is topologically closed
we gety1, . . . , ys ∈ X. Then sinceX is closed underg we geth′ ∈ X. As h′|A0 = h|A0,
this proves the theorem. ¨

5. Finite commutative local rings

For the remainder of this paper all rings under consideration will have a named identity
element. Saying that this element is named means for us that subrings are required to contain
the identity element of the larger ring, and homomorphisms between rings are required to
send the identity element of the one ring to the identity element of the other.

In this section we shall prove some facts about finite commutative rings with identity
which arelocal, i.e., have a unique maximal ideal, and whose Jacobson radical is self-
annihilating. IfR is such a ring then we denote the radical (= the unique maximal ideal)
of R by J (R). For n ∈ Z we usenR or just n for the corresponding element ofR. The
following facts are well-known and easily proved.

LEMMA 5.1. Let R be a finite commutative local ring with identity such thatJ (R)2 = {0}.
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1. There exists a unique primep such that

(a) pR ∈ J (R).
(b) char(R) = p or p2 (depending on whether or notpR = 0).
(c) R/J (R) is a field of cardinalitypk for somek ≥ 1.

2. 〈J (R),+〉 is naturally a vector space over R/J (R) via the scalar multiplication(r +
J (R)) · j = rj .

3. The proper ideals of R are precisely the vector subspaces ofJ (R).

The unique primep in item 1 of the above lemma will sometimes be denoted by char∗(R).
SupposeR and S are finite commutative local rings with identity and self-annihilating
radicals such that Hom(S/J (S),R/J (R)) 6= ∅; thus char∗(R) = char∗(S) = p for some
prime p. Let K be the unique subfield ofR/J (R) of cardinality |S/J (S)| and choose
θ ∈ Hom(S/J (S),R/J (R)); thusK is the image ofθ . SinceK is a subfield ofR/J (R), we
can considerJ (R) as a vector space overK in a natural way; by way ofθ , we can endow
J (R) with the structure of a vector space overS/J (S). LetJθ (R) denote this incarnation of
J (R), and let Homp(J (S), Jθ (R)) denote the set of allS/J (S)-linear transformations from
J (S) to Jθ (R) which sendpS to pR. Note that Homp(J (S), Jθ (R)) 6= ∅ if and only if
char(R)|char(S).

LEMMA 5.2. Suppose R and S are finite commutative local rings with identity and
self-annihilating radicals.

1. Everyh ∈ Hom(S,R) induces an embeddingh∗ ∈ Hom(S/J (S),R/J (R)) by the
rule h∗(s + J (S)) = h(s)+ J (R).

2. Supposeθ ∈ Hom(S/J (S),R/J (R)) andh ∈ Hom(S,R) such thath∗ = θ , and let
p = char∗(R) = char∗(S). Thenh|J (S) ∈ Homp(J (S), Jθ (R)).

3. If Hom(S,R) 6= ∅, thenHom(S/J (S),R/J (R)) 6= ∅, char∗(S) = char∗(R), and
char(R)|char(S).

If R and S are as in Lemma 5.2 andθ ∈ Hom(S/J (S),R/J (R)), then we define
Homθ (S,R) = {h ∈ Hom(S,R) : h∗ = θ}. The previous lemma can be restated as
follows:

1. Hom(S,R) =⋃{Homθ (S,R) : θ ∈ Hom(S/J (S),R/J (R))}.
2. For eachθ ∈ Hom(S/J (S),R/J (R)), the mapνθ : h 7→ h|J (S) defined on Homθ (S,R)

sends Homθ (S,R) into Homp(J (S), Jθ (R)).

Our next goal is to prove that the mapsνθ are bijections, and that the converse to Lemma 5.2(3)
is true.

DEFINITION 5.3. Let R be a finite commutative local ring with identity such that
J (R)2 = {0}, and letp = char∗(R). Let Q(R) denote the image inR of the operation
t (x) = xp.
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CLAIM 5.4. Let R andp be as in the previous definition.

1. If a, b ∈ R, thena ≡ bmodJ (R) if and only ifap = bp. In particular, a ∈ J (R) if
and only ifap = 0.

2. Q(R) intersects each coset ofJ (R) at exactly one element.
3. Q(R) is closed under multiplication; hence〈Q(R), ·〉 “is” the multiplicative semi-

group of the field R/J (R).

LEMMA 5.5. SupposeF(x) ∈ Zp[x] is monic and of degreè. Then there exists
F?(x) ∈ Z[x], also monic and of degreè, such that

1. The image ofF?(x) under the canonical homomorphismZ[x] → Zp[x] is F(x).
2. In any commutative ring whose characteristic dividesp2, if an elementa satisfies
ap

` = a andF?(a)p = pF?(a) = 0, thenF?(a) = 0.

Proof. Begin by arbitrarily choosingF1(x) ∈ Z[x] to be monic, of degreè, and satisfy-
ing item 1. ChooseG(x) ∈ Z[x] so thatF1(x

p`)−F1(x)
p` = pG(x). AsF1(x) is monic,

we can writeG(x) = F1(x)q(x) + r(x) whereq(x), r(x) ∈ Z[x] and deg(r(x)) < `.
DefineF?(x) = F1(x)− pr(x).

To prove this works, first note thatF?(x) is still monic, of degreè, and satisfies item 1.
Now suppose thata is an element of a commutative ring whose characteristic dividesp2, and
thatap

` = a andF?(a)p = pF?(a) = 0. Because of the assumption on the characteristic
of the ring, we haveF1(a)

p = pF1(a) = 0. Then

F?(a) = F1(a)− p(G(a)− F1(a)q(a))

= F1(a)− (F1(a
p`)− F1(a)

p`)+ pF1(a)q(a)

= 0 asap
` = a.

¨

THEOREM 5.6. Suppose R and S are finite commutative local rings with identity and
self-annihilating radicals, thatchar∗(R) = char∗(S) = p, that char(R)|char(S), and that
Hom(S/J (S),R/J (R)) 6= ∅. Then for eachθ ∈ Hom(S/J (S),R/J (R)), the mapνθ :
h 7→ h|J (S) is a bijection fromHomθ (S,R) to Homp(J (S), Jθ (R)).

Proof. Choosek, ` so thatR/J (R) ∼= GF(pk) and S/J (S) ∼= GF(p`); thus `|k.
Let K be the unique subfield ofR/J (R) of cardinalityp`, let α be a generator ofK ,
and letα1, . . . , α` be the conjugates ofα (includingα) overZp in K . For eachi = 1, . . . , `
let ai be the unique element ofQ(R) ∩ αi . LetF(x) ∈ Zp[x] be the minimal polynomial
of α overZp, and letF?(x) ∈ Z[x] be the polynomial given by Lemma 5.5. AsF(αi) = 0
in R/J (R) we haveF?(ai) ∈ J (R) and henceF?(ai)p = pF?(ai) = 0. Furthermore,

a
p`

i = ai by Claim 5.4(3); thusF?(ai) = 0 for i = 1, . . . , ` by Lemma 5.5.
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Similarly, F(x) has a rootγ in S/J (S). Let c be the unique element ofγ ∩Q(S). By
the same argument as before, we getF?(c) = 0. Fori = 1, . . . , ` let θi be the unique iso-
morphism fromS/J (S) to K sendingγ toαi . Thus{θ1, . . . , θ`} = Hom(S/J (S),R/J (R)).
Furthermore, forh ∈ Hom(S,R) and i = 1, . . . , ` the following are equivalent:
(1) h ∈ Homθi (S,R); (2) h(c) = ai .

Fix i = 1, . . . , ` and putθ = θi . SinceS is generated byJ (S) ∪ {c}, the mapνθ :
Homθ (S,R) → Homp(J (S), Jθ (R)) is injective. It remains to prove that it is surjective.
To do this, letλ ∈ Homp(J (S), Jθ (R)) be given. It can be easily shown thatλ(f (c)b) =
f (ai)λ(b) for all f (x) ∈ Z[x] andb ∈ J (S). Now “define”h : S→ R by

h(f (c)+ b) = f (ai)+ λ(b),
whereb ranges overJ (S) andf (x) ranges overZ[x]. Proving this is well-defined boils
down to showing that iff (x) ∈ Z[x] is such thatf (c) ∈ J (S), thenλ(f (c)) = f (ai).
Argue as follows: letf o(x) be the image off (x) in Zp[x]. As f (c) ∈ J (S) we have
f o(γ ) = 0 and henceF(x)|f o(x) in Zp[x]. Thus there existg(x), h(x) ∈ Z[x] such that
f (x) = F?(x)g(x)+ ph(x). Then

f (ai) = F?(ai)g(ai)+ h(ai)pR
= h(ai)pR

and

f (c) = F?(c)g(c)+ h(c)pS
= h(c)pS.

Thusλ(f (c)) = λ(h(c)pS) = h(ai)λ(pS) = h(ai)pR = f (ai), as required. Clearly
h|J (S) = λ; the proof thath ∈ Homθ (S,R) is left as an exercise. ¨

COROLLARY 5.7. Let R and S be as in Theorem5.6. If θ ∈ Hom(S/J (S),R/J (R))
andh1, h2, h3 ∈ Homθ (S,R), thenh1− h2+ h3 ∈ Homθ (S,R).

Proof. Choosea1, . . . , a` ∈ Q(R) andc ∈ Q(S) as in the proof of Theorem 5.6, and
fix i such thatθ = θi . Let λj = hj |J (S) ∈ Homp(J (S), Jθ (R)), j = 1,2,3. As λ :=
λ1 − λ2 + λ3 ∈ Homp(J (S), Jθ (R)) it follows that there existsh ∈ Homθ (S,R) such that
h|J (S) = λ. Moreover, by the proof of Theorem 5.6, for allf (x) ∈ Z[x] andb ∈ J (S) we
have

h(f (c)+ b) = f (ai)+ λ(b)
= (f (ai)− f (ai)+ f (ai))+ (λ1(b)− λ2(b)+ λ3(b))

= h1(f (c)+ b)− h2(f (c)+ b)+ h3(f (c)+ b);
in other words,h = h1− h2+ h3. ¨
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These are the facts we will need to prove that a finite commutative ring with identity and
self-annihilating radical is 4-dualizable. (We will do that in the next section.) To prove full
4-dualizability, we will need one more fact.

LEMMA 5.8. Suppose S is a finite commutative local ring with identity such that
J (S)2 = {0}. Letp = char∗(S), and supposeV,W are subspaces ofJ (S) (i.e., proper
ideals of S) such thatV ⊕W = J (S) andSpan(pS) ⊆ W . Recall thatQ(S) denotes the
image oft (x) = xp in S. Then there is an isomorphismϕ from S/V to a subring

T of S such thatW ∪Q(S) ⊆ T and S
nat→ S/V

ϕ∼= T is a retraction.

Proof. Choosec (and`,K, α, F ? etc.) as in the proof of Theorem 5.6, withR= S, but
starting with the assumption thatα is a primitive element ofK (equivalently, thatc is a
generator of the cyclic group〈Q(S)\{0}, ·〉). “Define” ϕ : S/V → Sby

ϕ((f (c)+ w)+ V ) = f (c)+ w
wherew ranges overW andf (x) ranges overZ[x]. Proving thatϕ is well-defined boils
down to showing that iff (x) ∈ Z[x] is such thatf (c) ∈ J (S), thenf (c) ∈ W . In fact,
if f (c) ∈ J (S) then it was shown in the proof of Theorem 5.6 thatf (c) ∈ Span(pS),
which suffices. The proof thatϕ is a ring homomorphism is left as an exercise. Since every
element ofW ∪Q(S) can be represented as 0+ w or cn + 0, we getW ∪Q(S) included
in the image ofϕ. ¨

Suppose thatS0 ≤ S ≤ ∏
x∈X Rx , thath0 ∈ Hom(S0,R), and thatY ⊆ X. Let S|Y

denote the image ofS under the natural projection
∏
x∈X Rx → ∏

x∈Y Rx . We say thath0

lifts to S|Y if there existsh′ ∈ Hom(S|Y ,R) such thath0(a) = h′(a|Y ) for all a ∈ S0.

COROLLARY 5.9. Suppose S0 ≤ S≤∏
x∈X Rx andh0 ∈ Hom(S0,R), where R and S

are finite commutative local rings with identity and self-annihilating radicals. Ifh0 lifts to
S, then there existsY ⊆ X with |Y | ≤ |S0| · |R/J (R)| such thath0 lifts to S|Y .

Proof. Putp = char∗(S) and let span(p) be the span ofp in J (S) as a vector space over
S/J (S). Note that|span(p)| ≤ |S/J (S)| ≤ |R/J (R)|, since Hom(S,R) 6= ∅ (ash0 lifts
toS). Now chooseY ⊆ X large enough so that ifa ∈ (J (S0) + span(p))\{0} thena|Y 6= 0.
SuchY can be chosen with|Y | ≤ |J (S0)+span(p)| ≤ |J (S0)| · |span(p)| ≤ |S0| · |R/J (R)|.
We claim thath0 can be lifted toS|Y . To see this, first chooseh ∈ Hom(S,R) such that
h|S0 = h0. Next, letV be the kernel of|Y : S→ S|Y ; thusV is a subspace ofJ (S) and
V ∩ (J (S0)+ span(p)) = {0}. Choose a subspaceW of J (S) such thatV ⊕W = J (S) and
J (S0)+ span(p) ⊆ W .

By the previous lemma, there is an isomorphismϕ from S|Y to a subringT of S such
thatW ∪Q(S) ⊆ T andϕ(a|Y ) = a for all a ∈ T . By Claim 5.4(2), sinceS0 is itself local,
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every element ofS0 can be written in the formz+ b with z ∈ Q(S0) andb ∈ J (S0). Since
Q(S0) ∪ J (S0) ⊆ Q(S) ∪W ⊆ T we haveS0 ≤ T. Thus ifh′ : S|Y → R is defined by
h′ = h ◦ ϕ, thenh′(a|Y ) = h0(a) for all a ∈ S0 and thereforeh0 lifts to S|Y . ¨

6. Dualizing ISP(R)

We revert to the notation appropriate for natural duality theory. Throughout this section,
R is a fixed finite commutative ring with identity whose radical is self-annihilating. Let
D = {(a, b, c) ∈ R3 : a ≡ b ≡ c (modJ (R))} a subring ofR3. Note that the ternary
partial operationx − y + z|D is a homomorphism fromD to R, becauseJ (R)2 = {0}, and
hence is algebraic overR. Let R3 be the set of all ternary relations algebraic overR and
put60 = R3 ∪ {x − y + z|D}.

THEOREM 6.1.60 dualizesISP(R).

Proof. Since60 is finite it suffices, by Theorem 4.3, to show the following: ifS ∈
ISPfin(R) andϕ : Hom(S,R)→ R andϕ preserves each member of60, then there exists
b ∈ S such thatϕ(h) = h(b) for all h ∈ Hom(S,R). If suchS andϕ are given then, by
Lemma 3.2(2),ϕ preserves the relations inR3 if and only if

For allh1, h2, h3 ∈ Hom(S,R) there existsb ∈ S such thatϕ(ht ) = ht (b) for
t = 1,2,3.

We shall refer to the displayed condition as 3-compatibilityof ϕ.
Thus fix S ∈ ISPfin(R) andϕ : Hom(S,R) → R such thatϕ is 3-compatible and

preservesx − y + z|D. DecomposeR andS into directly indecomposable factors, say

R ∼= R1× · · · × Rk

S ∼= S1× · · · × S̀ .

Also choose and fix appropriate projection homomorphismsπRi : R→ Ri (i = 1, . . . , k)
andπSj : S→ Sj (j = 1, . . . , `). Note that each factorRi or Sj is local ([14], p. 76,
Corollary 2) with self-annihilating radical, and that the radicals ofR andS are each the
direct product of the radicals of their factors.

CLAIM 6.2. If h, h′ ∈ Hom(S,R) andπRi h = πRi h′, thenπRi (ϕ(h)) = πRi (ϕ(h′)).

Proof. Using 3-compatibility ofϕ, chooseb ∈ S such thatϕ(h) = h(b) andϕ(h′) =
h′(b). ThenπRi (ϕ(h)) = πRi h(b) = πRi h′(b) = πRi (ϕ(h′)). ¨



Vol. 46, 2001 Natural dualities for quasivarieties generated by a finite commutative ring 307

Fix i = 1, . . . , k. As everyf ∈ Hom(S,Ri ) is of the formf = πRi h for some
h ∈ Hom(S,R), we can defineϕi : Hom(S,Ri ) → Ri by ϕi(πRi h) = πRi (ϕ(h)), where
h ∈ Hom(S,R). Also define

Ei = {(a, b, c, d) ∈ (Ri)4 : a ≡ b ≡ c ≡ d (mod J (Ri )) anda − b + c = d}.

CLAIM 6.3.

1. Eachϕi preservesEi .
2. ϕ1, . . . , ϕk are mutually3-compatible in the following sense: ifht ∈ Hom(S,Rit ),
t = 1,2,3, then there existsb ∈ S such thatϕit (ht ) = ht (b) for t = 1,2,3.

Proof. To prove thatϕi preservesEi , we must show that ifh1, . . . , h4 ∈ Hom(S,Ri )
are such that(h1(b), . . . , h4(b)) ∈ Ei for all b ∈ S, then(ϕi(h1), . . . , ϕi(h4)) ∈ Ei . Given
suchh1, . . . , h4, chooseh∗1, . . . , h∗4 ∈ Hom(S,R) such thatπRi h

∗
t = ht for t = 1, . . . ,4

andπRj h
∗
1 = · · · = πRj h∗4 for all j 6= i. Since(c, c, c, c) ∈ Ej for all j and allc ∈ Rj ,

we have(h∗1(b), h∗2(b), h∗3(b)) ∈ D for all b ∈ S andh∗1 − h∗2 + h∗3 = h∗4. As ϕ preserves
x − y + z|D we get(ϕ(h∗1), ϕ(h∗2), ϕ(h∗3)) ∈ D andϕ(h∗1) − ϕ(h∗2) + ϕ(h∗3) = ϕ(h∗4).
Therefore(πRi ϕ(h

∗
1), . . . , π

R
i ϕ(h

∗
4)) ∈ Ei . As πRi ϕ(h

∗
t ) = ϕi(π

R
i h
∗
t ) = ϕi(ht ), we get

(ϕi(h1), . . . , ϕi(h4)) ∈ Ei as desired.
Next supposeht ∈ Hom(S,Rit ) for t = 1,2,3. Chooseh∗t ∈ Hom(S,R) such that

πRit h
∗
t = ht for t = 1,2,3. By 3-compatibility ofϕ there existsb ∈ S such thatϕ(h∗t ) =

h∗t (b) for t = 1,2,3. Thenϕit (ht ) = ϕit (πRit h∗t ) = πRit (ϕ(h∗t )) = πRit h∗t (b) = ht (b) for
eacht . ¨

Define the relationP ⊆ {1, . . . , k} × {1, . . . , `} by iPj iff Hom(Sj ,Ri ) 6= ∅. If iPj
defineϕij : Hom(Sj ,Ri )→ Ri by ϕij (h) = ϕi(hπSj ).

CLAIM 6.4.

1. Eachϕij preservesEi .
2. For eachj , the family{ϕij : iPj} is mutually3-compatible.

Proof. Exercise. ¨

Now fix j and letS∗ = Sj andI = {i : iPj}. Our next goal is to prove that if{ϕ∗i : i ∈ I }
is any family of mapsϕ∗i : Hom(S∗,Ri ) → Ri such that (i) eachϕ∗i preservesEi , and
(ii) {ϕ∗i : i ∈ I } is mutually 3-compatible, then there existsb ∈ S∗ such that for alli ∈ I
and allh ∈ Hom(S∗,Ri ) we haveϕ∗i (h) = h(b). (In particular, this will be true of the
family {ϕij : i ∈ I }.) Suppose{ϕ∗i : i ∈ I } is such a family.

CLAIM 6.5. We may assume with no loss of generality thatran(ϕ∗i ) ⊆ J (Ri ) for each
i ∈ I .
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Proof. Fix i0 ∈ I andf0 ∈ Hom(S∗,Ri0). By 3-compatibility choosec ∈ S∗ such that
ϕ∗i (f0) = f0(c). For eachi ∈ I defineψi : Hom(S∗,Ri )→ Ri byψi(h) = ϕ∗i (h)− h(c).
Note in particular thatψi0(f0) = 0.

It is easy to show that eachψi preservesEi . To show that{ψi : i ∈ I } is mutually
3-compatible, simply note that ifi1, i2, i3 ∈ I andht ∈ Hom(S∗,Rit ), for t = 1,2,3,
and b ∈ S∗ witnesses 3-compatibility for theϕ∗i ’s at h1, h2, h3, thenb − c witnesses
3-compatibility for theψi ’s ath1, h2, h3.

Thus{ψi : i ∈ I } is one of the families which we need to consider. Moreover, suppose
i ∈ I andh ∈ Hom(S∗,Ri ). Using mutual 3-compatibility of theψi ’s, chooseb ∈ S∗
such thatψi(h) = h(b) andψi0(f0) = f0(b). As ψi0(f0) = 0 we getb ∈ ker(f0).
Since ker(f0) ⊆ J (S∗) andh(J (S∗)) ⊆ J (Ri ) we getψi(h) = h(b) ∈ J (Ri ). Thus
ran(ψi) ⊆ J (Ri ) for eachi ∈ I .

Finally, d ∈ S∗ satisfiesψ(h) = h(d) for all i ∈ I andh ∈ Hom(S∗,Ri ) if and only if
d + c satisfiesϕ∗i (h) = h(d + c) for all i ∈ I andh ∈ Hom(S∗,Ri ). ¨

Thus we shall assume that the family{ϕ∗i : i ∈ I } has the additional property that
ran(ϕ∗i ) ⊆ J (Ri ) for i ∈ I . For eachi ∈ I andh ∈ Hom(S∗,Ri ) let Ch = {b ∈ S∗ :
h(b) = ϕ∗i (h)}. Ch is nonempty by 3-compatibility and hence is a coset of ker(h). More-
over,ϕ∗i (h) ∈ J (Ri ) impliesCh ⊆ J (S∗); that is,Ch is asubspaceof the vector spaceJ (S∗)
(overS∗/J (S∗)). Our goal, restated, is to prove that

⋂{Ch : h ∈ Hom(S∗,Ri ), i ∈ I } is
nonempty.

CLAIM 6.6. If ht ∈ Hom(S∗,Rit ), for t = 1,2,3, andker(h1) ∩ ker(h2) ⊆ ker(h3),
thenCh1 ∩ Ch2 ⊆ Ch3.

Proof. Ch1 ∩ Ch2 ∩ Ch3 6= ∅ by mutual 3-compatibility, andCh1 ∩ Ch2 is a coset of
ker(h1) ∩ ker(h2); henceCh1 ∩ Ch2 ⊆ Ch3. ¨

Now putp = char∗(S∗) and consider cases.

CASE 1. pS∗ = 0.
If J (S∗) = {0} thenCh = {0} for all i ∈ I andh ∈ Hom(S∗,Ri ) and hence 0∈⋂{Ch :

h ∈ Hom(S∗,Ri ), i ∈ I }. So assumeJ (S∗) 6= ∅. Let {e1, . . . , em} be a basis forJ (S∗)
(as a vector space overS∗/J (S∗)), and for eacht = 1, . . . , m letWt = span({eu : u 6= t}).

Recall thatS is residually in{R1, . . . ,Rk}, that S∗ is a direct factor ofS, and that
R1, . . . ,Rk are directly indecomposable. It is a property of rings with identity that this
information impliesS∗ is residually in{R1, . . . ,Rk} and henceS∗ is residually in{Ri :
i ∈ I }. It follows that there existsi0 ∈ I such thatJ (Ri0) 6= {0}. By Theorem 5.6 there exist
f1, . . . , fm ∈ Hom(S∗,Ri0) such that ker(ft ) = Wt for t = 1, . . . , m. ThusCf1∩· · ·∩Cfm
is automatically nonempty; letb be the unique element in the intersection.
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We claim thatb ∈ Ch for all i ∈ I andh ∈ Hom(S∗,Ri ). To prove this, leti andh be
given, and chooseθ ∈ Hom(S∗/J (S∗),Ri/J (Ri )) such thath ∈ Homθ (S∗,Ri ). For each
t = 1, . . . , m let λt be the unique member of Homp(J (S∗), Jθ (Ri )) satisfying

λt (eu) =
{
h(et ) if u = t
0 otherwise.

Also let λ0 ∈ Homp(J (S∗), Jθ (Ri )) be the constant 0 map. For eacht = 0, . . . , m let
gt be the unique member of Homθ (S∗,Ri ) such thatgt |J (S∗) = λt , and defineh0 = g0

andht = ht−1 − g0 + gt for 1 ≤ t ≤ m. Note thatht ∈ Homθ (S∗,Ri ) for all t , by
Corollary 5.7. Furthermore,hm|J (S∗) = h|J (S∗) and thereforehm = h by Theorem 5.6. We
will show b ∈ Cht for eacht . ObviouslyCh0 = Cg0 = J (S∗), sob ∈ Ch0 = Cg0. Assume
that t > 0 andb ∈ Cht−1. Since ker(ft ) = Wt ⊆ ker(gt ) we getCft ⊆ Cgt by Claim 6.6
and henceb ∈ Cgt . Thus

ht−1(b) = ϕ∗i (ht−1)

g0(b) = ϕ∗i (g0) (= 0)

gt (b) = ϕ∗i (gt ).

Finally, note that(ht−1(x), g0(x), gt (x), ht (x)) ∈ Ei for all x ∈ S∗. As ϕ∗i preservesEi
we have

ϕ∗i (ht ) = ϕ∗i (ht−1)− ϕ∗i (g0)+ ϕ∗i (gt )
= ht−1(b)− g0(b)+ gt (b)
= ht (b),

provingb ∈ Cht . Whent = m this yieldsb ∈ Ch.

CASE 2. pS∗ 6= 0.
Again,S∗ is residually in{Ri : i ∈ I }and therefore there existsi0 ∈ I such thatpRi0 6= 0.

Choose anyh0 ∈ Hom(S∗,Ri0). If J (S∗) = span(pS∗) then ker(h0) = {0} and therefore
Ch0 = {b} for someb ∈ J (S∗). In this case, ifi ∈ I andh ∈ Hom(S∗,Ri ) are arbitrary,
thenCh ∩ Ch0 6= ∅ by mutual 3-compatibility and thus we haveb ∈ Ch as desired.

So assumeJ (S∗) 6= span(pS∗). Let {e0, e1, . . . , em} be a basis forJ (S∗) such that∑
i ei = pS∗ . For t = 0, . . . , m letWt = span({eu : u 6= t}). By Theorem 5.6, there exist

f0, . . . , fm ∈ Hom(S∗,Ri0) such that ker(ft ) = Wt for t = 0, . . . , m. ThusCf0 ∩ · · · ∩
Cfm 6= ∅ automatically; letb be the unique element in the intersection. We will show
b ∈ Ch for all h ∈ Hom(S∗,Ri ), i ∈ I .
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Let i andh be given. Chooseθ so thath ∈ Homθ (S∗,Ri ). For t = 1, . . . , m let λt be
the unique member of Homp(J (S∗), Jθ (Ri )) satisfying

λt (eu) =


h(et ) if u = t
pRi − h(et ) if u = 0
0 otherwise.

Also letλ0 be the unique member of Homp(J (S∗), Jθ (Ri )) satisfyingλ0(e0) = pRi while
λ0(eu) = 0 for 1 ≤ u ≤ m. For eacht = 0, . . . , m let gt be the unique member of
Homθ (S∗,Ri ) such thatgt |J (S∗) = λt , and defineh0 = g0 andht = ht−1 − g0 + gt
for 1 ≤ t ≤ m. Note thatht ∈ Homθ (S∗,Ri ) for all t , by Corollary 5.7. Furthermore,
hm|J (S∗) = h|J (S∗) and thereforehm = h by Theorem 5.6. We will showb ∈ Cht for each
t . Note that ker(g0) = W0 = ker(f0), soCg0 = Cf0 by Corollary 6.6. Fort > 0 we have
ker(gt ) ⊇ W0 ∩Wt = ker(f0) ∩ ker(ft ) and thereforeCgt ⊇ Cf0 ∩ Cft by Corollary 6.6.
Thusb ∈ Cgt for all t . Hence the same argument given in Case 1 yieldsb ∈ Ch.

This completes the goal set out before Claim 6.5. As a consequence, we have proved
the following: for eachj = 1, . . . , ` there existsbj ∈ Sj such that for alli = 1, . . . , k, if
iPj (i.e., Hom(Sj ,Ri ) 6= ∅) thenϕij (h) = h(bj ) for all h ∈ Hom(Sj ,Ri ). Let b be the
unique element ofSsuch thatπSj (b) = bj for j = 1, . . . , `. We will complete the proof of
the theorem by showing

CLAIM 6.7. ϕ(h) = h(b) for all h ∈ Hom(S,R).

It suffices to showϕi(h) = h(b) for all i = 1, . . . , k and allh ∈ Hom(S,Ri ). Fix
i andh ∈ Hom(S,Ri ). As Ri is local, there must existj such that ker(πSj ) ⊆ ker(h).

Let h∗ ∈ Hom(Sj ,Ri ) be such thath = h∗πSj . Thenϕi(h) = ϕi(h
∗πSj ) = ϕij (h

∗) =
h∗(bj ) = h∗πSj (b) = h(b), as required. ¨

7. Strongly dualizing ISP(R)

We continue to assume thatR is a finite commutative ring with identity whose radical
is self-annihilating. LetR1, . . . ,Rk be the directly indecomposable factors ofR and let
πR1 , . . . , π

R
k be the corresponding projection homomorphisms fromR as in the previous

section. Letd : Rk → R be thek-ary “decomposition homomorphism” defined so that
πRi (d(a)) = πRi (ai) for all a ∈ Rk and alli = 1, . . . , k, that is,

d([a11, . . . , a1k], [a21, . . . , a2k], . . . , [ak1, . . . , akk]) = [a11, a22, . . . , akk].

THEOREM 7.1. Let R be a finite commutative ring with identity whose radicalJ (R)
is self annihilating. ThenISP(R) is strongly dualized by the set6 consisting of

1. the (partial) operationx − y + z|D, whereD = {(x, y, z) ∈ R3 : x ≡J y ≡J z},
2. the setF2 of all binary (partial) operations algebraic overR,
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3. the setR3 of all ternary relations algebraic overR, and
4. thek-ary decomposition operationd defined above.

Proof. R. By Lemma 4.6 it will suffice to prove TC(R) and GenClon(6,R).

CLAIM 7.2. SupposeS0 ≤ S ≤ RU andh0 ∈ Hom(S0,R) whereU is finite andh0

lifts to S. There existsY ⊆ U with |Y | ≤ |S0| · |R/J (R)| such thath0 lifts to S|Y .

Proof. LetS1, . . . , S̀ andπS1 , . . . , π
S
` be chosen forSas in the proof of Theorem 6.1. For

eachu ∈ U letρu ∈ Hom(S,R) be the projection onto coordinateu. For eachj = 1, . . . , `
let

Xj = {(u, s) ∈ U × {1, . . . , k} : ker(πRs ρu) ⊆ ker(πSj )}.

ThusX1, . . . , X` partitionU × {1, . . . , k}. For (u, s) ∈ Xj defineρ̄u,s ∈ Hom(Sj ,Rs)

so thatρ̄u,sπSj = πRs ρu. For j = 1, . . . , ` define ρ̄j : Sj ↪→ ∏
(u,s)∈Xj Rs so that

ρ̄j (a)(u, s) = ρ̄u,s(a) for a ∈ Sj . Let S(j) andS(j)0 be the images under̄ρjπSj of SandS0

respectively.
Chooseh ∈ Hom(S,R) such thath|S0 = h0. Fix i ∈ {1, . . . , k}. As Ri is local and

πRi h ∈ Hom(S,Ri ), there exists a uniquej ∈ {1, . . . , `} such that ker(πSj ) ⊆ ker(πRi h).

Define hi ∈ Hom(S(j),Ri ) so thathiρ̄jπSj = πRi h, and lethi0 = hi |
S
(j)
0

. We have

S(j)0 ≤ S(j) ≤ ∏
(u,s)∈Xj Rs , hi0 ∈ Hom(S(j)0 ,Ri ), whereRi andS(j) are local, andhi0

lifts to S(j). Thus by Corollary 5.9 there existsYi ⊆ Xj such thathi0 lifts to S(j)|Yi and

|Yi | ≤ |S(j)0 | · |Ri/J (Ri )|. Fix suchYi for eachi = 1, . . . , k.
Let Y = {u ∈ U : (u, s) ∈ Y1 ∪ · · · ∪ Ykfor somes}. Then|Y | ≤ |S0| · |R/J (R)| and

the reader is invited to check thath0 lifts to S|Y . ¨

COROLLARY 7.3. TC(R) holds.

Proof. By the previous claim and Theorem 4.11. ¨

Now we turn to proving GenClon(6,R). Let S be an arbitrary subring ofRn (n ≥ 1)
and define

T = {a ∈ Rn : ∃b ∈ S such thatai ≡ bimodJ (R) for i = 1, . . . , n}.

Note thatS≤ T ≤ Rn,S/J (S) ∼= T/J (T), andJ (T) = J (R)× · · · × J (R).

CLAIM 7.4. Everyh ∈ Hom(S,R) can be extended to someh+ ∈ Hom(T,R).
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Proof. As S and T have the same idempotent elements, we can decomposeS ∼= S1

× · · · × S̀ andT ∼= T1 × · · · × T` and choose projectionsπSj andπTj as in the proof of

Theorem 6.1 so thatSj ≤ Tj andπSj = πTj |S for all j = 1, . . . , `.

Supposeh ∈ Hom(S,R), fix i = 1, . . . , k and lethi = πRi h ∈ Hom(S,Ri ) and
p = char∗(Ri ). It suffices to prove the existence ofh+i ∈ Hom(T,Ri ) such thath+i |S =
hi . As Ri is local there exists a uniquej = 1, . . . , ` such that ker(πSj ) ⊆ ker(hi).

Chooseθ ∈ Hom(Sj /J (Sj ),Ri/J (Ri )) and h̄i ∈ Homθ (Sj ,Ri ) so thath̄iπSj = hi .
Let ν : Tj /J (Tj ) ∼= Sj /J (Sj ) be the isomorphism induced by the inclusion byTj of
Sj , and letθ∗ = νθ . As Homp(J (Sj ), Jθ (Ri )) = Homp(Jν(Sj ), Jθ∗(Ri )) and because
Jν(Sj ) is a subspace ofJ (Tj ), everyλ ∈ Homp(J (Sj ), Jθ (Ri )) can be extended to some
λ+ ∈ Homp(J (Tj ), Jθ∗(Ri )). It follows from Theorem 5.6 that̄hi can be extended to some
h̄+i ∈ Hom(Tj ,Ri ). Now puth+i = h̄+i πTj . ¨

CLAIM 7.5. GenClon(6,R) holds. That is, ifS≤ Rn andh ∈ Hom(S,R), then there
exists an operationh′ in the partial clone generated by6 so thatS≤ dom(h′) ≤ Rn and
h′|S = h.

Proof. Let Clo(6) denote the partial clone generated by6 (see Definition 4.5(1)). Let
S be given. By the previous claim we may assume with no loss of generality thatJ (S) =
J (R)× · · · × J (R). ChooseS1, . . . , S̀ andπS1 , . . . , π

S
` as usual. Leth ∈ Hom(S,R) be

given and puthi = πRi h ∈ Hom(S,Ri ) for i = 1, . . . , k.
We shall show the following: for eachi = 1, . . . , k there existsh′i ∈ Clo(6) such that

S≤ dom(h′i ) ≤ Rn andπRi h
′
i |S = hi . This will suffice, for thenh′ = d(h′1, . . . , h′k) will

have the desired properties.
So fix i = 1, . . . , k. PutU = {1, . . . , n} so thatS≤ RU . As in the proof of Claim 7.2,

choosej so that ker(πSj ) ⊆ ker(hi) and defineXj ⊆ U × {1, . . . , k}, defineρ̄j : Sj ∼=
S(j) ≤ ∏

(u,s)∈Xj Rs and definehi ∈ Hom(S(j),Ri ) so thathiρ̄jπSj = hi . Note that

J (S(j)) =∏
(u,s)∈Xj J (Rs) by the assumption onS.

Chooseθ ∈ Hom(S(j)/J (S(j)),Ri/J (Ri )) so thathi ∈ Homθ (S(j),Ri ) and define

C = {f ∈ Homθ (S(j),Ri ) : ∃f ′ ∈ Clo(6) such that

S≤ dom(f ′) ≤ Rn andπRi f
′|S = f ρ̄jπSj }.

It suffices to showC = Homθ (S(j),Ri ). The idea is to

1. Show thatC contains everyf ∈ Homθ (S(j),Ri )whose restriction toJ (S(j)) depends
on at most two coordinates (inXj ), and

2. Show thatC is closed underx − y + z, and then
3. Repeat the argument of Cases 1 and 2 in the proof of Theorem 6.1.
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To prove the first item, supposef ∈ Homθ (S(j),Ri ), λ = f |J (S(j)), andλ depends
only on the coordinates(u1, s1), (u2, s2) ∈ Xj . Thus for alla ∈ J (S(j)), if a(ut ,st ) = 0
for t = 1,2 thenλ(a) = 0. We claim that for alla ∈ S(j), if a(ut ,st ) = 0 for t = 1,2
thenf (a) = 0. This follows from the fact that ifa ∈ S(j) anda(u,s) ∈ J (Rs) for some
(u, s) ∈ Xj , thena(u,s) ∈ J (Rs) for all (u, s) ∈ Xj , asS(j) is local. Hencef depends only
on the coordinates(u1, s1), (u2, s2).

DefineT0 ≤ R2, T ≤ Rn, g0 ∈ Hom(T0,R), andg ∈ Hom(T,R) as follows:

T0 = {(as1, as2) : a ∈ S}
T = {b ∈ Rn : (bs1, bs2) ∈ 0}

πRt g0(as1, as2) =
{
f ρ̄jπ

S
j (a) if t = i

πRt (as1) if t 6= i , a ∈ S

g(b) = g0(bs1, bs2), b ∈ T .

We haveg0 ∈ F2 ⊆ 6 and henceg ∈ Clo(6). As S≤ T andπRi g|S = f ρ̄jπSj , we get
f ∈ C as desired.

The proof of the second item is left to the reader. Now letf ∈ Homθ (S(j),Ri ) be
arbitrary; putp = char∗(Ri ) and argue by cases.

CASE 1. pS(j) = 0.
Let {e1, . . . , em} be a basis forJ (S(j)). SinceJ (S(j)) =∏

(u,s)∈Xj J (Rs), the basis can
be chosen so that eachet is zero at every coordinate inXj except one. Now defineλt and
gt (t = 0, . . . , m) as in the proof of Case 1 in Section 6 but withf in place ofh. We have
gt ∈ Homθ (S(j),Ri ) for t = 1, . . . , m, eachgt |J (S(j)) depends on at most one coordinate
in Xj , andf is in the closure (in Homθ (S(j),Ri )) of {g0, . . . , gm} underx − y + z. Thus
f ∈ C.

CASE 2. pS(j) 6= 0.
As in Section 6, let{e0, . . . , em} be a basis forJ (S(j)) such that

∑
t et = pS(j) . This

basis may be chosen so that eachet except possiblye0 is zero at every coordinate inXj
except one. Defineλt andgt (t = 0, . . . , m) as in the proof of Case 2 in Section 6 but with
f in place ofh. This time, eachgt depends on at most two coordinates inXj . The rest of
the proof is the same. ¨

And this completes the proof of Theorem 7.1.
In closing, note that if for eachi = 1, . . . , k we definedi : R2 → R so that for

all a, b ∈ R, πRi di(a, b) = πRi (a) while πRj di(a, b) = πRj (b) for j 6= i, then{d} and
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{d1, . . . , dk} generate the same partial clone. ThusISP(R) is also strongly dualized by
60 ∪ F2 ∪ {d1, . . . , dk}. This proves (3)⇒ (2) in Theorem 2.1:

COROLLARY 7.6. If R is a finite commutative ring with identity such thatJ (R)2 = {0},
thenISP(R) is strongly dualized by the set of all algebraic (partial) operations and relations
of R of arity at most3.

8. The ring Zp2 of integers modulop2

Let R be a finite commutative ring with identity whose radical is self annihilating. In
order to use Theorem 7.1 to obtain a useful strong duality forISP(R), it remains

1. to identify the algebraic binary partial operations and ternary relations that constitute
the bulk of the set6 defined in Theorem 7.1,

2. to derive from6 a small subset6′ that also strongly dualizesISP(R) and is simple
enough to allow us

3. to find a useful description of the objects in the dual categoryX := IScP
+(∼R)

determined by6′.

In this section we illustrate how these three tasks can be successfully carried out when
R = Zp2. The results appear in Corollary 8.4, Theorem 8.6 and Theorem 8.10.

We henceforth writeZp2 asZp2. We begin by identifying precisely the members of
the dualizing set6 of Theorem 7.1 whenR = Zp2. We denote the radical ofZp2 by
J := {0, p,2p, . . . , (p − 1)p}.

CLAIM 8.1. The ringZp2 × Zp2 has exactly three subrings: itself, the diagonal subring
1 = {(a, a) : a ∈ Zp2}, and the subring≡J = {(a, b) : a − b ∈ J }.

For eachi = 0,1, . . . , p − 1, define the binary partial operationgi : ≡J → Zp2 by
gi(a,b) = ia+ (1− i)b. Eachgi is a ring homomorphism. Note thatg0 andg1 are the
two projections on≡J .

CLAIM 8.2. If h is a homomorphism from a subring ofZp2 × Zp2 to Zp2, then either
h is the first or second projection on its domain, or the domain ofh is≡J andh = gi for
somei < p.

We next determine the subrings of(Zp2)3. We continue to write≡J to denote the
relation of equivalence moduloJ . Recall that one subring of(Zp2)3 is given by the set

D = {(a,b, c) ∈ Z
3
p2 : a ≡J b ≡J c}.
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CLAIM 8.3. The subrings of(Zp2)3 are(Zp2)3, D, the graphs of homomorphisms from
subrings ofZp2 × Zp2 to Zp2 possibly followed by a permutation of the three coordinates,
andB12, B13 andB23 where

B12 := {(a,b, c) | a≡J b},
B13 := {(a,b, c) | a≡J c},
B23 := {(a,b, c) | b≡J c}.
Together, Claims 8.1, 8.2 and 8.3 give us an exact description of the set6 defined in

Theorem 7.1 whenR is Zp2.

COROLLARY 8.4. ISP(Zp2) is strongly dualized by the set6 consisting of

1. the partial ternary operationx − y + z restricted toD,
2. the two projections on each ofZp2×Zp2,1and≡J and the operationsgi , 2 ≤ i < p;
3. the ternary relations(Zp2)3, D, B12, B13, B23, and the graphs of the partial binary

operations in item2 under all possible permutations of the coordinates;
4. the identity mapZp2 → Zp2.

The next step is to extract from6 a small subset6′ which still strongly dualizesISP(Z).
General algorithms to do this are a major theme of the text [2]; see Section 2.4 and Chapters 8
and 9. We are fortunate that, in the present case, the reduction can be achieved easily from
first principles.

LEMMA 8.5. AssumeM is a finite algebra,6 and6′ are sets of finitary operations
and relations algebraic overM , andISP(M ) is strongly dualized by6. ThenISP(M ) is
also strongly dualized by6′ provided that

1. for every setS, every subsetX ⊆ MS , and every mapϕ : X→M, if ϕ preserves the
members of6′, thenϕ also preserves the members of6;

2. each partial operation of6 is in the partial clone generated by6′.

Proof. To see thatISP(M ) is dualized by6′, supposeA ∈ ISP(M ) and let ϕ :
Hom(A,M ) → M be continuous and preserve each member of6′. Thenϕ also pre-
serves each member of6, by item 1, and therefore iseA(a) for somea ∈ A. ThuseA is
surjective with respect to6′.

By Lemma 4.6, TC(6,M ) holds and it suffices to prove that TC(6′,M ) holds. A
topologically closed substructure of a power of〈M;6′〉 is, by item 2, also a topologically
closed substructure of a power of〈M;6〉 and is therefore term-closed by TC(6,M ). This
proves TC(6′,M ). ¨

THEOREM 8.6. ISP(Zp2) is strongly dualized by the set6′ = {x − y + z|D,≡J }.
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Proof. We take6 as given in Corollary 8.4 and verify the conditions of Lemma 8.5.
Assume thatϕ : X → M preserves the members of6′. Trivially every mapX → M

preserves the identity mapZp2 → Zp2 as well as the projections onZp2 × Zp2 and on
1, and preserves the setZp2 × Zp2 itself. Sinceϕ preserves≡J , it preserves both of its
projections as well asB12, B13 andB23. If ϕ preserves a partial operation, then it trivially
preserves the graph of that partial operation under all permutations of coordinates, as well
as any other operation in the partial clone it generates. It therefore remains only to verify
that each partial operationgi is in the partial clone generated byx − y + z|D. This fol-
lows from the fact thatg0 andg1 are projections, and from the recursiongi+1(a,b) =
gi(a,b)− b+ a. ¨

The final step is to give a description of the dual categoryX = IScP
+(∼Zp2) where

∼Zp2 := 〈Zp2; x − y + z|D,≡J ,discrete topology〉
is the topological structure determined by6′. Relevant properties of such dual categories are
presented in Section 1.4 of Clark and Davey [2]. We will extract the necessary information
from [2] by quoting the following two theorems, where we have replaced the structure∼M
of arbitrary type by the particular structure∼Zp2.

LEMMA 8.7. ([2], Theorem 1.4.3.)If X = 〈X; f,≡, T 〉 ∈ IScP
+(∼Zp2), then

1. X is a structured Boolean space which satisfies every quasi-atomic formula (equation
or implication) that is satisfied by∼Zp2,

2. f is a continuous partial ternary operation whose domain is a closed subset ofX3,
and

3. ≡ is a closed subset ofX2.

LEMMA 8.8. ([2], Theorem 1.4.4.)Let X = 〈X; f,≡, T 〉 be a Boolean space with a
ternary partial operationf and a binary relation≡. ThenX ∈ IScP

+(∼Zp2) if and only if

1. for eachx, y ∈ X wherex 6= y, there is a morphismα : X → ∼Zp2 such that
α(x) 6= α(y),

2. for each(x, y, z) ∈ X3 not in dom(f ), there is anα : X→∼Zp2 such that(α(x), α(y),
α(z)) /∈ D, and

3. for eachx, y ∈ X wherex 6≡ y, there is anα : X→∼Zp2 such thatα(x) 6≡J α(y).
We first examine the topological quasivarietyIScP

+(∼J) generated by the substructure

∼J = 〈J ; f,≡, T 〉 of ∼Zp2 wheref (x, y, z) = x − y + z is now a total ternary opera-
tion and≡ is the universal relation. Anaffine Booleanp-spaceis a structured Boolean
spaceX = 〈X; f,≡, T 〉 which carries the universal relation≡ and has an underlying
continuous binary operation+ such that〈X,+〉 is a topological vector space overZp and
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f (x, y, z) = x − y + z. The structure∼J is an example of an affine Booleanp-space. We
use a result of Davey and Werner [9] to establish the following characterization of these
structures.

LEMMA 8.9. IScP
+(∼J) is the category of all affine Booleanp-spaces.

Proof. It is immediate to check that isomorphic copies and direct products of affine
Booleanp-spaces are again affine Booleanp-spaces. Let〈Y ; f,≡, T 〉 be a substructure
of an affine Booleanp-space〈X; f,≡, T 〉. Then for anya ∈ Y , the operationx +a
y = x − a + y makesY into an affine Booleanp-space, and it is easy to check that
f (x, y, z) = x −a y +a z for x, y, z ∈ Y . It follows from Lemma 8.7 that each member of
IScP

+(∼J) is an affine Booleanp-space.
Conversely, we will use Lemma 8.8 to show that any affine Booleanp-space

〈X; f,≡,T 〉 is in IScP
+(∼J). Sincef is total and≡ is universal, it remains only to verify

the first item. Letr, s ∈ X wherer 6= s. By Davey and Werner [9], there is a continu-
ous homomorphismϕ from the Boolean linear space〈X;+, T 〉 overZp into the discrete
linear space〈J ;+, T 〉 overZp which separatesr ands. (See also [2], 1.4.8.) Asϕ also
preserves the ternary operationf (x, y, z) = x − y + z, it provides the required continuous
homomorphism. ¨

THEOREM 8.10.A structureX = 〈X; f,≡, T 〉 is in IScP
+(∼Zp2) if and only if〈X, T 〉

is a Boolean space,f is a continuous ternary partial operation onX and≡ is an equivalence
relation onX such that

1. the domain off is the union of allT 3 whereT ranges over the≡-classes;
2. each≡-class is a closed subset ofX which forms an affine Booleanp-space underf ;
3. if x 6≡ y in X, then there is a partition ofX into two disjoint clopen unions of
≡-classes, one containingx and the other containingy.

Proof. We apply Lemma 8.7 to check that each memberX of IScP
+(∼Zp2) has each of

these properties by checking the quasi-equations which hold in∼Zp2. First, we observe
that the defining properties of an equivalence relation are all quasi-equational. Item 1 is a
consequence of the pair of quasi-equations

f (x, y, z) ≈ f (x, y, z)←→ x ≡ y ≡ z,
where we recall [2, §1.4] that satisfaction on an equation involving partial operations requires
that both sides be defined. Each≡-class must be closed since≡ is closed inX2. Item 2
now follows by writing the axioms of an affinep-space as a set of equations, which we
can do since the underlying addition operation can be taken to bex +a y = f (x, a, y) for
any choice ofa ∈ X. To prove item 3, letX ≤ (∼Zp2)S and chooses ∈ S so thatxs 6≡ ys .
Defineψ : X→∼Zp2 asψ(u) = 0 if us = xs andψ(u) = 1 if us 6= xs . Thenψ−1(0) and
ψ−1(1) provide the required partition ofX.
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Now suppose thatX is a structure with the listed properties. We will verify the conditions
of Lemma 8.8. Beginning with the third condition, assumex, y ∈ X wherex 6≡ y. Let
x ∈ U andy ∈ V whereU andV partitionX into two disjoint clopen unions of≡-classes.
Then the mapα takingU to 0 andV to 1 is the required morphism since 06≡J 1. To prove
the second condition, suppose(x, y, z) ∈ X3\dom(f ). By item 1, eitherx 6≡ y or y 6≡ z,
and the result follows from the third condition.

A bit more effort is required to verify the first condition. Choosex, y ∈ X wherex 6= y
and where, in view of the third condition, we may assume thatx ≡ y. LetT be the≡-class
of x andy. SinceT forms an affine Booleanp-space, Lemma 8.9 tells us that there is a
morphismϕ : T →∼J that separatesx andy. Our goal is to show thatϕ has an extention
ψ from X into∼Zp2.

For i = 0,1, . . . , p − 1, the inverse imagesϕ−1(i) partition T into disjoint subsets
which are clopen inT . Let U0, U1, . . . , Up−1 be disjoint clopen subsets ofX such that
ϕ−1(i) ⊆ Ui , and letU be their union.

CLAIM 8.11. There is a clopen unionV of≡-classes containingT and contained inU .

Proof. For each pointr inX\U , we can apply item 3 to obtain a clopen union of≡-classes
which containsr and does not intersectT . AsX\U is compact, finitely many of these sets
coverX\U . We takeV to be the complement of the union of these finitely many. ¨

We now form a clopen partition ofV by definingVi := V ∩Ui for i = 0,1, . . . , p− 1.
Items 2 and 3 tell us that dom(f ) is a closed subset ofX3, and therefore its intersection
DV with V 3 is a closed subset ofV 3. As f : DV → V is continuous, the inverse images
f−1(Vi), wherei = 0,1, . . . , p−1, form a clopen partition ofDV in the relative topology.
Each point off−1(Vi) is therefore contained in a basic clopen subsetA × B × C of V 3

whereA,B,C ⊆ V are clopen andA × B × C does not intersectf−1(Vj ) if j 6= i. As
DV is compact, only finitely many setsA× B × C are required.

Our next step is to close the finite collection of clopen setsA (which coverV ) under
intersection and complement, and letA be the minimal members of this new collection.
ThenA is a finite clopen partition ofV . Similarly, construct clopen partitionsB andC of
V so thatA ∈ A, B ∈ B andC ∈ C implies thatA× B × C intersects only onef−1(Vi).

Let D be a finite common clopen refinement of the partitionsA, B andC of V . Thus
eachD ∈ D is contained in a member ofA, a member ofB and a member ofC. This means
thatD is a clopen partition ofV such thatD,E,F ∈ D implies thatD×E × F intersects
at most onef−1(Vi).

Let E = {D ∈ D | D ∩ T 6= ∅}. As proven in Claim 8.11, we can find a clopen union
W of≡-classes containingT which is contained in

⋃
E . The intersections of the members

of E with W form a partitionF of W into clopen sets such that

1. F ∈ F implies thatF ∩ T 6= ∅ and
2. if F,G,H ∈ F , then for somei = 0,1, . . . , p − 1 the intersection(F ×G×H) ∩

dom(f ) is contained inf−1(Vi).
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CLAIM 8.12. Each member ofF is contained in some (unique)Vi .

Proof. Let r, s ∈ F ∈ F . TakingG = H = F in 2 above, we find aVi such that
F 3 ∩ dom(f ) ⊆ f−1(Vi). Thus(r, r, r), (s, s, s) ∈ f−1(Vi) and we haver = f (r, r, r) ∈
Vi ands = f (s, s, s) ∈ Vi are in the same member of the clopen partition ofV . ¨

CLAIM 8.13. The mapψ : W →∼J, takingx to i if x ∈ Vi , is a continuous morphism
which extendsϕ.

Proof. Since eachVi is clopen,ψ is continuous, andψ trivially preserves≡and extendsϕ
sinceϕ−1(i) ⊆ V ∩ Ui = Vi . To see that it preservesf , choose(u, v,w) ∈ W3∩ dom(f ).
Let F,G,H ∈ F andr, s, t ∈ T such thatu, r ∈ F , thatv, s ∈ G and thatw, t ∈ H .
Choosei so that(F × G × H) ∩ dom(f ) ⊆ f−1(Vi). Thenf (u, v,w), f (r, s, t) ∈ Vi .
By Claim 8.12,ψ is constant on each member ofF . Then

ψ(f (u, v,w)) = i = ψ(f (r, s, t)) = ϕ(f (r, s, t)) = f (ϕ(r), ϕ(s), ϕ(t))
= f (ψ(r), ψ(s), ψ(t)) = f (ψ(u), ψ(v), ψ(w)).

¨

To complete the verification of item 1 in Theorem 8.10, recall thatT ⊆ W and thatϕ :
T → ∼J separatesx andy. SinceW is a clopen union of≡-classes, its complement is as
well. We now extendψ to a continuous morphism fromX to∼Zp2 by taking all ofX\W to
any single element of∼Zp2. ¨

REFERENCES

[1] Arens, R. F. andKaplansky, I., Topological representation of algebras. Trans. Amer. Math. Soc.63
(1968), 457–481.

[2] Clark, D. M. andDavey, B. A., Natural Dualities for the Working Algebraist. Cambridge University
Press, 1998.

[3] Clark, D. M. andDavey, B. A., The quest for strong dualities. J. Austral. Math. Soc. (Series A),58
(1995), 248–280.

[4] Clark, D. M., Davey, B. A. and Pitkethly, J. G., Dualisability of three element unary algebras.
Manuscript, 2000.

[5] Clark, D. M. andKrauss, P. H., Topological quasi-varieties. Acta Sci. Math.47 (1984), 3–39.
[6] Davey, B. A., Dualisability in general and endodualisability in particular. In: A. Ursini and P. Agliaǹo,
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