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1 Introduction

Gauged linear sigma models (GLSMs) [1] provide a physical method to construct and

analyze stringy geometries and their moduli spaces. Over the last decade there has been

a lot of progress in understanding many aspects of GLSMs, including GLSMs with non-

abelian gauge groups.

One of the advances in our understanding of geometry and GLSMs has been to learn

that geometries can arise via nonperturbative effects, in both nonabelian (see e.g. [2]) and

abelian (see e.g. [3]) GLSMs. (See also [4, section 12.2]). In this context, dualities due

to Hori [5] provide a way to map non-perturbatively realized geometries to perturbatively

realized ones in a dual theory.

Another advance of the last decade or so has been to understand that geometric phases

of the same GLSM are related by homological projective duality [6–8], which for Calabi-

Yau GLSMs implies the phases are derived equivalent. For example, another aspect of the

papers [2, 3] is that they gave examples of GLSMs with non-birational geometric phases,

related by homological projective duality. Since generic low-energy configurations of abelian

and non-abelian GLSMs are actually non-geometric, those GLSMs which have more than

one geometric phase are of particular interest. Due to the rich structure of nonabelian

theories, finding such examples in nonabelian GLSMs is a non-trivial task.

Recently, additional examples of homological projective duals were described in the

mathematics paper [9]. One of the purposes of this paper is to give GLSMs realizing those

examples as geometric phases, and to explore their properties and dualities.

Many of the examples of homological projective duality in [9], as well as constructions

of Calabi-Yau’s in [10], involve a construction in algebraic geometry known as a ‘join,’

whose physical realization in GLSMs has not previously been described. Thus, we begin in

section 2 by giving an introduction to joins and their physical realization in some simple one-

parameter GLSM examples. At some level this section of our paper is also a continuation

of our efforts in [11] to give GLSM-based realizations of other constructions in algebraic

geometry. In fact, as we shall see explicitly, one of the models discussed in [11] fits into

the framework of joins. The one-parameter example we discuss there all have multiple

non-abelian factors in their gauge groups to which two-dimensional gauge dualities can

be applied, so we explore the dual GLSMs and verify that the phases of the duals have

the same geometric interpretation as in the original GLSM. Phases that are realized

perturbatively in one duality frame, as the critical locus of a superpotential, are realized

nonperturbatively in another, and we also see examples in which geometry arises via a

combination of perturbative and nonperturbative effects. We further propose an analogue

of joins for gauge theories, and also discuss a connection to Hadamard products and Picard-

Fuchs equations [10] in this context.

Having described the basics of joins and their GLSM realizations, in section 3 we turn

to the physical realization of the homological projective duals discussed in [9]. We give

GLSMs in which those homological projective duals arise as different phases. We also

apply gauge duality to those GLSMs, and check that one recovers the same geometries in

the same phases of dual GLSMs.
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In the models discussed in [9], Calabi-Yau conditions are stated which utilize relations

amongst the divisors, and which do not lift to the ambient space. We discuss how those

Calabi-Yau conditions can be seen in GLSMs, a topic we elaborate upon in appendix A.

2 Joins: introduction and one-parameter examples

2.1 Overview of joins

A join in algebraic geometry is a close analogue of the notion of join in algebraic topology,

where a join of X and Y is a quotient of X × Y × [0, 1] in which X is shrunk to a point at

0 and Y is shrunk to a point at 1. In algebraic geometry, given two algebraic varieties M1,

M2, each with a projective embedding

Mi
O(Hi)−→ P(Vi), (2.1)

for vector spaces V1, V2, one can define Join(M1,M2) to be a union of the lines spanned

by the points (x1, 0) and (0, x2) in P(V1 ⊕ V2). (See for example [10] for an excellent

introduction.) Joins are typically singular, so one needs to either resolve or smooth.

We will work with a resolution, the resolved join, which is defined to be

PM1×M2 (O(−H1)⊕O(−H2)) ,

where H1,2 are the hyperplane classes of the two projective embeddings.

For a simple example, suppose M1 = M2 = P1, with the trivial embedding into P1

itself. Then, the resolved join is

PP1×P1 (O(−1, 0)⊕O(0,−1)) ,

which can be described by a GLSM with fields x1,2, y1,2, z1,2 with U(1)3 charges

U(1) x1 x2 y1 y2 z1 z2

λ 1 1 0 0 −1 0

µ 0 0 1 1 0 −1

ν 0 0 0 0 1 1

This can be projected to the classical join, which lives in P3, by taking as homogeneous

coordinates x1,2z1, y1,2z2. These are all neutral under λ and µ, but have charge 1 under ν,

and so define homogeneous coordinates on a P3.

More intuitively, the classical join describes a line between any two points of M1 and

M2: the P1 bundle over M1 ×M2 certainly describes a line over each pair of points in M1

and M2, satisfying that intuition, and resolves singularities that arise when points of M1

and M2 collide inside their projective embedding. As a more primitive consistency check,

the join of M1 and M2 should have dimension

dim M1 + dimM2 + 1,

– 2 –
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and the construction of the resolved join (as a P1 bundle over the ordinary product M1×M2)

certainly has that property.

The Calabi-Yau condition is straightforward to derive for a resolved join. Let J denote

the resolved join. Then, for

π : J −→ M1 ×M2,

we have the sequence

0 −→ O −→ O(1)⊗ π∗ (O(−H1)⊕O(−H2)) −→ Tπ −→ 0,

hence

detTπ = O(2)⊗ π∗O(−H1 −H2),

=
(
KJ ⊗ π∗K−1

M1×M2

)−1
,

from which we derive

KJ = O(−2)⊗ π∗ (KM1×M2 ⊗O(+H1 +H2)) .

2.2 Joins and Hadamard products

In [10] a connection between joins and Hadamard products of associated Picard-Fuchs

differential operators was discussed. We will see this connection in the one-parameter

examples discussed below, and so here we briefly review the relevant definitions.

For this purpose, let us first recall the definition of Hadamard products. Consider two

power series u and v, satisfying Picard-Fuchs type differential equations (to be precise, the

power series have to be D-finite [12]):

u =

∞∑
n=0

bnz
n, v =

∞∑
n=0

cnz
n, (2.2)

satisfying Duu = 0 and Dvv = 0. The Hadamard product of the power series is

y =

∞∑
n=0

anz
n = u ∗ v =

∞∑
n=0

bncnz
n. (2.3)

These satisfy the differential equation (Du ∗Dv)y = 0. Note that it is not straightforward

to determine (Du ∗ Dv). What one does in practice is to compute y and determine the

differential operator annihilating it via an ansatz.

One way applied in [12, 13] to construct fourth-order Picard-Fuchs operators is via

Hadamard products of second order operators associated to elliptic curves. This yields dif-

ferential operators that can be associated to one-parameter Calabi-Yau threefolds. In this

work we will mainly be interested in models of non-abelian GLSMs realizing homological

projective duality. We will construct Hadamard products explicitly in examples of elliptic

curves constructed via GLSMs with gauge groups U(2) and (U(1) × O(2)+)/Z2. These

have been discussed in [14]. Concrete examples will be discussed in sections 2.4 and 2.5.

(See also [15] for a discussion of Hadamard products in a slightly different context.)

– 3 –
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2.3 Example: join of two hypersurfaces

As a warm-up example, we will first describe the join of two hypersurfaces in projective

spaces. This is an elementary example, whose details will hopefully help illuminate the

notion of joins for readers.

Consider a degree d1 hypersurface X = {f(x) = 0} in Pn, described with homogeneous

coordinates x0, · · · , xn, and the degree d2 hypersurface Y = {g(y) = 0} in Pm, described

with homogeneous coordinates y0, · · · , ym. Then, Join(X,Y ) is described by the complete

intersection

f(x) = 0, g(y) = 0, (2.4)

in Pn+m+1, with homogeneous coordinates

x0, · · · , xn, y0, · · · , ym. (2.5)

As a quick consistency check, note that the dimension of the join claimed above is

n+m+ 1 − 2 = n+m− 1,

which matches

dimX + dimY + 1,

as expected. Furthermore, if the hypersurfaces X and Y are both Calabi-Yau, meaning

d1 = n + 1 and d2 = m + 1, then the classical join is another Calabi-Yau, as d1 + d2 =

(n+m+ 1) + 1.

Also note in passing that the classical Join(X,Y ) is singular: it contains the locus

where f(x) vanishes because all the x vanish (essentially, a contraction of X to a point), as

well as the locus where g(y) vanishes because all the y vanish (similarly, a contraction of Y

to a point). Only the intersection of these two loci is omitted. This structure is precisely

analogous to the structure of the join in algebraic topology, where one also contracts the

two spaces to points, at either end of the interval.

Furthermore, we shall see explicitly later that by rescaling different terms so as to

maintain the D-term constraint in the corresponding GLSM, we can realize one-parameter

families connecting points on X to points on Y — lines connecting points on either space,

in other words.

What is going to make joins interesting in other cases is that the embeddings into

projective spaces may be considerably more complicated than for the easy case of a hyper-

surface, so it may not be possible to easily ‘eyeball’ the answer by inspection as we have

done above. Our procedure in other cases, therefore, is to first write down the resolved

join, which can be done straightforwardly, and then blowdown to recover the original join.

To make this clear, we shall illustrate the resolved join and its blowdown next. The

resolved join in the case above is described by a GLSM with gauge group U(1)3 and fields

xi yj p1 p2 z1 z2

U(1)1 1 0 −d1 0 −1 0

U(1)2 0 1 0 −d2 0 −1

U(1)3 0 0 0 0 1 1

– 4 –
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with superpotential

W = p1f(x) + p2g(y). (2.6)

This describes a P1 bundle over the product Pn×Pm. The zi are homogeneous coordinates

on the fibers of that P1 bundle, and xi, yj are homogeneous coordinates on Pn and Pm,

respectively. The embedding of a hypersurface into its ambient projective space corresponds

technically to an embedding generated by an ample line bundle O(1), so in the notation

of [9], we take

O(−H1) = OPn(−1), O(−H2) = OPm(−1), (2.7)

so z1 and z2 each have weight −1 under the U(1)s building each of the two projective spaces

in the base.

Next, we shall blowdown the resolution, to relate this more simply to the classical join

described above. First, we blowdown the divisor {z1 = 0}, and eliminate U(1)3. This

yields a U(1)2 gauge theory with fields

xi yj p1 p2 z2

U(1)1 1 0 −d1 0 −1

U(1)2 0 1 0 −d2 −1

Next, we blowdown the divisor {z2 = 0} and eliminate U(1)2. This yields the U(1)

gauge theory with fields

xi yj p1 p2

U(1)1 1 1 −d1 −d2

which, when combined with the superpotential

W = p1f(x) + p2g(y), (2.8)

the reader will recognize as the GLSM for the classical join described initially.

The reader should note that, as expected, this GLSM is singular at points where X

and Y separately contract to points, in other words at points where all the xi vanish, or

points where all the yi vanish. Furthermore, we have a line of points connecting X and Y ,

related by relative rescalings. In more detail, the D-term constraint is∑
i

|xi|2 +
∑
j

|yj |2 = r. (2.9)

As we increase ∑
i

|xi|2,

we decrease ∑
j

|yj |2,

so as to keep the sum constant, which results in a one-parameter family with the two

solutions ∑
i

|xi|2 = r,
∑
j

|yj |2 = r, (2.10)

– 5 –
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as endpoints. Thus, we have lines connecting points on X to points on Y . This is more

explicitly how this algebro-geometric join is analogous to the join of algebraic topology.

Now, this singular GLSM admits a natural deformation, by letting f(x) also depend

on yj , and g(y) also depend upon xi:

W = p1 f(x, y) + p2 g(x, y). (2.11)

This now defines a complete intersection Pn+m+1[d1, d2], which for generic f and g is

smooth. (Mathematically, the singularities where X and Y contract to points have high

codimension, and so will not intersect a generic hypersurface.) Such deformations will play

an important role in our later examples.

This is the pattern we will follow in other examples — we will first write down the

resolved join, blowdown to uncover the classical join, and then analyze the resulting GLSM.

In some cases this may be overkill, but it should provide a systematic procedure to under-

stand these constructions.

2.4 Example: Join(G(2, 5), G(2, 5))

2.4.1 Ambient join

To begin, we shall describe the Join of G(2, 5) with itself that was also discussed in [9]. We

will see that the result is related to the intersection G(2, 5) ∩G(2, 5) described physically

in [11], following [10]. (See also [16] for a related theory.)

As first discussed in [17], a GLSM for the Grassmannian G(k, n) is given by a U(k)

gauge theory with n chiral superfields in the fundamental representation. To describe the

resolution of the join of G(2, 5) to another copy of G(2, 5), the total space of a P1 bundle

over their product, we will use an U(2)×U(2)×U(1) gauge theory with fields φia, φ̃
i
a, z1,2,

a ∈ {1, 2}, i ∈ {1, · · · , 5} charged as follows:

φia φ̃ia z1 z2

U(2) � 1 det−1 1

U(2) 1 � 1 det−1

U(1)3 0 0 1 1

Next, to compare this to other expressions for joins, we will blow down the divisors

{z1 = 0} and {z2 = 0}. To describe this more efficiently, we will use the fact that

U(2) =
SU(2)×U(1)

Z2
, (2.12)

and describe gauge charges of the covering gauge group, bearing in mind that we will

take an orbifold at the end. The charge and representation table can then be rewritten

as follows:

φia φ̃ia z1 z2

SU(2) � 1 1 1

U(1)1 1 0 −2 0

SU(2) 1 � 1 1

U(1)2 0 1 0 −2

U(1)3 0 0 1 1
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where the gauge group is

SU(2)×U(1)1 × SU(2)×U(1)2

Z2 × Z2
×U(1)3. (2.13)

Note that, schematically, in terms of the divisors corresponding to the U(1) factors,

D3 ∼ 2D2 ∼ 2D1, where the Di are Picard group elements nominally associated with

the three U(1)s.

Blowing down the divisor {z1 = 0}, and eliminating U(1)3, we get

φia φ̃ia z2

SU(2) � 1 1

U(1)1 1 0 −2

SU(2) 1 � 1

U(1)2 0 1 −2

Blowing down the divisor {z2 = 0} and eliminating U(1)2, we get

φia φ̃ia

SU(2) � 1

U(1)1 1 1

SU(2) 1 �

To be clear, this is the matter content in a gauge theory with gauge group

SU(2)×U(1)1 × SU(2)

Z2 × Z2
. (2.14)

The two blowdowns we have performed are a prototype for analogous manipulations

on resolved joins we shall perform throughout this paper.

In passing, we observe that the structure above is part of the structure that describes

G(2, 5)∩G(2, 5) in [11]. There, the intersection G(2, 5)∩G(2, 5) was described in terms of a

U(1)× SU(2)× SU(2)

Z2 × Z2
(2.15)

gauge theory with matter φia, φ̃
i
a, and pij , in the representations

φia φ̃ia pij

SU(2) � 1 1

U(1) 1 1 −2

SU(2) 1 � 1

with superpotential

W = pij

(
f ij(B) − B̃ij

)
, (2.16)

where

Bij = εabφiaφ
j
b, B̃ij = εabφ̃iaφ̃

j
b, (2.17)

are the baryons (Plücker coordinates), and f ij encodes a linear flavor rotation in GL(5).

– 7 –
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In effect, the GLSM for the self-intersection G(2, 5) ∩G(2, 5) is encoding a subvariety

within the space defined by the GLSM for the (blowdown of the resolved) join. This is in

agreement with statements in [10], which indicated that G(2, 5)∩G(2, 5) is a subvariety of

Join(G(2, 5), G(2, 5)); we now see that relationship physically in GLSMs. We will further

elaborate on this relationship in section 2.4.3, where we will argue that a Calabi-Yau

complete intersection in the ambient Join(G(2, 5), G(2, 5)) can be deformed to the Calabi-

Yau G(2, 5) ∩G(2, 5).

2.4.2 Calabi-Yau complete intersection

Next, we will consider a Calabi-Yau complete intersection in Join(G(2, 5), G(2, 5)). First,

recall that a complete intersection of five hyperplanes in a single G(2, 5) is Calabi-Yau,

and in fact is an elliptic curve. In this section we will consider an analogous complete

intersection in either factor of Join(G(2, 5), G(2, 5)).

First, recall that the resolution of the join was defined by a U(2)×U(2)×U(1) gauge

theory with matter content

φia φ̃ia z1 z2

U(2) � 1 det−1 1

U(2) 1 � 1 det−1

U(1)3 0 0 1 1

Now, on the face of it, to describe a Calabi-Yau complete intersection in the space

defined by the GLSM above, we would need the sum of the U(1)3 charges to be 2, which

would highly constrain possible complete intersections.

However, more general possibilities exist, which use relations amongst the divisors, and

so yield Calabi-Yau conditions which do not extend to the entire ambient space. We discuss

in appendix A how to understand Calabi-Yau conditions that utilize relations along the

intersection that are not inherited from the ambient space, as well as GLSM constructions

to make the pertinent Calabi-Yau condition more clear. In the present case, briefly, we can

rewrite the GLSM (for generic intersections) by performing blowdowns which eliminate

some U(1) factors, analogues of the blowdowns discussed in the previous section.

Describing the gauge group as

SU(2)×U(1)1 × SU(2)×U(1)2

Z2 × Z2
×U(1)3 (2.18)

we see that the GLSM describing a complete intersection of five hyperplanes Gα(Bij) in

the first U(2) factor and five hyperplanes G̃β(B̃ij) in the second U(2) factor has fields

φia φ̃ia z1 z2 pα p̃β

SU(2) � 1 1 1 1 1

U(1)1 1 0 −2 0 −2 0

SU(2) 1 � 1 1 1 1

U(1)2 0 1 0 −2 0 −2

U(1)3 0 0 1 1 0 0

– 8 –
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We also take this model to have the superpotential

W =
∑
α

pαG
α(Bij) +

∑
β

p̃βG̃
β(B̃ij), (2.19)

where

Bij = εabφiaφ
j
b, B̃ij = εabφ̃iaφ̃

j
b (2.20)

are the baryons (Plücker coordinates) in each SU(2) factor. This theory does not satisfy

the usual Calabi-Yau condition for a GLSM; the sum of the U(1)3 charges is nonzero, for

example. However, we shall see that after successive blowdowns, the resulting space will

satisfy the GLSM Calabi-Yau condition.

Blowing down the divisor {z1 = 0} and eliminating U(1)3, the table above becomes

φia φ̃ia z2 pα p̃β

SU(2) � 1 1 1 1

U(1)1 1 0 +2 −2 0

SU(2) 1 � 1 1 1

U(1)2 0 1 −2 0 −2

Blowing down the divisor {z2 = 0} and eliminating U(1)2, the table becomes

φia φ̃ia pα p̃β

SU(2) � 1 1 1

U(1)1 1 1 −2 −2

SU(2) 1 � 1 1

To be clear, the gauge group in this GLSM is now taken to be

SU(2)×U(1)× SU(2)

Z2 × Z2
, (2.21)

and this GLSM has the superpotential

W =
∑
α

pαG
α(Bij) +

∑
β

p̃βG̃
β(B̃ij). (2.22)

It is straightforward to check that, since there are five pα and five p̃β , the sum of the

U(1)1 charges now vanishes, and so this GLSM describes a Calabi-Yau complete intersection

in the join of G(2, 5) with itself.

For completeness, let us also walk through the phases of this theory.

Let r denote the Fayet-Iliopoulos parameter associated to U(1)1. More or less by

construction, for r � 0, one has a (singular) geometric phase describing the complete

intersection in the (blowdown of the resolution of the) join of G(2, 5) with itself. In the

notation of [9], if we let

J = Join(G(2, 5), G(2, 5)), (2.23)

– 9 –
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V5 be a five-dimensional vector space, W ⊂ ∧2V5 be the vector subspace defined by the

first five hyperplanes {Gα} in (the Plücker embedding of) G(2, 5), and W̃ ⊂ ∧2V5 be the

vector subspace defined by the second five hyperplanes {G̃β} in (the Plücker embedding

of) the second G(2, 5), then this complete intersection in the join could be described as

J ×P(∧2V5⊕∧2V5) PW ×P(∧2V5⊕∧2V5) PW̃ . (2.24)

To be clear, the join above is singular mathematically, and that will be reflected in

additional noncompact directions in the GLSM. In the next section, we will smooth this

model by considering generic superpotential deformations.

The r � 0 phase is more interesting. In this phase, D-terms imply that the {pα, p̃β} do

not all vanish. Here, the superpotential can be interpreted as a mass matrix with entries

linear in pα, p̃β :

W = φiaφ
j
b

(
εabfαijpα

)
+ φ̃iaφ̃

j
b

(
εabf̃βij p̃β

)
, (2.25)

where

Gα(B) = fαijε
abφiaφ

j
b, G̃β = f̃βijε

abφ̃iaφ̃
j
b. (2.26)

The fαpα, f̃β p̃β each define an antisymmetric 5× 5 matrix, and as each is antisymmetric,

their possible ranks are 4, 2, and 0.

Our analysis of these terms then closely follows the analysis of the Rødland example

in [2]. Over loci where an antisymmetric matrix has rank 4, there is only one massless

doublet of the corresponding SU(2), so from the analysis of [2], there are no vacua. Over

loci where an antisymmetric matrix has rank 2, on the other hand, there are three mass-

less doublets of the corresponding SU(2), which corresponds to a unique supersymmetric

vacuum in the physics of that SU(2).

Thus, we see that in the space of pα, p̃β , the theory flows to the intersection of the loci

where the two mass matrices fαijpα, f̃βij p̃β each have rank two. Following [18, section 4.2.2],

this means that they are in the image of the Plücker embeddings of each copy of G(2, 5). As

a result, those two quantities — fαijpα, f̃βij p̃β — define the vector subspaces W⊥, W̃⊥, for

the W, W̃ ⊂ ∧2V5 defined earlier, and in the notation of [9], this phase describes the space

J ×P(∧2V ∗5 ⊕∧2V ∗5 ) PW⊥ ×P(∧2V ∗5 ⊕∧2V ∗5 ) PW̃⊥, (2.27)

for J the Join(G(2, 5), G(2, 5)).

So far, we have discussed the phases of this one-parameter GLSM. In principle, one

can dualize in one or both of the SU(2) factors, following [5, section 5.6], and when one

does so, one finds that dual descriptions realize the same geometry, but differently: phases

that are realized perturbatively (as the critical locus of a superpotential) here, are there

realized via nonperturbative effects, ala [2], and vice-versa.

We will see analogous analyses for other models later in this paper. We omit that

analysis here for two reasons:

• The geometries described by these GLSMs, joins of complete intersections in G(2, 5)

are extremely singular, as are all classical joins. They have singularities where either

factor shrinks to zero size.
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• We can smooth the singularities by deforming the superpotential, but when we do so,

we recover a model that was extensively analyzed in [11], including how the phases

of dual GLSMs are related to one another.

We shall elaborate on the last point, the deformation of this theory to an example studied

in [11], in the next subsection.

2.4.3 Deformation to G(2, 5) ∩G(2, 5)

So far in this section, we have discussed GLSMs for Calabi-Yau complete intersections in

Join(G(2, 5), G(2, 5)). However, the reader may have noticed that the superpotential in

this model is not generic — more general superpotential terms are certainly consistent

with the symmetries of the theory. In fact, by adding more generic terms, one can deform

such complete intersections in Join(G(2, 5), G(2, 5)) into the intersection G(2, 5) ∩G(2, 5),

another Calabi-Yau threefold whose GLSM was discussed in [11].

We can see this deformation explicitly as follows. Begin with the model of section 2.4.2,

the complete intersection in the join described in the first duality frame. Note that we can

write the superpotential as

W = Bij(fαijpα + gβij p̃β) + B̃ij(f̃αijpα + g̃βij p̃β). (2.28)

Now we can define

pij(pα, p̃β) = fαijpα + gβij p̃β . (2.29)

Due to antisymmetry of the Bij we have pij = −pji. So the 10 degrees of freedom from

(pα, p̃β) can be recombined into 10 antisymmetric singlets pij of the same charges. The

coefficient of B̃ij in the superpotential is nothing but a linear transformation of the pij ,

which we can also interpret as a linear rotation in the B̃ij . Therefore we can write the

superpotential as

W = pij(B
ij − f ij(B̃)). (2.30)

Hence, we have recovered the model of [11]. As a further consistency check we note that

the effective potential on the Coulomb branch is the same for the models of [11] and

section 2.4.2.

2.4.4 Picard-Fuchs operator and Hadamard products

The Picard-Fuchs operator associated to this model has already been identified in [11].

Indeed, it is a Hadamard product of the operators associated to an elliptic curve associated

to a GLSM with gauge group U(2) discussed in [14].

Let us briefly recall the discussion of [14]. One can construct a GLSM associated to

an elliptic curve by choosing G = U(2) with five fundamentals xi and and five singlets pk

transforming in the inverse determinantal representation. The superpotential is

W =
5∑

i,j=1

Aij(p)xai x
b
jεab, Aij(p) =

5∑
k=1

Aijk p
k (2.31)
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The r � 0 phase is a complete intersection of codimension 5 in G(2, 5), which his an elliptic

curve. The r � 0 phase is an isomorphic elliptic curve characterized by the condition

rank A(p) = 2.

The singular loci in the moduli space are encoded in the critical locus of the effective

potential of the Coulomb branch. This is given by

Weff = −〈t, σ〉 −
∑
i

〈Qi, σ〉 (ln(〈Qi, σ〉)− 1) + iπ
∑
α>0

〈α, σ〉, (2.32)

with ti = ri− iθi, σ parametrizing the maximal torus t ⊂ G, and α the positive roots of G.

By 〈·, ·〉 we denote the pairing between t and its dual t∗. For this example we get, taking

into account the non-zero theta angle,

Weff = −t (σ1 + σ2) + πi (σ1 − σ2)− 5σ1 (lnσ1 − 1)− 5σ2 (lnσ2 − 1)

+5 (σ1 + σ2) (ln (−σ1 − σ2)− 1) . (2.33)

With z = σ2/σ1 the critical set is determined by

e−t = − 1

(1 + z)5
= − 1(

1 + 1
z

)5 , z5 = 1. (2.34)

There is a Coulomb branch at exp(−t) = −(1/2)(11 ± 5
√

5). The Picard-Fuchs operator

associated to the codimension 5 complete intersection in G(2, 5) is

L = θ2 − z(11θ2 + 11θ + 3)− z2(θ + 1)2. (2.35)

The discriminant obtained from L coicides with the location of the Coulomb branch of the

GLSM upon identification z = e−t. The fundamental period is

$0 =
∞∑
n=0

n∑
k=0

(
n

k

)2(
n+ k

k

)
zn. (2.36)

Now, let us come back to the join. The Coulomb branch analysis for this model has

been done in [11]. Indeed, the three singular points can be obtained by taking products of

the singular points of the elliptic curve. The Picard-Fuchs operator is (AESZ 101 in [13])

LU(2) ∗ LU(2) = θ4 − z(124θ4 + 242θ3 + 187θ2 + 66θ + 9)

+z2(123θ4 − 246θ3 − 787θ2 − 554θ − 124)

+z3(123θ4 + 738θ3 + 689θ2 + 210θ + 12)

−z4(124θ4 + 254θ3 + 205θ2 + 78θ + 12) + z5(θ + 1)4. (2.37)

The fundamental period factorizes as expected:

$0 =

∞∑
n=0


n∑
k=0

(
n

k

)2(
n+ k

k

)
2

zn. (2.38)

– 12 –



J
H
E
P
1
2
(
2
0
1
9
)
0
9
6

The discriminant can be obtained by considering the coefficient of θ4. This factorizes as

(−1 + z)2(1− 122z − 122z2 + z3). (2.39)

The relevant1 component comes from the cubic polynomial. Its zeros coincide with the loci

of the Coulomb branch in the GLSM and the result is consistent with [9].

2.5 Example: GLSMs with gauge group factor O+(2)

In this section we will consider another model of joins of elliptic curves, where the elliptic

curves are described differently. This will involve an O+(2) gauge group2 rather than U(2),

but in other respects, formally the results will be very similar to the example of the previous

section. In passing, note that recently other mathematics work [20] has appeared which

also discusses this example and the results of [9].

2.5.1 Elliptic curve

We will begin by describing an O+(2) GLSM for the elliptic curve itself in this language,

then we shall describe joins. This model is also discussed in [14, section 5.5.2], and a closely

related model is in [5, section 6.1], giving a GLSM realization of [19], though we quickly

review the details here.

Specifically, consider a GLSM with gauge group

U(1)×O+(2)

Z2
= (U(1)×U(1)) o Z2, (2.40)

fields xi, p
k, i, j, k ∈ {1, 2, 3}, in representations

xi pk FI

O+(2) � 1 —

U(1) +1 −2 2r

and with superpotential

W =
∑
ij

Sij(p)xi · xj , (2.41)

where

xi · xj = xai x
b
jδab, (2.42)

and Sij = Sji is a symmetric 3 × 3 matrix with entries linear in p. Alternatively, as a

(U(1)×U(1)) o Z2 gauge theory,

ui vi pk FI

U(1) 0 1 −1 r

U(1) 1 0 −1 r

1The other point, z = 1, has Riemann symbol {0, 1, 3, 4} and thus does not have the characteristic

behavior of a conifold point that has Riemann symbol {0, 1, 1, 2}.
2We use the notation and definitions of [5].
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where

ui = x1
i + ix2

i , (2.43)

vi = x1
i − ix2

i . (2.44)

Furthermore, we analyze this model in a regime where the two Fayet-Iliopoulos parameters

are taken to match: r1 = r2 = r.

For r � 0, the {ui} are not all zero, and also the {vi} are not all zero. They act as

homogeneous coordinates on P2 × P2. Writing the symmetric matrix

Sij(p) = sijk p
k, (2.45)

the superpotential can be usefully rewritten as

W =
∑
k

pk
(
sijk xi · xj

)
=

1

2

∑
k

pksijk (uivj + viuj) , (2.46)

and so we see that this phase can be interpreted as a complete intersection of three hyper-

surfaces of degree (1, 1) in a free Z2-quotient of P2 × P2, which is an elliptic curve.

The Z2 acts by exchanging the two P2 factors, and we assume that the curve is suffi-

ciently generic to not intersect the fixed-point loci of that involution. (This is also condition

C in [5, section 6.1].)

For r � 0, the pk are not all zero, and act as homogeneous coordinates on P2. Here, we

interpret the superpotential as a mass matrix for the x fields. Generically, one expects that

the (symmetric) mass matrix has no zero eigenvalues, so the xs are all massive. As noted

in [5, section 4.4], an SO(k) gauge theory with N ≤ k− 2 doublets has no supersymmetric

vacua. On the other hand, from [5, section 4.5], an SO(k) gauge theory with N = k − 1

doublets does have vacua (corresponding to (1/2)k(k−1) free mesons). Here, for an SO(2)

theory, this means that if we have 1 massless doublet, we get a unique vacuum, hence we

restrict to the subvariety of P2 over which the mass matrix has rank 2. This is the locus

{detSij(p) = 0}, and since Sij is a 3 × 3 matrix, this is a degree 3 hypersurface in P2,

which is an elliptic curve.

The effective potential on the Coulomb branch is

Weff = −t (σ1 + σ2)− 3σ1 (lnσ1 − 1)− 3σ2 (lnσ2 − 1)

+3 (σ1 + σ2) (ln (−σ1 − σ2)− 1) . (2.47)

Defining z = σ2/σ1, the critical locus is at

e−t =
1

(1 + z)3
=

1(
1 + 1

z

)3 , z3 = 1. (2.48)

The singular points are thus at exp(−t) = {−1, 1/8}.
The Picard-Fuchs operator associated to this elliptic curve is

L = θ2 − z(7θ2 + 7θ + 2)− 8z2(θ + 1)2. (2.49)
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The discriminant is at z = {−1, 1/8}, which is consistent with the GLSM result. The

fundamental period is

$0 =
∞∑
n=0

n∑
k=0

(
n

k

)3

zn. (2.50)

This can also be obtained from the sphere partition function of the GLSM [14].

For completeness, let us also describe a dual version of this theory, using a duality

described in [5, section 4.6] to dualize the O+(2) part of the gauge theory, with N = 3

doublets x1, · · · , x3, to an SO(2) gauge theory with N = 3 doublets ϕia (i ∈ {1, · · · , 3},
a ∈ {1, 2}) with (1/2)N(N + 1) = 3 singlets mij and a superpotential

W =
∑
ij

mijϕ
i · ϕj . (2.51)

In the present case, this results in a GLSM with gauge group

U(1)× SO(2)

Z2
, (2.52)

fields
ϕi pk mij

SO(2) � 1 1

U(1) −1 −2 +2

with superpotential

W =
∑
ij

Sij(p)mij +
∑
ij

mijϕ
i · ϕj . (2.53)

Note that if we define

ũi = ϕi1 + iϕi2,

ṽi = ϕi1 − iϕi2, (2.54)

then we can take the gauge group to be (U(1) ×U(1)) o Z2 under which

ũi ṽi pk mij

U(1) 1 0 −1 +1

U(1) 0 1 −1 +1,

with superpotential

W =
∑
ij

Sij(p)mij +
1

2

∑
ij

mij

(
ũiṽj + ṽiũj

)
. (2.55)

For r � 0, D-terms imply that {ũi,mij} are not all zero, and separately {ṽj ,mij} are

not all zero. We can interpret the second superpotential term∑
ij

mijϕ
i · ϕj
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as implying that we should restrict to the rank 2 locus of the space of matrix elements

mij . (This is because, as pointed out in [5, section 4.4], an SO(2) gauge theory with no

doublets3 has no supersymmetric vacua, whereas [5, section 4.5] an SO(2) gauge theory

with one doublet has a unique vacuum.) On this locus, we can write

mij ∝ aibj + ajbi,

where we can take the ai, bj to have equal and opposite charges, so (glossing over excluded

loci) this means the space of mij reproduces P2×P2. The first term in the superpotential,∑
ij

Sij(p)mij ,

then gives three hypersurfaces in the space of mij , reproducing the complete intersection

in P2 × P2 that gives an elliptic curve. This is a nonperturbative of geometry, in a phase

which in the previous duality frame was a perturbatively-understood geometry.

For r � 0, D-terms imply that the pk are not all zero. The superpotential can be

helpfully rewritten as

W =
∑
ij

mij

(
sijk p

i +
1

2

(
ũiṽj + ṽiũj

))
. (2.56)

In this phase, the mij act analogously to a Lagrange multiplier, giving the constraint that

Sij(p) ∝ ũiṽj + ṽiũj ,

or more simply that the 3 × 3 matrix Sij(p) have rank 2, restricting the allowed p. In

fact, this is essentially the PAXY model of [21, section 3.5] for a symmetric determinantal

representation. In any event, as discussed previously, the locus on which Sij has rank no

more than 2 is the locus {detSij = 0}, a degree 3 hypersurface in P2, which is an elliptic

curve. Here, in this dual GLSM, we see this geometry realized perturbatively.

2.5.2 Ambient join

Now, let us describe what is morally the join of the ambient space of the model above

with itself, in GLSM language. Here, we describe the ’ambient space’ by a GLSM with

gauge group
U(1)×O+(2)

Z2
, (2.57)

and three doublets xi, i ∈ {1, 2, 3}, in representations

xi

O+(2) �

U(1) 1

3To be clear, this is a statement about pure SO(2) gauge theory in two dimensions with suitable (discrete)

theta angle. For related statements for other pure gauge theories, see for example [22–24].
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Morally, the join of the ambient space with itself is then described by a GLSM with

gauge group (
U(1)×O+(2)

Z2

)2

×U(1)3, (2.58)

with fields in representations

xi x̃i z1 z2

O+(2) � 1 1 1

U(1) 1 0 −2 0

O+(2) 1 � 1 1

U(1) 0 1 0 −2

U(1)3 0 0 1 1

Proceeding as before, if we integrate out the divisor {z1 = 0} and remove U(1)3, we get

xi x̃i z2

O+(2) � 1 1

U(1) 1 0 −2

O+(2) 1 � 1

U(1) 0 1 −2

and then blowing down {z2 = 0} and removing the second U(1), this becomes our final

result for the join of the two ’ambient spaces,’

xi x̃i

O+(2) � 1

U(1) 1 1

O+(2) 1 �

To be clear, this is now a
O+(2)×O+(2)×U(1)

Z2 × Z2
(2.59)

gauge theory.

In passing, this GLSM, for the ‘join of the ambient spaces,’ also includes as a subset

the GLSM for the self-intersection of two elliptic curves, described in the same fashion.

The GLSM for the intersection, following [11], has gauge group

O+(2)×O+(2)×U(1)

Z2 × Z2
, (2.60)

with fields
xi x̃i pk p̃k qij

O+(2) � 1 1 1 1

U(1) +1 +1 −2 −2 −2

O+(2) 1 � 1 1 1

– 17 –



J
H
E
P
1
2
(
2
0
1
9
)
0
9
6

with superpotential

W =
∑
ij

Sij(p)xi · xj +
∑
ij

S̃ij(p̃)x̃i · x̃j +
∑
ij

qij
(
fij(B)− B̃ij

)
, (2.61)

where

Bij = xai x
b
jδab, B̃ij = x̃ai x̃

b
jδab, (2.62)

and fij encodes a linear rotation of the symmetry group GL(3). Clearly, if we removed the

superpotential and the fields pk, p̃k, and qij , we would recover the GLSM for the ‘ambient

join’ discussed above.

2.5.3 Calabi-Yau complete intersection

Next, we will describe the join of two elliptic curves described in this fashion, or equivalently

a complete intersection in the ‘ambient join’ of the previous subsection.

Our starting point is then a GLSM with gauge group(
U(1)×O+(2)

Z2

)2

×U(1)3, (2.63)

with fields in representations

xi x̃i pk p̃k z1 z2

O+(2) � 1 1 1 1 1

U(1) 1 0 −2 0 −2 0

O+(2) 1 � 1 1 1 1

U(1) 0 1 0 −2 0 −2

U(1)3 0 0 0 0 1 1

with superpotential

W =
∑
ij

Sij(p)xi · xj +
∑
ij

S̃ij(p̃)x̃i · x̃j . (2.64)

Now, as written, this GLSM does not sit at an RG fixed point: for example, the

sum of the U(1)3 charges is nonzero. We proceed as in the previous example, by successive

blowdowns to a different GLSM where the Calabi-Yau condition can be seen on the ambient

space, without using any relations (as in appendix A).

Blowing down {z1 = 0} and eliminating U(1)3, we get the fields

xi x̃i pk p̃k z2

O+(2) � 1 1 1 1

U(1) 1 0 −2 0 −2

O+(2) 1 � 1 1 1

U(1) 0 1 0 −2 −2
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Blowing down {z2 = 0} and eliminating the second U(1), we get our final GLSM for

the join of the two elliptic curves, described by the fields

xi x̃i pk p̃k

O+(2) � 1 1 1

U(1) 1 1 −2 −2

O+(2) 1 � 1 1

with gauge group
O+(2)×U(1)×O+(2)

Z2 × Z2
, (2.65)

and superpotential

W =
∑
ij

Sij(p)xi · xj +
∑
ij

S̃ij(p̃)x̃i · x̃j . (2.66)

Here, for example, the sum of the U(1) charges vanishes, so we see that this GLSM describes

a Calabi-Yau.

We can change variables as before from xi, x̃i to ui, vi, ũi, ṽi. Before taking the Z2

quotient, the charges of the fields, and FI parameters corresponding to U(1) factors, are

given by

ui vi ũi ṽi pα p̃β FI

U(1) 1 1 1 1 −2 −2 2r

O(2)1 1 −1 0 0 0 0 0

O(2)2 0 0 1 −1 0 0 0

To carry out the Z2-quotient at the level of the charges make a change of basis by adding

the second and third row to the first. Then we end up with

ui vi ũi ṽi pα p̃β FI

a 2 0 2 0 −2 −2 2r

b 1 −1 0 0 0 0 0

c 0 0 1 −1 0 0 0

Now we see that the action of the first U(1), denoted by a acts non-minimally. We mod

out by the Z2 by dividing the first line by 2. From this we obtain the charges for the fields

in the free quotient

ui vi ũi ṽi pα p̃β FI

ã 1 0 1 0 −1 −1 r

b 1 −1 0 0 0 0 0

c 0 0 1 −1 0 0 0

(2.67)

To reveal the geometry in the r � 0 phase we can make further manipulations

ui vi ũi ṽi pα p̃β FI

ã 1 0 1 0 −1 −1 r

ãb−1 0 1 1 0 −1 −1 r

ãc−1 1 0 0 1 −1 −1 r

(2.68)
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In this latter form, the geometric interpretation in terms of joins is more clear. To reveal

the freely acting Z2 it is also useful to further rewrite this as

ui vi ũi ṽi pα p̃β FI

ã 1 0 1 0 −1 −1 r

ã2b−1c−1 1 1 1 1 −2 −2 2r

ãc−1 1 0 0 1 −1 −1 r

The ambient geometry corresponds to a P11 with two P5s blown up. The freely acting Z2

exchanges the two P5s.

In the r � 0 phase, this describes a (singular) Calabi-Yau, given by a codimension

6 complete intersection in the ambient geometry defined by ui, viũi, ṽi. The first U(1)

describes an ambient P5 with homogeneous coordinates {ui, ũi}; the next U(1) describes a

blowup in which one inserts a P2 along the locus where all the ui vanish; the third U(1)

describes a blowup in which one inserts a P2 along the locus where all of the ũi vanish. We

then take a complete intersection of six hyperplanes of degrees (1, 1, 1) in this toric variety.

The resulting space (the join of two elliptic curves) is a Calabi-Yau (from the fact that

charges sum to zero), of dimension 3, as expected.

To be clear, as before, this join is singular, which is reflected in the fact that the GLSM

phase has noncompact branches we have omitted. In the next section, we will deform this

model to a smooth Calabi-Yau, and for example will compute the Hodge numbers of the

resulting space.

For r � 0, D-terms imply that the {pk, p̃k} are not all zero. We can interpret each of

the superpotential terms ∑
ij

Sij(p)xi · xj ,
∑
ij

S̃ij(p̃)x̃i · x̃j

as mass matrices, one for the doublets xi, the other for the doublets x̃i. Just as in our

previous analysis, we only get vacua from SO(2) gauge theories with one massless doublet [5,

section 4], so the vacua are defined by pk such that the matrix Sij(p) has rank 2, and p̃k

such that the matrix S̃ij(p̃) has rank 2. Putting this together, we see that the geometry

in this phase is the join of the two determinantal varieties (one defined by the locus where

Sij has rank 2, the other by the locus where S̃ij has rank 2).

2.5.4 Deformation to self-intersection

The space described by the GLSM of the previous section is extremely singular, as expected

for a join. It contains loci where each of two spaces shrinks to a point. We can smooth the

singularities by deforming the superpotential to a more generic form compatible with the

symmetries of the theory:

W =
∑
ij

Sij(p, p̃)xi · xj +
∑
ij

S̃ij(p, p̃)x̃i · x̃j . (2.69)

In other words, we take the matrices Sij , S̃ij to be functions of both p and p̃, rather than

one set apiece.
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In this section we will argue that the smooth deformation of the join above is equivalent

to a self-intersection of the ambient space, closely analogous to the relation we saw in the

previous section between the Calabi-Yau complete intersection in the join of G(2, 5) with

itself, and the self-intersection G(2, 5) ∩G(2, 5) discussed in [11].

Now, let us compare this to the self-intersection of the ambient space, after a generic

GL(3) rotation, following [11]. Following the same pattern as for G(2, 5)∩G(2, 5) described

there, this self-intersection is described by a GLSM with gauge group

U(1)×O+(2)×O+(2)

Z2 × Z2
, (2.70)

with fields in representations

xi x̃i qij

O+(2) � 1 1

U(1) 1 1 −2

O+(2) 1 � 1

with superpotential

W = qij (fij(x · x) − x̃i · x̃j) , (2.71)

where

fij(x · x) = fk`ij xk · x`, (2.72)

and fk`ij are constants, encoding a generic GL(3) rotation.

To relate this self-intersection of the ambient space to the deformation of the join of

the elliptic curves, first make the field redefinition

qij = −S̃ij(p, p̃). (2.73)

(As a consistency check, note that there are altogether six p, p̃ fields, which matches the

number of q fields.) Then, define the fk`ij as the solutions to the equations

qijfk`ij xk · x` = Sk`(p, p̃)xk · x`, (2.74)

or in other words,

− S̃ij(p, p̃)fk`ij = Sk`(p, p̃). (2.75)

To see why these equations can be solved for the fk`ij , note that if we distinguish coefficients

of pk from those of p̃k, then this is a system of 12 equations (two for every entry in the

matrix Sij) with 62 = 36 unknowns (the entries of fk`ij ). Trivially, for generic choices,

(multiple) solutions for fk`ij exist.

With these definitions, the superpotential for the self-intersection of the ambient space

can be written

W = Sij(p, p̃)xi · xj + S̃ij(p, p̃)x̃i · x̃j , (2.76)

and as the qij are equivalent to the pk, p̃k, we see then that the self-intersection of the

ambient space, for generic GL(3) rotation, is equivalent to a deformation of the join of two

copies of the elliptic curve of the subsection 2.5.1.
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Now, let us take a moment to discuss the phases of this new GLSM, describing the

deformation of the join, or equivalently, the self-intersection of the ambient theory. The

r � 0 phase is precisely the geometry we have been describing, namely the self-intersection

defined by

fij(x · x) − x̃i · x̃j = 0 (2.77)

in the space of doublets {xi, x̃i}, or equivalently, if we write

Sij(p, p̃) =
∑
k

pk(s1)ijk +
∑
k

p̃k(s2)ijk ,

S̃ij(p, p̃) =
∑
k

pk(s̃1)ijk +
∑
k

p̃k(s̃2)ijk , (2.78)

the complete intersection

(s1)ijk xi · xj + (s̃1)ijk x̃i · x̃j = 0 = (s2)ijk xi · xj + (s̃2)ijk x̃i · x̃j . (2.79)

For r � 0, D-terms imply that {pk, p̃k} are not all zero, and as for the join, we interpret

each of the superpotential terms

Sij(p, p̃)xi · xj , S̃ij(p, p̃)x̃i · x̃j ,

as mass matrices, one for the doublets xi, the other for the doublets x̃i. As in our previous

discussion, one only gets vacua from SO(2) gauge theories with one massless doublet [5,

section 4], so the vacua are defined by the intersection of the loci on {pk, p̃k} over which

Sij(p, p̃) has rank 2, and S̃ij(p, p̃) has rank 2. The first locus is (generically) the locus

{detS = 0}, a degree three hypersurface, and similarly the second is {det S̃ = 0}, another

degree three hypersurface. Thus, the r � 0 phase describes the complete intersection of

two degree 3 hypersurfaces in P5 (with homogeneous coordinates {pk, p̃k}), which is another

Calabi-Yau.

For the rest of this section, we will consider a generic deformation of the join, or

equivalently a self-intersection of the ambient space, as we dualize GLSMs and interpret

the phases.

Before going on, we will outline the computation of the Hodge numbers of the Calabi-

Yau obtained in the r � 0 phase. For this purpose we relate our model to a toric three-

parameter model defined by {ui, vi, ũi, ṽi} with weights as in (2.68). To compute the

Hodge numbers of the three-parameter model we use the program cohomCalg [25], which

requires the Stanley-Reisner ideal as input. This is obtained by computing the maximal

star triangulation of the N-lattice polytope associated to the toric variety computable via

TOPCOM [26]. Using the nef.x-function of PALP [27], we can determine the 12 vertices
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of the polytope:

ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 ν9 ν10 ν11 ν12

0 0 0 0 0 0 0 0 0 1 0 −1

0 0 0 0 0 0 0 0 0 0 1 −1

0 0 0 0 0 0 1 0 −1 0 0 0

0 0 0 0 0 0 0 1 −1 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0

0 1 −1 0 0 0 0 0 0 0 0 0

0 0 −1 0 0 0 0 0 0 0 0 0

0 0 1 1 0 0 0 0 −1 0 0 −1

0 0 1 0 1 0 0 0 −1 0 0 −1

0 0 1 0 0 1 0 0 −1 0 0 −1

1 1 1 0 0 0 1 1 1 0 0 0

0 0 0 1 1 1 1 1 1 0 0 0

1 1 1 0 0 0 0 0 0 1 1 1

Adding the origin, there are four maximal triangulations, all of which yield the same result

for the Mori generators and the Stanley-Reisner ideal via the mori.x-function of PALP.

Assigning toric divisors Dνi to the vertices, the Stanley-Reisner ideal is

Dν1Dν2Dν3 = 0, Dν7Dν8Dν9 = 0, Dν4Dν5Dν6Dν10Dν11Dν12 = 0. (2.80)

Using this and the hypersurface degrees as input for cohomCalg, the complete intersection

in the toric ambient space has Hodge numbers (h1,1(X̃), h2,1(X̃)) = (3, 39) and the Euler

number is χ(X̃) = −72. Now we have to take into account that our Calabi-Yau is a one-

parameter complete intersection in a free Z2-quotient of this ambient space which means

that χ(X) = χ(X̃)/2 = −36. After identifying the Kähler parameters we can this deduce

that (h1,1(X̃), h2,1(X̃)) = (1, 19).

The form of the effective potential on the Coulomb branch can be inferred from (2.67):

Weff = −tσ1 − 3σ2 [lnσ2 − 1]− 3 (σ1 + σ2) [ln (σ1 + σ2)− 1]

= −3 (σ1 + σ3) [ln (σ1 + σ3)− 1]− 3σ3 [lnσ3 − 1] + 6σ1 [ln (−σ1)− 1] . (2.81)

Defining z1 = σ2/σ2 and z2 = σ3/σ1 the critical locus is at

e−t = (1 + z1)3(1 + z2)3,

(
1

z1
+ 1

)3

=

(
1

z2
+ 1

)3

= −1. (2.82)

Solving this, one finds a Coulomb branch at exp(−t) = {1,−1/8, 1/64}. Comparing with

the result of the elliptic curve we see that the singularities of the join sit at points which

are the products of the singular loci of the components elliptic curves. This is in agreement

with statements in [10].
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2.5.5 Picard-Fuchs operator and Hadamard products

Next, we analyze the Picard-Fuchs operator. Via the connection between joins and

Hadamard products, the fundamental period is

∞∑
n=0


n∑
k=0

(
n

k

)3


2

zn. (2.83)

This is annihilated by the Picard-Fuchs operator [13] (AESZ 100)

LO(2) ∗ LO(2) = θ4 − z
(
73θ4 + 98θ3 + 77θ2 + 28θ + 4

)
+z2

(
520θ4 − 1040θ3 − 2904θ2 − 2048θ − 480

)
(2.84)

+64z3
(
65θ4 + 390θ3 + 417θ2 + 180θ + 28

)
−512z4

(
73θ4 + 194θ3 + 221θ2 + 124θ + 28

)
+ 32768z5(θ + 1)4.

To extract the discriminant we consider the coefficient of θ4. This factorizes as follows

(1− 8z)2(1− 57z − 456z2 + 512z3). (2.85)

The component relevant to the discriminant is the cubic equation whose zeros coincide

with the Coulomb branch analysis of the GLSM.

2.5.6 Dualize one factor in complete intersection

Next, we consider dualizing one of the O+(2) factors in the gauge group. From [5, section

4.2], an O+(2) gauge theory with N = 3 doublets xa1, · · · , xa3 is dual to an SO(N −2 + 1) =

SO(2) gauge theory with N = 3 doublets ϕia (i ∈ {1, · · · , 3}, a ∈ {1, 2}), (1/2)N(N + 1)

singlets mij = +mji, and a superpotential

W =
∑
ij

mijϕ
i · ϕj , (2.86)

where the singlets of the dual theory are related to the fundamental fields of the original

theory as

mij = xi · xj . (2.87)

Here, if we apply the duality above to one of the O+(2) factors of the final GLSM of

the previous section, we produce a GLSM with gauge group

SO(2)×U(1)×O+(2)

Z2 × Z2
, (2.88)

fields
ϕi x̃i pk p̃k mij

SO(2) � 1 1 1 1

U(1) −1 1 −2 −2 +2

O+(2) 1 � 1 1 1
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and a superpotential

W =
∑
ij

Sij(p, p̃)mij +
∑
ij

S̃ij(p, p̃) x̃i · x̃j +
∑
ij

mijϕ
i · ϕj . (2.89)

Next, we shall analyze the phases of this GLSM, and describe how they reproduce the

same geometries as we saw in the previous subsection.

First, consider the phase r � 0. In this phase, D-terms imply that {x̃i,mij} are not

all zero. The last term of the superpotential,∑
ij

mijϕ
i · ϕj ,

is a mass term for the doublets ϕi. Just as in our previous analysis, from [5, section 4],

there will be no vacua when there are no massless doublets; to get a (unique) vacuum,

we need one massless doublet. As a result, this superpotential term tells us that we must

restrict to the rank two locus of the matrices mij . The first two superpotential terms,∑
ij

Sij(p, p̃)mij +
∑
ij

S̃ij(p, p̃) x̃i · x̃j

=
∑
k

pk
(

(s1)ijkmij + (s̃1)ijk x̃i · x̃j
)

+
∑
k

p̃k
(

(s2)ijkmij + (s̃2)ijk x̃i · x̃j
)
,

where

Sij(p, p̃) =
∑
k

pk(s1)ijk +
∑
k

p̃k(s2)ijk ,

S̃ij(p, p̃) =
∑
k

pk(s̃1)ijk +
∑
k

p̃k(s̃2)ijk , (2.90)

instruct us to restrict to the complete intersection

(s1)ijkmij + (s̃1)ijk x̃i · x̃j = 0 = (s2)ijkmij + (s̃2)ijk x̃i · x̃j . (2.91)

We know from the duality that in terms of the dual variables xai ,

mij = xi · xj ,

(which correlates with the earlier requirement that we restrict to the rank two locus of the

mij , as each xi denotes a doublet). As a result, our complete intersection (2.91) can be

written as

(s1)ijk xi · xj + (s̃1)ijk x̃i · x̃j = 0 = (s2)ijk xi · xj + (s̃2)ijk x̃i · x̃j . (2.92)

which is identical to the interpretation of the r � 0 phase of this GLSM in the first

duality frame.

Next, consider the phase r � 0. In this phase, D-terms imply that {ϕi, pk, p̃k} are not

all zero. The first and third terms in the superpotential above, which can be written∑
ij

mij

(
Sij(p, p̃) + ϕi · ϕj

)
,
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imply that the 3 × 3 matrix Sij(p, p̃) is of rank 2. Specifically, this has the form of the

PAXY model for a symmetric determinantal variety [21, section 3.5]. The middle super-

potential term, ∑
ij

S̃ij(p, p̃)x̃i · x̃j ,

is a mass matrix for the doublets x̃i over the space of {pk, p̃k}. Just as in our previous

analysis, from [5, section 4], there will be no vacua when there are no massless doublets;

to get a (unique) vacuum, we need one massless doublet. As a result, this superpotential

term tells us that we must restrict to {pk, p̃k} such that Sij(p, p̃) has rank two.

Putting this together, we see that this phase describes the intersection of two deter-

minantal varieties: one defined by the locus where Sij has rank 2, the other defined by the

locus where S̃ij has rank 2. This is the same geometry we obtained for this phase of the

GLSM in the previous duality frame.

Note that in both phases of the GLSM in this duality frame, geometry emerges through

a combination of perturbative considerations (analogues of the PAXY model [21]) and

strong-coupling effects.

2.5.7 Dualize both factors in complete intersection

In this subsection we apply the duality of [5, section 4.2] to both of the O+(2) factors in

the gauge group of the GLSM, and analyze the phases of the resulting GLSM, to verify

that they produce the same geometries as the original GLSM.

Dualizing twice gives us a GLSM with gauge group

SO(2)×U(1)× SO(2)

Z2 × Z2
, (2.93)

fields
ϕi ϕ̃i pk p̃k mij m̃ij

SO(2) � 1 1 1 1 1

U(1) −1 −1 −2 −2 +2 +2

SO(2) 1 � 1 1 1 1

and a superpotential

W =
∑
ij

Sij(p, p̃)mij +
∑
ij

S̃ij(p, p̃) m̃ij +
∑
ij

mij ϕ
i · ϕj +

∑
ij

m̃ij ϕ̃
i · ϕ̃j . (2.94)

Next, we shall analyze the phases of this GLSM, and describe how they reproduce the

same geometries as we saw in the previous subsection.

First, we consider the phase r � 0. From the D-terms we see that {mij , m̃ij} are not

all zero. From the superpotential terms∑
ij

mij ϕ
i · ϕj +

∑
ij

m̃ij ϕ̃
i · ϕ̃j ,

which act as mass matrices for the doublets ϕi and ϕ̃i, we see that there will only be vacua

where mij and m̃ij each have rank 2. (For rank 3, there are no massless SO(2) doublets,
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hence no vacua [5, section 4.4]; for rank 2, each SO(2) has one massless doublet, which

leads to one vacuum [5, section 4.5], working locally in a Born-Oppenheimer approximation

over the space of {mij , m̃ij}.)
The remaining superpotential terms

∑
ij

Sij(p, p̃)mij +
∑
ij

S̃ij(p, p̃) m̃ij

define a set of 6 hyperplanes in the space of {mij , m̃ij}. Now, we also know from the

duality that

mij = xi · xj , m̃ij = x̃i · x̃j , (2.95)

in terms of the doublets xi, x̃i of the first duality frame (which correlates with the earlier

observation that one must restrict to the rank two locus of the mij , m̃ij). As a result, the

complete intersection described above necessarily matches that we derived for the geometry

of the r � 0 phase of this GLSM in the first duality frame.

Next, we consider the phase r � 0. In this phase, D-terms imply that {ϕi, ϕ̃i, pk, p̃k}
are not all zero. We can rewrite the superpotential in this phase as

W =
∑
ij

mij

(
Sij(p, p̃) + ϕi · ϕj

)
+
∑
ij

m̃ij

(
S̃ij(p, p̃) + ϕ̃i · ϕ̃j

)
. (2.96)

This is essentially two copies of the PAXY model for symmetric determinantal varieties [21,

section 3.5]. This tells us that this phase is the intersection of the rank 2 locus of Sij(p, p̃),

and the rank 2 locus of S̃ij(p, p̃). This is the same geometry we derived for this phase of

this GLSM in the first duality frame. (There, the geometry was derived utilizing strong-

coupling effects; here, in this duality frame, the geometry arises perturbatively from the

critical locus of a superpotential.)

Thus, we find the same geometry for the r � 0 phase of this GLSM in all duality

frames, and the same geometry for the r � 0 phase of this GLSM in all duality frames,

as expected. In one duality frame, the geometry is realized perturbatively as the critical

locus of a superpotential; in another, via strong coupling effects; and in the third, via a

combination of perturbative and nonperturbative considerations.

2.6 Joins of gauge theories

Much of this paper is devoted to describing GLSMs realizing joins of geometries. However,

it is worth observing that in principle, especially in section 2.5, we have also implicitly de-

fined a notion of a join of gauge theories. Given one (two-dimensional, (2,2) supersymmet-

ric) gauge theory with gauge group U(1)×G and chiral superfields φ in some representation

R, and another with gauge group U(1)× G̃ and chiral superfields φ̃ in some representation

R̃, we can define a gauge-theoretic analogue of a join, which is now a U(1)3×G× G̃ gauge
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theory with fields

φ φ̃ z1 z2

G RG 1 1 1

U(1)1 RU(1) 0 −a 0

G̃ 1 R̃G̃ 1 1

U(1)2 0 R̃U(1) 0 −b
U(1)3 0 0 1 1

where a, b define the ‘embeddings’ of the two gauge theories, and in general RU(1), R̃U(1)

will be vectors of integers, with as many components as irreducible components of the

representations RG, R̃G̃.

We can ‘blowdown’ the zi in the same pattern as for geometric cases. Eliminating z1

and U(1)3, we get a U(1)2 ×G× G̃ gauge theory with fields

φ φ̃ z2

G RG 1 1

U(1)1 RU(1) 0 +a

G̃ 1 R̃G̃ 1

U(1)2 0 R̃U(1) −b

Eliminating z2 and U(1)2, we have a U(1)×G× G̃ gauge theory with fields

φ φ̃

G RG 1

U(1)1 RU(1) (a/b)R̃U(1)

G̃ 1 R̃G̃

We can slightly clean up the description of this last theory by rescaling the U(1)1

charges (glossing over potential subtleties involving e.g. nonminimal charges as in [3, 4, 28,

29]), which leads us to

φ φ̃

G RG 1

U(1)1 bRU(1) aR̃U(1)

G̃ 1 R̃G̃

This last U(1) ×G× G̃ gauge theory is our gauge-theoretic analogue of a classical join of

two varieties.

In passing, note that if in each of the original gauge theories, the sum of the U(1)

charges vanishes, then the same is true of the classical join of the gauge theories. In other

words, if ∑
i

(
RU(1)

)
i

= 0 =
∑
i

(
R̃U(1)

)
i
, (2.97)
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where the i index counts the components of the vectors of U(1) charges, then the sum of

the U(1) charges in the classical join also vanishes. This reflects the fact that the classical

join of two Calabi-Yau’s is another Calabi-Yau.

We shall not use this notion of joins of gauge theories, beyond the obvious application

as a realization in GLSMs of joins of geometries, but we thought it important to observe

that such a definition does exist.

3 Multi-parameter examples and homological projective duality

In this section, we will give GLSMs whose phases realize the various examples of homolog-

ical projective duality discussed in [9].

The first set of examples of homological projective duals we realize in GLSMs, in

section 3.1, do not involve joins, but will be used in subsequent join constructions. Under-

standing these examples in GLSMs also turns out to be an exercise in utilizing physical

realizations of the various embeddings described in our previous work [11].

In the next subsections, for each of the bundles E of subsection 3.1, we will construct

GLSMs describing complete intersections of the form

J ×P(∧2V5⊕VN ) PW

in joins

J = Join (G(2, 5),PE) ,

where VN is the vector space of sections of the relative hyperplane class on PE .

After performing basic consistency tests (such as verifying that the Calabi-Yau com-

plete intersection behaves like a Calabi-Yau in GLSM language), we will argue that the

phases of each GLSM include a phase describing a complete intersection of the form

J ′ ×P(∧2V ∗5 ⊕V ∗N ) PW⊥,

in joins

J ′ = Join
(
G(2, V ∗5 ),PE⊥

)
.

In each case, we will also construct a dual GLSM, and verify the same geometric inter-

pretation in each phase. This will be an exercise in strong-coupling physics of SU(2) gauge

theories: whenever a phase of one GLSM can be interpreted perturbatively, understanding

the corresponding phase of the dual GLSM will require the methods of [2].

3.1 First examples: PE ×PV PW

In this section we will describe GLSMs whose phases realize the first set of examples of

homological projective duality in [9].

Let E be a rank r bundle on Z satisfying the conditions in [9, section 2.2], including that

det E ∼= KZ . Then, from [9, proposition 2.2], the intersection of a projective embedding of

PE with r hyperplanes should be homologically projective dual to the intersection of PE⊥

with a corresponding set of hyperplanes.
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In each of the three examples discussed in [9, section 2.2], we will construct a GLSM

for PE ×PV PW , and then observe that a different phase of the same GLSM describes

PE⊥ ×PV ∗ PW⊥.

3.1.1 P2 × P2

In this section, we will describe the GLSM for the first example, and show explicitly that

phases of the GLSM correspond to the homologically-projective-dual varieties. Before

doing so, however, we will quickly review the mathematical description of the two spaces.

Consider the special case Z = P2, E = O(−1)3, V = H0(Z, E∗)∗ = C9. In this case,

the map PE = P2 × P2 → P8 proceeds via the Segre embedding:

[x1, x2, x3]× [y1, y2, y3] 7→ [xiyj ].

In the notation of [9, section 2.2], the vector subspace W ⊂ V has codimension r = 3,

dimension 9 − 3 = 6, defined by three hyperplanes, and its orthogonal complement W⊥

has dimension r = 3. The intersection of three hyperplanes in PV = P8 with the image of

PE can then be described as

PE ×PV PW. (3.1)

Following the notation of [9, section 2.2], the orthogonal bundle E⊥ is defined by

0 −→ E⊥ −→ O9 xi−→ O(+1)3 −→ 0,

where the (xα) are understood as sections of E∗. Given that

0 −→ O −→ O(1)3 −→ T −→ 0,

one has

0 −→ Ω1(1) −→ O3 −→ O(1) −→ 0,

hence it is natural to suspect in this case that E⊥ = ⊕3Ω1(1). The homologically projective

dual space, which we will see arising in another phase of the GLSM for the space (3.1), is

then

PE⊥ ×PV ∗ PW⊥. (3.2)

Next, we shall construct the corresponding GLSM. As discussed in [11], the Segre

embedding of P2 × P2 can be realized by a U(1)2 gauge theory with matter:

• 3 chiral superfields xi of charge (1, 0),

• 3 chiral superfields yj of charge (0, 1),

• 9 chiral superfields zij of charge (1, 1),

• 9 chiral superfields pij of charge (−1,−1),
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r1

II

III

r2

I

I

Figure 1. Phase diagram.

as summarized in the table below:

xi yj zij pij

U(1) 1 0 1 −1

U(1) 0 1 1 −1

together with a superpotential

W =
∑
ij

pij (zij − xiyj) . (3.3)

To describe a Calabi-Yau complete intersection of 3 hyperplanes in the image of the

Segre embedding, we add

• 3 chiral superfields qm of charge (−1,−1),

and a term to the superpotential, so that the complete superpotential now reads

W =
∑
ij

pij (zij − xiyj) +
∑
m

qmGm(z), (3.4)

where the hyperplanes are defined by {Gm = 0}. The sums of the U(1) charges of the fields

can easily be checked to vanish, so this is a Calabi-Yau.

This gives the GLSM realization of PE ×PV PW , in the notation of [9].

Now, we will show that this same GLSM contains another phase which describes

PE⊥ ×PV ∗ PW⊥,

in the notation of [9].

The U(1) charges imply that there are four phases, as illustrated in figure 1. The

D-terms are

|xi|2 + |zij |2 − |pij |2 − |qm|2 = r1,

|yj |2 + |zij |2 − |pij |2 − |qm|2 = r2. (3.5)

In particular we note that

|xi|2 − |yj |2 = r1 − r2. (3.6)
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So, depending on whether r1 > r2 or r1 < r2, not all of the xi or yi are allowed to vanish,

respectively. This implies in particular that there should be a phase boundary, spanned by

the charges of zij dividing the quadrant r1,2 > 0. Let us consider the F-terms:

Gm(z) = 0,

(zij − xiyj) = 0,

pij + qm
∂G

∂zij
= 0,

pijxi = 0,

pijyj = 0. (3.7)

Phase I corresponds to the geometry we constructed the GLSM to describe, a complete

intersection of hyperplanes in P2 × P2 which is denoted PE ×PV PW . In this phase, where

r1 � 0 and r2 � 0, neither all the xi nor all the yi can vanish, as the second F-term would

imply that zij = 0 for generic hyperplanes, which is forbidden by the D-terms. The xi and

yi then act as homogeneous coordinates on either P2 factor.

As a further result, since for generic hyperplanes the superpotential prohibits the

vanishing of all the xi and all the yi, there is no phase boundary in the first quadrant along

the line r1 = r2, unlike on the ambient space. This phase boundary of the ambient space is

lifted by the F terms. Such liftings of phase boundaries occur commonly in multi-parameter

GLSMs, and we will see this again in later examples in this paper.

Next we turn to phase III. In this phase, r2 � 0 and r1 � r2. The D terms then

imply that the {pij , qm} are not all zero, and also that the xi are not all zero. In this

phase, we interpret pij as coordinates on P8, and zij as Lagrange multipliers, then the

superpotential becomes

W =
∑
ij

zij

(
pij +

∑
m

qmG
ij
m

)
−
∑
ij

pijxiyj , (3.8)

where

Gm(z) =
∑
ij

Gijmzij .

We can interpret the second term of the superpotential,∑
ij

pijxiyj ,

as encoding the fact that in this phase, the pij couple to E⊥. To this end, note that there

are nine pij , and we can interpret the y’s as (analogues of) Lagrange multipliers enforcing

the condition that the pij are in the kernel of the map defined by the xi. (It is important

for this interpretation that the xi cannot all vanish, which is why this arises in phase III.) If

we label the two U(1) gauge symmetries by (λ, µ), then note that in the linear combination

λµ−1, the pij have zero charge, the xi have charge 1, and the yj have charge −1, consistent

with an interpretation of the pij in terms of the bundle O9.
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We can interpret the first terms of the superpotential,∑
ij

zij

(
pij +

∑
m

qmG
ij
m

)
,

as saying that the pij intersect W⊥. In the other phase, the subspace W ⊂ V was specified

by the hyperplanes {Gm(z) = 0}. In this phase, the qm act as parameters on the com-

plementary hypersurface W⊥: the codimension of W matches the dimension of W⊥. In

these terms, the zij act as (analogues of) Lagrange mulipliers, forcing the pij to match the

(images of the) qm.

Putting this together, we can interpret this second phase as the geometry

PE⊥ ×PV ∗ PW⊥,

in the notation of [9].

Phase II has a nearly identical interpretation to phase III. In phase II, one essentially

flips the interpretations of the xi and yj . The resulting geometry has the same description

as in phase III.

3.1.2 BlptP3

Next, consider the case that Z = P2, E = O(−2) ⊕O(−1), V = H0(Z, E∗)∗ = C9. In this

case, PE = BlptP3 (as will be more clear from the GLSM description).

We can write a GLSM for PE in terms of chiral fields x1, x2, x3, y1, y2, charged under

U(1)2, as follows:

U(1) x1 x2 x3 y1 y2

λ 1 1 1 −2 −1

µ 0 0 0 1 1

which explicitly realizes P (O(1)⊕O). After replacing λ with λµ2, we have the equivalent

description

U(1) x1 x2 x3 y1 y2

λµ2 1 1 1 0 1

µ 0 0 0 1 1

which makes it clear that PE is the blowup of P3 at a point.

The embedding PE → PV , defined implicitly by H0(Z, E∗), is realized as

[x1, x2, x3, y1, y2] 7→ [y1x
2
1, y1x

2
2, y1x

2
3, y1x1x2, y1x1x3, y1x2x3, y2x1, y2x2, y2x3], (3.9)

where all of the image coordinates have charge (λ, µ) = (0, 1). For simplicity, define

(fa(x, y)) =
(
y1x

2
1, y1x

2
2, y1x

2
3, y1x1x2, y1x1x3, y1x2x3, y2x1, y2x2, y2x3

)
, (3.10)

e.g. f1(x, y) = y1x
2
1. Then, a GLSM for the embedding [11] is described by adding a set of

nine pairs of fields pa, za, with charges as below

U(1) x1 x2 x3 y1 y2 za pa

λ 1 1 1 −2 −1 0 0

µ 0 0 0 1 1 1 −1
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with superpotential

W =

9∑
a=1

pa (za − fa(x, y)) . (3.11)

We can build a Calabi-Yau complete intersection in this theory as a complete intersec-

tion of two hyperplanes of degree (λ, µ) = (0, 1), i.e., linear in za. Let Gm(z) denote the

two hyperplanes, then a GLSM for this intersection is defined by the fields

U(1) x1 x2 x3 y1 y2 za pa qm FI

λ 1 1 1 −2 −1 0 0 0 rλ

µ 0 0 0 1 1 1 −1 −1 rµ

with superpotential

W =
9∑

a=1

pa (za − fa(x, y)) +
2∑

m=1

qmGm(z). (3.12)

This is the GLSM for PE ×PV PW . Let us study the phases in more detail. The charges of

the fields indicate five phases as depicted in figure 2. The D-terms are

|xα|2 − 2|y1|2 − |y2|2 = rλ,

|y1|2 + |y2|2 + |za|2 − |pa|2 − |qm|2 = rµ. (3.13)

To distinguish between phases II, III, and IV is is convenient to rewrite this as

|xα|2 − |y1|2 + |za|2 − |pa|2 − |qm|2 = rλ + rµ,

|xα|2 + |y2|2 + 2|za|2 − 2|pa|2 − |qm|2 = rλ + 2rµ. (3.14)

The F-terms are

za − fa(x, y) = 0,

Gm = 0,

pa + qm
∂Gm
∂za

= 0,

pa
∂fa
∂yi

= 0,

pa
∂fa
∂xα

= 0. (3.15)

In phase I, where rλ � 0 and rµ � 0, we have that the xα are not all zero, and

{y1, y2, za} are not all zero. From the F-terms, in this phase we recover the complete

intersection PE ×PV PW .

In phase II we have rλ � 0, rµ � 0, rλ+rµ � 0. This implies that y1,2 are not allowed

to vanish simultaneously, and also the xα and za.

Phase III is characterized by rλ � 0, rµ � 0, rλ + rµ � 0, rλ + 2rµ � 0. The D-terms

imply, among other things, that {xα, y2, za} are not allowed to vanish simultaneously, and

neither are {y1, p
a, qm} or {y1, y2}.
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rλ

rµ

I
II

IV V

III

Figure 2. Phase diagram.

In phase IV we have rλ � 0 and rλ + 2rµ � 0. In this phase, {pa, qm} and {y1,2} are

not allowed to vanish simultaneously.

In phase V with rλ � 0, rµ � 0, the D-terms imply that {xα} are not allowed to vanish

simultaneously, and {pa, qm} are not allowed to vanish simultaneously. We will argue that

this phase, phase V, describes PE⊥ ×PV ∗ PW⊥.

Write

Gm(z) =
9∑

a=1

Gamza, fa(x, y) =
∑
β

yβf
β
a (x)

where for example the fβa (x) are sections of E∗, then we can rewrite the superpotential as

W =
∑
a

za

(
pa +

∑
m

qmG
a
m

)
−
∑
a,β

yβp
afβa (x). (3.16)

We can interpret the first term as saying that the p’s lie along the hyperplanes defined

by the qm — in other words, that we are intersecting with PW⊥, as before, with the za
acting as analogues of Lagrange multipliers. (Note that this requires that the {pa, qm} not

all vanish.)

We can interpret the second term as saying that the p’s live in the kernel of the map

defined by the fβa (x), with y’s acting analogously to Lagrange multipliers. The kernel of

that map is precisely E⊥ in the notation of [9, equ’n (2.6)]:

0 −→ E⊥ −→ H0(Z, E∗)⊗OZ −→ E∗ −→ 0, (3.17)

where the map to E∗ is defined by the sections of E∗.
The reader should note that this interpretation requires that the {xα} not all vanish.

Combined with the requirement that not all the {pa, qm} vanish, we see that only phase V

can be described in this fashion.

Putting this together, we see that this phase (V) describes the geometry

PE⊥ ×PV ∗ PW⊥, (3.18)

the homological projective dual of the first phase, PE ×PV PW , as expected for phases

of a GLSM.
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3.1.3 P1 × P1 × P1

Next, consider the case that Z = P1 × P1, E = O(−1,−1)⊕2.

We can write a GLSM for PE in terms of chiral fields x1, x2, y1, y2, w1, w2, as

U(1) x1 x2 y1 y2 w1 w2

λ 1 1 0 0 −1 −1

µ 0 0 1 1 −1 −1

ν 0 0 0 0 1 1

Picking a different basis for the U(1) charges, this can be described as

U(1) x1 x2 y1 y2 w1 w2

λν 1 1 0 0 0 0

µν 0 0 1 1 0 0

ν 0 0 0 0 1 1

which makes it clear that this is P1 × P1 × P1.

The embedding PE → PV , V ∼= C8, defined implicitly by H0(Z, E∗), is realized as

[x1, x2, y1, y2, w1, w2] 7→ [xiyjwk], (3.19)

for all i, j, k ∈ {1, 2}. Note that each of the image coordinates has charge (λ, µ, ν) = (0, 0, 1).

We can realize that embedding in GLSMs [11] by adding fields zijk, p
ijk, with charges

U(1) x1 x2 y1 y2 w1 w2 zijk pijk

λ 1 1 0 0 −1 −1 0 0

µ 0 0 1 1 −1 −1 0 0

ν 0 0 0 0 1 1 1 −1

with superpotential

W =
∑
ijk

pijk (zijk − xiyjwk) . (3.20)

Finally, we can construct a Calabi-Yau as a complete intersection of the image of PE
with a pair of hyperplanes in PV . We can describe that complete intersection with the

GLSM with fields and charges as below

U(1) x1 x2 y1 y2 w1 w2 zijk pijk qm FI

λ 1 1 0 0 −1 −1 0 0 0 rλ

µ 0 0 1 1 −1 −1 0 0 0 rµ

ν 0 0 0 0 1 1 1 −1 −1 rν

with superpotential

W =
∑
ijk

pijk (zijk − xiyjwk) +
2∑

m=1

qmGm(z). (3.21)
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With increasing number of FI parameters, the phase structure becomes increasingly

complicated. For this model we will content ourselves with identifying the geometric phase

and its HPD dual. In the notation of [9], and by construction of this GLSM, we expect

one phase to be

PE ×PV PW.

To recover this phase in the moduli space of the GLSM, it is convenient to recombine the

U(1) charges as follows

U(1) x1 x2 y1 y2 w1 w2 zijk pijk qm FI

λν 1 1 0 0 0 0 1 −1 −1 rλ + rν

µν 0 0 1 1 0 0 1 −1 −1 rµ + rν

ν 0 0 0 0 1 1 1 −1 −1 rν

We immediately see that in a region inside ri � 0, the solutions of the D-term and F-term

equations lead to the expected geometry.

There is also a phase that can be interpreted as a nonlinear sigma model on the

Calabi-Yau

PE⊥ ×PV ∗ PW⊥. (3.22)

To identify this phase, it is useful to rewrite the superpotential in the form

W =
∑
ijk

zijk

(
pijk +

2∑
m=1

qmG
ijk
m

)
−
∑
ijk

pijkxiyjwk, (3.23)

where

Gm(z) =
∑
ijk

Gijkm zijk. (3.24)

We can interpret the first terms in the superpotential as saying that the pijk will lie along

W⊥, parametrized by the qm, as before, with the zijk acting as analogues of Lagrange

multipliers. Similarly, the second term can be interpreted as the statement that the pijk

are in the kernel of the map defined by the sections xiyj of E∗, with the wk acting as

analogues of Lagrange multipliers. This means that the pijk couple to E⊥, defined by

0 −→ E⊥ −→ H0(Z, E∗)⊗OZ −→ E∗ −→ 0, (3.25)

where the map to E∗ is defined by the sections of E∗.
In order for this phase to be realized we have to demand that {pijk, qm} do not vanish

simultaneously, and for the P1×P1 base to exist in the Higgs branch, we also need the {xi}
and, separately, the {yi} to not simultaneously vanish. On the other hand, the wi and zijk
are allowed to vanish. As a result, this geometry appears in a phase in the region

rν � 0, rµ � 0, rλ � 0. (3.26)
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3.2 Join(G(2, 5), P2 × P2)

3.2.1 First duality frame

In this section we will describe the GLSM for the resolved join of G(2, 5) and P2 × P2, the

first example in [9, section 3.2].

First, recall we can describe G(2, 5) as a U(2) gauge theory with five chiral multiplets

φia in the fundamental representation (i ∈ {1, · · · , 5}, a ∈ {1, 2}). We will describe P2 with

a U(1)2 gauge theory and a pair of sets of fields xα, yβ , α, β ∈ {1, 2, 3}, corresponding to

homogeneous coordinates on either factor. The P1 bundle will be described by homogeneous

coordinates z1, z2. The GLSM for the resolved join is then a U(2) × U(1)3 gauge theory

with matter

φia xα yβ z1 z2

U(2) � 1 1 det−1 1

U(1)λ 0 1 0 0 −1

U(1)µ 0 0 1 0 −1

U(1)ν 0 0 0 1 1

The line bundle L in [9, section 3] is then defined by U(1)3 charges (0, 0, 1). It is

straightforward to compute that sections of L are of the form

εabφiaφ
j
bz1, xαyβz2

These sections are in one-to-one correspondence with elements of

H0(G(2, 5),O(1))⊕H0(P2 × P2,O(1, 1)),

precisely as expected for L for G(2, 5) in the Plücker embedding and P2 × P2 in the Segre

embedding. These sections also define the projective embedding of the classical join of

G(2, 5) and P2 × P2 (with these embeddings).

Now, on the face of it, for the GLSM we have constructed so far, the Calabi-Yau

condition requires a (collection of) hypersurfaces of total charge (2, 2, 2) under the U(1)3,

and degree four under det U(2). However, this is different from the Calabi-Yau condition

described in [9]. The essential difference is that the Calabi-Yau condition described in [9]

uses relations between divisors which only exist on the Calabi-Yau, and do not extend

to the ambient space, whereas the Calabi-Yau condition above is one inherited from the

ambient space.

We saw related matters previously in section 2.4.2 in describing Calabi-Yau spaces

inside other joins, and we also again refer the reader to appendix A for a discussion of

Calabi-Yau conditions that utilize relations along the intersection that are not inherited

from the ambient space, as well as GLSM constructions to make the pertinent Calabi-Yau

condition more clear. In the present case, briefly, we can rewrite the GLSM (for generic

intersections) so as to make the pertinent Calabi-Yau condition more clear, by blowing

down the resolved join to a classical join.
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We will do this by rewriting the GLSM, by eliminating z1,2 and a pair of U(1) gauge

symmetries. Consider a linear combination of the U(1) charges:

φia xα yβ z1 z2

U(2) � 1 1 det−1 1

U(1)λµ 0 1 1 0 −2

U(1)λµ−1 0 1 −1 0 0

U(1)ν 0 0 0 1 1

In terms of these linear combinations, we see that, schematically, Dν ≡ 2Dλµ, and

Dν ≡ Ddet.

Before blowing down, let us write the data above in terms of SU(2) × U(1) represen-

tations. In other words, mechanically we use the fact that

U(2) =
SU(2)×U(1)det

Z2
, (3.27)

and then write the defining representations in terms of SU(2)×U(1)det instead of U(2). In

this language, the data above becomes

φia xα yβ z1 z2

SU(2) � 1 1 1 1

U(1)det 1 0 0 −2 0

U(1)λµ 0 1 1 0 −2

U(1)λµ−1 0 1 −1 0 0

U(1)ν 0 0 0 1 1

If we blowdown the divisor {z1 = 0}, eliminating U(1)ν , we get

φia xα yβ z2

SU(2) � 1 1 1

U(1)det 1 0 0 +2

U(1)λµ 0 1 1 −2

U(1)λµ−1 0 1 −1 0

Blowing down {z2 = 0}, or equivalently, eliminating z1, z2, U(1)λµ, and U(1)ν from

the original set, the GLSM field and gauge content reduces to

φia xα yβ

SU(2) � 1 1

U(1)det 1 1 1

U(1)λµ−1 0 1 −1

Now, technically, the matter fields above are inconsistent with gauge group U(2) ×
U(1)λµ−1 : the x and y fields are only in well-defined representations of SU(2) × U(1)2. In

particular, because they are invariant under SU(2) but of charge 1 under U(1)det, they do
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not descend to U(2) representations. To fix this problem, we will take the gauge group of

the GLSM for the classical join to be SU(2) ×U(1)2 instead of U(2)×U(1).

The sum of the field charges under U(1)λµ−1 vanishes, so the Calabi-Yau condition in

this new GLSM is now completely determined by U(1)det. Following standard procedures,

we see that for a Calabi-Yau complete intersection, the sum of the degrees of the hyper-

surfaces under U(1)det must be 5(2) + (3) + (3) = 16, and hyperplanes would be linear in

the field combinations

εabφiaφ
j
b, xαyβ ,

which both transform with charge 2 under U(1)det. An intersection of 8 hyperplanes

should therefore be Calabi-Yau, which precisely duplicates the Calabi-Yau condition for

this join stated in [9]. Furthermore, for generic hyperplanes in the field combinations above,

the complete intersection will not intersect the singularities of the join, much as we saw

previously in discussions of e.g. G(2, 5) ∩G(2, 5).

To realize a complete intersection of eight hyperplanes, we add eight fields qm, m ∈
{1, · · · , 8}, as

φia xα yβ qm FI

SU(2) � 1 1 1 —

U(1)det 1 1 1 −2 r1

U(1)λµ−1 0 1 −1 0 r2

along with a superpotential

W =
∑
m

qmGm

(
εabφiaφ

j
b, xαyβ

)
, (3.28)

where the Gm’s are linear in the field combinations above, i.e.

Gm =
∑
ij

aij,mε
abφiaφ

j
b +

∑
α,β

bαβ,mxαyβ . (3.29)

(Mathematically, for generic hyperplanes mixing

εabφiaφ
j
b, xαyβ ,

we expect the hyperplanes will not intersect the singularities in the ambient join.) The

D-term equations are

φφ† =
1

2
|φia|2,

|φia|2 + |xα|2 + |yα|2 − 2|qm|2 = r1 ≡ rdet,

|xα|2 − |yβ |2 = r2 ≡ rλµ−1 . (3.30)

The F-term equations are

Gm(εabφiaφ
j
b, xαyβ) = 0,

qmaij,mε
abφbj = 0,

qmb
αβ,mxα = 0,

qmb
αβ,myβ = 0. (3.31)
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r2

r1

I

III

II

Figure 3. Phase diagram.

The gauge charges encode the classical phase diagram that one obtains by solving the

D-term equations. However, we assume that we have generic hypersurfaces, which do not

intersect the singularities of the join, and so in particular does not intersect a region where

either all the xα = 0 or yβ = 0, and so the phase boundary along the positive r1 axis is lifted

by the superpotential. (Indeed, at any of this loci, the F-terms would describe a complete

intersection of codimension 8 in G(2, 5) which would imply φi = 0 which is forbidden by

the SU(2) D-term.) This lifts the phase boundary along r1 > 0. The remaining boundaries

are along r1 = ±r2, for r1 > 0, and along the negative r1 axis. The classical phase diagram

is depicted in figure 3.

First we consider phase I, where r1 > |r2| � 0. If r2 � 0, then one D-term equation

implies that not all xα can vanish, and in addition,

|φai |2 + 2|yα|2 − 2|qm|2 = r1 − r2, (3.32)

so we see that the φ and yβ also cannot all vanish. Similarly, if r2 � 0, then not all the yβ
can vanish, and in addition,

|φai |2 + 2|xα|2 − 2|qm|2 = r1 + r2, (3.33)

so we see that the φ and xα also cannot all vanish. This is, in any event, the geometric

phase we built the GLSM to describe, namely

J ×P(∧2V5⊕VN ) PW,

in the notation of [9], a complete intersection in the join

J = Join (G(2, 5),PE) = Join
(
G(2, 5),P2 × P2

)
.

Now, let us turn our attention to phase II, in which r2 � 0 but r1 < r2. We will argue

that this phase describes the geometry

J ′ ×P(∧2V ∗5 ⊕V ∗N ) PW⊥,

a Calabi-Yau complete intersection in the join

J ′ = Join
(
G(2, V ∗5 ),PE⊥

)
.
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In this phase, the D terms imply that not all the xα vanish and that not all the qm
vanish. As a result, the {qm} act like homogeneous coordinates on P7. The superpotential

can be rewritten in the form

W =
∑
ij

εabφiaφ
j
b

(∑
m

qmGm,ij

)
+
∑
α,β

xαyβ

(∑
m

qmG
αβ
m

)
, (3.34)

where

Gm = Gm,ijε
abφiaφ

j
b + Gαβm xαyβ . (3.35)

The second term in the superpotential,

∑
α,β

xαyβ

(∑
m

qmG
αβ
m

)
, (3.36)

provides three constraints on the qm. Specifically, much as in section 3.1.1, we can interpret

the yβ as analogues of Lagrange multipliers, requiring∑
m

qmG
αβ
m

to be in the kernel of the map defined by the xα, and so couple to E⊥.

The first term in the superpotential is a mass matrix for the φia. We can interpret

Aij ≡
∑
m

qmGm,ij (3.37)

as an antisymmetric 5× 5 matrix, encoding the masses of the φ fields. Our analysis of this

term then closely follows the analysis of the Rødland example in [2]. Since antisymmetric

matrices have even rank, its rank must be one of {4, 2, 0}. Over loci where it has rank

4, there is only one massless doublet of SU(2), so there are no vacua, following [2]. Over

loci where it has rank 2, there are three doublets, which correspond to a single vacuum,

following [2]. Thus, due to this mass matrix, we are effectively restricting to loci in the

space of qm (P7) where the matrix (Aij) has rank 2. There are eight qm, but, the low-

energy limit of the second superpotential term imposes three constraints, so overall the

qm represent five degrees of freedom. The locus over which (Aij) has rank two, over a

five-dimensional space, is the space denoted Pf(5) in [18, section 4.2.2], which is (the dual

of) the Grassmannian G(2, 5), which following [9] we will denote G(2, V ∗5 ), where V5 is a

five-dimensional vector space.

Letting J ′ denote Join(G(2, 5),PE⊥), since the qm parametrize W⊥, altogether the

GLSM is describing in this phase

J ′ ×P(∧2V ∗5 ⊕V ∗N ) PW⊥,

where V ∗N ′ denotes the vector space with monomial basis {xαyβ}.
Phase III is very similar to phase II. Here, since r2 � 0, the yβ do not all vanish. The

analysis is largely identical to that of phase II, but exchanging xα with yβ . In particular, the
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yβ now serve as the base space of the bundle E . The final resulting geometry is otherwise

the same as that of phase II. This is in agreement with [9] where a discussion of the mirror

reveals three large complex structure points, two of which correspond to the same geometry.

We now complete our analysis by discussing the Coulomb and mixed branches of the

GLSM. The effective potential on the Coulomb branch is given by (2.32). In our case

we get

Weff = −t1σ1 − t2σ2 − 5 (σ1 + σ0) [ln (σ1 + σ0)− 1]− 5 (σ1 − σ0) [ln (σ1 − σ0)− 1]

−3 (σ1 + σ2) [ln (σ1 + σ2)− 1]− 3 (σ1 − σ2) [ln (σ1 − σ2)− 1]

−8 (−2σ1) [ln (−2σ1)− 1] . (3.38)

The critical locus is at

e−t1 =
1

216

(σ1 + σ0)5(σ1 − σ0)5(σ1 + σ2)3(σ1 − σ2)3

σ16
1

,

e−t2 =
(σ1 + σ2)3

(σ1 − σ2)3
,

(σ1 + σ0)5

(σ1 − σ0)5
= 1. (3.39)

Defining z = σ0/σ1 and w = σ2/σ1 this can be written as

e−t1 =
1

216
(1 + z)5(1− z5)(1 + w)3(1− w)3,

e−t2 =
(1 + w)3

(1− w)3
,

(1 + z)5

(1− z)5
= 1. (3.40)

The last equation can be solved explicitly and inserted into the remaining two equations

which then only depend on w. Furthermore we note

e−t1−t2 = (1± z)10(1 + w)6, e−t1+t2 = (1± z)10(1− w)6. (3.41)

Specific values of w correspond to limiting regions which determine the legs of the amoeba

that maps out the “quantum” phase diagram. At w = 1 we recover the phase boundary at

r1 = −r2 > 0. To see this, we observe that at this locus

e−t1 = 0, e−t2 →∞, e−t1−t2 = const., e−t1+t2 = 0. (3.42)

This implies that r1 → ∞ and r2 → −∞ while r1 ∼ −r2. Similarly, w = −1 corresponds

to r1 = r2 > 0. Indeed, in this case

e−t1 = 0, e−t2 → 0, e−t1−t2 = 0, e−t1+t2 = const. (3.43)

Hence, we get r1 ∼ r2 → ∞. Finally, w → ∞ gives the phase boundary at r1 < 0, r2 = 0,

due to

et1 →∞, e−t2 → const., e−t1−t2 →∞, e−t1+t2 →∞. (3.44)

Let also show that the phase boundary at r1 > 0 is lifted also at the quantum level.

The extra boundary must be encoded in a mixed branch, where only a subgroup of the

maximal torus of G is preserved. In more complicated examples it is non-trivial to see
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which combination of U(1)s gives a non-trivial contribution to the discriminant. In our

case, the additional contribution hides in the case where U(1)λµ−1 is unbroken and σ2 and

all the fields that are not charged under U(1)λµ−1 are large. Following [30] (see also [31] for

the notation we are using), we write σ2 ≡ σL for the σ-fields that take large values in the

unbroken maximal torus of the gauge group. Next, we divide the matter fields into (φ̇, φ̂),

where φ̂ receive mass by σL and the φ̇ do not. Also the remaining σ fields are divided into

(σ̇, σ̂), depending on whether they receive mass by σL or not. The massive fields can be

integrated out. The low-energy theory has a scalar potential

Ueff =
1

2

(
|Q̇(σ̇)φ̇|2 + |Q̇( ˙̄σ)φ̇|2

)
+
e2

eff

2

(
µeff(φ̇)− reff

)2
+ |dW (φ̇)|2, (3.45)

where W (φ̇) means restriction to φ̇ and reff(σ̇, σL) is the real part of teff = −dWeff , i.e.

teff,i = ti + Q̂i ln Q̂(σ), (3.46)

where Q̂ denotes the gauge charges of the massive fields φ̂i.

In this particular example we have φ̇ = {φia, qm} and φ̂ = {xα, yβ}. Furthermore we

have σ̇ = σ0, σ2 ≡ σL and σ̂ = {σ1}. We find

Ueff =
1

2

(
|(σ0 + σ1)φi1|2 + |(−σ0 + σ1)φi2|2 + | − 2σ1qm|2 + (σi → σ̄i)

)
+

1

2

∑
a,b

e2
eff,a,b(µeff,a − reff,a)(µeff,b − reff,b) + |dW (φia, qm)|2. (3.47)

The effective D-terms are

µeff,0 = φφ† − 1

2
|φia|2,

µeff,1 = |φia|2 − 2|qm|2,
µeff,2 = 0. (3.48)

The effective couplings are

teff,1 = t1 + 3 ln(σ1 + σ2) + 3 ln(σ1 − σ2),

teff,2 = t2 + 3 ln(σ1 + σ2)− 3 ln(σ1 − σ2). (3.49)

The minimum is at σ0 = σ1 = 0. The values for r1 remain unconstrained whereas r2 = 0

and θ2 = π. This would imply that the mixed branch accounts for the phase boundaries

along the r1-axis. The situation is depicted in figure 4. However, in order to obtain

Ueff = 0 one also has to satisfy dW (φ̇) = 0. This in particular implies that qm = 0 which is

in contradiction with the D-term µeff,1 = teff,1, since the left-hand side is positive definite

while the right-hand side is not.

3.2.2 Analysis of dual gauge theory

Now, let us consider a dual of this GLSM, dualizing the SU(2) factor in the gauge group.

We will re-examine the geometric interpretations and come to the same conclusions as
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r2

r1

r2

r1

Figure 4. Components of the discriminant. The mixed branch (right) gets lifted by the superpo-

tential.

in the previous section, albeit with the twist that geometries that arose via perturbative

physics in the previous duality frame will here arise via the strong-coupling physics of [2],

and conversely.

From [5, section 5.6], for an odd number N ≥ k + 3 massless fundamentals, there is

a duality between an Sp(k) gauge theory with N fundamentals φi, and an Sp(N − k − 1)

gauge theory with N fundamentals ϕi, (1/2)N(N − 1) singlets bij = −bji (dual to the

baryons of the original theory), with a superpotential

W =
∑
ij

bij [ϕiϕj ] =
∑
ij

∑
ab

bijϕaiϕ
b
jJab,

where J is the (N − k − 1)× (N − k − 1) symplectic form

J =

[
0 1

−1 0

]
.

In the present case, we have an SU(2) = Sp(2) gauge theory with five fundamentals, so

k = 2, N = 5, and N − k− 1 = 2, so the dual gauge theory is another SU(2) gauge theory

with five fundamentals ϕi, plus ten SU(2) singlets bij and superpotential given above. Also,

for SU(2), we can identify Jab = εab.

The dual theory can therefore be described by the following fields:

ϕai bij xα yβ qm

SU(2) � 1 1 1 1

U(1)1 −1 +2 1 1 −2

U(1)2 0 0 1 −1 0

with the superpotential

W =
∑
m

qmGm
(
bij , xαyβ

)
+
∑
ij

∑
ab

bijϕaiϕ
b
jεab, (3.50)

where the bij of the dual theory are related to the φia of the original theory by

bij = εabφiaφ
j
b, (3.51)
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and for SU(2), we have identified Jab = εab. We identify U(1)1 with det U(2) of the original

gauge theory. The U(1)1,2 charges of ϕai were determined from self-consistency of the last

term in the superpotential.

First, let us consider phase I, in which r1 > |r2| � 0. In this page, the {bij , xα, yβ}
are not4 all zero. Since the superpotential forbids the locus x = y = 0, there is no phase

boundary at r1 > 0, in agreement with the original model.

The first term of the superpotential,∑
m

qmGm
(
bij , xαyβ

)
, (3.52)

restricts us to the locus where all the hyperplanes Gm vanish, as is typical for GLSMs for

complete intersections.

Understanding the second term of the superpotential in this phase in this duality frame

will require us to use strong-coupling physics from [2]. Working in a Bohr-Oppenheimer

approximation, we interpret the second term of the superpotential,∑
ij

∑
ab

bijϕaiϕ
b
jεab, (3.53)

in terms of a mass matrix for the ϕ over the space of bij . Our analysis then follows that of

the Rødland example in [2]. This mass matrix, (bij), is (trivially) linear in the bij . As it is

an antisymmetric 5×5 matrix, it can have rank 4, 2, or 0. If it has rank 4, then there is one

massless SU(2) doublet, and hence no supersymmetric vacua, following [2]. If it has rank

2, then there are three massless SU(2) doublets, and there is one supersymmetric vacuum,

following [2].

Now, one description of the Grassmannian G(2, 5) [18, section 4.2.2] is as the subset

of the space of (bij) such that the skew-symmetric matrix (bij) has rank 2. Thus, we see

that the second term of the superpotential is restricting the {bij} to a copy of G(2, 5).

The interpretation of the first term is now straightforward: it is describing a complete

intersection inside the product of G(2, 5) and the space of xαyβ . As a result, this phase of

the GLSM should be interpreted, in the notation of [9], as

J ×P(∧2V5⊕VN ) PW,

where J is the join

J = Join
(
G(2, 5),P2 × P2

)
,

as expected, matching the geometry of the corresponding phase of the dual gauge theory.

Now, let us turn to phase II, where r2 � 0 and r1 < r2. From the D terms, not all of

the xα can vanish, and separately, not all of the qm and ϕai can vanish. If we expand

Gm
(
bij , xαyβ

)
=
∑
ij

Gm,ijb
ij +

∑
α,β

Gαβm xαyβ , (3.54)

4Strictly speaking, if r2 � 0, then the xα cannot all vanish and {bij , yβ} cannot vanish, and if r2 � 0,

then the yβ cannot all vanish and {bij , xα} cannot vanish.
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then we can write the superpotential as

W =
∑
ij

bij

(∑
m

qmGm,ij +
∑
ab

εabϕ
a
iϕ

b
j

)
+
∑
α,β

∑
m

qmG
αβ
m xαy

β . (3.55)

From the second term in the superpotential,∑
α,β

∑
m

qmG
αβ
m xαy

β , (3.56)

we see that the qm couple to E⊥. If r2 � 0, then we can interpret the yβ as analogues of

Lagrange multipliers, which force the linear combinations∑
m

qmG
αβ
m

to lie in the kernel of the map defined by xα, hence couple to E⊥. (If r2 � 0, the same

remarks apply after swapping the interpretation of xα and yβ .)

Similarly, the first term in the superpotential,

∑
ij

bij

(∑
m

qmGm,ij +
∑
ab

εabϕ
a
iϕ

b
j

)
, (3.57)

identifies the linear combinations ∑
m

qmGm,ij

with the image of the Plücker embedding of G(2, 5). Since this model was obtained by

dualizing, relative to the first duality frame we can identify this G(2, 5) with G(2, V ∗5 ), the

‘dual’ Grassmannian to that appearing earlier.

Altogether, this means that this phase of the GLSM can be identified with

J ′ ×P(∧2V ∗5 ⊕V ∗N) PW
⊥,

in the notation of [9], where J ′ is the join

J ′ = Join
(
G(2, V ∗5 ),PE⊥

)
.

As before, the analysis of phase III is nearly identical to the analysis of phase II, merely

swapping the roles of xα and yβ . The geometric interpretation is the same.

3.3 Join(G(2, 5),BlptP3)

In this section we will build a GLSM description of the second of the examples of joins

discussed in [9], namely

Join
(
G(2, 5),BlptP3

)
and Calabi-Yau complete intersections therein.
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3.3.1 First duality frame

Proceeding as before, we can write down the GLSM for the resolved join immediately, as

a P1 bundle over the product. This GLSM is a U(2) × U(1)3 gauge theory with fields

as follows:
φia xα y1 y2 z1 z2

U(2) � 1 1 1 det−1 1

U(1)λ 0 1 −2 −1 0 0

U(1)µ 0 0 1 1 0 −1

U(1)ν 0 0 0 0 1 1

where α ∈ {1, 2, 3}, i ∈, {1, . . . , 5}, and a ∈ {1, 2}.
The projective embedding of BlptP3 is defined by a line bundle L whose sections have

U(1)2 charges (λ, µ) = (0, 1), as discussed in section 3.1.2, which defines the divisor H2

of [9] (by the same charge assignments) and the U(1) charges of z2.

We can perform a blowdown of the divisor {z1 = 0}, eliminating z1 and U(1)ν , to get

φia xα y1 y2 z2

U(2) � 1 1 1 det

U(1)λ 0 1 −2 −1 0

U(1)µ 0 0 1 1 −1

If we next blowdown the divisor {z2 = 0}, eliminating U(1)µ, we get

φia xα y1 y2

U(2) � 1 det det

U(1)λ 0 1 −2 −1

The sum of charges under U(1)λ vanishes, so the Calabi-Yau condition in this new

GLSM is completely determined by det U(2). Following standard procedures, we see that

for a Calabi-Yau complete intersection, the sum of the degrees of the hypersurfaces under

det U(2) must be 5 + 1 + 1 = 7, with hyperplanes linear in the field combinations

εabφiaφ
j
b, xα1xα2y1, xαy2,

all of which transform with charge 1 under det U(2). This precisely duplicates the Calabi-

Yau condition for the join stated in [9]. Furthermore, for generic hyperplanes, the Calabi-

Yau should not intersect the singularities of the join.

Putting this together, we can describe a complete intersection of seven hyperplanes in

the join above as a GLSM with fields

φia xα y1 y2 qm FI

U(2) � 1 det det det−1 r

U(1)λ 0 1 −2 −1 0 r3

with superpotential

W =
∑
m

qmGm

(
εabφiaφ

j
b, xα1xα2y1, xαy2

)
, (3.58)
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I

V

II

III

IV

Figure 5. Phase diagram.

where m ∈ {1, · · · , 7} and

Gm =
∑
ij

aij,mε
abφiaφ

j
b +

∑
α1α2

bα1α2,mxα1xα2y1 +
∑
α

cα,mxαy2. (3.59)

The D-term equations are ∑
α

|xα|2 − 2|y1|2 − |y2|2 = r3,

φφ† + |y1|21 + |y2|21−
∑
m

|qm|21 = r1. (3.60)

The F-term equations are

Gm(εabφiaφ
j
b, xα1xα2y1, xαy2) = 0,

qmaij,mε
abφjb = 0,

qm(bα1α2,mxα2y1 + cα1,my2) = 0,

qmbα1α2,mxα1xα2 = 0,

qmcα,mxα = 0. (3.61)

The gauge charges of the fields suggest a phase diagram with five phases as depicted

in figure 5.

The phase boundaries are along the positive r and r3 axes, along the negative r axis,

and along the lines r3 = −2r and r3 = −r in the fourth quadrant. We will not try to

systematically describe every phase here, but will instead outline highlights so that we can

focus on the phases pertinent to our physical realization of homological projective duality.

First we consider phase I, where r � 0 and r3 � 0, the first quadrant of the phase

diagram. Since r3 � 0, the xα are not all zero, and since r � 0, φ and the yi cannot all

vanish. This phase describes the space we constructed the GLSM to describe, namely

J ×P(∧2V5⊕VN ) PW

in the join

J = Join (G(2, 5),PE) = Join
(
G(2, 5),BlptP3

)
,
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in the notation of [9]. The observant reader will note that for generic hypersurfaces, which

we assume, this will not intersect the rank 0, 1 loci of φ.

Next, consider phase II, where r � 0 and r3 � 0. Since r3 � 0, the xα are not all

zero, and since r � 0, the qm are not all zero.

In this phase, it will be useful to rewrite the superpotential (3.58) in the form

W =
∑
ij

∑
m

qmGm,ijε
abφiaφ

j
b +

∑
α1α2

xα1xα2y1

(∑
m

qmG
α1α2
m

)

+
∑
α

xαy2

(∑
m

qmG
α
m

)
, (3.62)

where

Gm

(
εabφiaφ

j
b, xα1xα2y1, xαy2

)
=
∑
ij

Gm,ijε
abφiaφ

j
b +

∑
α1α2

Gα1α2
m xα1xα2y1

+
∑
α

Gαmxαy2. (3.63)

The second and third terms in the superpotential above,

∑
α1α2

xα1xα2y1

(∑
m

qmG
α1α2
m

)
+
∑
α

xαy2

(∑
m

qmG
α
m

)
, (3.64)

describe ∑
m

qmG
α1α2
m ,

∑
m

qmG
α
m

as lying in the kernel of the map defined by {xα1xα2 , xα}, and so they couple to E⊥, as

in section 3.1.2. (The reader should note that this conclusion requires the xα to not all

vanish, and so is only valid when r3 � 0.)

The first term in the superpotential,∑
ij

∑
m

qmGm,ijε
abφiaφ

j
b, (3.65)

describes a mass matrix for the φ fields, with mass matrix given specifically as the anti-

symmetric 5× 5 matrix with components

Aij =
∑
m

qmGm,ij . (3.66)

Since this matrix is antisymmetric, its rank is one of {4, 2, 0}, corresponding to one, three, or

five massless doublets, respectively. Working locally in a Born-Oppenheimer approximation

on the space of qm, from the strong-coupling analysis of [2], if there is one massless doublet,

the theory has no supersymmetric vacua. If it has three massless doublets, it will have one

supersymmetric vacuum. Thus, due to this mass matrix, we are effectively restricting to

loci in the space of qm (P6) where the matrix (Aij) has rank two. There are seven qm,

– 50 –



J
H
E
P
1
2
(
2
0
1
9
)
0
9
6

but the low-energy limit of the second and third terms in the superpotential each impose

a single constraint on the qm on vacua, so overall the qm represent five degrees of freedom

along vacua. The locus over which (Aij) has rank two, over a five-dimensional space, is the

space denoted Pf(5) in [18, section 4.2.2], which is (the dual of) the Grassmannian G(2, 5),

which following [9] we will denote G(2, V ∗5 ), where V5 is a five-dimensional vector space.

Letting J ′ denote Join(G(2, 5),PE⊥), since the qm parametrize W⊥, altogether the

GLSM is describing in this phase

J ′ ×P(∧2V ∗5 ⊕V ∗N) PW
⊥,

in the notation of [9], exactly as expected.

The other phases are not germane to this discussion, so we only summarize a few

highlights briefly. First, note that the interpretation of the second join requires both not

all xα to vanish and not all qm to vanish, and so this description is only valid for phase

II. For example, in phases IV and V, the yi are not allowed to vanish (since r3 � 0), so

as r � 0, the matrix φφ† need not necessarily have full rank. This potentially implies a

singularity, and suggests that phases IV and V describe a singular theory. In phase III,

one can set xα = 0 and φ = 0, but one must keep at least one of the yi non-zero. The third

F-term then gives three conditions on q and y2. This seems to be a valid vacuum manifold,

whose details we will not explore here.

Finally, for completeness, we discuss Coulomb and mixed branches. The effective

potential on the Coulomb branch is

Weff = −t (σ1 + σ2)− t3σ3 − 5σ1 [lnσ1 − 1]− 5σ2 [lnσ2 − 1]

−3σ3 [lnσ3 − 1]− (σ1 + σ2 − 2σ3) [ln (σ1 + σ2 − 2σ3)− 1]

− (σ1 + σ2 − σ3) [ln (σ1 + σ2 − σ3)− 1]

+7 (σ1 + σ2) [ln (−σ1 − σ2)− 1] + iπ (σ1 + σ2) . (3.67)

The critical locus is at

e−t =
σ5

1(σ1 + σ2 − 2σ3)(σ1 + σ2 − σ3)

(σ1 + σ2)7
=
σ5

2(σ1 + σ2 − 2σ3)(σ1 + σ2 − σ3)

(σ1 + σ2)7
,

e−t3 =
σ3

3

(σ1 + σ2 − 2σ3)2(σ1 + σ2 − σ3)
. (3.68)

Defining as before z = σ2/σ1, w = σ3/σ1, we can write this as

e−t =
(1 + z − 2w)(1 + z − w)

(1 + z)7
=

(1
z + 1− 2w

z )(1
z + 1− w

z )

(1
z + 1)7

,

e−t3 =
1

( 1
w + z

w − 2)2( 1
w + z

w − 1)
, z5 = 1. (3.69)

The following combinations are also of interest

e−t−t3 =
w3

(1 + z)7(1 + z − 2w)
, e−2t−t3 =

w3

(1 + z)7(1 + z − 2w)
. (3.70)
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First we note that we have to exclude solutions with z = 1 because this is fixed under the

U(2) Weyl group action. We consider z to be any other fifth root of unity and discuss

various values of w. The first case is w = 0 where

e−t = const., e−t3 = 0. (3.71)

The gives the positive r3-axis and thus the phase boundary spanned by the charge vector

of xα. Next, we consider w = 1 + z. Here we find

e−t = 0, e−t3 → −∞, e−2t+t3 = 0, e−t−t3 = const. (3.72)

This gives the phase boundary along r3 = −r spanned by the charges of y2. For w = 1
2(1+z)

one has

e−t = 0, e−t3 →∞, e−t−t3 →∞, e−2t−t2 = const. (3.73)

This encodes the phase boundary r3 = −2r spanned by the charge vector of y1. Finally,

we can consider w →∞, where we have

e−t →∞, et3 = const. (3.74)

This covers the phase boundary spanned by the charges of the qm: r3 = const., r → −∞.

What is missing is the boundary on the positive r-axis. This must be encoded in a mixed

branch. The calculation is very similar to the previous example. On the mixed branch

U(1)λ remains unbroken. We have φ̇ = {φia, qm} and φ̂ = {xα, y1, y2}. Furthermore,

σ̇ = σ3 ≡ σL and σ̂ = {σ1, σ2}. The effective potential is

Ueff =
1

2

(
|σ1φ

i
1|2 + |σ2φ

i
2|2 + |(−σ1 − σ2)qm|2 + (σi → σ̄i)

)
+

1

2

∑
a,b

e2
eff,a,b(µeff,a − reff,a)(µeff,b − reff,b) + |dW (φia, qm)|2. (3.75)

The effective D-terms are

µeff,U(2) = φφ† −
∑
m

|qm|21− r1,

µeff,3 = 0. (3.76)

The effective couplings are

teff,U(2) = t1 + ln (σ1 + σ2 − 2σ3)1 + ln (σ1 + σ2 − σ3)1,

teff,2 = t3 + 3 ln (σ3)− 2 ln (σ1 + σ2 − 2σ3)− ln (σ1 + σ2 − σ3) . (3.77)

The minimum is at σ1 = σ2 = 0, r remains unconstrained, while r3 = 0 and θ3 = π. The

two components of the discriminant are depicted in figure 6.
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Figure 6. Components of the discriminant.

3.3.2 Analysis of dual gauge theory

As mentioned previously, there is a duality [5, section 5.6] between an SU(2) gauge the-

ory with five fundamentals φ, and an SU(2) gauge theory with five fundamentals ϕ,

(1/2)(5)(4) = 10 singlets bij = −bji, and a superpotential

W =
∑
ij

∑
ab

bijϕaiϕ
b
jεab.

In the present case, this means that the dual to the theory of the previous subsection

is defined by fields

ϕai bij xα y1 y2 qm

SU(2) � 1 1 1 1 1

U(1)1 −1 2 0 2 2 −2

U(1)λ 0 0 1 −2 −1 0

with the superpotential

W =
∑
m

qmGm
(
bij , xα1xα2y1, xαy2

)
+
∑
ij

∑
ab

bijϕaiϕ
b
jεab, (3.78)

following the same pattern as in section 3.2.2. The gauge group is

SU(2)×U(1)1

Z2
×U(1)λ. (3.79)

The gauge factor U(1)1 corresponds to det U(2) in the previous duality frame. It is straight-

forward to check that the sums of all charges for each U(1) vanish, consistent with the

statement that this GLSM describes a Calabi-Yau.

Now, let us analyze the GLSM in phase I.

The first term of the superpotential,∑
m

qmGm
(
bij , xα1xα2y1, xαy2

)
, (3.80)

restricts us to the intersection of the hyperplanes {Gm = 0}, as is typical for GLSMs for

complete intersections.
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We can understand the second term of the superpotential,∑
ij

∑
ab

bijϕaiϕ
b
jεab, (3.81)

as a mass matrix for the ϕ over the space of bij . As the mass matrix is an antisymmetric

5× 5 matrix, it can have rank 4, 2, or 0. If it has rank 4, then there is one massless SU(2)

doublet, which means no supersymmetric vacua (working locally on the space of bij in a

Born-Oppenheimer approximation), following [2]. If it has rank two, then there are three

massless doublets, and one supersymmetric vacuum. The subset of the space of {bij} over

which the skew-symmetric matrix (bij) has rank 2 is precisely G(2, 5) [18, section 4.2.2].

Putting this together, we see that the first superpotential term is describing a complete

intersection in a product of G(2, 5) and the space of xα1xα2y1, xαy2. This is precisely the

complete intersection

J ×P(∧2V5⊕VN ) PW

in the join

J = Join (G(2, 5),PE) = Join
(
G(2, 5),BlptP3

)
,

in the notation of [9]. As expected, this geometry matches that of the corresponding phase

of the dual gauge theory.

Now, let us turn to phase II. In this phase, not all of the qm and ϕai vanish. If we expand

Gm
(
bij , xα1xα2y1, xαy2

)
=
∑
ij

Gm,ijb
ij +

∑
α1,α2

Gα1α2
m xα1xα2y1 +

∑
α

Gαmxαy2, (3.82)

then we can write the superpotential (3.78) as

W =
∑
ij

bij

(∑
m

qmGm,ij +
∑
ab

εabϕ
a
iϕ

b
j

)
+
∑
α1,α2

∑
m

qmG
α1α2
m xα1xα2y1

+
∑
α

∑
m

qmG
α
mxαy2. (3.83)

From the second and third terms in the superpotential,∑
α1,α2

∑
m

qmG
α1α2
m xα1xα2y1 +

∑
α

∑
m

qmG
α
mxαy2, (3.84)

the y act analogously to Lagrange multipliers, forcing the qm to be in the kernel of the

map defined by (xα1xα2 , xα), and hence couple to E⊥, in the notation of [9].

Similarly, the first superpotential terms

∑
ij

bij

(∑
m

qmGm,ij +
∑
ab

εabϕ
a
iϕ

b
j

)
(3.85)

can be interpreted as imposing a set of constraints on the low-energy theory, in which the

linear combinations ∑
m

qmGm,ij
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are identified with the image of the Plücker embedding of G(2, 5). (The bij act analogously

to Lagrange multipliers.) Since this model was obtained by dualizing relative to the first

duality frame, we can identify this G(2, 5) with G(2, V ∗5 ), the ‘dual’ Grassmannian to that

appearing earlier.

Altogether, this means that this phase of the GLSM can be identified with

J ′ ×P(∧2V ∗5 ⊕V ∗N) PW
⊥,

in the notation of [9], where J ′ is the join

J ′ = Join
(
G(2, V ∗5 ),PE⊥

)
.

3.4 Join(G(2, 5), P1 × P1 × P1)

In this section we will build a GLSM description of the third of the examples of joins

discussed in [9], namely

Join
(
G(2, 5),P1 × P1 × P1

)
and Calabi-Yau complete intersections therein.

3.4.1 First duality frame

Proceeding as before, we can write down the GLSM for the resolved join immediately, as

a P1 bundle over the product. This GLSM is a U(2) × U(1)4 gauge theory with fields as

follows:

φia x0,1 y0,1 w0,1 z1 z2

U(2) � 1 1 1 det−1 1

U(1)λ 0 1 0 −1 0 0

U(1)µ 0 0 1 −1 0 0

U(1)ν 0 0 0 1 0 −1

U(1)ρ 0 0 0 0 1 1

The line bundle L in [9] is then defined by U(1)4 charges (0, 0, 0, 1). It is straightforward

to compute that sections of L are of the form

εabφiaφ
j
bz1, xαyβwγz2.

Blowing down the divisor {z1 = 0}, by removing z1 and the last U(1), this becomes

φia x0,1 y0,1 w0,1 z2

U(2) � 1 1 1 det

U(1)λ 0 1 0 −1 0

U(1)µ 0 0 1 −1 0

U(1)ν 0 0 0 1 −1
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Blowing down the divisor {z2 = 0}, by removing z2 and the third U(1), this becomes

φia x0,1 y0,1 w0,1

U(2) � 1 1 det

U(1)λ 0 1 0 −1

U(1)µ 0 0 1 −1

A Calabi-Yau complete intersection will contain hypersurfaces charged only under det

U(2), as the sums of the charges under the other two U(1)s vanish. Specifically, a complete

intersection of seven hyperplanes, of charge 1 under det U(2), will be Calabi-Yau, agreeing

with the statements in [9]. As before, for generic hyperplanes, the resulting Calabi-Yau

will not intersect the singularities of the join.

Such a theory, describing a complete intersection of seven hyperplanes in the join

above, is described by the fields

φia x0,1 y0,1 w0,1 qm FI

U(2) � 1 1 det det−1 r

U(1)λ 0 1 0 −1 0 rλ

U(1)µ 0 0 1 −1 0 rµ

with superpotential

W =
∑
m

qmGm

(
εabφiaφ

j
b, xαyβwγ

)
=
∑
m

qm(Gm,ijε
abφiaφ

j
b +Gαβγm xαyβwγ). (3.86)

The D-terms are ∑
α

|xα|2 − |wα|2 = rλ,∑
α

|yα|2 − |wα|2 = rλ,

Trφφ† +
∑
α

|wα|21−
∑
m

|qm|21 = r1. (3.87)

The F-terms are

Gm(εabφiaφ
j
b, xαyβwγ) = 0,

qmGm,ijε
abφia = 0,

qmG
αβγ
m xαyβ = 0,

qmG
αβγ
m xαwγ = 0,

qmG
αβγ
m yβwγ = 0. (3.88)

As the Kähler moduli space of this example has dimension greater than two, we will

not try to give a systematic accounting of the location of every phase, but we will note

the existence of regions containing two phases realizing the homologically-projective-dual

geometries corresponding to the pertinent join.
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First, there exists a phase in the region where r � 0, rλ � 0, and rµ � 0, in which the

{φia, x0,1, y0,1, w0,1} do not simultaneously vanish, but the qm are allowed to simultaneously

vanish. In this phase, by construction, the GLSM is describing a complete intersection

J ×P(∧2V5⊕VN ) PW

(in the notation of [9]) in the join

J = Join (G(2, 5),PE) .

The other phase of interest is in the region rdet � 0, where the qm are not all zero,

and also rλ � 0, rµ � 0, so that the x0,1 do not both vanish, and also so that the y0,1

do not both vanish. In this phase, it will be useful to rewrite the superpotential (3.86) in

the form

W =
∑
ij

∑
m

qmGm,ijε
abφiaφ

j
b +

∑
αβγ

∑
m

qmG
αβγ
m xαyβwγ , (3.89)

where

Gm

(
εabφiaφ

j
b, xαyβwγ

)
= Gm,ijε

abφiaφ
j
b + Gαβγm xαyβwγ . (3.90)

The second term in the superpotential,

∑
αβγ

xαyβwγ

(∑
m

qmG
αβγ
m

)
, (3.91)

provides two constraints on the qm. Specifically, much as in section 3.1.3 we can interpret

the wγ as analogues of Lagrange multipliers, requiring∑
m

qmG
αβγ
m

to be in the kernel of the map defined by the xαyβ , and so couple to E⊥.

We interpret the first term in the superpotential above as a mass matrix for the φia.

Proceeding as before,

Aij =
∑
m

qmGm,ij (3.92)

are the components of an antisymmetric 5× 5 matrix, encoding the masses of the φ fields.

The possible ranks of this matrix are {4, 2, 0}. Over the locus in the space of qms where

it has rank 4, there is only one massless doublet of SU(2), so from [2], there are no vacua.

Over the locus where (Aij) has rank 2, there are three massless doublets of SU(2), which

corresponds to a single vacuum from [2]. Thus, this mass matrix effectively restricts us to

the locus in the space of qms where the matrix Aij has rank 2. There are seven qms, defining

P6, but the low-energy limit of the second superpotential term imposes two constraints so

overall the qm represent five degrees of freedom. The locus over which Aij has rank 2, over

a five-dimensional space, is the space denoted Pf(5) in [18, section 4.2.2], which is (the

dual of) the Grassmannian G(2, 5), which following [9] we denote G(2, V ∗5 ), where V5 is a

five-dimensional vector space.
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Since the qm parametrize W⊥, together this phase of the GLSM is therefore describing

the complete intersection

J ′ ×P(∧2V ∗5 ⊕V ∗N) PW
⊥,

where

J ′ = Join
(
G(2, V ∗5 ),PE⊥

)
.

3.4.2 Analysis of dual gauge theory

Next, we shall dualize the GLSM of the previous subsection and analyze its phases. We will

find the same geometric interpretations of the phases in this duality frame. Furthermore,

phases that could be understood perturbatively in the previous frame, will now require a

strong-coupling analysis, and conversely.

Proceeding as before, we can dualize the SU(2) gauge theory of the previous section,

applying [5, section 5.6]. We replace the SU(2) gauge theory with five fundamentals φ, by an

SU(2) gauge theory with five fundamentals ϕ, ten singlets bij = −bji, and a superpotential.

The new GLSM is defined by fields as

ϕai bij x0,1 y0,1 w0,1 qm

SU(2) � 1 1 1 1 1

U(1)1 −1 2 0 0 2 −2

U(1)λ 0 0 1 0 −1 0

U(1)µ 0 0 0 1 −1 0

with superpotential

W =
∑
m

qmGm
(
bij , xαyβwγ

)
+
∑
ij

∑
ab

bijϕaiϕ
b
jεab. (3.93)

To be clear, the gauge group is

SU(2)×U(1)1

Z2
×U(1)λ ×U(1)µ. (3.94)

Now, let us turn to the first phase of interest, as described in the previous section. In

this phase, {bij , w0,1} are not all zero.

We can interpret the second term in the superpotential,∑
ij

∑
ab

bijϕaiϕ
b
jεab, (3.95)

in terms of a mass matrix for the ϕai . Following the same analysis as for the previous joins,

the mass matrix is the skew-symmetric 5× 5 matrix (bij), which (as it is skew-symmetric)

can have rank 4, 2, or 0. Over loci for which it has rank 4, there is one massless doublet,

which from the analysis of [2], leads to no supersymmetric vacua. Over loci for which it has

rank 2, there are three massless doublets, which from the analysis of [2] leads to a single

supersymmetric vacuum. The locus in the space of {bij} over which the skew-symmetric
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matrix (bij) has rank 2 is precisely G(2, 5), as described in [18, section 4.2.2], so we see

that this superpotential term is telling us to localize on a G(2, 5) inside the space of {bij}.
The first superpotential term describes a complete intersection in G(2, 5) and the space

of xαyβwγ . This is precisely the complete intersection

J ×P(∧2V5⊕VN ) PW

(in the notation of [9]) in the join

J = Join (G(2, 5),PE) .

Thus, we have recovered the same geometry as in the corresponding phase of the dual

gauge theory.

Now, let us turn to the second phase of interest, as described in the previous section.

In this phase {ϕai , qm} are not all zero.

It will be useful to rewrite the superpotential (3.93) in the form

W =
∑
ij

bij

(∑
m

qmGm,ij + ϕaiϕ
b
jεab

)
+
∑
αβγ

xαyβwγ

(∑
m

qmG
αβγ
m

)
, (3.96)

where we have written

Gm
(
bij , xαyβwγ

)
=
∑
ij

Gm,ijϕ
a
iϕ

b
jεab +

∑
αβγ

Gαβγm xαyβwγ . (3.97)

The second term in the superpotential above,∑
αβγ

xαyβwγ

(∑
m

qmG
αβγ
m

)
, (3.98)

tells us that the linear combination ∑
m

qmG
αβγ
m

lies in the kernel of the map defined by xαyβ , and so couples to E⊥, just as in section 3.1.3.

Similarly, the first term in the superpotential,∑
ij

bij

(∑
m

qmGm,ij + ϕaiϕ
b
jεab

)
, (3.99)

identifies the linear combinations ∑
m

qmGm,ij

with the image of the Plücker embedding of G(2, 5). Since this model was obtained by

dualizing, relative to the first duality frame we can identify this G(2, 5) with G(2, V ∗5 ), the

‘dual’ Grassmannian to that appearing in the other phase.

Altogether, this means that this phase of the GLSM can be identified with

J ′ ×P(∧2V ∗5 ⊕V ∗N) PW
⊥,

in the notation of [9], where J ′ is the join

J ′ = Join
(
G(2, V ∗5 ),PE⊥

)
.
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4 Conclusions

In this paper we have given a physical realization of some new examples [9] of homological

projective duality [6–8], as phases of GLSMs. Geometries are realized in these theories both

perturbatively (as the critical locus of a superpotential), and nonperturbatively (through

strong coupling effects), and we check that we realize the same geometries after dualizing

the GLSMs. We also discussed the physical realizations of joins, which play an important

role in the homological projective duality examples in [9], and outlined notions of joins of

more general gauge theories. We also discussed Calabi-Yau conditions that utilize relations

amongst divisors and do not necessarily lift to the ambient space. We also discussed

Hadamard products and Picard-Fuchs equations in this context.

Another possible example of a join construction appears in [32, theorem 3.8], also

involving the secant variety of a Segre embedding. We leave the physical realization of

that example in GLSMs to future work.

Finally, let us remark that a categorfied version of the notion of a join has recently been

introduced in the context of homological projective duality [33]. It would be interesting to

understand this from a physics perspective.
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A Non-ambient Calabi-Yau conditions

Ordinarily when deriving Calabi-Yau conditions from GLSMs, we derive conditions that

can be stated on the ambient space, without using divisor relations that may exist along

hypersurfaces. In particular, divisors that are not equivalent on the ambient space, and

which are associated to different GLSM charges, may become equivalent after restriction

to a subvariety, and such relations may be used when deriving Calabi-Yau conditions.

In this appendix, we will give a simple model of such relations, and then illustrate in a

prototypical GLSM how to modify the GLSM so as to reveal hidden potential Calabi-Yau

hypersurfaces.

First, let us describe this issue in more detail. Let V →M be a vector bundle of rank

r, and define A = detV . Define J = P(V ), a projective-space bundle over M . We will

consider the condition for a subvariety of J to be Calabi-Yau.

Over the space J there is a unique line bundle, call it OV (1), such that π∗OV (1) = V ∗.

The question we wish to answer is, for what positive integer c is the intersection Z of

c divisors Di ∈ |OV (1)|, Calabi-Yau?

First, let us derive the relation between KJ |Z and powers of OV (1)|Z . Let Z be the

intersection of c divisors in |OV (1)| as above, and recall

0 −→ TZ −→ TJ |Z −→ NZ/J −→ 0,
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where NZ/J = OV (1)c|Z . This implies that

detTJ |Z = (detTZ)⊗OV (c)|Z ,

or in other words,

KZ = KJ |Z ⊗OV (c)|Z .

In order for Z to be Calabi-Yau, then we must require

KJ |Z = OV (−c)|Z . (A.1)

So far, we have recovered a Calabi-Yau condition of a fairly standard form in the

physics literature. Next, we shall derive a Calabi-Yau condition using relations that exist

on divisors but not on the ambient J . The first step is to note that for sufficiently ‘nice’

OV (1), divisors will not contain the fiber, and so in such cases, Di ∈ |OV (1)| have the

property that Di
∼= M .

Now, using the relation above, we shall compare OV (1)|Di to KJ |Di . On J , OV (1) are

independent, but on Di, they are not.

Let π denote the projection π : J →M . Then,

0 −→ O −→ (π∗V )⊗OV (1) −→ Tπ −→ 0,

which implies

detTπ = (π∗ detV )⊗OV (r),

where r is the rank of V . It is also true that

detTπ = K−1
J ⊗ π

∗KM .

Thus, using the fact that A = detV ,

K−1
J = π∗

(
K−1
M ⊗A

)
⊗OV (r).

Now, for D ∈ |OV (1)|,
OV (1)|D = ND/J ,

so we can apply adjunction:

0 −→ TD −→ TJ |D −→ ND/J −→ 0,

hence

K−1
J |D = K−1

D ⊗OV (1)|D. (A.2)

Since D ∼= M , KD
∼= KM . Thus,

OV (1)|D = K−1
J |D ⊗KM ,

= K−1
M ⊗A⊗OV (r)|D ⊗KM = A⊗OV (r)|D,

hence

OV (−r + 1)|D = A.
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Now, for simplicity, we shall assume henceforward that r = 2, i.e., that J is a P1

bundle on M . Then, from the above, we see that OV (1)|D = A−1, for any divisor D ∈
|OV (1)|, hence

OV (−c)|D = Ac,

and so

OV (−c)|Z = Ac|Z

where Z is the intersection of c divisors D ∈ |OV (1)|, defining our Calabi-Yau. From

equation (A.2),

KJ |D = KM ⊗OV (−1)|D = KM ⊗A,

and so the Calabi-Yau condition (A.1) reduces to

KM |Z ⊗A|Z = Ac|Z ,

or more simply,

KM |Z = Ac−1|Z (A.3)

on Z.

For a simple example, let us consider the Calabi-Yau condition on a P1 bundle over

Pn. Specifically, define V = O(−1) ⊕ O, and consider the total space of PV → Pn. The

GLSM for this space is a U(1)2 gauge theory with chiral superfields and charges as follows:

x0 · · · xn z1 z2

U(1)λ 1 · · · 1 −1 0

U(1)ν 0 · · · 0 1 1

The U(1)ν is responsible for the projectivization of the fibers. In the language used above,

OV (1) ∼ Oν , the line bundle whose sections have charges (0, 1) under U(1)λ × U(1)ν . As

a consistency check, note that

H0(Oν) = z1H
0(Pn,O(1))⊕ {z2} ∼= H0(Pn,O(1))⊕H0(Pn,O).

In this GLSM, the Calabi-Yau condition (determined by the divisors on the ambient space,

without using any relations that exist on subvarieties) is that for a complete intersection,

the sum of the charges with respect to the two U(1)s must be (n, 2).

Next, note that on the patch z1 6= 0, the line bundles Oλ ∼= Oν , by virtue of the

trivialization defined by the section z1. If our Calabi-Yau complete intersection lies entirely

in that patch, then we can replace the GLSM above with another GLSM that will realize the

Calabi-Yau, in which we eliminate the field z1 and U(1)ν , to get a U(1) GLSM defined by

x0 · · · xn z2

U(1)λµ 1 · · · 1 1

In this alternative GLSM, the Calabi-Yau condition is simply that the hypersurface or

complete intersection must have degree n+ 2 with respect to the single U(1).
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Now, let us compare to the Calabi-Yau condition (A.3) arising in our previous analysis.

Here, the second GLSM is predicting that an intersection of n+2 divisors in O(1) is Calabi-

Yau. In this example, A = detV = O(−1), and M = Pn, so KM = O(−n − 1). Plugging

into (A.3), clearly

O(−n− 1) = O(−1)n+1, (A.4)

hence c− 1 = n+ 1 or more simply, c = n+ 2, matching the Calabi-Yau condition derived

from the GLSM.
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any medium, provided the original author(s) and source are credited.
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