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1 Introduction and summary of results

While AdS/CFT [1–3] has provided a broad framework to understand quantum gravity,

most discussions are limited to perturbation theory around a fixed gravitational back-

ground. The difficulty of going beyond perturbation theory stems from our limited un-

derstanding of both sides of the duality: on the boundary side, it is difficult to compute

correlators in strongly coupled CFTs, while in the bulk there are no efficient ways of per-

forming computations beyond tree level in perturbation theory. 2D/1D holography [4–23]

provides one of the best frameworks to understand quantum gravity beyond perturbation

theory, partly because gravitons or gauge bosons in two dimensions have no dynamical

degrees of freedom. Nevertheless, many of the open questions from higher dimensional

holography, such as questions related to bulk reconstruction or the physics of black holes

and wormholes, persist in 2D/1D holography.

One of the simplest starting points to discuss 2D/1D holography is the two-dimensional

Jackiw-Teitelboim (JT) theory [24, 25], which, in the second-order formalism, involves a

dilaton field Φ and the metric tensor gµν . The Euclidean action is given by

SJT [Φ, g] = − 1

16πG

∫
Σ
d2x
√
gΦ(R+ Λ)− 1

8πG

∫
∂Σ
du
√
γ (Φ|∂Σ)K , (1.1)

where we have placed the theory on a manifold Σ with metric gµν and where the boundary

of this manifold, ∂Σ, is endowed with the induced metric γ and the extrinsic curvature K.

The bulk equations of motion set

R = −Λ , ∇µ∇νΦ =
Λ

2
gµνΦ , (1.2)

and thus, on-shell, the bulk term in (1.1) vanishes. The remaining degrees of freedom are

thus all on the boundary of some connected patch of Euclidean AdS2 (or, equivalently, of

the Poincaré disk), where one can fix Φ|∂Σ = C/ε and the boundary metric guu = 1/ε2 to

be constant, such that the total boundary length is given by β/ε. Taking the limit ε → 0

is then equivalent to taking the patch to extend to the entire Poincaré disk. Consider ρ

and f as Poincaré disk coordinates (with ds2 = dρ2 + sinh2(ρ) df2). Thus one can rewrite

the action (1.1) in terms of ρ(u) and f(u) on the boundary ∂Σ, which we can parametrize

by the proper length u. In the limit ε→ 0, one finds that after imposing all the previously

specified boundary conditions, the boundary term in (1.1) is given (up to a divergent piece

removed by holographic renormalization) by the Schwarzian action [12–15, 17],

SSchw[f ] = −C
∫ β

0
du

{
tan

πf

β
, u

}
, {F, u} ≡ F ′′′

F ′
− 3

2

(
F ′′

F ′

)2

. (1.3)

While the equivalence between the JT-gravity action and the Schwarzian action is clear

on-shell [15], there are subtleties in quantizing and uncovering the global structure of the

gravitational theory.1 Due to these subtleties, it is difficult to formally prove the equivalence

between JT-gravity and the Schwarzian theory in a path integral approach.2

1For example, it is unclear what measure and integration contour one should use in the gravitational

path integral.
2See, however, [20–23, 26] for progress in this direction.
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An important tool that we use for quantizing the bulk gravitational theory is the

equivalence between its first order formulation and a 2D gauge theory. Specifically, the

frame ea and spin connection ω associated to the manifolds which are summed over in

the gravitational path integral can be packaged together as a gauge field with an sl(2,R)

gauge algebra [27–32]. The bulk term in (1.1) is then captured by a topological BF theory

with this gauge algebra. This equivalence is analogous to the formulation of 3D Chern

Simons theory as a theory of 3D quantum gravity, where the gauge algebra is given by

various real forms of so(2, 2) [33, 34]. The quantization of JT gravity in the gauge the-

ory description was also explored recently by dimensionally reducing the Chern Simons

theory that describes 3D gravity [26, 35–39]. However, obtaining the possible boundary

terms and the exact gauge group that are needed in order to recover the dual of the

Schwarzian theory is, to our knowledge, still an open question that we hope to answer in

this work.3

When placing the gauge theory on a disk, the natural Dirichlet boundary conditions

are set by fixing the gauge field or, equivalently, the frame ea and spin connection ω at

the boundary of the disk. In such a case, a boundary term like that in (1.1) does not

need to be added to the action in order for the theory to have a well-defined variational

principle. The resulting system can be shown to be a trivial topological theory which

does not capture the boundary dynamics of (1.1). Consequently, we introduce a boundary

condition changing defect whose role in the BF-theory is to switch the natural Dirichlet

boundary conditions to those needed in order to reproduce the Schwarzian dynamics. With

this boundary changing defect the first and second formulations of JT gravity give rise to

the same boundary theory. 4 See figure 1.

In order for the equivalence between the Schwarzian and the gauge theory to continue

to hold at the quantum level, we find that the gauge group needed to properly capture

the global properties of the gravitational theory is given by an extension of PSL(2,R)

by R. This extension is related to the universal cover of the group PSL(2,R), denoted

by S̃L(2,R).5 With this choice of gauge group, when placing the bulk theory in Euclidean

signature on a disk we find a match between its exact partition function and that computed

3A priori it is unclear whether there even exists a gauge group for which the gauge theory would reproduce

observables in the Schwarzian, which in turn are expected to capture results in JT gravity. This is due

to the fact that there exist gauge field configurations where the frame is non-invertible and, consequently,

such configurations do not have a clear geometric meaning in JT gravity. Note that, in the Chern-Simons

description of 3D gravity, due to the non-invertibility of the frame, one does not expect to be able to capture

all the desired features of 3D pure quantum gravity [40]. For example, given that the Chern-Simons theory

is topological, and consequently has few degrees of freedom, one cannot expect to reproduce the great

degeneracy of BTZ black hole states from the gravitational theory [40]. In contrast, as we will discuss

in this paper, the 2D gauge theory formulation of JT gravity is able to reproduce all known Schwarzian

observables exactly.
4Possible boundary conditions for the gauge theory reformulation of JT-gravity were also discussed

in [31]. A concrete proposal for the rewriting of the boundary term in (1.1) was also discussed in [32],

however the quantization of the theory was not considered.
5A similar observation was made in [41]. There it was shown that in order for gravitational diffeomor-

phisms to be mapped to gauge transformations in the BF-theory when placed on a cylinder, one needs to

consider a gauge group given by S̃L(2,R), instead of the typically assumed PSL(2,R).

– 2 –
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Schwarzian

First order formulation

(ωτ , ε
1,2
τ )|∂Σ = const.

Insertion of defect

Second order formulation

(guu, Φ)|∂Σ = (1/ε2, C/ε)

ε→ 0

Figure 1. Schematic representation showing that the dynamics on the defect in the gauge theory is

the same as that in the Schwarzian theory, which in turn describes the boundary degrees of freedom

of (1.1).

in the Schwarzian theory [10, 42, 43]. This match is obtained by demanding that the gauge

field component along the boundary should vanish.6

The first natural observable to consider beyond the partition function is given by

introducing probe matter in the gauge theory. On the gauge theory side, introducing probe

matter is equivalent to adding a Wilson line anchored at two points on the boundary.

In the Schwarzian theory we expect that this coupling is captured by bilocal operators

Oλ(u1, u2). We indeed confirm that all the correlation functions of bi-local operators in

the Schwarzian theory [45] match the correlation functions of Wilson lines that intersect the

defect. More specifically, the time ordered correlators of bi-local operators in the boundary

theory are given by correlators of non-intersecting defect-cutting Wilson lines, while out-of-

time-ordered correlators are given by intersecting Wilson line configurations. Furthermore,

by computing the expectation value of bulk Wilson lines in the gauge theory, we provide a

clear representation theoretic meaning to their correlators and provide the combinatorial

toolkit needed to compute any such correlator. As we will show these Wilson lines also

have a gravitational interpretation: inserting such Wilson lines in the path integral is

equivalent to summing over all possible world-line paths for a particle moving between two

fixed points on the boundary of the AdS2 patch. Furthermore, we discuss the existence of

further non-local gauge invariant operators which can potentially be used to computed the

amplitudes associated to a multitude of scattering problems in the bulk.

The remainder of this paper is organized as follows. In section 2 we show the on-shell

equivalence between the equations of motion of the Schwarzian theory and those in the

gauge theory description of JT gravity, when boundary conditions are set appropriately.

In section 3 we discuss the quantization of the gauge theory. In this process, in order to

match results in the Schwarzian theory, or, alternatively in the second order formulation of

6In a gauge-independent language, here we demand a trivial holonomy around the boundary of the disk.

For general boundary holonomy, the dual is given by a non-relativistic particle moving on H+
2 in a magnetic

field, in the presence of an S̃L(2,R) background gauge field. As we point out in appendix A this is slightly

different than considering the Schwarzian with SL(2,R) twisted boundary conditions, which was considered

in [10, 44].
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JT gravity, we determine a consistent global structure for the gauge group and determine

potential boundary conditions such that the partition function of the gauge theory agrees

with that of the Schwarzian. In section 4, we show the equivalence between Wilson lines in

the gauge theory and bi-local operators in the boundary theory. Furthermore, we discuss

the role of a new class of gauge invariant non-local operators and compute their expectation

value. Finally we discuss future directions of investigation in section 5. In appendix A,

we review various properties of the Schwarzian theory and derive at the level of the path

integral, its equivalence to a non-relativistic particle moving in hyperbolic space in the

presence of a magnetic field. For the readers interested in details, we suggest reading

appendix C and D where we provide a detailed description of harmonic analysis on the

S̃L(2,R) group manifold and derive the fusion coefficients for various representations of

S̃L(2,R). Finally, we revisit the gravitational interpretation of the gauge theory observables

in appendix E and we show that Wilson lines that intersect the defect are equivalent to

probe particles in JT-gravity propagating between different points on the boundary.

2 Classical analysis of sl(2,R) gauge theory

2.1 A rewriting of JT-gravity in the first-order formulation

As shown in [27, 28], JT gravity (1.1) can be equivalently written in the first-order formula-

tion, which involves the frame and spin-connection of the manifold, as a 2D BF theory with

gauge algebra sl(2,R).7 Let us review this correspondence starting from the BF theory.8

To realize this equivalence on shell, we only need to rely on the gauge algebra of the BF

theory and not on the global structure of the gauge group. Thus, the gauge group could

be PSL(2,R) or any of its central extensions. For this reason, we will for now consider the

gauge group to be G and will specify the exact nature of G in section 3.

To set conventions, let us write the sl(2,R) algebra in terms of three generators P0,

P1, and P2, obeying the commutation relations

[P0, P1] = P2 , [P0, P2] = −P1 , [P1, P2] = −P0 . (2.1)

For instance, in the two-dimensional representation the generators P0, P1, and P2 can be

represented as the real matrices

P0 =
iσ2

2
, P1 =

σ1

2
, P2 =

σ3

2
. (2.2)

An arbitrary sl(2,R) algebra element consists of a linear combination of the generators

with real coefficients. The field content of the BF theory consists of the gauge field Aµ
and a scalar field φ, both transforming in the adjoint representation of the gauge algebra.

Under infinitesimal gauge transformations with parameter ε(x) ∈ sl(2,R), we have

δφ = [ε, φ] , δAµ = ∂µε+ [ε, Aµ] . (2.3)

7Similarly, there is an equivalence between a different 2D gravitational model, the Callan-Giddings-

Harvey-Strominger model and a 2D BF-theory with the gauge algebra given by a central extension of

iso(1, 1) [29, 46]. Similar to our work here, it would be interesting to explore exact quantizations of this

gauge theory.
8Unlike [27, 28], we will work in Euclidean signature.
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Consequently, the covariant derivative is Dµ = ∂µ−Aµ (because then we have, for instance,

δ(Dµφ) = [ε,Dµφ]), and then the gauge field strength is Fµν ≡ −[Dµ, Dν ] = ∂µAν−∂νAµ−
[Aµ, Aν ]. In differential form notation, F = dA−A ∧A.

Ignoring any potential boundary terms, the BF theory Euclidean action is

SBF = −i
∫

tr(φF ) , (2.4)

where the trace is taken in the two-dimensional representation (2.2), such that trφF =

ηijφiFj/2, where ηij = diag(−1, 1, 1), with i, j = 1, 2, 3. To show that the action (2.4) in

fact describes JT gravity, let us denote the components of A and φ as

A(x) =

√
Λ

2
ea(x)Pa + ω(x)P0 , φ(x) = φa(x)Pa + φ0(x)P0 , (2.5)

where the index a = 1, 2 is being summed over, Λ > 0 is a constant, and ea and ω are one-

forms while φa and φ0 are scalar functions. An explicit computation using F = dA−A∧A
and the commutation relations (2.1) gives

F =

√
Λ

2

[
de1 + ω ∧ e2

]
P1 +

√
Λ

2

[
de2 − ω ∧ e1

]
P2 +

[
dω +

Λ

2
e1 ∧ e2

]
P0 . (2.6)

The action (2.4) becomes

SBF = − i
2

∫ √
Λ

2

[
φ1(de1 + ω ∧ e2) + φ2(de2 − ω ∧ e1)

]
− φ0

(
dω +

Λ

2
e1 ∧ e2

)
. (2.7)

The equations of motion obtained from varying φ yields F = 0. Specifically, the variation

of φ1 and φ2 imply τa = dea + ωab ∧ eb = 0, with ω1
2 = −ω2

1 = ω, which are precisely the

zero torsion conditions for the frame ea with spin connection ωab. Plugging these equations

back into (2.7) and using the fact that for a 2d manifold dω = R
2 e

1 ∧ e2, with R being the

Ricci scalar, we obtain

SBF =
i

4

∫
d2x
√
g φ0 (R+ Λ) , (2.8)

which is precisely the bulk part of the JT action with dilaton Φ = −iφ0/4.9 Here, the 2d

metric is gµν = e1
µe

1
ν + e2

µe
2
ν , and d2x

√
g = e1 ∧ e2. The equation of motion obtained from

varying φ0 implies R = −Λ, and since Λ > 0, we find that the curvature is negative. Thus,

the on-shell gauge configurations of the BF theory parameterize a patch of hyperbolic space

(Euclidean AdS).

Note that the equations of motion obtained from varying the gauge field, namely

Dµφ = ∂µφ− [Aµ, φ] = 0 , (2.9)

9One might be puzzled by the fact that when φ0 is real, Φ is imaginary. However, when viewing Φ or

φ0 as Lagrange multipliers, this is the natural choice for the reality of both fields. However, note that in

the second-order formulation of JT-gravity (1.1) one fixes the value of the dilaton (Φ) along the boundary

to be real. As we describe in section 2.2, we do not encounter such an issue in the first-order formulation,

since we will not fix the value of φ along the boundary.

– 5 –
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can be written as

dφ0 =

√
Λ

2

(
−e1φ2 + e2φ1

)
,

dφ1 = −ωφ2 +

√
Λ

2
e2φ0 ,

dφ2 = ωφ1 −
√

Λ

2
e1φ0 .

(2.10)

It is straightforward to check that taking another derivative of the first equation and using

the other two gives the equation for Φ in (1.2).

The spin connection ωab is a connection on the orthonormal frame bundle associated

to a principal SO(2) bundle. For a pair of functions εa transforming as an SO(2) doublet,

the covariant differential acts by Dεa = dεa + ωabε
b. With this notation, we see that

the infinitesimal gauge transformations (2.3) in the BF theory with gauge parameter ε =√
Λ/2εaPa + ε0P0 take the form

δe1 = Dε1 − ε0e2 ,

δe2 = Dε2 + ε0e1 ,

δω = dε0 +
Λ

2
(ε2e1 − ε1e2) .

(2.11)

The interpretation of these formulas is as follows. The parameters εi act as local gauge

parameters for the SO(2) symmetry. When the gauge connection is flat with F = 0,

infinitesimal gauge transformation are related to infinitesimal diffeomorphisms generated

by a vector fields ξµ (via δgµν = ∇µξν +∇νξµ)

εa = eaµξ
µ , ε0(x) = ωµ(x)ξµ(x) . (2.12)

The parameter ε0 generates an infinitesimal frame rotation, and thus it leaves the 2d metric

invariant. Note that the gauge transformations in the BF theory preserve the zero-torsion

condition and the 2d curvature because these quantities appear in the expression for F

in (2.6) and the equation F = 0 is gauge-invariant.

So far, we have solely focused on the on-shell equations of motion in the bulk. We have

not yet specified the crucial ingredients that are needed to provide an exact dual for the

Schwarzian theory: specifying the boundary condition along ∂Σ in (2.4) or determining

the global structure of the gauge group. Thus, in the next subsection we discuss possible

boundary conditions and boundary terms such that the resulting theory has a well de-

fined variational principle, while later, in section 3, we discuss the global structure of the

gauge group.

2.2 Variational principle, boundary conditions, and string defects

Infinitesimal variations of the action (2.4) yield

δSBF = (bulk equations of motions) − i
∫
∂Σ

tr (φδAτ ) , (2.13)

– 6 –
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where τ is used to parametrize the boundary ∂Σ. As is well-known [47] and can be easily

seen from the variation (2.13), the BF theory has a well-defined variational principle when

fixing the gauge field Aτ along the boundary ∂Σ. In the first-order formulation of JT

gravity, this amounts to fixing the spin connection and the frame and no other boundary

term is necessary in order for the variational principle to be well defined.10 In fact, due to

gauge invariance, observables in the theory will depend on Aτ only through the holonomy

around the boundary,

g̃ = P exp

(∫
∂Σ
A

)
∈ G , (2.14)

instead of depending on the local value of Aτ . However, solely fixing the gauge field around

the boundary yields a trivial topological theory (see more in section 3). Of course, such

a theory cannot be dual to the Schwarzian. In order to effectively modify the dynamics

of the theory we consider a defect along a loop I on Σ. A generic way of inserting such a

defect is by adding a term SI , to the BF action,

SE = SBF + SI , SI = e

∫ β

0
duV (φ(u)) , (2.15)

where u is the proper length parametrization of the loop I, whose coordinates are given

by xI(u) and whose total length is β measured with the induced background metric from

the disk.11

Since, the overall action needs to be gauge invariant we should restrict V (φ) to be of

trace-class; as we will prove shortly in order to recover the Schwarzian on-shell we simply

set V (φ) = − trφ2/4, with the trace in the fundamental representation of sl(2,R).

Note that as a result of the Schwinger-Dyson equation

〈
d trφ2(x) . . .

〉
BF

= −2i

〈
tr

(
φ(x)

δ

δA(x)

)
. . .

〉
BF

= 0 (2.16)

trφ2 is a topological operator in the BF theory independent of its location on the spacetime

manifold, as long as the other insertions represented by . . . above do not involve A.12

As emphasized in figure 2, due to the fact that theory is topological away from I

and due to the appearance of the length form in (2.15) the action is invariant under

diffeomorphisms that preserve the local length element on I.13 Thus, one can modify the

metric on Σ, away from I, in order to bring it arbitrarily close to the boundary ∂Σ. This

proves convenient for our discussion below since we fix the component Aτ of the gauge field

along the boundary and can thus easily use the equations of motion to solve for the value

of φ along I.

10This is in contrast with the second-order formulation of JT gravity (1.1), when fixing the metric and

the dilaton along the boundary. In such a case the boundary term in (1.1) needs to be added to the action

in order to have a well defined variational principle.
11Consequently, the defect is not topological.
12In the sl(2,R) gravitational theory, − trφ2 is usually interpreted as a black hole mass and its conserva-

tion law can be interpreted as an energy conservation law [32].
13This is similar to 2d Yang-Mills theory which is invariant under area preserving diffeomorphisms [48–50].

– 7 –
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I I

= =
Schwarzian

dynamics

Figure 2. Cartoon emphasizing the properties of the string defect. The resulting theory is invariant

under perimeter preserving defect diffeomorphisms and thus the defect can be brought arbitrarily

close to the boundary of the manifold. Furthermore, the degrees of freedom of the gauge theory

defect can be captured by those in the Schwarzian theory.

Specifically, we choose

Aτ

∣∣∣∣
bdy

≡ ω `0 +

√
Λ

2
e+ `+ +

√
Λ

2
e− `− , (2.17)

where

`0 ≡ iP0 , `+ ≡ −P2 − iP1 , `− ≡ P2 − iP1 ,

ω ≡ −iωτ
∣∣∣∣
bdy.

, e+ ≡
ie1
τ − e2

τ

2

∣∣∣∣
bdy.

, e− ≡
ie1
τ + e2

τ

2

∣∣∣∣
bdy.

. (2.18)

The generators `0 and `± satisfy the commutation relations

[`±, `0] = ±`± , [`+, `−] = 2`0 . (2.19)

As previously discussed, all observables can only depend on the value of the holonomy,

thus without loss of generality we can set ω and e± to be constants whose value we discuss

in the next subsection. Fixing the value of the gauge field, in turn, sets the metric in the

JT-gravity interpretation along the boundary to be gττ = −4e+e−.

The equation of motion obtained by varying Aτ close to the boundary, Dτφ = ∂τφ −
[Aτ |bdy, φ] = 0, can be used to solve for the value of φ along I. It is convenient to

relate the two parametrizations of the defect I through the function u(τ), choosing τ in

such a way that eφ−(τ) ≡
√

Λe−/∂τu(τ), where φ = φ0`0 + φ+`+ + φ−`−. Instead of

solving the equation of motion for Aτ in terms of u(τ) it is more convenient to perform a

reparametrization and rewrite the equation in terms of τ(u) using Au = Aττ
′(u), where

τ ′(u) ≡ ∂uτ(u). The solution to the equation of motion for the `− and `0 components of

Duφ = 0 yields

eφ(u) =
√

2Λe−`−τ
′+2`0

(
ωτ ′− τ

′′

τ ′

)
+
√

2Λ`+

(
e+τ

′+
τ ′′′

Λe−(τ ′)2
− ωτ ′′

Λe−τ ′
− (τ ′′)2

Λe−(τ ′)3

)
,

(2.20)

– 8 –
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where τ(u) is further constrained from the component of the Duφ = 0 along `+,

0 = 4 detAτ (τ ′)4τ ′′ + 3(τ ′′)3 − 4τ ′τ ′′τ ′′′ + (τ ′)2τ ′′′′ , (2.21)

with detAτ =
(
−ω2 + 2Λe−e+

)
/4 = (2ω2

τ −Λgττ )/8|bdy. When considering configurations

with τ ′(u) = 0 (and τ ′′ 6= 0 or τ ′′′ 6= 0), φ(u) becomes divergent and consequently the action

also diverges. Thus, we restrict to the space of configurations where τ(u) is monotonic,

and we can set τ(β)− τ(0) = L, where L is an arbitrary length whose meaning we discuss

shortly. Using this solution for φ(u) we can now proceed to show that the dynamics on the

defect is described by the Schwarzian.

2.3 Recovering the Schwarzian action

We can now proceed to show that the Schwarzian action is a consistent truncation of the

theory (2.15). We start by integrating out φ inside the defect which sets F = 0 and thus

the nonvanishing part of the action (2.15) comes purely from the region between (and

including) the defect and the boundary. Next we partially integrate out Aτ in this region

using the equations of motion of Duφ = 0 along the `− and `0 directions, whose solution is

given by (2.20). Plugging (2.20) back into the action (2.15), we find that the total action

can be rewritten as14

SE [τ ] = −1

e

∫ β

0
du
(
{τ(u), u}+ 2τ ′(u)2 detAτ

)
, τ(β)− τ(0) = L , (2.22)

where the determinant is computed in the fundamental representation of sl(2,R). The

equation of motion obtained by infinitesimal variations δτ(u) in (2.22) yields [15]

∂u
[
{τ(u), u}+ 2τ ′(u)2 detAτ

]
= 0 (2.23)

which is equivalent to (2.21) that was obtained directly from varying all components of Aτ
in the original action (2.15). This provides a check that the dynamics on the boundary

condition changing defect in the gauge theory is consistent with that of the action (2.22).

Finally, performing a change of variables,

F (u) = tan
(√

detAτ τ(u)
)
, (2.24)

we recover the Schwarzian action as written in (1.3),

SE [F ] = −1

e

∫ β

0
du{F (u), u} . (2.25)

14This reproduces the result in [31, 32] where the Schwarzian action was obtained by adding a boundary

term similar to that in (2.15), by imposing a relation between the boundary value of the gauge field Aτ
and the zero-form field φ and by fixing the overall holonomy around the boundary. In our discussion, by

using the insertion of the defect, we greatly simplify the quantization of the theory. Our method is similar

in spirit to the derivation of the 2D Wess-Zumino-Witten action from 3D Chern-Simons action with the

appropriate choice of gauge group [51].
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While we have found that the dynamics on the defect precisely matches that of the

Schwarzian we have not yet matched the boundary conditions for (2.25) with those typi-

cally obtained from the second-order formulation of JT gravity: β = L and F (0) = F (β).15

The relation between L and β is obtained by requiring that the field configuration is reg-

ular inside of the defect I: this can be achieved by requiring that the holonomy around a

loop inside of I be trivial. In order to discuss regularity we thus need to address the exact

structure of the gauge group instead of only specifying the gauge algebra. To gain intuition

about the correct choice of gauge group it will prove useful to first discuss the quantization

of the gauge theory and that of the Schwarzian theory.

3 Quantization and choice of gauge group

So far we have focused on the classical equivalence between the sl(2,R) gauge theory for-

mulation of JT gravity and the Schwarzian theory. This discussion relied only on the gauge

algebra being sl(2,R), with the global structure of the gauge group not being important.

We will now extend this discussion to the quantum level, where, with a precise choice of

gauge group in the 2d gauge theory, we will reproduce exactly the partition function and

the expectation values of various operators in the Schwarzian theory.

3.1 Quantization with non-compact gauge group G

We would like to consider the theory with action (2.15) and (non-compact) gauge group

G (to be specified below), defined on a disk D with the defect inserted along the loop I

of total length β. The quantization of gauge theories with non-compact gauge groups has

not been discussed much in the literature,16 although there is extensive literature on the

quantum 2d Yang-Mills theory with compact gauge group [48–50, 54–58].17 Let us start

with a brief review of relevant results on the compact gauge group case, and then explain

how these results can be extended to the situation of interest to us.

What is commonly studied is the 2d Yang-Mills theory defined on a manifold M with

a compact gauge group G, with Euclidean action

S2d YM [φ,A] = −i
∫
M

tr(φF )− g2
YM

∫
M
d2x
√
g V (φ) , V (φ) =

1

4
trφ2 . (3.1)

After integrating out φ, this action reduces to the standard form − 1
2g2

YM

∫
M d2x

√
g trFµνF

µν .

When quantizing this theory on a spatial circle, it can be argued that due to the Gauss law

constraint, the wave functions are simply functions Ψ[g] of the holonomy g = P exp[
∮
AaTa]

15Instead the relation between F (0) and F (β) in (2.25), with the boundary conditions set by those

in (2.22), is given by,

F (β) =
cos(
√

detAτL)F (0) + sin(
√

detAτL)

− sin(
√

detAτL)F (0) + cos(
√

detAτL)
.

16See however, [52] and comments about non-unitarity in Yang-Mills with non-compact gauge group

in [53].
17See also the more recent discussion about the quantization of Yang-Mills theory when coupled to JT

gravity [59].
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around the circle that depend only on the conjugacy class of g. Here T a are anti-Hermitian

generators of the group G. The generator T a are normalized such that tr(T iT j) = Nηij ,

where for compact groups we set ηij = diag(−1, . . . , −1). Thus, the wavefunctions Ψ[g]

are class functions on G, and a natural basis for them is the “representation basis” given

by the characters χR(g) = trR g of all unitary irreducible representations R of G.

The partition function of the theory (3.1) when placed on a Euclidean manifold M
with a single boundary is given by the path integral,

Z2d YM
M (g, g2

YMA) =

∫
DφDAe−S

2d YM [φ,A] (3.2)

where we impose that overall G holonomy around the boundary ofM be given by g. Note

that this partition function depends on the choice of metric for M only through the total

area A (as the notation in (3.2) indicates, it depends only on the dimensionless combination

g2
YMA). The partition function can be computed using the cutting and gluing axioms of

quantum field theory from two building blocks: the partition function on a small disk and

the partition function on a cylinder. For the disk partition function Z2d YM
disk (g, g2

YMA),

which in general depends on the boundary holonomy g and g2
YMA, the small A limit is

identical to the small g2
YM limit in which (3.1) becomes topological. In this limit, the

integral over φ imposes the condition that A is a flat connection, which gives g = 1, so [49]

lim
A→0

Z2d YM
disk (g, g2

YMA) = δ(g) =
∑
R

dimRχR(g) . (3.3)

Here, δ(g) is the delta-function on the group G defined with respect to the Haar measure

on G, which enforces that
∫
dg δ(g)x(g) = x(1).

To determine this partition functions at finite area, note that the action (3.1) implies

that the canonical momentum conjugate to the space component of the gauge field Ai1(x)

is φi(x), and thus the Hamiltonian density that follows from (3.1) is just
g2
YM
4 tr(φiT

i)2.

In canonical quantization, one find that πj = −iNφj and the Hamiltonian density be-

comes H = −g2
YM
4N ηijπiπj . Using πj = δ

δAj1
, each momentum acts on the wavefunctions

χR(g) as πiχR(g) = χR(Tig). It follows that the Hamiltonian density derived from the ac-

tion (3.1) acts on each basis element of the Hilbert space χR(g) diagonally with eigenvalue

g2
YMC2(R)/(4N) [50], where C2(R) is the quadratic Casimir, with C2(R) ≥ 0 for compact

groups. One then immediately finds

Z2d YM
disk (g, g2

YMA) =
∑
R

dimRχR(g)e−
g2
YM
4N
AC2(R) . (3.4)

From these expressions, sticking with compact gauge groups for now, one can determine

the disk partition function of a modified theory

S = −i
∫
M

tr(φF )− e
∫
I
duV (φ) , V (φ) =

1

4
trφ2 , (3.5)

where I is a loop of length β as in figure 2. Such an action can be obtained by modifying

the Hamiltonian of the theory to a time-dependent one and by choosing time-slices to be
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concentric to the loop I.18 Applying such a quantization to the theory with a loop defect

we obtain

Z(g, eβ) =
∑
R

dimRχR(g)e−
eβ C2(R)

4N . (3.6)

One modification that one can perform in the above discussion is to consider, either in (3.1)

or in (3.5) a more general V (φ) than 1
4 trφ2. For example, if V (φ) = 1

4 trφ2 + 1
4α(trφ2)2,

then one should replace C2(R) by C2(R) + α
NC2(R)2 in all the formulas above.

The discussion above assumed that G is compact, and thus the spectrum of unitary

irreps is discrete. The only modification required in the case of a non-compact gauge group

G is that the irreducible irreps are in general part of a continuous spectrum.19 To generalize

the proof above, we have to use the Plancherel formula associated with non-compact groups

in (3.3)

δ(g) =
∑
R

dimRχR(g) → δ(g) =

∫
dR ρ(R)χR(g) , (3.7)

where ρ(R) is the Plancherel measure.20 Then, following the same logic that led to the disk

partition function in (3.4), by determining the Hamiltonian density and applying it to the

characters in (3.7), we find that the disk partition function of the theory (3.5) reduces to

Z(g, eβ) =

∫
dR ρ(R)χR(g)e−

eβ C2(R)
4N . (3.8)

where we normalize the generators P i of the non-compact group by tr(P iP j) = Nηij ,

where ηij is diagonal with ±1 entries. In these conventions we set the Casimir of the group

to be given by Ĉ2 = −ηijPiPj . One may worry that if the gauge group is non-compact,

then it is possible for the quadratic Casimir C2(R) to be unbounded from below, and then

the integral (3.8) would not converge. If this is the case, we should think of V (φ) in (3.5)

as a limit of a more complicated potential such that the integral (3.8) still converges. For

instance, we can add 1
4α(trφ2)2 to (3.5) and consequently αC2(R)2 to the exponent of (3.8)

as described above.

In order to consider more complicated observables, we can glue together different

segments of the boundary of the disk. In general, the gluing of n disks, each containing a

defect Ij of length βj , onto a different manifold Σ with a single boundary with holonomy

g, will formally be given by integrating over all group elements h1, h2, . . . , hm associated

to the C1, . . . , Cm segments which need to be glued. Here, hi = P exp
∫
Ci A. The resulting

18Alternatively, one can consider the gluing of a topological theory with g2
YM = 0 in the regions inside

and outside I, and a theory of type (3.1) in a fattened region around I of a small width (so that the region

does not intersect with other operator insertions such as Wilson lines).
19For the case with non-compact gauge group we will continue to maintain the same sign convention in

Euclidean signature as that shown in (3.2).
20In the case in which the spectrum of irreps has both continuous and discrete components, ρ(R) will be

a distribution with delta-function support on the discrete components.
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I

h1

h2

h3

h4

h5

h6

g3

g1

g2

Figure 3. Cartoon showing an example of gluing of three disk patches whose overall partition

function is given by the gluing rules in (3.9). Each segment has an associated group element ha and

each patch has an associated holonomy gi. In the case pictured above: g1 = h1h2h
−1
3 , g2 = h3h4h

−1
5

and g3 = h5h6h
−1
1 . We take all edges to be oriented in the counter-clockwise direction.

partition function is given by21

Z(g, eβ, Σ) =
1

Vol(G)m

∫ ( m∏
i=1

dhi

) n∏
j=1

Z(gj(ha), eβj)

 δ

g−1
n∏
j=1

gj(ha)

 , (3.9)

where the product i runs over all m edges which need to be glued, while the product

j runs over the labels of the n disks. Each disk j comes with a total holonomy gj(ha)

depending on the group elements ha associated to each segment Ca along the boundary of

disk j. Thus, for instance if the edge of the disk j consists of the segments C1, . . . , Cmj
(in counter-clockwise order), then gj(ha) = h1 · · ·hmj . Furthermore, dhi denotes the Haar

measure on the group G, which is normalized by the group volume. The group δ-function

imposes that the total holonomy around the boundary of Σ is fixed to be g. An example

of the gluing of three patches is given in figure 3.

While for compact gauge groups (3.9) yields a convergent answer when considering

manifolds Σ with higher genus or no boundary, when studying non-compact gauge theo-

ries on such manifolds divergences can appear. This is due to the fact that the unitary

representations of a non-compact group G are infinitely dimensional.22

21Various formulae useful for gluing in gauge theory are shown in appendix B, where results for compact

gauge groups and non-compact gauge groups are compared.
22When setting G to be PSL(2,R) or one of its extensions, these divergences are in tension with the

expected answers in the gravitational theory (1.1). This is a reflection of the fact that while the moduli

space of Riemann surfaces has finite volume, the moduli space of flat PSL(2,R) (or other group extensions

of PSL(2,R)) connections does not. Thus, the techniques applied in this paper are only valid for manifolds

with the topology of a disk. See [23, 59–61] for a detailed discussion about a sum over all topologies.
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3.2 The Schwarzian theory and S̃L(2,R) representations

In order to identify the gauge group G for which the theory (2.15) becomes equivalent to the

Schwarzian theory at the quantum level, let us first understand what group representations

are relevant in the quantization of the Schwarzian theory. Specifically, the partition function

of the Schwarzian theory at temperature β is given, up to a regularization dependent

proportionality constant, by

ZSchwarzian(β) ∝
∫ ∞

0
dss sinh(2πs)e−

β
2C
s2 , (3.10)

(computed using fermionic localization in [10]), can be written as an integral of the form

ZSchwarzian(β) ∝
∫
dR ρ(R)e−

β
2C [C2(R)− 1

4 ] , (3.11)

over certain irreps of the universal cover S̃L(2,R).23

To identify the representations R needed to equate (3.10) to (3.11), let us first re-

view some basic aspects of S̃L(2,R) representation theory, following [62]. The irreducible

representations of S̃L(2,R) are labeled by two quantum numbers λ and µ. These can

be determined from the eigenvalue λ(1 − λ) of the quadratic Casimir Ĉ2 = −ηijPiPj =

P 2
0 −P 2

1 −P 2
2 = −`20 + (`−`+ + `+`−)/2, as well as the eigenvalue e2πiµ under the generator

e−2πi`0 of the Z center of the S̃L(2,R). Furthermore, states within each irreducible repre-

sentation are labeled by an additional quantum number m which represents the eigenvalue

under `0. Thus,

Ĉ2|λ, µ,m〉 = λ(1− λ)|λ, µ,m〉 ,
`0|λ, µ,m〉 = −m|λ, µ,m〉 with m ∈ µ+ Z .

(3.12)

One can go between states with different values of m using the raising and lowering oper-

ators:

`−|λ, µ,m〉 = −
√

(m− λ)(m− 1 + λ)|λ, µ,m− 1〉 , (3.13)

`+|λ, µ,m〉 = −
√

(m+ λ)(m+ 1− λ)|λ, µ,m+ 1〉 .

where the generators satisfy the sl(2,R) algebra (2.19). Using these labels and requiring

the positivity of the matrix elements of the operators L+L− and L−L+ one finds that there

are four types of irreducible unitary representations:24

• Trivial representation I: µ = 0 and m = 0;

23As already discussed in [21, 22, 45] and as we explain in appendix A, we can interpret H =(
Ĉ2 − 1/4

)
/C as the Hamiltonian of a quantum system and ρ(R) as the density of states. Such an

interpretation can be made precise after noticing that the Schwarzian theory is equivalent to the theory of

a non-relativistic particle in 2D hyperbolic space placed in a pure imaginary magnetic field.
24The two-dimensional representation (corresponding to λ = −1/2 and µ = ±1/2) used in section 2 in

order to write down the Lagrangian is not a unitary representation and therefore does not appear in the

list below.
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• Principal unitary series Cµ
λ= 1

2
+is

: λ = 1
2 + is, m = µ+ n, n ∈ Z, −1/2 ≤ µ ≤ 1/2;

• Positive/negative discrete series D±λ : λ > 0, λ = ±µ, m = ±λ± n, n ∈ Z+, µ ∈ R;

• Complementary series Cµλ : |µ| < λ < 1/2, m = µ+ n, n ∈ Z,25

Only the principal unitary series and the positive/negative discrete series admit a well

defined Hermitian inner-product, so for them one can define a density of states given by

the Plancherel measure (up to a proportionality constant given by the regularization of the

group’s volume).

As reviewed in appendix C, the principal unitary series has the Plancherel measure

given by

ρ(µ, s) dµ ds =
(2π)−2s sinh(2πs)

cosh(2πs) + cos(2πµ)
ds dµ , with − 1

2
≤ µ ≤ 1

2
, (3.14)

and for the positive and negative discrete series

ρ(λ)dλ = (2π)−2

(
λ− 1

2

)
dλ , with λ = ±µ, λ ≥ 1

2
, (3.15)

where λ = µ for the positive discrete series and λ = −µ for the negative discrete series.

Matching (3.11) to (3.10) can be done in two steps:

1. We first restrict the set of R that appear in (3.11) to representations with fixed e2πiµ.

As mentioned above, this quantity represents the eigenvalue under the generator of

the Z center of S̃L(2,R). After this step, (3.11) becomes∫ ∞
0

ds
(2π)−2s sinh(2πs)

cosh(2πs) + cos(2πµ)
e−

β
2C
s2 +

nmax∑
n=1

1

2π2

(
µ+ n− 1

2

)
e−

β
2C [(µ+n)(1−µ−n)− 1

4 ] ,

(3.16)

provided that we took µ ∈ [−1
2 ,

1
2). In writing (3.16) we imposed a cutoff nmax on the

discrete series representations. A different regularization could be achieved by adding

the square of the quadratic Casimir in the exponent, with a small coefficient. As a

function of µ, eq. (3.16) can be extended to a periodic function of µ with unit period.

2. We analytically continue the answer we obtained in the previous step to µ → i∞.

When doing so, the sum in (3.16) coming from the discrete series goes as e−
β
C

(Imµ)2
,

and the integral coming from the continuous series goes as e−2π|Imµ|. Thus, when

Imµ → ∞ the continuous series dominates, and (3.16) becomes proportional to the

partition function of the Schwarzian.

As was already discussed in [12–14, 21, 22, 45] and we review in appendix A, fixing

µ→ i∞ can also be understood in deriving the equivalence between the Schwarzian and a

non-relativistic particle in 2D hyperbolic space, as fixing the magnetic field B̃ to be pure

imaginary, B̃ = − iB
2π = µ, with B → ∞. As we shall see below, on the gauge theory side,

fixing the parameter µ → i∞ can be done with an appropriate choice of the gauge group

G and boundary conditions.

25Since in the Plancherel inversion formula the complementary series does not appear, we will not include

it in any further discussion.
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3.3 PSL(2,R) extensions, one-form symmetries, and revisiting the boundary

condition

In section 3.2 we have gained some insight about the S̃L(2,R) representations that are

needed in order to write the Schwarzian partition function as in (3.11). We thus seek to

choose a gauge group and boundary conditions that automatically isolate precisely the

same representations as in Step 1 above. We then choose the defect potential for the 2D

gauge theory to achieve the desired analytically continued gauge theory partition function

presented in Step 2.

Choice of gauge group. In a pure gauge theory the center of the gauge group gives

rise to a one-form symmetry under which Wilson loops are charged [63]. Thus, since an

S̃L(2,R) gauge group gives rise to a Z one-form symmetry, fixing the charge under the

center of the gauge group is equivalent to projecting down to states of a given one-form

symmetry charge. A well known way to restrict the one-form symmetry charges in the case

of a compact gauge group G is by introducing an extra generator in the gauge algebra and

embedding the group G into its central extension [63, 64].

In the case of non-compact groups we proceed in a similar fashion, and consider a new

gauge group which is given by the central extension of PSL(2,R) by R,26

GB ≡
S̃L(2,R)× R

Z
, (3.17)

where the quotient, and, consequently, the definition of the group extension, is given by

the identification

(g̃, θ) ∼ (hng̃, θ +Bn) . (3.18)

Above, g̃ ∈ S̃L(2,R) and θ ∈ R, hn is the n-th element of Z and B ∈ R is the parameter

which defines the extension. The resulting irreducible representations of GB can be obtained

from irreducible representation of S̃L(2,R)×R which are restricted by the quotient (3.17).

The unitary representations of R are one-dimensional and are labeled by their eigenvalue

under the R generator, I|k〉 = k|k〉. In other words, the action of a general R group element

UR(θ) = eiIθ on the state |k〉 is given by multiplication by UR
k (θ) = eikθ.

Considering the representation Uk of R and a representation Uλ,µ of the S̃L(2,R),

evaluated on the group element (hn, θ) we have U
S̃L(2,R)×R
λ,µ,k (hn, θ) = Uλ,µ(hn)UR

k (θ) =

e2πiµn+ikθ. We now impose the quotient identification (3.18) on the representations, eikθ =

e2πiµn+ik(θ+Bn), which implies k = −2π (µ− p) /B, with p ∈ Z. Thus, R irreps labeled by

k restrict the label µ of representations in (3.12) to be27

µ = −Bk
2π

+ p , with p ∈ Z . (3.19)

26Such extensions are classified by the Čech cohomology group Ȟ1(SL(2,R),R) ' Hom(π1(SL(2,R) →
R) ' Hom(Z → R) ' R where Hom(Z → R) classifies the set of homomorphisms from Z to R. In other

words, all extensions by R will be given by a push-forward from the elements of Z center of S̃L(2,R) to

elements of R. A basis of homomorphisms from Z to (R,+) are given by fB(n) = Bn for B ∈ R. Such a

homomorphism imposes the identification (3.17) for different elements of the group [65].
27For B = 0 one simply finds the trivial extension of PSL(2,R) by R which does not contain S̃L(2,R) as

a subgroup.
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Thus, by projecting down to a representation k of R in the 2D gauge theory partition

function, we can restrict to representations with a fixed eigenvalue e2πiµ for the center of

the gauge group Z.

In order to understand how to perform the projection to a fixed k (or e2πiµ) in the BF

theory, it is useful to explicitly write down the GB gauge theory action.

To start, we write the gauge algebra sl(2,R)⊕ R,

[˜̀±, ˜̀
0] = ±˜̀± , [˜̀+, ˜̀−] = 2˜̀

0 −
BI

π
, e2πi˜̀0 = 1 , [˜̀0,± , I] = 0 , (3.20)

where the condition e2πi˜̀0 = 1, imposed on the group, enforces the representation re-

striction (3.19). Of course at the level of the algebra, we can perform the redefinition

`0 = ˜̀
0−BI/(2π) and `± = ˜̀± to still find that `0,± satisfy an sl(2,R) algebra (2.19) from

which we can once again define the set of generators Pi using (2.18). Considering a theory

with gauge group GB in (3.17), we can write the gauge field and zero-form field φ as28

A = eaPa + ωP0 +
B2

π2
ARI , φ = φaPa + φ0P0 + φRI , (3.21)

where a = 1, 2 and where α is the R gauge field. Thus, the gauge invariant action (2.15)

can be written as

SE = −i
∫

Σ

(
φaFa + φ0F0

2
+ φRFR

)
− e

∫
∂Σ
du V (φ0, φ±) . (3.22)

Since the sl(2,R) generators form a closed algebra, it is clear that under a general gauge

transformation the ea and ω transform under the actions of sl(2,R), while α transforms

independently under the action of R. Thus one can fix the holonomy of the sl(2,R) gauge

components independently from that of R.29

Revisiting the boundary condition. Since the two sectors are decoupled, we can

independently fix the holonomy g̃ of the sl(2,R) components of the gauge field, as specified

in section 2, and fix the value of φR = k0 on the boundary. In order to implement such

boundary conditions and in order for the overall action to have a well-defined variational

principle, one can add a boundary term

Sbdy. = i

∮
∂Σ
φRAR , (3.23)

28Note that the normalization for the R component of A is such that the BF-action in (3.22) is in a

standard form.
29We now briefly revisit the equivalence between the gauge theory and JT-gravity, as discussed in sec-

tion 2.1. One important motivation for this is that section 2.1 solely focused on an sl(2,R) gauge algebra

while GB has an sl(2,R)⊕R algebra. The equations of motion for the sl(2,R) components are independent

from those for the R components, namely FR = 0 and φR = constant. Thus, the sl(2,R) and R sectors

are fully decoupled and, since FR = 0, the R sector does not contribute to the bulk term in the action.

Finally, note that GB indeed has a two-dimensional representation with (λ, µ, k) = (−1/2,±1/2,∓π/B),

as discussed in section 2.3 when recovering the Schwarzian action. Since we will be considering the limit

B → ∞ throughout this paper, the contribution from the R component to trφ2 in this two dimensional

representation is suppressed. Thus, the classical analysis in section 2 is unaffected by the extension of

the group.
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to the action (3.22). The partition function when fixing this boundary condition can be

related to that in which the GB holonomy g = (g̃, θ), is fixed, with g̃ =
∮
∂ΣA

iPi ∈ S̃L(2,R)

and θ =
∮
∂ΣA

R ∈ R, as

Zk0(g̃, eβ) =

∫
dθZ((g̃, θ), eβ)e−ik0θ . (3.24)

More generally, without relying on (3.24), following the decomposition of the partition

function into a sum of irreducible representation of GB, fixing φR = k0, isolates the con-

tribution of the R representation labeled by k0, in the partition function, or equivalently

fixes e2πiµ with µ = −Bk0
2π + integer. This achieves the goal of Step 1 in the previous

subsection 3.2.

To achieve Step 2, namely sending µ→ i∞, or equivalently kB → i∞, we can choose

G ≡ GB with B →∞ , φR = k0 = −i . (3.25)

Note that all the groups GB with B 6= 0 are isomorphic. Therefore, one can make different

choices when considering the limits in (3.25) as long as the invariant quantity kB → i∞.

Alternatively, instead of fixing the value of φR on the boundary, the change in boundary

condition (3.24) can be viewed as the introduction of a 1D complexified Chern-Simons term

for the R gauge field component α, SCS = ik0

∮
∂ΣA

R, which is equivalent to the boundary

term in (3.23). By adding such a term to the action and by integrating over the R holonomy

we once again recover the partition function given by (3.24).

Thus, the choice of gauge group G (with B →∞) together with the boundary condition

for the field φR or through the addition of the boundary Chern-Simons discussed above,

will isolate the contribution of representations with k = k0 in the partition function.30

Finally, note that in order to perform the gluing procedure described in section 3.1, one

first computes all observables in the presence of an overall G holonomy. By using (3.24)

one can then fix φR = k0 along the boundary and obtain the result with k0 = −i by

analytic continuation.31

Higher order corrections to the potential V (φ). Finally, as shown in section 2

in order to reproduce the Schwarzian on-shell the potential V (φ0, φ±, φR) needed to be

quadratic to leading order. However, as we shall explain below, one option is to introduce

higher order terms, suppressed in O(1/B), in order to regularize the contribution of dis-

crete series representations whose energies (given by the quadratic Casimir) are arbitrarily

negative. Thus, we choose

V (φ0, φ±, φR) =
1

2
+

1

4
tr(2,− π

B
) φ

2

+ higher order terms in φ suppressed in 1/B , (3.26)

where tr(2,− π
B

) is the trace taken in the two-dimensional representation with k = − π
B , and

the shift in the potential is needed in order to reproduce the shift for the Casimir seen

30Note that in such a case the representations of R with k ∈ C \ R are not δ-function normalizable.
31This analytic continuation is analogous to the one needed in Chern-Simons gravity when describing

Euclidean quantum gravity [66].
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in (3.11). Note that in the limit B → ∞, the trace only involves the sl(2,R) components

of φ. While observables are unaffected by the exact form of these higher order terms, their

presence regularizes the contribution of such representations to the partition function.32

3.4 The partition function in the first-order formulation

Since we have proven that the degrees of freedom in the second-order formulation of JT-

gravity can be mapped to those in the first-order gauge theory formulation, we expect

that with the appropriate choice of measure and boundary conditions, the two path inte-

grals agree: ∫
DφDAe−SE [φ,A] ∼=

∫
Dgµν DΦ e−SJT [Φ, g] . (3.27)

Using all the ingredients in section 3.3, we can now show that the partition function

of the gravitational theory (3.27) matches that of the Schwarzian. We first compute the

partition function in the presence of a fixed G holonomy is given by

Z(g, eβ) ∝
∫ ∞
−∞

dk

∫ ∞
0

ds
s sinh(2πs)

cosh(2πs) + cos(Bk)
χ(s,µ=−Bk

2π
,k)(g)e−

eβs2

2

+ discrete series contribution , (3.28)

where, we remind the reader that the generators Pi satisfying the sl(2,R) algebra are

normalized by tr222(P iP j) = −ηij/2 with ηij = diag(−1, 1, 1). When using the symbol “∝”

in the computation of various observables in the gauge theory we mean that the result is

given up to a regularization dependent, but β-independent, proportionality constant.

Using this result, we can now understand the partition function in the presence of the

mixed boundary conditions discussed in the previous subsection. To leading order in B the

partition function with a fixed holonomy g̃ and a fixed value of φR = k0 = −i is dominated

by terms coming from the principal series representations,

Zk0(g̃, eβ) ∝ e−B
∫ ∞

0
ds s sinh(2πs)χ

s,µ=−Bk0
2π

(g̃)e−
eβs2

2 +O(e−2B) , (3.29)

where χs,µ(g̃) is the character of the S̃L(2,R) principal series representation labeled by (λ =

1/2+is, µ) evaluated on the group element g̃, which can be parametrized by exponentiating

the generators in (2.19) as g̃ = eφP0eξP1e−ηP0 . For φ− η ∈ [2π(n− 1), 2πn), the character

for the continuous series representation s is given by

χs,µ(g̃) =

e2πiµn
(
|x|1−2λ+|x|−1+2λ

|x−x−1|

)
, for g̃ hyperbolic,

0 , for g̃ elliptic.
(3.30)

Here, x (and x−1) are the eigenvalues of the group element g̃, when expressed in the two-

dimensional representation (see appendix C). Note that for hyperbolic elements, x ∈ R,

32An example for such a higher-order term is given by e(2)
((
φ0
)2

+ 2φ+φ− + 1
4

)
/B where e(2) ∼ O(1)

is a new coupling constant in the potential.
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with |x| > 1, and the character is non-vanishing, while for elliptic elements, we have |x| = 1

(with x /∈ R) and the character is always vanishing.33

Note that since in the partition function only representations with a fixed value of µ

contribute, when the holonomy is set to different center elements hn of G, the partition

function will only differ by an overall constant e2πiµn as obtained from (3.30). For simplicity

we will consider g̃ = 1. The character in such a case can be found by setting n = 0 and

taking the limit x → 1+ from the hyperbolic side in (3.30). In this limit, the character is

divergent, yet the divergence is independent of the representation, s. Thus, as suggested in

section 3.3, we find that after setting k0 = −i via analytic continuation in the limit B →∞,

Zk0 ∝ Ξ

∫ ∞
0

ds ρ(s)e−
eβs2

2 , ρ(s) ≡ s sinh(2πs) , (3.31)

where Ξ = limx→1+,n=0 χs,µ(g) is the divergent factor mentioned above, which comes from

summing over all states in each continuous series irrep λ = 1/2 + is. Note that we have

absorbed the factor of e−B in (3.29) by redefining our regularization scheme, thus changing

the partition function by an overall proportionality constant. In the remainder of this

paper we will use this regularization scheme in order to compute all observables.

Performing the integral in (3.31) we find

Zk0 = Ξ

(
2π

eβ

) 3
2

e
2π2

eβ . (3.32)

Thus, up to an overall regularization dependent factor, we have constructed a bulk gauge

theory whose energies and density of states (3.31) match that of the Schwarzian the-

ory (3.10) for 1
C = e, reproducing the relationship suggested in the classical analysis.

4 Wilson lines, bi-local operators and probe particles

An important class of observables in any gauge theory are Wilson lines and Wilson loops,

ŴR(C) = χR

(
P exp

∫
C
A

)
, (4.1)

where R is an irreducible representation of the gauge group, C denotes the underlying path

or loop, and χR(g) is the character of G. When placing the theory on a topologically trivial

manifold all Wilson loops that do not intersect the defect are contractible and therefore

have trivial expectation values. A more interesting class of non-trivial non-local operators

in the gauge theory are the Wilson lines that intersect the defect loop and are anchored on

the boundary.

To determine the duals of such operators, we start by focusing on Wilson lines in the

positive or negative discrete series irreducible representation of G, with R = (λ±,∓2πλ
B )

33In appendix A we confirm the expectation that (3.29) reproduces the partition function in the

Schwarzian theory when twisting the boundary condition for the field F (u) by an S̃L(2,R) transforma-

tion g̃. We expect such configurations with non-trivial holonomy to correspond to singular gravitational

configurations.

– 20 –



J
H
E
P
1
1
(
2
0
1
9
)
0
9
1

where the ± superscripts distinguish between the positive and negative discrete series. In

the B → ∞ limit, this representation becomes R = (λ±, 0).34 As we will discuss in detail

below, in order to regularize the expectation value of these boundary-anchored Wilson lines,

we will replace the character χR(g) in (4.1) by a truncated sum χR(g) over the diagonal

elements of the matrix associated to the infinite-dimensional representation R.

We propose the duality between such Wilson lines, “renormalized” by an overall con-

stant NR,

Wλ ≡ ŴR(Cτ1,τ2)/NR = χR

(
P exp

∫
C
A

)
/NR , (4.2)

and bi-local operators Oλ(τ1, τ2) in the Schwarzian theory, defined in terms of the field

F (u) appearing in (1.3)

Oλ(τ1, τ2) ≡

(√
F ′(τ1)F ′(τ2)

F (τ1)− F (τ2)

)2λ

. (4.3)

Our goal in this section will thus be to provide evidence that35

Oλ(τ1, τ2) ⇐⇒ Wλ(Cτ1,τ2) , (4.4)

for any boundary-anchored path Cτ1,τ2 on the disk D that intersects I at points τ1 and τ2

(see the bottom-left diagram in figure 4).36

If imposing that gauge transformations are fixed to the identity along the boundary, the

group element g = P exp
∫
C A is itself gauge invariant. While so far it was solely necessary to

fix the holonomy around the boundary, to make the boundary-anchored Wilson lines (4.2)

well-defined, we have to now specify the value of the gauge field on the boundary.37 For this

reason throughout this section we will set Aτ = 0. With this choice of boundary conditions,

we will perform the path integral with various Wilson line insertions and match with the

corresponding correlation functions of the bilocal operators computed using the equivalence

between the Schwarzian theory and a suitable large c limit of 2D Virasoro CFT [45].

34If choosing the Wilson lines to be in the principal series representations, they would have imaginary

correlation functions whose meaning is not clear in the context of a physical theory where we expect the

expectation value of observables to be real. From the perspective of a particle moving on a worldline

discussed in section 4.1 and in appendix E, Wilson lines in the principal series representation are equivalent

to probe particles whose mass is imaginary.
35As we will elaborate on shortly, when using the proper normalization, both Wilson lines in the positive

or negative discrete series representation D±λ will be dual to insertions of Oλ(τ1, τ2). For intersecting

Wilson-line insertions we will consider the associated representations to be either all positive discrete series

or all negative discrete series. Note that the gauge theory has a charge-conjugation symmetry due to the

Z2 outer-automorphism of the sl(2,R) algebra that acts as (P0, P1, P2) → (−P0, P1,−P2). In particular,

the principal series representations are self-conjugate, but the positive and negative series representations

D±λ are exchanged under this Z2. Since the boundary condition Aτ = 0 preserves the charge-conjugation

symmetry, the Wilson lines associated to the representations D±λ have equal expectation values.
36Similar Wilson lines have been previously considered for compact gauge group [67]. They have also

been considered in the context of a dimensional reduction from 3D Chern-Simons gravity [26, 37].
37More precisely we have to specify the holonomy between any two points at which the Wilson lines

intersect the boundary.
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We then generalize our result to any configuration of Wilson lines and reproduce the

general diagrammatic ‘Feynman rules’ conjectured in [45] for correlation functions of bi-

local operators in the Schwarzian theory.

4.1 Gravitational interpretation of the Wilson line operators

The matching between correlation functions of the bilocal operator and of boundary-

anchored Wilson lines should not come as a surprise. On the boundary side, the bilocal

operator should be thought of as coupling the Schwarzian theory to matter. After rewriting

JT-gravity as the bulk gauge theory, the Wilson lines are described by coupling a point-

probe particle to gravity. A similar situation has been studied when describing 3D Einstein

gravity in terms of a 3D Chern-Simons theory with non-compact gauge group [35, 68–74],

and the relation is analogous in 2D, in the rewriting presented in section 2.1. Specifically,

as we present in detail in appendix E, the following two operator insertions are equivalent

in the gauge theory/gravitational theory:38

Wλ(Cτ1τ2) ∼=
∫

paths∼Cτ1τ2

[dx] e
−m

∫
Cτ1τ2

ds
√
gαβ ẋαẋβ

. (4.5)

The right-hand side represents the functional integral over all paths x(s) diffeomorphic to

the curve Cτ1τ2 weighted with the standard point particle action (with ẋα = dxα

ds ). In turn,

this action is equal to the mass m times the proper length of the path, where the mass

m is determined by the representation λ of the Wilson line, m2 = −C2(λ) = λ(λ − 1).

In computing their expectation values, the mapping between the gauge theory and the

gravitational theory should schematically yield∫
DφDAe−SE [A]χR(g)

CR
=

∫
DgµνDΦ

∫
paths∼Cτ1τ2

[dx]e
−SJT [g,Φ]−m

∫
Cτ1τ2

ds
√
gαβ ẋαẋβ

. (4.6)

Thus, the expectation value of Wilson lines does not only match the expectation value of

bi-local operators on the boundary, but it also offers the possibility to compute the exact

coupling to probe matter in JT-gravity (see [22] for an alternative perspective).

4.2 Two-point function

The correlation function for a single Wilson line that ends on two points on the boundary,

in a 2D gauge theory placed on a disk D, is given by the gluing procedure described in

section 3.1. Specifically, for the group G, the un-normalized expectation value is given by

〈Ŵλ±,k(Cτ1,τ2)〉(g) =

∫
dhZ (h, eτ21)χ±λ,k(h)Z

(
gh−1, eτ12

)
, (4.7)

where τ21 = τ2− τ1 is the length of I enclosed by the boundary-anchored Wilson line Cτ1,τ2
and τ12 = β − τ2 + τ1 is the complementary length of I. Here and below, Z(h, eτ) is the

38Note that the discussion in appendix E shows the equivalence of the two insertions beyond the classical

level. Typically, in 3D Chern-Simons theory the equivalence has been shown to be on-shell. See for

instance [73].
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Figure 4. Several Euclidean Wilson line configurations, equivalent to different finite tem-

perature correlation functions of the bi-local operator Oλ(x1, x2): the top-left figure shows

〈Oλ(τ1, τ2)〉β = 〈Wλ(Cτ1,τ2)〉, the top-right figure yields the equality of the time-ordered corre-

lators 〈Oλ1(τ1, τ2)Oλ2(τ3, τ4)〉β = 〈Wλ1(Cτ1,τ2)Wλ2(Cτ3,τ4)〉, the bottom-left figure shows a pair of

intersecting Wilson lines that can be disentangled to the top-right configuration, while the bottom-

right figure gives the out-of-time-ordered configurations. Note that the results are independent of

the trajectory of the Wilson line inside of the bulk and only depend on the location where the

Wilson lines intersect the defect.

partition function computed in (3.28) on a patch of the disk, in the presence of a defect

of length τ inside the patch, when setting the holonomy to be h around the boundary

of the patch. The total G holonomy around the boundary holonomy of the disk is set

to g. Since we are interested in the case in which the gauge field along the boundary

is trivial, we will want to consider the limit g̃ → 1 at the end of this computation. As

was previously mentioned, the Wilson line is in the positive or negative discrete series

representation (λ±, k = 0) of G, where k = ∓2πλ
B is the R representation mentioned in

section 3 that becomes 0 due to the B →∞ limit. Expanding (4.7) in terms of characters
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by using (3.28), we find

〈Ŵλ±,k(Cτ1,τ2)〉(g) =

∫
dh

∫ ∞
−∞

dk1dk2

∫ ∞
0

ds1ds2 ρ

(
Bk1

2π
, s1

)
ρ

(
Bk2

2π
, s2

)
× χ

(s1,µ1=−Bk1
2π

,k1)
(h)χ±λ,k(h)χ

(s2,µ2=−Bk2
2π

,k2)
(gh−1)e−

e
2 [s21τ21+s22τ12]

+ discrete series contributions . (4.8)

As in the previous sections, we are interested in obtaining observables in the presence of

mixed boundary conditions in which we set φR = k0 = −i. This isolates the representations

with k1 = k2 = −i and, the limit B → ∞ sets the R representation of the Wilson line

k = ∓2πλ/B → 0.39 However, an order of limits issue appears: since the G representation

of the Wilson line is infinite dimensional we have to consider the B → ∞ limit carefully.

Thus, instead of inserting the full character in (4.7) we truncate the number of states in

the positive or negative discrete series using the cut-off Ξ, with Ξ � B,

χλ±,0(g) =

Ξ∑
k=0

U
±(λ+k)
λ,±(λ+k)(g̃) , (4.9)

where g = (g̃, θ) with g̃ an element of S̃L(2,R) and θ an element of R, U
±(λ+k)
λ,±(λ+k)(g̃) is the

S̃L(2,R) matrix element computed explicitly in appendix C.

Since the values of ki are fixed and the integral over the R component of h is trivial, we

are thus left with performing the integral over the S̃L(2,R) components h̃ of h. In order to

perform this integral, we use the S̃L(2,R) fusion coefficients between two continuous series

representations and a discrete series representation that we computed in appendix D in the

limit µ1, µ2 → i∞. When expanding the product of an Cµ→i∞s1 continuous series and a Dλ±
discrete series character into characters of the continuous series Cµ±λs2 = Cµ→i∞s2 , we find

the fusion coefficients between the three representations, Nλ
s1,s2 = N s2

s1,λ. Specifically,

as we describe in great detail in appendix D,∫
dh̃χ(s1,µ1→i∞)(h̃)χλ±(h̃)χ(s2,µ2→i∞)(g̃h̃

−1) = Nλ± N
s2
s1,λ χ(s2,µ2→i∞)(g̃)

+ discrete series contributions , (4.10)

where N s2
s1,λ is given by

N s2
s1,λ =

|Γ(λ+ is1 − is2)Γ(λ+ is1 + is2)|2

Γ(2λ)
=

Γ(λ± is1 ± is2)

Γ(2λ)
, (4.11)

where Γ(x ± y ± z) ≡ Γ(x + y + z)Γ(x − y − z)Γ(x + y − z)Γ(x − y + z). The fusion

coefficient has an overall normalization coefficient, Nλ± , that appears in (4.10) and is

computed in appendix D and is independent of s1 and s2. We can thus properly define the

“renormalized” Wilson line, as previously mentioned in (4.2),

Wλ(Cτ1,τ2) ≡
Ŵλ±,k→0(Cτ1,τ2)

Nλ±
, (4.12)

39In this limit, all contributions appearing as sums over the discrete series representations in (4.8) once

again vanish.
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for which the associated fusion coefficient N s2
s1,λ is independent of whether the discrete

series representation is given Dλ+ or Dλ− . Furthermore, since all unitary discrete series

representations appearing in the partition function are suppressed in the B → ∞ limit,

they do not contribute in the thermal correlation function of any number of Wilson lines.

Consequently, plugging (4.10) and (3.29) into (4.8) we find

〈Wλ(Cτ1,τ2)〉k0(g̃) ∝
∫
ds1ρ(s1)ds2ρ(s2)N s2

s1,λ χs2(g̃)e−
e
2 [(τ2−τ1)s21+(β−τ2+τ1)s22] , (4.13)

where we have set the value of φR = −i along the boundary. When taking the limit g̃ → 1,

one can evaluate the limit of the S̃L(2,R) characters to find the normalized expectation

value

〈Wλ(Cτ1,τ2)〉k0

Zk0

∝
(
eβ

2π

)3/2

e
− 2π2

eβ

∫
ds1ρ(s1)ds2ρ(s2)N s2

s1,λ e
− e

2 [(τ2−τ1)s21+(β−τ2+τ1)s22]

∝
(
eβ

2π

)3/2

e
− 2π2

eβ

∫
ds2

1ds
2
2 sinh(2πs1) sinh(2πs2)

Γ(λ± is1 ± is2)

Γ(2λ)

× e−
e
2 [(τ2−τ1)s21+(β−τ2+τ1)s22] , (4.14)

where Γ(λ ± is1 ± is2) was defined after (4.11). Using the correspondence e = 1/C, the

result agrees precisely with the computation [45] of the expectation value of a single bi-

local operator 〈Oλ(τ1, τ2)〉 in the Schwarzian theory. The result there was obtained using

the equivalence between the Schwarzian theory and a suitable large c limit of 2D Virasoro

CFT and had no direct interpretation in terms of S̃L(2,R) representation theory.40 Here

we can generalize their result and study more complicated Wilson line configurations to

reproduce the conjectured Feynman rules [45] in the Schwarzian theory.

4.3 Time-ordered correlators

For instance, we can consider n non-intersecting Wilson lines inserted along the contours

Cτ1,τ2 , . . . , Cτ2n−1,τ2n with τ1 < τ2 < · · · < τ2n. As an example, the Wilson line configuration

for the time-ordered correlator of two bi-local operators is represented in the top right

column of figure 4. The n-point function is given by,〈
n∏
i=1

Ŵλ±i ,ki
(Cτ2i−1,τ2i)

〉
(g) =

∫ ( n∏
i=1

dhi

)(
n∏
i=1

Z (hi, eτ2i, 2i−)χ±λi,k(hi)

)
× Z

(
g(h1 . . . hn)−1, eτ1,2n

)
, (4.15)

where τ2i, 2i−1 = τ2i − τ2i−1 is the length of an individual segment along I enclosed by the

contour Cτ2i−1,τ2i , while τ2n,1 = β − τ12 − . . . − τ2n−1,2n is the length of the segment along

I complementary to the union of Cτ1,τ2 , . . . , Cτ2n−1,τ2n . Once again, all Wilson lines are in

the positive or negative discrete series representation (λ±i , ki) = limB→∞(λ±i ,∓2πλi/B) =

(λ±i , 0). Following the procedure presented in the previous subsection, we set the overall

40However, the recent paper of [26, 37] offer an interpretation in terms of representations of the semi-

group SL+(2,R).
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holonomy for the sl(2,R) components of the gauge field to g̃ → 1 and isolate the represen-

tations with k0 = φR = −i. We find

〈
∏n
i=1Wλi(Cτ2i−1,τ2i)〉k0

Zk0

=

(
eβ

2π

)3/2

e
− 2π2

eβ

∫
ds0ρ(s0)

(
n∏
i=1

ds1ρ(s1)

)(
n∏
i=1

N s0
si,λi

)

×exp

{
−e

2

[(
n∑
i=1

s2
i (τ2i−τ2i−1)

)
+s2

0

(
β−

n∑
i=1

(τ2i−τ2i−1)

)]}
.

(4.16)

This result does not only agree with the time-ordered correlator of two bilocal operators

in the Schwarzian theory, but it also reproduces the conjectured Feynman rule for any

time-ordered bi-local correlator [45] and gives them an interpretation in terms of S̃L(2,R)

representation theory. Specifically, to each segment between two anchoring points on the

boundary we can associate an S̃L(2,R) principal series representation labeled by si. Fur-

thermore, at each anchoring point of the Wilson line, or at each insertion point of the

bi-local operator, we associate the square-root of the fusion coefficient. Diagrammati-

cally [45],

τ1τ2

s

= e−s
2(τ2−τ1) ,

s2

s1

λ =
√
N s1s2,λ . (4.17)

Finally, we integrate over all principal series representation labels si associated to boundary

segments using the Plancherel measure ρ(s0) · · · ρ(sn). Since for time-ordered correlators,

both anchoring points of any Wilson line contributes the same fusion coefficient, we square

the contribution of the right vertex in (4.17), in agreement with our expression in (4.16).

4.4 Out-of-time-ordered correlators and intersecting Wilson lines

While for time-ordered correlators we have considered disjoint Wilson lines,41 in order to

reproduce correlators of out-of-time-ordered correlators we have to discuss intersecting Wil-

son line configurations. As an example, we show the Wilson line configuration associated

to the correlator of two out-of-time-ordered bi-locals in figure 4 in the bottom-right. The

correlator of intersecting Wilson loops in Yang-Mills theory with a compact gauge group

has been determined in [49]. Using the gluing procedure, the expectation value of the

intersecting Wilson lines in the bottom-right of figure 4, when fixing the overall boundary

G holonomy, is given by42

〈Ŵλ±1 ,0
(Cτ1,τ2)Ŵλ±2 ,0

(Cτ3,τ4)〉(g) =

∫
dh1dh2dh3dh4 Z

(
h1h

−1
2 , eτ31

)
Z
(
h2h

−1
3 , eτ32

)
× Z

(
h3h

−1
4 , eτ42

)
Z
(
g h4h

−1
1 , eτ41

)
× χλ±1 ,0(h1h

−1
3 )χλ±2 ,0

(h2h
−1
4 ) , (4.18)

41We will revisit this assumption shortly.
42Once again the ± signs for the two discrete series representation of the two lines are uncorrelated.
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where we consider the ordering 0 < τ1 < τ3 < τ2 < τ4 < β, with τ41 = β − τ4 + τ1, and

we are once again interested in the limit g̃ → 1. Using the formula (3.29) for the partition

function, one finds that performing the group integrals over h1, . . . , h4 gives eight Clebsch-

Gordan coefficients associated to the representations of the four areas separated by Wilson

lines and to the two representations of the Wilson lines themselves (see appendix D.3 for a

detailed account). Collecting the Clebsch-Gordan coefficients associated to the bulk vertex

one finds the 6-j symbol of S̃L(2,R), which we call Rsasb

[
s2
s1

λ2
λ1

]
, which can schematically

be represented as

s4s3
λ2 λ1

s1

s2

= Rs3s4

[
s2
s1
λ2
λ1

]
. (4.19)

As we discuss in detail in appendix D.3, the 6-j symbol is given by [75, 76]

Rsasb

[
s2
s1

λ2
λ1

]
= W(sa, sb;λ1 + is2, λ1 − is2, λ2 − is1, λ2 + is1) (4.20)

×
√

Γ(λ2 ± is1 ± isa)Γ(λ1 ± is2 ± isa)Γ(λ1 ± is1 ± isb)Γ(λ2 ± is2 ± isb) ,

where W(sa, sb;λ1 + is2, λ1 − is2, λ2 − is1, λ2 + is1) denotes the Wilson function which

is defined by a linear combination of 4F3 functions. Thus, the expectation value of two

intersecting Wilson lines when setting the holonomy for the sl(2,R) components to g̃ → 1

and setting φR = −i is given by

〈Wλ1(Cτ1,τ2)Wλ2(Cτ3,τ4)〉k0(g̃) ∝
∫
Rs3 s4

[
s2
s1

λ2
λ1

]√
N s4λ1,s1N

s3λ1,s2N
s3λ2,s1N

s4λ2,s2

× χsb(g̃) e−
e
2 [s21(τ3−τ1)+s23(τ3−τ2)+s22(τ4−τ2)+s24(β−τ4+τ1)]

4∏
i=1

dsiρ(si) (4.21)

where the exponential factors are those associated to each disk partition function Z(h, eτij)

appearing in (4.18), while the factors N si
λk,sk are the remainder from the fusion coefficients

after collecting all factors necessary for the 6-j symbol. Evaluating the correlator with a

Aτ = 0 on the boundary and dividing by the partition function, we find

〈Wλ1(Sτ1,τ2)Wλ2(Sτ3,τ4)〉
Zk0

=
(
eβ

2π

)3/2
e
−

2π2

eβ

∫
Rs3s4

[
s2
s1
λ2
λ1

]√
N s4λ1,s1N

s3λ1,s2N
s3λ2,s1N

s4λ2,s2

×e−
e

2
[s21(τ3−τ1)+s23(τ3−τ2)+s22(τ4−τ2)+s24(β−τ4+τ1)]

4∏
i=1

dsi ρ(si) ,

(4.22)

which is in agreement with the result for the out-of-time order correlator for two bi-local

operators obtained in the Schwarzian theory in [45].
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The result (4.22) is easily generalizable to any intersecting Wilson line configuration

as one simply needs to associated the symbol Rs3s4

[
s2
s1

λ2
λ1

]
to any intersection.43 This

reproduces the conjectured Feynman rule for the Schwarzian bi-local operators,

s4s3
λ2 λ1

s1

s2

= Rs3s4

[
s2
s1
λ2
λ1

]
s4s3

λ1

λ2

s1

s2

, (4.23)

where one multiplies the diagram on the right by the 6-j symbol before performing the

integrals associated to the S̃L(2,R) representation labels along the edges.44

Finally, as a consistency check we verify that correlation functions are insensitive to

Wilson lines intersections that can be uncrossed in the bulk, without touching the defect

loop I (as that in the bottom-left figure 4). Diagrammatically, we want to prove for instance

the Feynman rule

s4ss3

λ1

λ2

s1

s2

= δ(s3−s4)
ρ(s3,µ3)

s3s3

λ1

λ2

s1

s2

. (4.24)

We will denote the contours of two such Wilson lines as C̃τ1,τ2 and C̃τ3,τ4 , where we assume

that 0 < τ1 < τ2 < τ3 < τ4 < β. The expectation value in such a configuration is given by

〈Ŵλ±1 ,0
(C̃τ1,τ2)Ŵλ±2 ,0

(C̃τ3,τ4)〉(g)

=

∫
dh1dh2dh3dh4dh5dh6 Z

(
h1h

−1
2 , eτ41

)
Z
(
h−1

5 h−1
3 h−1

1 , eτ12

)
× Z

(
h−1

6 h5, eτ23

)
Z (g h2h4h6, eτ43)Z

(
h3h

−1
4 , 0

)
× χλ±1 ,0(h1h4h5)χλ±2 ,0

(h2h3h6) . (4.25)

Using (3.29), we will associate the representation labeled by s4, s2, s3, s1, and s, in this or-

der, to the five disk partition functions in (4.25). Performing all the group integrals we once

again obtain a contracted sum of Clebsch-Gordan coefficients each of which is associated

to a Wilson line representation and the representations labelling two neighboring regions.

Performing the contractions for all of the Clebsch-Gordan coefficients we find two 6-j sym-

bol symbols, Rs3s

[
s2
s1

λ2
λ1

]
and Rs4s

[
s2
s1

λ2
λ1

]
, each associated to the 6 representations that

43Note that in the compact case discussed in [49] the gauge group 6-j symbol appears squared. This is

due to the fact that when considering two Wilson loops which are not boundary-anchored they typically

intersect at two points in the bulk.
44Note that the right diagram in (4.23) is just a useful mnemonic for performing computations that

involve intersecting Wilson lines. It does not correspond to a configuration in the gauge theory since the

representations s3 and s4 are kept distinct even though they would correspond to the same bulk patch in

the gauge theory.
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go around each of the two vertices. The remaining sums over Clebsch-Gordan coefficients

yield the product of four fusion coefficients,
√
N s4λ1,s2N

s2λ1,s3N
s3λ2,s1N

s1λ2,s4 .

Using the orthogonality relation for the 6-j symbol that follows from properties of the

Wilson function (see [75, 76])∫
dsρ(s, µ)Rs3s

[
s2
s1

λ2
λ1

]
Rs4s

[
s2
s1

λ2
λ1

]
+ discrete series contribution =

δ(s3 − s4)

ρ(s3, µ3)
, (4.26)

where ρ(s, µ) is the Plancherel measure defined in (3.14), we find that if there’s a bulk

region enclosed by intersecting Wilson that does not overlap with the defect loop, one can

always perform the integral over the corresponding representation label s to eliminate this

region. The integral over s3 or s4 then becomes trivial due to the delta-function in (4.26)

and thus the remaining fusion coefficients reproduce those in (4.16) for two non-intersecting

Wilson lines.

Thus, putting together (4.24), (4.23), and (4.17), we have re-derived the diagrammatic

rules needed to compute the expectation value of any bi-local operator configuration. These

rules are simply reproduced combinatorially in the gauge theory starting from the basic

axioms presented in section 3.1.

4.5 Wilson lines and local observables

While one can recover the correlation functions of some local observables by considering the

zero length limit for various loop or line operators, it is informative to also independently

compute correlation functions of local operators. In this section, we consider the operator

trφ2(x) which is topological (see (2.16)). Consequently correlators of tr φ2(x) are indepen-

dent of the location of insertion. Indeed they can be easily obtained by insertions of the

Hamiltonian operator at various points in the path integral, the un-normalized correlation

function is given by

〈trφ2(x1) . . . trφ2(xn)〉k0 = (e/4)−n 〈H(x1) . . . H(xn)〉k0

∝ Ξ

∫
ds ρ(s)s2ne−eβs

2/2 , (4.27)

where we first evaluated the correlator for a generic value of the boundary G holonomy

and then fixed the value of the field φR on the boundary and send B → ∞ as described

in section 3. At separated points, the correlator (4.27) agrees with that of n insertions

of the Schwarzian operator [9, 45], thus showing that the Schwarzian operator and tr φ2

are equivalent, as shown classically in section 2.3.45 This computation explains why the

correlators of the Schwarzian operator at separated points are given by moments of the

energy E computed with the probability distribution ρ(
√
E/e), as first observed in [9].

In the presence of Wilson line insertions, the operator tr φ2 remains topological as long

as we do not move it across a Wilson line. Consequently the correlation functions of tr φ2

depend only on the number of tr φ2 insertions within each patch separated by the Wilson

45However, the contact terms associated with these correlators are different. We hope to determine the

exact bulk operator dual to the Schwarzian in future work.
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lines. For instance, we can consider the insertion of p = p0+p1+p2+· · ·+pn trφ2 operators

in the non-intersecting Wilson lines correlator considered in section 4.3, as follows. Let us

put p0 operators in the bulk and outside of the contour of any of the Wilson lines, together

with p1 trφ2, operators enclosed by Cτ1, τ2 , p2 such operators enclosed by Cτ3, τ4 , and so on.

The separated point correlator is then

〈
(∏p

j=1 trφ2(xj)
) (∏n

i=1Wλi(Cτ2i−1,τ2i)
)
〉k0

Zk0

=

(
eβ

2π

)3/2

e
− 2π2

eβ

∫
ds0ρ(s0)

(
n∏
i=1

dsiρ(si)

)

× sp1
1 . . . spnn s

pn+1

0

(
n∏
i=1

N s0
si,λi

)
e−

e
2 [(
∑n
i=1 s

2
i (τ2i−τ2i−1))+s20(β−

∑n
i=1(τ2i−τ2i−1))] . (4.28)

In the Schwarzian theory, such a correlator is expected to reproduce the expectation value

〈 p∏
j=1

{F, u}|u=τ̃j

[ n∏
i=1

Oλi(τ2i−1, τ2i)

]〉
, (4.29)

where τ1 < τ̃1 < . . . < τ̃p1 < τ2 < . . .. Such a computation can also be performed using

the Virasoro CFT following the techniques outlined [45]. Following similar reasoning, one

can consider the correlators of the operator tr φ2 in the presence of any other Wilson

line configurations.

4.6 A network of non-local operators

While so far we have focused on Wilson lines that end on the boundary, we now compute the

expectation values of more complex non-local operators that are invariant under bulk gauge

transformations that approach the identity on the boundary. Such objects, together with

the previously discussed Wilson lines, serve as the basic building blocks for constructing

“networks” of Wilson lines that capture various scattering problems in the bulk. The

simplest such operator that includes a vertex in the bulk is given by the junction of three

Wilson lines

Cλ1,λ2,λ3(gCτ1,v , gCτ2,v , gCτ3,v) =
∑

m1=λ1+Z+
<Ξ,

m2=λ2+Z+
<Ξ

∑
n1=λ1+Z+,
n2=λ2+Z+

C
λ+

1 ,λ
+
2 ,λ

+
3

m1,m2,m1+m2
(C

λ+
1 ,λ

+
2 ,λ

+
3

n1,n2,n1+n2
)∗

Nλ+
1 ,λ

+
2 ,λ

+
3

× Um1

(λ+
1 ,0), n1

(gCτ1,v)U
m2

(λ+
2 ,0), n2

(gCτ2,v)U
m1+m2

(λ+
3 ,0), n1+n2

(gCτ3,v) ,

(4.30)

with

gCτi,v = P exp

(∫
Cτi,v

A

)
, (4.31)

where Cτi,v is a contour which starts on the boundary, intersects the defect at a point τi,

and ends at a bulk vertex point v. As indicated in (4.30), the sums over m1 and m2 are
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Figure 5. An example of a three-particle bulk interaction vertex corresponding to the junction of

three Wilson lines defined by a Clebsch-Gordan coefficient at the vertex.

truncated by the cut-off Ξ. Such a non-local object is schematically represented in figure 5.

For simplicity, we assume 0 < τ1 < τ2 < τ3 < β and we consider λ1, λ2, λ3 labelling

the Wilson lines to be positive discrete series representations. Once again, Um(λ+,0), n(g)

is the G matrix element for the discrete representation (λ+, 0), C
λ+

1 ,λ
+
2 ,λ

+
3

m1,m2,m3 is the S̃L(2,R)

(or, equivalently, G) Clebsch-Gordan coefficient for the representations λ1, λ2, and λ3, and

Nλ+
1 ,λ

+
2 ,λ

+
3

is a normalization coefficient for the Clebsch-Gordan coefficients discussed in

appendix D. Note that the operator (4.30) is invariant under bulk gauge transformations.

This follows from combining the fact that a gauge transformation changes gCτi,v → gCτi,vhv,

where hv is an arbitrary G element, with the identity∑
m1,m2

Um1

(λ+
1 ,0), n1

(hv)U
m2

(λ+
2 ,0), n2

(hv)U
m1+m2

(λ+
3 ,0), n1+n2

(hv)C
λ+

1 ,λ
+
2 ,λ

+
3

m1,m2,m1+m2
= C

λ+
1 ,λ

+
2 ,λ

+
3

n1,n2,n1+n2
. (4.32)

Using the gluing rules specified in section 3.1, the expectation value of the opera-

tor (4.30) with holonomy g between the defect intersection points 3 and 1, and trivial

holonomy between all other intersection points, is given by

〈Cλ1,λ2,λ3〉(g) =

∫
dh1dh2dh3Z(h1h

−1
2 , eτ12)Z(h2h

−1
3 , eτ12)Z(gh3h

−1
1 , eτ12)

× Cλ1,λ2,λ3(h1, h2, h3) . (4.33)

As before, we are interested in the case where we fix the S̃L(2,R) component of G to

g̃ → 1. Expanding (4.33) into G matrix elements we find the product of eight Clebsch-

Gordan coefficients. Summing up the Clebsch-Gordan coefficients that have unbounded

state indices (those that involve that ni indices instead of the mi indices in (4.30)) we obtain

the 6-j symbol with all representations associated to the bulk vertex, Rλ1s1

[
λ2
s2

λ3
s3

]
, which

is also related to the Wilson function as shown in [76]. Setting the boundary condition

φR = −i and take g̃ → 1 we find that the 6-j symbol together with the sum over the
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remaining four Clebsch-Gordan coefficients yield

〈Cλ1,λ2,λ3〉
Zk0

=

(
eβ

2π

)3/2

e
− 2π2

eβ Nλ+
1 ,λ

+
2 ,λ

+
3

×
∫
ds1ρ(s1)ds2ρ(s2)ds3ρ(s3)

√
N s1λ1,s2N

s2λ2,s3N
s3λ3,s1

×Rλ1s1

[
λ2
s2

λ3
s3

]
e−

e
2 [s21(τ2−τ1)+s22(τ3−τ2)+s23(β−τ3+τ1)] , (4.34)

where in the limit in which all continuous representations have µ1, µ2, µ3 → i∞, Nλ+
1 λ

+
2 λ

+
3

is a normalization constant independent of the representations s1, s2 or s3 that can be

absorbed in the definition of the operator Cλ1,λ2,λ3 .

We expect that the same reasoning as that applied for boundary-anchored Wilson lines

should show that such a non-local operator corresponds to inserting the world-line action

of three particles which intersect at a point in AdS2 in the gravitational path integral (sum-

ming over all possible trajectories diffeomorphic to the initial paths shown in figure 5).46

Thus, such insertions of non-local operators should capture the amplitude corresponding

to a three-particle interaction in the bulk, at tree-level in the coupling constant between

the three particles, but exact in the gravitational coupling. Similarly, by inserting a po-

tentially more complex network of non-local gauge invariant operators in the path integral

of the BF theory one might hope to capture the amplitude associated to any other type of

interaction in the bulk.

5 Discussion and future directions

We have thus managed to formulate a comprehensive holographic dictionary between the

Schwarzian theory and the G gauge theory: we have shown that the dynamics of the

Schwarzian theory is equivalent to that of a defect loop in the G gauge theory. Specifically,

we have matched the partition function of the two theories, and have shown that bi-local

operators in the boundary theory are mapped to boundary-anchored defect-cutting Wilson

lines. The gluing methods used to compute the correlators of Wilson lines provide a

toolkit to compute the expectation value of any set of bi-local operators and reveal their

connections to S̃L(2,R) representation theory.

There are numerous directions that we wish to pursue in the future. As emphasized

in section 2, while the choice of gauge algebra was sufficient to understand the on-shell

equivalence between the gauge theory and JT-gravity, a careful analysis about the global

structure of the gauge group was necessary in order to formulate the exact duality between

the bulk and the boundary theories. While we have resorted to the gauge group G with a

simple boundary potential for the scalar field φ, it is possible that there are other gauge

group choices which reproduce observables in the Schwarzian theory or in related theories.

For instance, it would be instructive to further study the reason for the apparent equivalence

between representations of the group G in the B →∞ limit and representations of the non-

compact subsemigroup SL+(2,R) which was discussed in [26, 36, 37]. Both gauge theory

46It would be interesting to understand if this can be proven rigorously following an analogous approach

to that presented in appendix E.
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choices seemingly reproduce correlation functions in the Schwarzian theory. However, in

the latter case the exact formulation of a two-dimensional action seems, as of yet, unclear.

Another interesting direction is to study the role of q-deformations for the 2d gauge theory

associated to a non-compact group, which have played an important role in the case of

compact groups [77]. Such a deformation is also relevant from the boundary perspective,

where [78] have shown that correlation functions in the large-N double-scaled limit of the

SYK model can be described in terms of representations of q-deformed SU(1, 1).

It is likely that one can generalize the 2D gauge theory/1D quantum mechanics duality

for different choice of gauge groups and scalar potentials [32]. A semi-classical example

was given in [6], where various 1D topological theories were shown to be semi-classically

equivalent to 2D Yang-Mills theories with more complicated potentials for the field strength.

It would be interesting to further understand the exact duality between such systems [79].

Finally, one would hope to generalize our analysis to the two other cases where the

BF-theory with an sl(2,R) gauge algebra is relevant: in understanding the quantization

of JT-gravity in Lorentzian AdS2 and in dS2.47 By making appropriate choices of gauge

groups and boundary conditions in the two cases, one could once again hope to exactly

compute observables in the gravitational theory by first understanding their descriptions

and properties in the corresponding gauge theory. We hope to address some of these above

problems in the near future.
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A A review of the Schwarzian theory

In this section, we review the Schwarzian theory, its equivalence to the particle on the

hyperbolic plane H+
2 placed in a magnetic field and the computation of observables in

both theories. The partition function for the Schwarzian theory on a Euclidean time circle

of circumference β is given by

ZSchw.(β) =

∫
f∈Diff(S1)

SL(2,R)

Dµ[f ]

SL(2,R)
exp

[
C

∫ β

0
du

(
{f, u}+

2π2

β2
(f ′)2

)]
, (A.1)

where C is a coupling constant with units of length, {f, u} denotes the Schwarzian deriva-

tive, f ′ = ∂uf(u) and the path integral measure Dµ[f ] will be defined shortly. The field

47See [20, 80] for a recent analysis of the quantization of the two gravitational systems. Furthermore,

recently a set of gauge invariant operators was identified in the Schwarzian theory whose role is to move

the bulk matter in the two-sided wormhole geometry relative to the dynamical boundaries [81]. It would

be interesting to identify the existence of such operators in the gauge theory context.
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f(u) obeying f(u+ β) = f(u) + β parameterizes the space Diff(S1) of diffeomorphisms of

the circle. By performing the field redefinition F (u) = tan (πf(u)/β) with the consequent

boundary condition F (0) = F (β), as suggested in (1.3), one can rewrite (A.1) as

S[F ] = −C
∫ β

0
du{F, u} . (A.2)

Classically, the action in (A.1) can be seen to be invariant under SL(2,R) transformations48

F → aF + b

cF + d
. (A.3)

In the path integral (1.3) one simply mods out by SL(2,R) transformations (1.3) which are

constant in time (the SL(2,R) zero-mode). As we will further discuss in section A.2, such a

quotient in the path integral is different from dynamically gauging the SL(2,R) symmetry.

An appropriate choice for the measure on diff(S1)/SL(2,R) which can be derived from the

symplectic form of the Schwarzian theory is given by,

Dµ[f ] =
∏
u

df(u)

f ′(u)
=
∏
u

dF (u)

F ′(u)
, (A.4)

where the product is taken over a lattice that discretizes the Euclidean time circle.

Finally, the Hamiltonian associated to the action (A.2) is equal to the sl(2,R) quadratic

Casimir, H = 1/C
[
−`20 + (`−`+ + `+`−)/2

]
, where `0 and `± are the sl(2,R) charges

associated to the transformation (A.3), which can be written in terms of F (u) as

`0 =
iC√

2

[
F ′′′F

F ′2
− FF ′′2

F ′2
− F ′′

F ′

]
,

`+ =
iC√

2

[
F ′′′F 2

F ′2
− F ′′2F 2

F ′3
− 2FF ′′

F ′
+ 2F ′

]
,

`− =
iC√

2

[
F ′′′

(F ′)2
− (F ′′)2

(F ′)3

]
. (A.5)

The equality between the Hamiltonian and the Casimir suggests a useful connection be-

tween the Schwarzian theory and a non-relativistic particle on the hyperbolic upper-half

plane, H+
2 , placed in a constant magnetic field B. In the latter the system, the Hamiltonian

is also given by an sl(2,R) quadratic Casimir. Below we discuss the equivalence of the two

models at the path integral level.

A.1 An equivalent description

The quantization of the non-relativistic particle on the hyperbolic plane, H+
2 , placed

in a constant magnetic field B̃ was performed in [82, 83]. Writing the H+
2 metric as

ds2 = dφ2 + e−2φdF 2 where both φ and F take values in R, the non-relativistic action in

Lorentzian time49

SB̃ =

∫
dt

(
1

4
(φ̇)

2
+

1

4
e−2φ(Ḟ )

2
+ B̃Ḟ e−φ + B̃2 +

1

4

)
. (A.6)

48SL(2,R) is the naive symmetry when performing the transformation (A.3) at the level of the action.

We will discuss the exact symmetry at the level of the Hilbert space shortly.
49For convenience, we distinguish Lorentzian time derivative ḟ from Euclidean time derivatives f ′.
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The Hamiltonian written in terms of the canonical variables (φ, πφ) and (F, πF ), is given

by50

HB̃ = π2
φ + π2

F e
2φ − 2B̃πF e

φ − 1

4
. (A.7)

The thermal partition function at temperature T = 1/β can be computed by analytically

continuing (A.6) to Euclidean signature by sending t → −iu and computing the path

integral on a circle of circumference β with periodic boundary conditions φ(0) = φ(β) and

F (0) = F (β). At the level of the path integral, the partition function with such boundary

conditions is given by

ZB̃(β) =

∫
φ(0)=φ(β),F (0)=F (β)

DφDF e−
∫ β
0 du( 1

4
φ′2+ 1

4
(e−φF ′−2iB̃)2) , (A.8)

with the sl(2,R) invariant measure,

DφDf ≡
∏

u∈[0,β]

dφ(u)dF (u)e−φ(u) (A.9)

For the purpose of understanding the equivalence between this system and the

Schwarzian we will be interested in the analytic continuation to an imaginary background

magnetic field B̃ = − iB
2π with B ∈ R,

ZB(β) =

∫
φ(0)=φ(β),F (0)=F (β)

DφDF e−
∫ β
0 du( 1

4
φ′2+ 1

4
(e−φF ′−B/π)2) .

∼
∫
φ(0)=φ(β), F (0)=F (β)

DφDF e
−
∫ β
0 du

(
1
4
φ′2+ B2

4π2 e
−2φ(F ′−eφ)2

)
,

(A.10)

where we have shifted φ→ φ− log B
π in the second line above and dropped an overall factor

that only depends on B.

The Schwarzian theory emerges as an effective description of this quantum mechanical

system in the limit B → ∞. Indeed, we can apply a saddle point approximation in this

limit to integrate out φ. This sets F ′ = eφ and gives, after taking into account the one-loop

determinant for φ around the saddle,

ZB(β) ∼
∫
F (0)=F (β)

∏
u

dF (u)

F ′(u)
e
−
∫ β
0 du

(
1
4

(
F ′′
F ′

)2
)

=

∫
F (0)=F (β)

Dµ[F ] e
1
2

∫ β
0 du{F,u} , (A.11)

where to obtain the second equality we have shifted the action by a total derivative.

Thus, as promised, we recover the Schwarzian partition function with the same measure

for the field F (u) in the B →∞ limit (and B̃ → i∞), when setting the coupling C = 1
2 .51

However, the space of integration for F (u) in (A.11) is different from that in the Schwarzian

path integral (1.3). This is most obvious after we transform to the other field variable

f(u) = β
π tan−1 F (u) and

ZB(β) ∼
∑
n∈Z

∫
f(0)=f(β)+nβ

Dµ[f ] e
1
2

∫ β
0 du

(
{f,u}+ 2π2

β2 (f ′)2
)
. (A.12)

50We have shifted both the Lagrangian and the Hamiltonian by a factor of ±B2 in order to set the zero

level for the energies of the particle on H+
2 to be at the bottom of the continuum.

51Note that the meaningful dimensionless parameter β
C

is unconstrained.
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While for the Schwarzian action f(u) ∈ Diff(S1), obeying the boundary condition f(u +

β) = f(u) + β, the path integral (A.12) consists of multiple topological sectors labeled by

a winding number n ∈ Z such that f(u+ β) = f(u) + β n. In other words, the (Euclidean)

Schwarzian theory is an effective description of the quantum mechanical particle in the

n = 1 sector.

Reproducing the partition function of the Schwarzian theory from the particle of mag-

netic field thus depends on the choice of integration cycle for F (u) (or f(u)). As we explain

below, the integration cycle needed in order for the partition function of the particle of

magnetic field to be convergent is given by B̃ = iB → i∞. In order to do this it is useful

to consider how the wave-functions in this theory transform as representations S̃L(2,R).

When quantizing the particle on H+
2 in the absence of a magnetic field, the eigen-

states of the Hamiltonian transform as irreducible representations of PSL(2,R) [83]. When

turning on a magnetic field, the Hamiltonian eigenstates transform as projective repre-

sentations of PSL(2,R), which are the proper representations of S̃L(2,R) mentioned in

section 3.3 [83].52 Specifically, the wavefunctions for the particle in magnetic field B̃ ∈ R
transform in a subset of irreducible representations of S̃L(2,R) with fixed eigenvalues under

the center of the group e2πiµ = e2πiB̃.53 Such unitary representations admit a well-defined

associated Hermitian inner-product and the Hamiltonian is a Hermitian operator. Up to

a constant shift, their energies are real and are given by the S̃L(2,R) Casimir in (3.12),

Eλ = −(λ− 1/2)2.

When making B̃ ∈ C\R the Hamiltonian is no longer Hermitian and the representations

of S̃L(2,R) do not admit a well defined Hermitian inner-product. However, the partition

function defined by the path-integral (A.6) is convergent. As we explain in section 3.3, if

we analytically continue the Plancherel measure and Casimir to imaginary B̃ → i∞, the

thermal partition function in this limit reproduces that of the Schwarzian theory (3.10).

Thus, the theory makes sense in Euclidean signature where the correlation function of

different observables is convergent, but a more careful treatment is needed in Lorentzian

signature.54

A.2 An S̃L(2,R) chemical potential

While the classical computation performed in section 2.3 suggests the equivalence between

imposing a non-trivial PSL(2,R) twist for the Schwarzian field and the gauge theory (2.15)

with a non-trivial holonomy around its boundary this equivalence does not persist quantum

52Note that not all unitary irreducible representations of S̃L(2,R) need to appear in the decomposition

of the Hilbert space under S̃L(2,R). While there exist states transforming in any continuous series rep-

resentation of S̃L(2,R), there are also states transforming in the discrete series representations as long as

λ = −B̃ + n with, n ∈ Z and 0 ≤ n ≤ |B̃| − 1.
53The fact that states transform in projective representations of the classical global symmetry can be

understood as an anomaly of the global symmetry. An straightforward example of this phenomenon happens

when studying a charged particle on a circle with a θ-angle with θ = π [64]. Note that when B = p
q
∈ Q

states transform in absolute irreps of the q-cover of PSL(2,R), which are also abolute irreps of S̃L(2,R). It

is only when B ∈ R \Q that these irreps are absolute for the univesal cover S̃L(2,R).
54A more detailed discussion about the properties of the Schwarzian and of JT gravity in Lorentzian

signature is forthcoming in [84].
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mechanically. Instead, in the presence of a non-trivial holonomy, the gauge theory is

equivalent to the non-relativistic particle in the magnetic field (A.6) with B̃ → i∞ and

in the presence of an S̃L(2,R) chemical potential. Note that in the derivation performed

above, in order to prove the equivalence between the Schwarzian and the action (A.6) with

B̃ → i∞, we have assumed that the field F (u) is periodic: specifically, if one assumes a

PSL(2,R) twist around the thermal circle for the field F (u), one can no longer use the

equality in (A.11). Specifically, (A.11) assumes that when adding a total derivative to the

action, the integral of that derivative around the thermal circle vanishes — this is no longer

true in the presence of a non-trivial twist for the Schwarzian field.

In order to study (A.6) with B̃ → i∞ in the presence of an S̃L(2,R) chemical potential,

we start by considering the case of B̃ ∈ R and then we analytically continue to an imaginary

magnetic field B̃ ∈ iR. The partition function is given by

ZiB(g̃, β)∼
∫
dsρB(s)e−

β
2C
s2

∞∑
m=−∞

〈1
2

+is, m|g̃|1
2

+is, m〉+discrete series contributions

=

∫ ∞
0

dsρB(s)χs(g̃)e−
β

2C
s2 +disrete series contributions , (A.13)

where χs(g̃) = Trs(g̃) is the S̃L(2,R) character of the principal series representation la-

belled by λ = 1/2 + is (see appendix C for the explicit character χs(g̃)). To recover the

partition function when B̃ = − iB
2π → i∞ we again perform the analytic continuation used

to obtain (3.10). Once again the discrete series states have a contribution of O(Be−βB
2/C)

and can be neglected. Thus, up to a proportionality factor

ZiB(g̃, β) ∝
∫ ∞

0
dsρ(s)χs(g̃)e−

β
2C
s2 . (A.14)

This formula generalizes (3.10) for any g̃ and matches up to an overall proportionality

factor, with the result obtained in the gauge theory in section 3.3 (see (3.29)).

B Comparison between compact and non-compact groups

For convenience, we review the schematic comparison between various formulae commonly

used for compact gauge groups (which we will denote by G) with finite dimensional uni-

tary irreducible representations and the analogous formulae that need to be used in the

non-compact case (which we denote by G) with infinite-dimensional unitary irreducible

representations:

δ(g) =
∑

R dimRχR(g) δ(g) =
∫
dRρ(R)χR(g)∫ dg

volGU
n
R,m(g)Um

′
R′,n′(g

−1) =
δRR′δmm′δnn′

dimR

∫ dg
volGU

n
R,m(g)Um

′
R′,n′(g

−1) =
δ(R,R′)δmm′δnn′

ρ(R)∫ dg
volGχR(g)χR′(g

−1) = δRR′
∫ dg

volGχR(g)χR′(g
−1) = Ξ δ(R,R′)

ρ(R)∫ dg
volGχR(gh1g

−1h2) = χR(h1)χR(h2)
dimR

∫ dg
volGχR(gh1g

−1h2) = χR(h1)χR(h2)
Ξ∫ dg

volGχR1(gh1)χR2(g−1h1) =
δR1,R2

χR1
(h1h2)

dimR1

∫ dg
volGχR1(gh1)χR2(g−1h2) =

δ(R1,R2)χR1
(h1h2)

ρ(R)
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where χR(g) are the characters of the group G or G, UnR,m(g) are the associated matrix

elements and Ξ is a divergent factor, which can be evaluated by considering the limit

limg→1 χR(g) = Ξ. In the case of S̃L(2,R) and G the limit needs to be taken from the

direction of hyperbolic elements and for the group GB we have shown that Ξ is independent

of the representation R. We consider an in-depth discussion of the above formulae and their

consequences in 2D gauge theories with the non-compact gauge group GB below.

C Harmonic analysis on S̃L(2,R) and GB

We next describe how to work with the characters of S̃L(2,R) and its R extension, GB (and

consequently the group G ≡ GB when taking the limit B → ∞). In order to get there we

first need to discuss the meaning of the Fourier transform on the group manifold of S̃L(2,R)

or GB. Given a finite function x(g̃) with g̃ ∈ S̃L(2,R),55 for every unitary representation

UR of the continuous and discrete series we can associate an operator

UR(x) =

∫
x(g̃)UR(g̃)dg̃ . (C.1)

The operator UR(x) is called the Fourier transform of x(g̃). Just like in Fourier analysis on

R, our goal will be to find the inversion formula for (C.1) and express x(g̃) in terms of its

Fourier transform. To start, we can express the Delta-function δ(g̃) on the group manifold,

in terms of its Fourier components

δ(g̃) =

∫
ρ(R)tr(UR(g̃))dR , (C.2)

where as we will see later in the subsection that ρ(R) is the Plancherel measure on the group

and χR(g̃) ≡ tr(UR(g̃)) will define the character of the representation R. The integral over

R is schematic here (see later section for explicit definitions) and represents the integral

over the principal and discrete series of the group. The Delta-function is defined such that,∫
x(g̃g̃0)δ(g̃)dg̃ = x(g̃0) . (C.3)

Multiplying (C.2) by x(g̃g̃0) and integrating over the group manifold we find that

x(g̃0) =

∫
ρ(R)tr(UR(x)UR(g̃−1

0 ))dR . (C.4)

We will review the calculation of the matrix elements UmR,n(g̃), characters χR(g̃) and of the

Plancherel measure ρ(R) in the next subsections.

C.1 Evaluation of the matrix elements and characters

As explained in [62], one can parameterize S̃L(2,R) using the coordinates (ξ, φ, η), where

we can restrict φ+ η ∈ [0, 4π). The S̃L(2,R) element g̃ takes the form g̃ = eφP0eξP1e−ηP0 ,

where the generators Pi are given by (2.19). In this parameterization, the metric is

ds2 = dξ2 − dφ2 − dη2 + 2 cosh ξdφdη (C.5)

55Here finite means that it is infinitely differentiable if the group manifold is connected and is constant

in a sufficiently small domain if the group manifold is disconnected.
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and the Haar measure is

dµ = sinh ξ dξ dφ dη . (C.6)

For the full group GB, we normalize the measure by,

dg̃ ≡ dµdθ (C.7)

As shown in [62], the matrix elements in the representation with quantum numbers λ

and µ are given by

Umλ,n(g̃) = ei(nφ−mη)(1−u)λu
n−m

2

√
Γ(n−λ+1)Γ(n+λ)

Γ(m−λ+1)Γ(m+λ)
F(λ−m,n+λ,−m+n+1;u) ,

(C.8)

where, F(a, b, c, z) = Γ(c)−1
2F1(a, b, c; z), u = tanh2(ξ/2) and m,n ∈ µ + Z. We can

similarly parametrize elements GB by g = (θ, g̃) where x is an element of R. The matrix

element for the representation (λ, µ = −Bk
2π + q, k) in GB is thus given by,

Um
(λ, µ=−Bk

2π
+q, k), n

(g) = eikθUmλ,n(g̃) . (C.9)

Once again, this expression depends on µ only in that m, n, k ∈ µ + Z. The diagonal

elements are thus given by

Um(λ,µ,k),m(g) = (1− u)λeim(φ−η)eikθ 2F1(λ−m,λ+m; 1;u) . (C.10)

The characters of the various representations are obtained by summing (C.10) over m.

Because the characters are class functions, they must be functions of the eigenvalues x, x−1

of the S̃L(2,R) matrix g̃, when g̃ is expressed in the two-dimensional representation. x can

be obtained from the angles φ, η and ξ for any representation to be56

x =


cos φ−η2 ±

√
u− sin2 φ−η

2√
1− u

, if u ≥ sin2 φ−η
2 ,

cos φ−η2 ± i sin φ−η
2

√
1− u

sin2 φ−η
2√

1− u
, if u < sin2 φ−η

2 ,

(C.11)

where one of the solutions represents x and the other x−1. Note that for hyperbolic

elements, x ∈ R, which happens whenever u > sin2 φ−η
2 . Simple examples of hyperbolic

elements have φ = η = 0, and in this case x = e±ξ/2. For elliptic elements, we have |x| = 1

(with x /∈ R), which happens whenever u < sin2 φ−η
2 . Simple examples of elliptic elements

have u = η = 0, and in this case x = e±iφ/2. Lastly, for parabolic elements, we have

x = ±1, and in this case u = sin2 φ−η
2 . For convenience, from now on we choose x such

that |x| > 1 and |x−1| < 1 for hyperbolic elements. For elliptic elements, we choose x to

be associated with the negative sign in the 2nd equation of (C.11).

56(We wrote two distinct formulas depending on whether u is greater or smaller than sin2 φ−η
2

in order

to make explicit the choice of branch cut we use for the square root.)
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Continuous series. To obtain the characters for the continuous series, we should set

λ = 1
2 + is and sum over all values of m = µ+ p with p ∈ Z. The sum is given by

χs,µ,k(g) = (1− u)
1
2

+iseikθ
∑
p∈Z

ei(µ+p)(φ−η)
2F1

(
1

2
+ is− µ− p, 1

2
+ is+ µ+ p; 1;u

)
,

(C.12)

where we consider φ− η ∈ [2π(n− 1), 2πn), with n ∈ Z. This sum can be evaluated using

the generating formula for the 2F1 hypergeometric function. Evaluating the sum defined

in (C.11) yields, in terms of the eigenvalue x associated to g̃ group element, the R element

θ and the branch number, n, for the angle φ− η,

χs,µ,k(g) =

eikθe2πiµn
(
|x|1−2λ+|x|−1+2λ

|x−x−1|

)
, for g̃ hyperbolic,

0 , for g̃ elliptic,
(C.13)

where λ = 1
2 + is and, we remind the reader about the restriction that µ = −Bk

2π + Z.

Discrete series. For the positive discrete series, we have µ = λ and the sum over m goes

over values equal to λ+ p with p ∈ Z+:

χ+
λ,k(g) = eikθ

∞∑
p=0

Uλ+p
λ,λ+p(g) = (1− u)λeikθeiλ(φ−η)

∞∑
p=0

eip(φ−η)P (0,2λ−1)
p (1− 2u) , (C.14)

where P
(α,β)
n (x) are the Jacobi polynomials. We can once again evaluate the sum using the

generating formula for the Jacobi polynomial to find that in terms of the eigenvalue x, the

character is given by

χ+
k,λ(g) =

eikθx1−2λ

x− x−1
(C.15)

for both hyperbolic and elliptic elements. This expression is identical to the first term

in (C.13). For the negative discrete series, we have µ = −λ and so we should take m =

−λ− p, with p ∈ Z+, and sum over p:

χ−k,λ(g) = (1− u)λeikθe−iλ(φ−η)
∞∑
p=0

e−ip(φ−η)P (0,2λ−1)
p (1− 2u) . (C.16)

Comparing (C.16) with (C.14), we conclude that

χ−λ,k(g) = eikθ
(
χ+
λ (g̃)

)∗
= eikθ

(
x1−2λ

x− x−1

)∗
. (C.17)

This expression is identical to the second term in (C.13).

Before we end this subsection, we summarize a few identities satisfied by the characters

above. We have

χR(g) = χR(g−1) (C.18)

which follows from the unitarity of the representations. We also have

χs,µ,k(g
−1) = χs,−µ,−k(g), χ+

k,λ(g−1) = χ−−k,λ(g) . (C.19)
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C.2 The Plancherel inversion formula

The normalization of the matrix elements UR given by (C.8)–(C.10) can be computed

following [62]. For the continuous series one finds that,

〈Um
( 1

2
+is,µ,k),n

|Um′
( 1

2
+is′,µ′,k′),n′

〉 =

∫
dg Um

( 1
2

+is,µ,k),n
(g)Un

′

( 1
2

+is′,µ′,k′),m′
(g−1)

= 4π2B
cosh(2πs) + cos(Bk)

s sinh(2πs)
δ(s− s′)δ(µ− µ′)δkk′δnn′δmm′ ,

with s, s′ > 0,
−1

2
≤ µ ≤ 1

2
,

k, k′ ∈ −2π(µ+ Z)

B
, m, n, m′, n′ ∈ µ′ + Z . (C.20)

Similarly, for the positive/negative discrete series one finds that,

〈Um(λ,k),n)|U
m′

(λ′,k′),n′〉 =
8π2B

2λ− 1
δ(λ− λ′)δkk′δmm′δnn′ (C.21)

with λ, λ′ >
1

2
, k, k′ ∈ −2π(±λ+ Z)

B
, m, n, m′, n′ ∈ ±(λ+ Z+) .

Given the orthogonality of the matrix elements one can then write the δ-function in (C.2) as,

δ(g) =
1

2π

∫ ∞
−∞

dkds

(2π)2

ssinh(2πs)

cosh(2πs)+cos(Bk)
χ(s,µ=−Bk

2π
,k)(g)+

+

∫ ∞
1
2

dλ

(2π)2B

(
λ− 1

2

) ∞∑
q=−∞

(
χ+(

λ,k=− 2π(λ+q)
B

)
)
(g)+χ−(

λ,k=− 2π(−λ+q)
B

)(g)

)
. (C.22)

For the purpose of evaluating the partition function of the gauge theory in section 2 it is

more convenient to write all the terms in (C.22) under a single k-integral. To do this one

can perform a contour deformation [85] to find that δ(g) can also be expressed as

δ(g) = −i
∑
p∈Z

∫ ∞
−∞

dk

∫ ∞
−∞

ds

(
Bk

2π
+ p+ is

)
tanh(πs)U

Bk
2π

+p

(Bk2π
+p+is+ 1

2
,Bk

2π
+q,k)Bk2π

+p
(g̃) ,

(C.23)

with q ∈ Z. Using δ(g) from (C.22), the Plancherel inversion formula for S̃L(2,R) can be

generalized to functions acting on the group GB,

x(1) =
1

2π

∫ ∞
−∞

dkds

(2π)2

ssinh(2πs)

cosh(2πs)+cos(2πk)
χ(s,µ=−Bk

2π
,k)(x)+

+

∫ ∞
1
2

dλ

(2π)2B

(
λ− 1

2

) ∞∑
q=−∞

(
χ+(

λ,k=− 2π(λ+q)
B

)
)
(x)+χ−(

λ,k=− 2π(−λ+q)
B

)(x)

)
, (C.24)

with

χR(x) ≡
∫
dg̃

∫ B

0
dθx(g)χR(g−1) . (C.25)
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In practice, in order to keep track of divergences evaluating the characters on a trivial

we introduce the divergent factor Ξ, for which χ(s,µ=−Bk
2π
,k)(x) = Ξ. One can check this

s-independent divergence by taking the limit

lim
g̃→e

χ(s,µ)(g̃) = lim
x→1, θ→0

eikθ
x2is + x−2is

x− x−1
= lim

x→1

1

|x− x−1|
= Ξ . (C.26)

Similarly, for n ∈ Z,

lim
g̃→e2πin`0

χ(s,µ)(g̃) = e2πiµn lim
x→±1

1

|x− x−1|
= e2πiµnΞ . (C.27)

Another operation that proves necessary for the computations performed in section 2

is performing the group integral

1

volGB

∫
dgχs,k=i(gh1g

−1h2) =
1

Ξ
χs,k=i(h1)χs,k=i(h2) , (C.28)

for principal series representation s and for group elements h1 and h2. The normalization

of this formula is set by taking the limit h1 → e and h2 → e and using the normalization

for the matrix elements UR, (C.20) and (C.21).

C.3 An example: isolating the principal series representation

The goal of this appendix is to use the techniques presented in the previous subsections to

show that we can isolate the contribution of principal series representations in the partition

function. Specifically, we want to show that the regularization procedure suggested in

section 3.3 by adding higher powers of the quadratic Casimir leads to suppression of the

discrete series. Using the rewriting of δ(g) as in (C.23) we find that the partition function

with an overall GB holonomy g is given by,

Z(g, eβ) ∼ −i
∑
p∈Z

∫ ∞
−∞

dk

∫ ∞
−∞

ds

(
−Bk

2π
+ p+ is

)
tanh (πs)U

−Bk
2π

+p

−Bk
2π

+p+is+ 1
2
,−Bk

2π
+p

(g̃)

× eikθe
eβ
2 [(p+is)2− ··· ] , (C.29)

where g = (g̃, θ) and · · · captures the contribution of higher powers of the quadratic

Casimir. Setting the boundary condition φR = k0 = −i, we find that the partition func-

tion becomes

Zk0(g̃, eβ) ∼ −i
∑
p∈Z

∫ ∞
−∞

ds (p+ is) tanh

(
πs− B

2

)
U

Bi
2π

+p

p+is+ 1
2
,Bi
2π

+p
(g̃)

× e
eβ
2 [(p+is)2− ··· ] , (C.30)

where, in order to obtain (C.30), we have also performed the contour re-parametrization

s → s − B
2π . The form of higher order terms captured by · · · is given by higher powers

of the quadratic Casimir: thus, for instance the first correction given by the square of

the quadratic Casimir is given by ∼ (p + is)4/B. For each term in the sum, we can now

deform the contour as s → s − ip. Such a deformation only picks up poles located at
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s∗ = 1
2πB −

(2n+1)i
2 with n ∈ Z and 2n + 1 < p.57 The residue of each such pole gives

rise to the contribution of the discrete series representations to the partition function.

However, by choosing the negative sign for the fourth order and higher order terms in the

potential the resulting contribution is suppressed as O(Be−
eβB2

2 ). This is the reason why

the partition function is finite and is solely given by the contribution of principal unitary

series representations.

Zk0(g̃, eβ) ∼
∑
p∈Z

∫ ∞
−∞

ds s tanh

(
πs− B

2

)
U

Bi
2π

+p

is+ 1
2
,Bi
2π

+p
(g̃)e−

eβs2

2 +O
(
Be−

eβB2

2

)
. (C.31)

Note that the integral is even in s and that tanh
(
πs− B

2

)
= (sinh(2πs) −

sinh(B))/(cosh(2πs) + cosh(B)). Thus, when considering the B →∞ limit the Plancherel

measure becomes dss sinh(2πs)/e−B. Thus, summing up all matrix coefficients in (C.31)

we recover the fact that the partition function only depends on characters, and we recover

the result in section 3.4.

D Clebsch-Gordan coefficients, fusion coefficients and 6-j symbols

The purpose of this section is to derive the fusion coefficients and the 6-j symbols needed

in the main text. To do so, we find it convenient to represent the states in the unitary

representation (µ, λ) of S̃L(2,R) as functions f(φ) on the unit circle obeying the twisted

periodicity condition

f(φ+ 2π) = e2πiµf(φ) , (D.1)

with the rule that under a diffeomorphisms V ∈ D̃iff+(S1) of the unit circle, these functions

transform as

(V f)(φ) =
(
∂φV

−1(φ)
)λ
f(V −1 (φ)) . (D.2)

Such a transformation property can be thought of arising from a “µ-twisted λ-form,”

namely an object formally written as f(φ)(dφ)λ. We denote the space of such forms as

Fµλ . In infinitesimal form, a diffeomorphism is described by a vector field v(φ) = vφ(φ)∂φ,

which acts on f via the infinitesimal from of (D.2):

vf = −vφ∂φf − λ(∂φv
φ)f . (D.3)

To see why the space Fµλ is isomorphic with the representation (µ, λ) of S̃L(2,R),

note that (D.3) implies that the vector fields Lφn = −ieinφ with n = −1, 0, 1 obey the

commutation relations

[L±1, L0] = ±L±1 , [L1, L−1] = 2L0 (D.4)

so the transformations (D.3) corresponding to them generate an S̃L(2,R) subalgebra of

D̃iff+(S1). By comparison with (2.19), we can identify `0 = L0, `+ = L1, `− = L−1 when

acting on Fµλ . From (D.3), we can also determine the action of the quadratic Casimir

Ĉ2f =

(
−L2

0 +
L1L−1 + L−1L1

2

)
f = λ(1− λ)f . (D.5)

57The only poles in (C.30) come from the measure factor tanh(πs−B/2).
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This fact, together with e−2πiL0f(φ) = e2π∂φf(φ) = f(φ+ 2π) = e2πiµf(φ) implies that Fµλ
should be identified with the representation (λ, µ) (or with the isomorphic representation

(1− λ, µ)) of S̃L(2,R).

Let us now identify the function corresponding to the basis element |m〉 in the (µ, λ)

representation. This basis element has the property that L0|m〉 = −m|m〉, which becomes

i∂φf = −mf , so it should be proportional to fλ,m = eimφ. (Recall that m ∈ µ+ Z for the

irrep (µ, λ), so fλ,m obeys the twisted periodicity (D.1).) In other words

|m〉 corresponds to cλ,mfλ,m(φ) ≡ 〈φ|m〉 (D.6)

for some constant cλ,m. To determine cλ,m, note that from (D.3), we obtain

Lnfλ,m = −(m+ nλ)fλ,m+n· (D.7)

By comparison with the action (3.13) of the raising and lowering operators on the states

|m〉, we conclude that cm,λ obeys the recursion relation

cλ,m+1 = cλ,m
(λ+m)√

(λ+m)(1− λ+m)
(D.8)

with the solution58

cλ,m =
Γ(λ+m)√

Γ(λ+m)Γ(1− λ+m)
. (D.9)

Note that this expression holds both for the continuous series which we will denote as cλ,m
and for the positive discrete series c+

λ,m. For negative discrete series we have instead

c−λ,m−1 = c−λ,m
(m− λ)√

(m− λ)(m− 1 + λ)
, (D.10)

which leads to

c−λ,m = (−1)m−µ
√

Γ(1−m− λ)Γ(λ−m)

Γ(1− λ−m)
(D.11)

for m = −λ,−λ− 1,−λ− 2, . . . .

From these expressions and 〈m|n〉 = δmn, we can infer the inner product on the space

Fµλ . Indeed, any two functions f and g obeying (D.1) can be expanded in Fourier series as

f(φ) =
∑
m

ame
imφ ⇐⇒ am =

1

2π

∫
dφ e−imφf(φ) ,

g(φ) =
∑
m

bme
imφ ⇐⇒ bm =

1

2π

∫
dφ e−imφg(φ) .

(D.12)

Then we can write

〈f |g〉 =
∑
m,n

a∗mbn
c∗λ,mcλ,n

〈m|n〉 =
∑
m

a∗mbm

|cλ,m|2
. (D.13)

58The recursion formula only fixes cλ,m (similarly for c−λ,m in (D.11)) up to an m independent constant

that could depend on λ. Here we have chosen a particular normalization for convenience. The physical

observables we compute are however independent of such normalizations.
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Writing am and bm in terms of f1 and f2 using the Fourier series inversion formula, we

obtain

〈f |g〉 =

∫
dφ1 dφ2 f(φ1)∗g(φ2)G(φ1 − φ2) (D.14)

where G(φ) given by

G(φ) =
1

4π2

∑
m

eimφ

|cλ,m|2
. (D.15)

For the continuous series, |cλ,m|2 = 1, and the sum is over m ∈ µ+ Z. We obtain

continuous series: G(φ) =
1

4π2
eiµ(φ1−φ2)D

(
φ1 − φ2

2π

)
, (D.16)

where D(x) =
∑

k∈Z δ(x − k) is a Dirac comb with unit period. For the positive discrete

series, m ∈ λ+ Z+ and µ = λ > 0. We find that (D.15) evaluates to

positive discrete series: G(φ) =
eiλφ2F1(1, 1, 2λ, eiφ)

4π2Γ(2λ)
. (D.17)

To obtain the fusion coefficients, we need to consider tensor products of representations.

As a warm-up, let us consider the tensor product

C 1
2

+is,µ ⊗ C 1
2

+is,−µ (D.18)

and identify the state corresponding to the identity representation. This state is∑
m∈µ+Z

(−1)m|m〉| −m〉 , (D.19)

and it can be obtained as the unique state invariant under L
(1)
n + L

(2)
n , where the L

(i)
n

(with n = −1, 0, 1 and i = 1, 2) are the S̃L(2,R) generator acting on the ith factor of the

tensor product.

The state (D.19) can also be found in a more indirect way by first constructing the

two-variable function Y (eiφ1 , eiφ2) representing it. This function obeys the conditions

2∑
i=1

∂φiY (eiφ1 , eiφ2) = 0 ,
2∑
i=1

(
ie±iφi∂φi ∓ λe

±iφi
)
Y (eiφ1 , eiφ2) = 0 , (D.20)

(with λ = 1
2 + is) representing the invariance under the S̃L(2,R) generators, as well as

the periodicity conditions (D.1) in φ1 and φ2 individually. When 0 < φ1 − φ2 < 2π, the

solution of the equations (D.20) is

Y (eiφ1 , eiφ2) = C sin

(
φ1 − φ2

2

)−2λ

(D.21)

for some constant C. Away from this interval, the expression (D.21) should be extended

using the periodicity condition (D.1). The state corresponding to this function is generally
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of the form
∑

m1∈µ+Z
∑

m2∈−µ+ZCm1,m2 |m1〉|m2〉, with coefficients Cm1,m2 obtained by

taking the inner product with the basis elements:

Cm1,m2 =
1

4π2

∫
dφ1

∫
dφ2 c

∗
λ,m1

c∗λ,m2
e−im1φ1e−im2φ2Y (eiφ1 , eiφ2) (D.22)

Because Y depends only on φ1 − φ2, the only non-zero Cm1,m2 are those with m1 = −m2.

Using ∫ 2π

0
dφ e−imφ

(
sin

φ

2

)−2λ

=
−2e−imπ sin(mπ)Γ(1− 2λ)Γ(λ−m)

Γ(1− λ−m)
, (D.23)

and λ = 1
2 + is, the expression (D.22) with m1 = −m2 = m evaluates to

Cm,−m = e−iπmC
sin(πµ)

2s sin(π(µ− λ)) sinh(2πs)Γ(2is)

√
cos(2πµ) + cosh(2πs)

2
. (D.24)

We see that up to an m-independent constant, Cm,−m ∝ (−1)m, so (D.24) agrees

with (D.19).

D.1 Clebsch-Gordan coefficients: Cµ1

λ1=
1
2
+is1
⊗D±

λ2
→ Cµ

λ=1
2
+is

In [62] a general recipe was outlined for obtaining the “Clebsch-Gordan” coefficients for

S̃L(2,R).59 and, in particular, ref. [62] constructed the decomposition of the tensor products

D+
λ1
⊗ D+

λ2
and D+

λ1
⊗ D−λ2

. Here we follow the same recipe to determine the Clebsch-

Gordan coefficients and fusion coefficients between two continuous series representations

and a positive/negative discrete series representation:

Cµ1

λ1= 1
2

+is1
⊗D±λ2

→ Cµ
λ= 1

2
+is

, (D.25)

with µ = µ1 ± λ. The state |s,m〉 that is part of Cµ
λ= 1

2
+is

in the tensor product (D.25)

must take the form

|s,m〉 =
∑

m2=±(λ+Z+)

C
s1, λ

±
2 , s

m−m2,m2,m|m−m2〉|m2〉 (D.26)

where C
s1, λ

±
2 , s

m−m2,m2,m is the Clebsch-Gordan coefficient and the range of m2 depends on

whether it comes from the positive or negative discrete series.

As in the previous section, we determine C
s1, λ

±
2 , s

m−m2,m2,m in a rather indirect way by first

constructing the functions Ys,m(eiφ1 , eiφ2) that represent the state (D.26). This function

can be found using the conditions that

L0Ys,m = −mYs,m ,(
−L2

0 +
L1L−1 + L−1L1

2

)
Ys,m = λ(1− λ)Ys,m ,

(D.27)

59Alternatively, see [86] and [87] for a more mathematical approach.
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where Ln = L
(1)
n + L

(2)
n and λ = 1

2 + is. Let us first solve these equations for 0 < φ1 < 2π

and 0 < φ1 − φ2 < 2π. (The expression for Y can then be continued away from this range

using the appropriate periodicity condition (D.1) in both φ1 and φ2.)

The first equation in (D.27) implies that Ys,m equals eimφ1 times a function of φ1−φ2.

The second condition gives a second order differential equation for this function of φ1−φ2

with two linearly independent solutions

Y −s,m(eiφ1 , eiφ2) = B−s,me
imφ1eiλ2(φ1−φ2)

(
1− ei(φ1−φ2)

)λ−λ1−λ2

× 2F1(λ− λ1 + λ2, λ+m, 1 +m− λ1 + λ2, e
i(φ1−φ2)) .

(D.28)

and

Y +
s,m(eiφ1 , eiφ2) = B+

s,me
imφ2ei(λ2−m)(φ2−φ1)

(
1− ei(φ2−φ1)

)λ−λ1−λ2

× 2F1(λ− λ1 + λ2, λ−m, 1−m− λ1 + λ2, e
i(φ2−φ1)) .

(D.29)

for some constant B±s,m. Both of the solutions are linearly dependent under s→ −s, thus

from now on, we will restrict to s > 0. As suggested by the notation, this specific basis of

solutions correspond precisely to the generating functions for Clebsch-Gordon coefficients

for the tensor product Cµ1

λ1= 1
2

+is1
⊗ D±λ2

. This is fixed by requiring that Y +
s,m(z, w)w−λ2

and Y −s,m(z, 1/w)w−λ2 to be holomorphic inside the unit disk |w| < 1, as suggested by the

one-side bounded sum in m2 in (D.26), with m2 = ±(λ2 + Z+) [62].

The dependence of B−s,m on m is fixed by requiring Y −s,m to transform appropriately

under the action of the raising and lowering operators. Explicit computation shows that

L1Y
−
s,m = −(λ+m)(1− λ+m)

1 +m− λ1 + λ2

B−s,m

B−s,m+1

Y −s,m+1 . (D.30)

Comparing with the desired relation L1Y
−
s,m = −

√
(λ+m)(1− λ+m)Y −s,m+1, we obtain

the recursion formula

B−s,m+1 =

√
(λ+m)(1− λ+m)

1 +m− λ1 + λ2
B−s,m . (D.31)

Up to an overall constant which we denote by B−s , this recursion is solved by

B−s,m =

√
Γ(λ+m)Γ(1− λ+m)

Γ(1− λ1 + λ2 +m)
B−s . (D.32)

Similarly we can determine B+
s,m by recursion relations

L1Y
+
s,m = −(λ1 − λ2 +m)

B+
s,m

B+
s,m+1

Y +
s,m+1 . (D.33)

to be

B+
s,m =

Γ(λ1 − λ2 +m)√
Γ(λ+m)Γ(1− λ+m)

B+
s . (D.34)
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Normalization. We would like to compute the normalization constant N (s) for the inner

product of states (D.26),

〈s,m|s′,m′〉 = N (s)δ(s− s′)δmm′ (D.35)

For this purpose, it is sufficient to consider m = m′, and take the inner product of the

functions representing the l.h.s. of (D.35). Using (D.26), we can write this inner product as

〈s,m|s′,m〉 =
∑
m2

(C
s1, λ

±
2 , s

m−m2,m2,m)∗C
s1, λ

±
2 , s
′

m−m2,m2,m (D.36)

(The answer should be independent of m.) The expected delta functions in (D.35) arise

from the large m2 terms in the sum. Thus, let us compute

C
s1, λ

±
2 , s

m−m2,m2,m = 〈m−m2|〈m2,
± |s,m〉

=
1

c±λ2,m2
eim2φ2

1

2π

∫
dφ1 c

∗
λ1,m−m2

e−i(m−m2)φ1Y ±s,m(eiφ1 , eiφ2)
(D.37)

at large m2.

We first start by considering λ2 in the negative discrete series. After plugging in the

expression for Y and writing φ1 = φ2 + φ, we obtain

C
s1, λ

−
2 , s

m−m2,m2,m = Bs
c∗λ1,m−m2

2πc−λ2,m2

√
Γ(λ+m)Γ(1− λ+m)

Γ(1− λ1 + λ2 +m)

∫ 2π

0
dφ eim2φeiλ2φ

(
1− eiφ

)λ−λ1−λ2

× 2F1(λ− λ1 + λ2, λ+m, 1 +m− λ1 + λ2, e
iφ) . (D.38)

The large m2 behavior of the φ integral comes from the regions where the integrand is

singular or non-analytic (because the φ integral extracts a Fourier coefficient, and in general,

Fourier coefficients with large momenta come from singularities in position space). In this

case, the singularities of the integrand are at eiφ = 1, where the integrand is approximately

ei(m2+λ2)φ

[
(1− eiφ)λ−λ1−λ2

Γ(1− 2λ)Γ(1 +m− λ1 + λ2)

Γ(1 +m− λ)Γ(1− λ− λ1 + λ2)
+ (λ↔ 1− λ)

]
. (D.39)

The integral
∫ 2π

0 dφ e−ikφ(1− eiφ)α has the same large k asymptotics as the integral∫ ∞
0

dφ e−ikφ(−i)α |φ|α +

∫ 0

−∞
dφ e−ikφiα |φ|α . (D.40)

Using the formula
∫∞

0 dφφαe−ikφ−εφ = Γ(1+α)
(ε+ik)1+α , the integral in (D.38) gives, approxi-

mately at large m2,

− 2|m2|λ1+λ2−λ−1 sinπ(λ− λ1 − λ2)Γ(λ− λ1 − λ2 + 1)

× Γ(1− 2λ)Γ(1 +m− λ1 + λ2)

Γ(1 +m− λ)Γ(1− λ− λ1 + λ2)
+ (λ↔ 1− λ) .

(D.41)

The prefactor in (D.38) gives

B−s c
∗
λ1,m−m2

e−iπ(m2+λ2)

2π

√
Γ(λ+m)Γ(1− λ+m)

Γ(1− λ1 + λ2 +m)
|m2|−λ2+ 1

2 (D.42)
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In total, we have

lim
m2→−∞

C
s1, λ

−
2 , s

m−m2,m2,m = −
c∗λ1,m−m2

π
B−s e

−iπ(m2+λ2) sinπ(λ− λ1 − λ2)

(
Γ(λ− λ1 − λ2 + 1)

Γ(1− λ− λ1 + λ2)

× Γ(1− 2λ)

√
Γ(λ+m)√

Γ(1− λ+m)
|m2|λ1−λ− 1

2 + (λ↔ 1− λ)

)
(D.43)

Thus, the large m2 asymptotics of the product (C
s1, λ

−
2 , s

m−m2,m2,m)∗C
s1, λ

−
2 , s
′

m−m2,m2,m are,

|Bs|2
[
|m2|i(s−s

′)−1

∣∣∣∣ Γ(−2is)

Γ(is1 − is+ λ2)Γ(−is− is1 + λ2)

∣∣∣∣2 +

(
s→ −s
s′ → −s′

)]
, (D.44)

where we kept s 6= s′ only in the power of m2, anticipating that the sum over m2 gives a term

proportional to δ(s− s′). To see why the sum
∑

m2
(m2)−1+iα gives a delta function, note

that we can regularize the sum by taking ε > 0, thus writing
∑
m−1+iα−ε

2 = ζ(1− iα− ε).
Close to α = 0, this becomes i

α+iε → P i
α + πδ(α) as ε→ 0. The P i

α cancels from the final

answer. We finally find

Ns1, λ−2 , s = 2
∣∣B−s ∣∣2 ∣∣∣∣ Γ(−2is)

Γ(−is± is1 + λ2)

∣∣∣∣2 . (D.45)

Similarly, we compute N+ by focusing on the large m2 limit of (C
s1, λ

+
2 , s

m−m2,m2,m)∗

C
s1, λ

+
2 , s

m−m2,m2,m with

C
s1, λ

+
2 , s

m−m2,m2,m = B+
s

c∗λ1,m−m2

2πc+
λ2,m2

Γ(λ1 − λ2 +m)√
Γ(λ+m)Γ(1− λ+m)

∫ 2π

0
dφ ei(λ2−m2)φ

(
1− eiφ

)λ−λ1−λ2

× 2F1(λ− λ1 + λ2, λ−m, 1−m− λ1 + λ2, e
iφ) . (D.46)

We find after similar manipulations that when fixing λ2 to be in the positive discrete series,

Ns1, λ+
2 , s

= 2
∣∣B+

s

∣∣2 ∣∣∣∣ Γ(−2is)

Γ(−is± is1 + λ2)

sin(π(µ1 + λ2 + λ))

sin(π(µ1 + λ1))

∣∣∣∣2 . (D.47)

Clebsch-Gordan coefficients in the µ1 → i∞ limit. In order to compute the ex-

pectation of Wilson lines value once fixing the value of φR = −i along the boundary we

are interested in analytically continuing the product of Clebsch-Gordan coefficients for

imaginary values of µ1. Specifically, we would like to compute

I
s1, λ

±
2 , s

m−m2,m2,m ≡ (Ns1, λ±2 , s)
−1C

s1, λ
±
2 , s

m−m2,m2,m(C
s1, λ

±
2 , s

m−m2,m2,m)∗ (D.48)

in the limit µ1 → i∞, with m −m2 = µ1 + Z. Note that in the above expression we will

first take conjugate, and then take the limit µ1 → i∞.

We start with (D.38) and (D.46) and use

lim
x→∞ 2F1(a, b+ x, c+ x, z) = (1− z)−a , (D.49)
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which holds away from z = 1. In this limit the Clebsch-Gordan coefficients become

C
s1,λ

−
2 , s

m−m2,m2,m∼B
−
s
c∗λ1,m−m2

2πc−λ2,m2

√
Γ(λ+m)Γ(1−λ+m)

Γ(1−λ1+λ2+m)

∫ 2π

0
dφeim2φeiλ2φ

(
1−eiφ

)−2λ2

,

(C
s1,λ

−
2 , s

m−m2,m2,m)∗∼ (B−s )∗
cλ1,m−m2

2π(c−λ2,m2
)∗

√
Γ(λ+m)Γ(1−λ+m)

Γ(λ1+λ2+m)

∫ 2π

0
dφe−im2φe−iλ2φ

(
1−e−iφ

)−2λ2

,

(D.50)

Now using∫ 2π

0
dφ eiaφ

(
1− eiφ

)b
=
i(1− e2πia)Γ(a)Γ(b+ 1)

Γ(1 + a+ b)
=

2πeπiaΓ(b+ 1)

Γ(1− a)Γ(1 + a+ b)
, (D.51)

valid by analytic continuation in b, and

lim
z→∞,z /∈R−

Γ(z) ∼ e−zzz
√

2π

z
(1 +O(1/z)) , (D.52)

we have that in the limit µ1 → i∞, and consequently in the limit m→ i∞,

C
s1, λ

−
2 , s

m−m2,m2,m ∼
B−s
c−λ2,m2

m−λ2eπi(m2+λ2) Γ(1− 2λ2)

Γ(1− λ2 ±m2)
,

(C
s1, λ

−
2 , s

m−m2,m2,m)∗ ∼ (B−s )∗

(c−λ2,m2
)∗
m−λ2eπi(m2+λ2) Γ(1− 2λ2)

Γ(1− λ2 ±m2)
.

(D.53)

Putting this together, we obtain

I
s1, λ

−
2 , s

m−m2,m2,m ∼= µ−2λ2
1

Γ(1−m2 − λ2)

Γ(λ2 −m2)

Γ(1− 2λ2)2

Γ(1− λ2 ±m2)2
I

= µ−2λ2
1 (−1)m2+λ2

Γ(1− 2λ2)

Γ(2λ2)Γ(1− λ2 ±m2)
I ,

(D.54)

with

I =
1

2

∣∣∣∣Γ(−is± is1 + λ2)

Γ(−2is)

∣∣∣∣2 =
s sinh(2πs)

π
Γ(±is± is1 + λ2) . (D.55)

Similarly we have in this limit

C
s1, λ

+
2 , s

m−m2,m2,m ∼ B
+
s

c∗λ1,m−m2

2πcλ2,m2

Γ(λ1 − λ2 +m)√
Γ(λ+m)Γ(1− λ+m)

∫ 2π

0
dφ ei(λ2−m2)φ

(
1− eiφ

)−2λ2

,

(D.56)

which, together with the conjugate relation, yields in the limit µ1 → i∞ and m−m2 → i∞,

C
s1, λ

+
2 , s

m−m2,m2,m ∼
B+
s

cλ2,m2

m−λ2eπi(m2−λ2) Γ(1− 2λ2)

Γ(1− λ2 ±m2)

(C
s1, λ

+
2 , s

m−m2,m2,m)∗ ∼ (B+
s )∗

c∗λ2,m2

m−λ2eπi(m2−λ2) Γ(1− 2λ2)

Γ(1− λ2 ±m2)
,

(D.57)

and

I
s1, λ

+
2 , s

m−m2,m2,m ∼ µ
−2λ2
1

Γ(m2 + 1− λ2)

Γ(m2 + λ2)

Γ(1− 2λ2)2

Γ(1− λ2 ±m2)2
I

= µ−2λ2
1 (−1)m2−λ2

Γ(1− 2λ2)

Γ(2λ2)Γ(1− λ2 ±m2)
I ,

(D.58)

which is identical to I
s1, λ

−
2 , s

m+m2,−m2,m.
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D.2 Fusion coefficient as µ→ i∞

We are interested in generalizing the simple Clebsch-Gordan decomposition of the product

of matrix element for some group element g (given by UmR1, n
(g)Um

′
R1, n′

(g)) for compact

groups, to the case of S̃L(2,R). To do this we start by inserting two complete set of states

to re-express the product of two S̃L(2,R) matrix elements

Um1

(λ1= 1
2

+is1,µ1),n1
(g)Um2

λ±2 ,n2
(g) = 〈(λ1,µ1),m1;λ±2 ,m2|g|(λ1,µ1),n1;λ±2 ,n2〉

=

∫
ds

Ns1,λ±2 , s
ds′

Ns1,λ±2 , s′
〈(λ1,µ1),m1;λ±2 ,m2|(λ,µ1±λ2),m1+m2〉

×〈(λ1,µ1),n1;λ±2 ,n2|(λ′,µ1±λ2),n1+n2〉∗〈λ,m1+m2|g|λ′,n1+n2〉
+ discrete series contributions . (D.59)

Thus, the product of two matrix elements is given by

Um1

(λ1= 1
2

+is1, µ1), n1
(g)Um2

λ2, n2
(g)

=

∫
ds

Ns1, λ+
2 , s

C
s1,λ

±
2 ,s

m1,m2,m1+m2
(C

s1,λ
±
2 ,s

n1,n2,n1+n2
)∗ Um1+m2

(λ= 1
2

+is,µ+λ2), n1+n2
(g)

+ discrete series contributions . (D.60)

In the limit µ1 → i∞ we are interested in computing the fusion between the regular

character χ(s1,µ1)(g) and the truncated character χλ±2
(g) defined in (4.9). Thus, the product

of characters is given by

χ(s1,µ1)(g)χλ±2
(g) =

∫
ds

(
Ξ∑
k=0

Is1, λ2, s

µ1+k̃,±(λ2+k), µ1+k̃±(λ2+k)

)
χ(s,µ1+λ2)(g)

+ discrete series contributions , (D.61)

where we identify m1 = µ1 + k̃ and m2 = ±(λ2 + k) with k̃ ∈ Z and k ∈ Z+. We note that

the sum over k yields a result that is independent of k̃, therefore leading to the separation

of the sums in (D.60). Alternatively, the results above can be recasted as the group integral

of three matrix elements given by∫
dg Um1

(is1, µ1), n1
(g)Um2

λ2, n2
(g)Un1+n2

(s,µ1+λ2),m1+m2
(hg−1)

=
C
s1,λ

±
2 ,s

m1,m2,m1+m2
(C

s1,λ
±
2 ,s

n1,n2,n1+n2
)∗Un+n′

(λ= 1
2

+is,µ+λ2),m+m′
(h)

ρ(s, µ+ λ2)Ns1, λ+
2 , s

, (D.62)

where ρ(s, µ+ l2) is the S̃L(2,R) Plancherel measure in (C.24), and where we note that the

product ρ(s, µ + λ2)Ns1, λ+
2 , s

is symmetric under the exchange of s1 and s. Consequently,

the product of two regular continuous series characters and a regularized discrete series

character is given by∫
dg χ(s1, µ1)(g)χλ±2

(g)χ(s,µ1+λ2)(hg
−1) =

χ(s,µ1+λ2)(h)

ρ(s, µ1 + λ2)

∑
m1−m2

I
s1,λ

±
2 ,s

m1,m2,m1+m2
. (D.63)
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Using eq. (D.54) and (D.58) we thus find that by taking the µ1 → i∞ limit and truncating

the sum over m1 −m2,

lim
µ1→i∞

∫
dg χ(s1, µ1)(g)‘χλ±2

(g)χ(λ= 1
2

+is,µ1+λ2)(hg
−1) =

Nλ±2
N s

s1,λ
±
2

ρ(s, µ1 + λ2)
χ(s,µ1+λ2)(h) , (D.64)

where we define the fusion coefficient N s1,λ1
s in the µ1 → i∞ limit,

N s
s1,λ

±
2
≡ |Γ(λ2 + is1 − is)Γ(λ2 + is1 + is)|2

Γ(2λ2)
, (D.65)

up to a λ±2 dependent normalization constant,

Nλ±2
=

Ξ∑
k=0

µ−2λ2
1 (−1)k

Γ(1− 2λ2)

Γ(1 + k)Γ(1− k − 2λ2)
=

(−1)Ξµ−2λ2
1 Γ(−2λ2)

Ξ!Γ(−Ξ− 2λ2)
. (D.66)

As we take the cut-off, Ξ→∞, the normalization constant becomes

Nλ±2
=
µ−2λ2

1 Ξ2λ2

Γ(1 + 2λ2)
(D.67)

Using the fusion coefficient, together with the normalization factor, we compute the expec-

tation value of the Wilson lines in section 4.

D.3 6-j symbols

To obtain the OTO-correlator in section 4.4 we need to consider the integral of six charac-

ters in (4.18),∫
dh1dh2dh3dh4χs1(h1h

−1
2 )χs2(h2h

−1
3 s)χs3(h3h

−1
4 )χs4(gh4h

−1
1 )χλ±1

(h1h
−1
3 )χλ±2

(h2h
−1
4 )

=

∫
dh1dh2dh3dh4

∑
mi,ni,qi,m̃i

Um1
s1,n1

(h1)Un1
s1,m1

(h−1
2 )Um2

s2,n2
(h2)Un2

s2,m2
(h−1

3 )Um3
s3,n3

(h3)

×Un3
s3,m3

(h−1
4 )Um4

s4,n4
(g)Un4

s4,q4(h4)U q4s4,m4
(h−1

1 )U m̃1

λ±1 ,ñ1
(h1)U ñ1

λ±1 ,m̃1
(h−1

3 )U m̃2

λ±2 ,ñ2
(h2)U ñ2

λ±2 ,m̃2
(h4) ,

(D.68)

where, for the case of interest in section 4.4, s1, s2, s3, and s4 label continuous series

representations, and λ±1 and λ±2 label representations in the positive/negative discrete

series. As in the case of computing the time-ordered correlators of the Wilson lines we first

consider the result when µ1 ∈ R and only afterwards analytically continue the final result

to µ1 → i∞.

The sums over m̃1 and ñ1, as well as that over m̃2 and ñ2 are truncated according to

the regularization prescription for the characters associated to the Wilson lines. Evaluating

the integrals we find

∑
mi,ni,m̃i,ñi,q4

Um4
s4,q4(g)

C
s1,λ

±
1 ,s4

m1, m̃1,m4
(C

s1,λ
±
1 ,s4

n1, ñ1, q4
)∗

ρ(s4, µ4)Ns1, λ±1 , s4

C
s2,λ

±
2 ,s1

m1, m̃2,m1
(C

s2,λ
±
2 ,s1

n2, ñ1, n1
)∗

ρ(s1, µ1)Ns2, λ±2 , s1

×
C
s3,λ

±
1 ,s2

m3, m̃1,m2
(C

s3,λ
±
1 ,s2

n3, ñ1, n2
)∗

ρ(s2, µ2)Ns3, λ±1 , s2

C
s4,λ

±
2 ,s3

n4, ñ2,m3
(C

s4,λ
±
2 ,s3

q4, m̃2, n3
)∗

ρ(s3, µ3)Ns4, λ±2 , s3
. (D.69)
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Performing the sums over the n1, n2, n3, ñ1 and ñ2 states we obtain the 6-j symbol

associated to the six representations s1, s2, s3, s4, λ
±
1 , and λ±2 . Furthermore, the sum

also imposes the constraint m4 = q4. The remaining sum over four Clebsch-Gordan co-

efficient yields the square root for the factor present in (D.64). Specifically, we obtain

that (D.69) equals

Nλ±1
Nλ±2

χs4(g)
√
N s4

λ±1 ,s1
N s3

λ±1 ,s2
N s3

λ±2 ,s1
N s4

λ±2 ,s2
Rs3s4

[
s2
s1

λ2
λ1

]
. (D.70)

The 6-j symbol for S̃L(2,R) is given by [76]

Rs3s4

[
s2
s1
λ2
λ1

]
=W(s3,s4;λ1+is2,λ1−is2,λ2−is1,λ2+is1) (D.71)

×
√

Γ(λ2±is1±is3)Γ(λ1±is2±is3)Γ(λ1±is1±is4)Γ(λ2±is2±is4) ,

where the Wilson function W(sa, sb;λ1 + is2, λ1 − is2, λ2 − is1, λ2 + is1) is given by [75]

W(α, β, a, b, c, d) ≡
Γ(d− a)4F3

[
a+iβ
a+b

a−iβ
a+c

a−iβ
a+c

ã+iα
1+a−d

ã−iα; 1
]

Γ(a+ b)Γ(a+ c)Γ(d± iβ)Γ(d̃± iα)
+ (a↔ d) , (D.72)

with ã = (a+ b+ c− d)/2 and d̃ = (b+ c+ d− a)/2. The normalization for the 6-j symbol

in (D.71) is obtained by imposing the orthogonality relation (4.26) using the orthogonality

properties of the Wilson function [75, 76]. Such an orthogonality condition on the 6-j

symbol follows from its definition in terms of a sum of Clebsch-Gordan coefficients as that

shown in (D.69).

Firstly we note that the result is the same when considering λ1 or λ2 in the posi-

tive or negative discrete series. Furthermore, since the result is explicitly independent of

µ1, µ2, µ3 and µ4 one can easily perform the analytic continuation to µ1, µ2, µ3, µ4 → i∞
as required by our boundary conditions on the field φR. Putting this together with the

analytic continuation of the fusion coefficients presented in the previous sub-section we find

the final results from section 4.

E Wilson lines as probe particles in JT gravity

As mentioned in section 4, the insertion of a Wilson loop in 3D Chern-Simons theory with

gauge algebra so(2, 2) (or an isomorphic algebra) can be interpreted as the effective action

of a massive probe in AdS3 (or other spaces with an isomorphic symmetry algebra) [68–

73]. In this appendix we extend this interpretation to 2D. Specifically, we outline the

proof of the equivalence, as stated in section 4.1, between the boundary-anchored Wilson

line observables Wλ(Cτ1τ2) in the G = GB BF theory formulation, and the boundary-to-

boundary propagator of a massive particle in the metric formulation of JT gravity. The

latter is given by the functional integral over all paths x(s) diffeomorphic to the curve Cτ1τ2
weighted with the standard point particle action (here ẋµ = dxµ

ds )

S[x, gµν ] = m

∫
Cτ1τ2

ds
√
gµν ẋµẋν . (E.1)
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Concretely, we would like to demonstrate that

Ŵλ,k=0(Cτ1τ2) = trλ,k=0

(
P exp

∫
Cτ1τ2

A
)
∼=

∫
paths∼Cτ1τ2

[dx] e−S[x,gµν ], (E.2)

where the mass of the particle is determined by the GB representation (λ, k = −2πλ/B) as

m2 = λ(λ − 1) = −C2(λ).60 From now on we assume |λ| > 1 in order for m2 > 0. In the

equation above, we have taken the limit B →∞ thus set k = 0. Consequently the Wilson

line Ŵλ,k=0(Cτ1τ2) only couples to the sl(2,R)-components of the GB gauge field. In the

rest of this appendix, we will implicitly assume that A take values in sl(2,R). For notation

convenience, we will refer to these Wilson lines as Ŵλ(Cτ1τ2) from now on.61

The congruence symbol ∼= in (E.2) indicates that we want to prove an operator equiv-

alence inside the functional integral of JT gravity. Indeed, the right-hand side of (E.2)

depends only on the diffeomorphism class of the path Cτ1τ2 , whereas the Wilson line op-

erator Ŵλ(Cτ1τ2) on the left-hand side follows some given path. So in writing (E.2), we

implicitly assume that Ŵλ(Cτ1τ2) is evaluated inside the functional integral of a diffeomor-

phism invariant BF gauge theory.

To start proving (E.2), following [88, 89], we rewrite the Wilson line Ŵλ(Cτ1τ2) around

a given space-time contour Cτ1τ2 , parametrized by an auxiliary variable s, as a functional

integral over paths g(s) ∈ PSL(2,R) via62

trλ

(
P exp

∮
Cτ1τ2

A

)
=

∫
Cτ1τ2

[dg]ααα e
−Sααα[g,A] (E.3)

where Sααα[g,A] denotes the (first order) coadjoint orbit action of the representation λ,

coupled to a background sl(2,R) gauge field As(s) ≡ Aµ(x(s))ẋµ(s)

Sααα[g,A] =

∫
Cτ1τ2

ds tr
(
ααα g−1DAg

)
=

∫
Cτ1τ2

ds
(
tr(ααα g−1∂sg)− tr(Asgαααg

−1)
)
. (E.4)

Here ααα = αiP
i ∈ sl(2,R) denotes some fixed Lie algebra element with specified length

squared equal to the second Casimir

tr(ααα2) = −C2(λ) = −λ(λ− 1) (E.5)

The classical phase space in (E.4) is over the (co)adjoint orbit of the Lie algebra element ααα

Oααα ≡ {gαααg−1|g ∈ PSL(2,R)} (E.6)

Consequently the path integral is over maps from Cτ1τ2 → Oααα which can be equivalently

described by their lift g : Cτ1τ2 → PSL(2,R) up to an identification due to local right group

60For notational simplicity, we take all Wilson lines to be in the positive discrete series representations

in this section. We also emphasize that the Wilson line in the representation (λ, k) is a defect operator

(external probe), thus k is not constrained to be k0.
61Equivalently, one can think of the boundary-anchored Wilson lines Ŵλ(Cτ1τ2) as PSL(2,R) Wilson lines

in the discrete series representation λ (projective for λ /∈ Z) of PSL(2,R).
62Note that coadjoint orbits of a connected semisimple Lie group are identical with those of the universal

cover groups, as evident from the definition (E.6) for the PSL(2,R) case and its coverings.
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action by the stabilizer of ααα on g. This is the meaning of path integral measure [dg]ααα
in (E.3).

Let us briefly recall why equation (E.3) holds. Expanding g around a base-point, with

g = ex
a(s)Pag(s0), we find from (E.4) that the canonical momenta associated to xa(s) are

give by

πxi = tr(P igαααg−1), (E.7)

which are in fact the generators of the PSL(2,R) symmetry which acts by left multiplication

on g, as g → Ug. The Casimir associated to sl(2,R) component of GB is given by Ĉ
sl(2,R)
2 =

−ηijπxiπxj = − tr(ααα2). The Hilbert space of the theory is spanned by functions on the

group GB which are invariant under right group actions that stabilize ααα. The Hilbert space

of the quantum mechanics model on Oααα thus forms an irreducible (projective) PSL(2,R)

representation λ. Since the functional integral around a closed path g(s) ∈ PSL(2,R)

amounts to taking the trace over the Hilbert space, we arrive at the identity (E.3).63

Since the identity (E.3) holds for any choice of Lie algebra element ααα with length

squared given by (E.5), we are free to include in the definition of Wλ(Cτ1τ2) a functional

integral over all Lie algebra elements of the form

ααα(s) = αa(s)P
a = α1(s)P 1 + α2(s)P 2 (E.8)

subject to the constraint (E.5). This leads to the identity (up to an overall factor that does

not depend on A)

Ŵλ(Cτ1τ2) ∼
∫

[dα1,2dgdΘ] e−Sααα[g,Θ,A] (E.9)

with

Sααα[g,Θ, A] =

∮
Cτ1τ2
ds
(

tr
(
ααα g−1DAg

)
+ iΘ(ηabαaαb −m2)

)
. (E.10)

Here m2 = λ(λ−1) and Θ denotes a Lagrange multiplier that enforces the constraint (E.5).

This already looks closely analogous to the world line action of a point particle of mass m.

So far we have considered a general background gauge field A in the bulk. In the

context in which we make A dynamical and perform the path integral in the BF-theory in

the presence of a defect (2.15), the path integral (after integrating out the adjoint scalar

φ) localizes to configurations of flat A, away from the defect. Similarly, on the JT gravity

side (in the metric formulation), integrating out the dilaton Φ forces the ambient metric

on the disk to be that of AdS2. Thus for the purpose of proving (E.2), we can take A to

be flat on the BF theory side, and the metric to be AdS2 on the JT gravity side.

The action (E.10) is invariant under gauge transformations U(s) for which g → U(s)g,

together with the corresponding gauge transformation of A which leaves the connection flat.

Note however the gauge transformation mixes the components of A associated to the frames

and spin connection. We can always (partially) gauge fix by setting g = 1 by choosing

63This is because we are considering a boundary condition with Aτ = 0. Consequently, the boundary-

anchored Wilson line has the same expectation value as a Wilson loop that touches the boundary.
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U(s) = g−1(s) along the curve Cτ1τ2 and smoothly extending this gauge transformation

onto the entire disk.64 After such a gauge fixing, the action (E.10) simply becomes,

S1[x, k, λ, gµν ] ≡
∫
Cτ1τ2

ds(kµẋ
µ + iΘ(gµνkµkν −m2)) (E.11)

=

∫
Cτ1τ2

ds
(
ηabα

aẽbµ ẋ
µ + iΘ(ηabαaαb −m2)

)
,

where gµν = ηabe
a
µe
b
ν is the AdS2 metric associated to the background flat connection A

and kµ ≡ αae
a
µ. The action (E.11) agrees with the first order action for a particle moving

on the world-line Cτ1τ2 . To finish the proof, we need to show that the path integral over

flat A in the BF theory reproduces the integral over paths diffeomorphic to Cτ1τ2 for the

particle in the JT gravity.

As mentioned in section 2.1, space-time diffeomorphisms can be identified with field

dependent gauge transformations in the BF theory when the gauge field is flat

δdiff
ξ = δgauge

ε , (E.12)

where the vector field ξµ(x) generating the diffeomorphism transformation and the in-

finitesimal gauge transformation parameter εa(x) (vanish on the boundary) are related by

εa(x) = eaµ(x)ξµ(x) , ε0(x) = ωµ(x)ξµ(x) . (E.13)

Since flat connections A are generated by gauge transformations, the equivalence (E.12)

acting on ẽbµ implies that,∫
Cτ1τ2

ds
(
ηabα

a(ẽbµ)ε ẋ
µ+iΘ(ηabαaαb−m2)

)
=

∫
Cξτ1τ2

ds
(
ηabα

aẽbµ ẋ
µ+iΘ(ηabαaαb−m2)

)
where (ẽbµ)ε denotes the finite gauge transformation of ẽbµ generated by ε, and Cξτ1τ2 denotes

a path diffeomorphic to Cτ1τ2 generated by displacement vector field ξ. Consequently

integrating over flat connections A of the BF theory in the presence of the Wilson line

insertion is equivalent to integrating over all paths diffeomorphic to the curve Cτ1τ2 , which

precisely gives the first order form of (E.1) that describes a particle propagating between

boundary points in AdS2.65

Alternatively, to get the second order formulation for the world-line action we can

directly perform the Gaussian integration over αa in (E.10) and then integrate out the

Lagrange multipler Θ. The world-line path integral (E.9) becomes (up to an A indepen-

dent factor),

Ŵλ(Cτ1τ2) ∼
∫

[dg] e−S2[g,A] , (E.14)

64There’s no obstruction for such extensions since GB is simply connected.
65Note that in the world-line action (E.11), the fields (xν , kµ(x)) take values in the co-tangent bundle

T ∗Σ. The path integration measure is the natural one induced by the symplectic structure of T ∗Σ.
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where the action S2[g,A] is specified by

S2[g,A] = m

∫
Cτ1τ2
ds
√
ηab(g−1DAg)a(g−1DAg)b . (E.15)

Due to the integration over g(s), this is a gauge invariant observable as expected. Note

that while (E.15) is exact on-shell in order for the path-integral (E.14) to agree with (E.3)

one has to appropriately modify the measure [dg] in (E.14).

Once again performing the gauge transformation with U(s) = g−1(s) along the curve

Cτ1τ2 to gauge fix g(s) = 1 and smoothly extending the gauge transformation onto the

entire disk, the action (E.15) simply becomes,

S2[g,A] = m

∫
Cτ1τ2

ds
√
ηabeaαe

b
βẋ

αẋβ = m

∫
Cτ1τ2

ds
√
gαβẋαẋβ , (E.16)

which agrees with the 2nd order action (E.1) for a particle moving on the world-line Cτ1τ2 .

Following the same reasoning as before, the gauge transformation can be mapped to a

diffeomorphism, and integrating over flat connections in the BF theory path integral with

the Wilson line insertion, is once again equivalent to integrating over all paths diffeomorphic

to the curve Cτ1τ2 . Using this, we finally arrive at the desired equality between the Wilson

line observable and the worldline representation of the boundary-to-boundary propagator

given by (E.2).66
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