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1 Introduction

As is well known, large N field theories have played a key role in the holographic gauge/

gravity duality. The emergence of semiclassical gravitational dynamics in this context is

predicated on the existence of a large number of degrees of freedom (measured by central

charge c ∼ Nα with α ≥ 1), with a relatively small number of collective excitations of low

energy (roughly ρ(E) ∼ O(1) for E � c).1 Solvable large N models could therefore provide

valuable insight into the holographic map. However, planar matrix models [2] which have

been investigated for decades are intractable in general. This can be seen for example from

the interacting two-matrix model which exhibits spectral features required above, but is

not solvable [3]. On the other hand, large N vector models whilst solvable, lead to at

best weakly interacting dynamics and possessing nearly conserved higher spin currents. In

recent years a new possibility has arisen: melonic models which appear to provide a happy

middle ground of being technically tractable and having non-trivial dynamics.

Motivated by these considerations, we will attempt to construct large c interacting

two-dimensional CFTs. One approach would be to study a family of theories with central

charge c as a parameter which can be dialed appropriately. For instance, the D1-D5 CFT

is obtained as (deformation of) a symmetric product CFT [4], the sigma model with target

XN/SN where X is either K3 or T 4 in the large N limit (c ∼ N). Another possibility

is to take scaling limits of a family of WZW coset models [5] (or even WZW models

themselves [6]). The aforementioned examples however end up being the analog of vector-

like modes; in the large N limit such theories typically have higher spin symmetry. For

the orbifold example with sufficient supersymmetry one has a moduli space: far out away

from the orbifold point, one expects to recover semiclassical gravity. Given this status quo,

we seek to ask if we can conjure up interesting CFTs, exploiting lessons learnt from the

analysis of theories with melonic structure.

While field theories with melonic large N expansions have been studied in the litera-

ture for a while, recent interest in them owes to similar structures being relevant for the

1In general we require that the density of low lying states does not scale with c. Necessary bounds are

available in two dimensions where ρ(E) . eγE with γ > 0, cf., [1].
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analysis of the disordered Sachdev-Ye-Kitaev (SYK) model [7–11], which has been argued

to provide a 1d toy model for holography. Inspired by this, various groups have examined

tensor models exhibiting melonic dominance, focusing on quantum mechanical models of

colored [12, 13], or uncolored [14, 15] tensor valued degrees of freedom, where it is suffi-

cient to write down potential terms involving tetrahedral tensor contractions (i.e., those

which guarantee only melonic diagrams contribute in the large N limit). These models are

investigated extensively in the literature: recent reviews include [16, 17].

There have also been serious attempts to find non-trivial IR fixed points in higher

dimensional tensor models in the large N expansion [18, 19]. Much of the analysis on this

front has been carried out for bosonic models which generically suffer from an unbounded

from below Hamiltonian. Even when one can stabilize the spectrum, by cleverly truncating

a supersymmetric theory as in [19], the resulting fixed points often end up having operators

violating unitarity bounds. This intransigence of these models can in part be traced to

the fact that while the Lagrangian may be engineered to only contain terms that give rise

to melonic diagrams, renormalization effects induce non-tetrahedral tensor contractions

(for example the so called pillow or double-sum terms). One therefore wonders if it is even

possible to find non-trivial, solvable higher dimensional tensor models, which could provide

further insight into the holographic AdS/CFT correspondence.

What the aforementioned set of investigations suggest is that we should focus on

situations where we have some symmetry principle preventing contamination from the non-

melonic sector. Happily, we know a context where this can be achieved, viz., situations

where we can use supersymmetric non-renormalization theorems to avoid generation of

non-tetrahedral tensor contractions during the renormalization group flow. This requires

us to focus on examples of tensor models with at least 4 supercharges in d ≤ 4. Of primary

interest will be theories with N = (2, 2) in d = 2.

We will focus on Landau-Ginzburg (LG) models with a set of tensor valued chiral

superfields, as well as gauged models. The former can be simply understood as a natural

upgrade of usual LG models with tensor valued chiral superfields. The latter can be

likewise realized by gauging some of the global symmetry, or independently motivated by a

hybridization of matrix and vector models. For instance, one can consider a vector valued

set of matrices which can be used to construct matrix-vector models, cf., [20] who motivated

such models by imagining the D0-brane matrix model with a large number of transverse

dimensions. In this case, one can explicitly view the melonic diagrams as a subset of

standard planar diagrams (by considering ribbon graphs decorated with an internal line

corresponding to the vector label).

Now N = (2, 2) models in two dimensions are well studied in the literature as they

play a central role in mirror symmetry through the LG/Calabi-Yau correspondence [21–23]

cf., [24, 25] for detailed reviews. The general idea of (2, 2) LG models is that we have a

non-trivial RG flow driven by a relevant superpotential. The IR dynamics is altogether

controlled by the superpotential, so one expects to find a low energy superconformal field

theory once constraints from anomaly cancellation are taken into account. As such this is

a powerful statement, relying on supersymmetry to argue for a critical fixed point. Indeed

many of the early checks involve the usual matching of protected quantities such as the
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chiral ring [26] and elliptic genera [27]. Bringing tensor valued fields into the game, provides

us with an opportunity to use large N melonic techniques to solve the theory. At the level

of two-point functions we do not learn any more information than we already knew from the

supersymmetric analysis, but the pay-off lies in being able to compute other observables,

such as four-point functions by resummation of a class of ladder diagrams, which in turn

gives us non-chiral spectral data of the low-energy fixed point.

While it appears at face value that we have engineered a perfect blend of supersymme-

try and melonic diagrammatics, the situation will turn out to be a lot more complicated.

Standard tetrahedral tensor contractions which have hitherto been investigated in the lit-

erature will result in superpotentials which have flat directions, resulting in the low-energy

theory having many moduli. We would ideally like to construct rigid models, which are

moduli free, to avoid strong IR effects in two dimensions. One reason for the presence of

the moduli is the fact that the tensor valued fields of interest typically have a large global

symmetry (which in itself is a problem as they potentially give rise to relevant operators [28]

and a high degeneracy of low-lying states [29, 30]). Two natural possibilities come to mind:

either gauge the symmetries to focus on the singlet sector, or consider explicit breaking of

the symmetry whilst retaining solvability.

We will demonstrate that the most efficacious choice is to break the symmetry by

considering anisotropic tensor models. These will have tensor valued fields with index

contractions inspired by the tetrahedral structure, except that we will bias individual con-

tractions with slightly different couplings. By a judicious choice of the couplings we will

show that the theory retains large N solvability, which we illustrate explicitly for weak

anisotropy, where we can use perturbative arguments. It will be important to note that

the anisotropic couplings are specified once and for all in the microscopic Lagrangian, and

so we are dealing with a genuine quantum field theory (and not an ensemble thereof).2 On

the other hand the gauged models turn out to still possess flat directions. Once we gauge

the models we of course also have to worry about the gauge sector which can typically lead

to non-compact Coulomb branches. This we will be able to cure, but generically find that

we will be stuck with non-compact Higgs branches in the large N limit.

The outline of the paper is as follows: we describe the broad class of models we

will focus on in section 2. In section 3 we review the RG flow of N = (2, 2) models,

in particular the non-renormalization of the superpotential and the problems that arise

when the classical moduli space of vacua has flat directions. Furthermore, we remind

readers of general properties of Landau-Ginzburg models, computing central charges, etc.

In section 4 we then turn to the details of the large N analysis, arguing that for the

models with global symmetry one can import results obtained in [31] before turning to the

anisotropic models. We then turn to a detailed discussion of the existence of flat directions

and moduli in our models in section 5, arguing that one can engineer anisotropic models

2One could have alternately considered disordered models where the couplings are averaged over some

suitable chosen ensemble. Such models have been investigated in the literature before: [28] examined theories

with two supercharges, while [31] has analyzed disordered (2, 2) LG models, and [32, 33] have analyzed two

dimensional (0, 2) disordered models. We will have use for some of the results derived therein when we turn

to the explicit solution of our models.
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which are moduli free. We then turn in section 6 to analyze models where we gauge

(part of) the global symmetry. While these fail to produce moduli-free IR fixed points,

there are several technical features of these models which we found to be interesting and

unexplored in the literature (in particular, it is possible to construct moduli-free theories for

small rank tensors). We undertake a detailed analysis of the phase structure and compute

elliptic genera in section 7 to confirm some of our findings. We conclude in section 8 with

a discussion of open questions. Some technical results which are helpful in our analysis can

be found in the appendices. Specifically, appendix A outlines our N = (2, 2) conventions.

In appendix B we establish that the part of the spectrum of the low energy fixed point

we can access is consistent with unitarity. Finally, appendix C contains the details of our

proof that the anisotropic models are moduli-free which is obtained using the theory of

resultants. Appendix D has some further results regarding the gauged models for low rank

theories.

2 Melonic Landau-Ginzburg tensor models

Two-dimensional N = (2, 2) supersymmetric models can be easily realized in superspace.

We follow the conventions in [24] which are summarized in appendix A. The primary ‘mat-

ter’ fields of interest are chiral and anti-chiral superfields O(z, z̄, θ±, θ
±

), and O(z, z̄, θ±, θ
±

),

obeying Dα̇O = 0 and DαO = 0 respectively. They admit a component expansion:

O(Z) = O(y) + θα ψOα(y) +
1

2
θαθα FO(y) ,

O(Z) = O(y) + θα̇ ψ
α̇
O(y) +

1

2
θα̇θ

α̇
FO(y) ,

(2.1)

with the chiral, anti-chiral coordinates y, y defined in (A.5). We will use Z = (z, z, θ±, θ
±

)

to denote the superspace coordinate, with z, z being the usual complex coordinates in

two-dimensional Euclidean space. R-charge assignments are given in table 2.

We will be interested in situations where O is a tensor valued field transforming under

some symmetry group G. We will exemplify some choices below. However, even without

further specification, we can say that the theories of interest are captured by writing down

a Kähler potential K(O,O) and a superpotential W (O) for these matter fields. In situations

where G is a global symmetry, we will take the Kähler potential to correspond to a flat

metric in field space. The only choice we will make is to engineer the superpotential W (O)

to ensure melonic dominance. To wit, the simplest supersymmetric action is given by

S =

∫
d2z d4θOO−

∫
d2z d2θW (O)−

∫
d2z d2θW (O). (2.2)

We will first study this simple system as it will turn out to be amenable to direct large N

diagrammatic analysis. Later in section 6 we will also be interested in situations where we

gauge the symmetry G (or some subgroup H ⊂ G thereof). For now let us continue to a

more complete specification of our theories.
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2.1 The models

To ensure that we have a theory with melonic diagrams dominating, we will take O to be

a tensor valued field3 with a quartic interaction term in the superpotential that obeys the

tetrahedral contraction structure, where for each pair of superfields there is exactly one

index contraction. There are a-priori several choices we can make, which we can categorize

into two broad classes:4

• Colored tensors B: following [12] we pick a collection of chiral superfields {Ba} trans-

forming under G = U(N)6/Z2
2. Each Ba transforms in the fundamental of some of

the gauge groups and as anti-fundamental in others. Labeling the components of

G as U(N)ab, we can summarize the representation content succinctly as in table 1.

Choosing the superpotential (nb: index placement correlates with representation)

W4({Ba}) = g (B0)
i01 i02
i03

(B1)
i12 i13
i01

(B2)
i23
i02 i12

(B3)
i03
i23 i13

(2.3)

suffices to ensure that the large N expansion is controlled by melonic diagrams [12].

We can study the theory with the symmetry G being either global or gauged.

• Uncolored tensors X: alternately, we can consider a single tensor-valued field Xa1a2a3

transforming under some symmetry group which acts on the indices independently,

cf., [14, 15]. One simple choice is to take Xa1a2a3 to transform under O(N)3 though

clearly other choices are possible. The index subscripts are correlated with each of the

components of the global symmetry group. This would have been more transparent

if we choose to work with G = O(N1) × O(N2) × O(N3), but it will be sufficient to

focus on the case N1 = N2 = N3 = N . One can pictorially differentiate the indices

with color in a triple-line notation, cf., figure 1, where the colors red, green, and blue

correspond to index 1, 2, and 3, respectively. The superpotential can simply be taken

to be the tetrahedral contraction of indices, viz.,

W4(X) =
1

4
gXa1a2a3 Xa1b2b3 Xb1a2b3 Xb1b2a3 (2.4)

• Matrix-vectors Y: a particular example of uncolored tensor models is obtained with

fields Ya Ib transforming in the adjoint of U(N) (indices a, b) and the fundamental of

O(M) (index I). For this case we prefer to keep M 6= N to retain separate information

about the matrix and vector structures. The tetrahedral superpotential (2.4) can then

be simplified to a single trace potential, viz.,

W4(Y) = gTr (YI YJ YI YJ) ≡ g Ya Ib Yb Jc Yc Id Yd Ja . (2.5)

3We will use the basic superfield label to refer to the models as indicated, and O when we wish to make

model independent statements.
4For ease of discussion we will focus below on the case the tensors interact via a quartic superpotential.

It is possible to generalize this to arbitrary q-fold interactions, as we shall comment on during the course

of our discussion (though we will often refrain from writing out explicit tensors and their contractions).

– 5 –
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Figure 1. A three-loop vacuum supergraph in the triple line notation. Indices with subscript 1, 2,

and 3 are colored red, green, and blue, respectively. The outer (inner) red loop is associated to a1
(b1), while the top (respectively, bottom) green and blue loops correspond to a2 and b2 (respectively,

a3 and b3) in eq. (2.13).

U(N)01 U(N)02 U(N)03 U(N)12 U(N)13 U(N)23

B0 N N N 1 1 1

B1 N 1 1 N N 1

B2 1 N 1 N 1 N

B3 1 1 N 1 N N

Table 1. Representation content of superfields, where 1 is the trivial representation and N,N are

the fundamental and anti-fundamental representations, respectively.

U(1)V U(1)A U(1)L U(1)R U(1)f

θ+ 1 1 0 2 0

θ− 1 −1 2 0 0

θ
+ −1 −1 0 −2 0

θ
− −1 1 −2 0 0

O = {B,X,Y} 1
2 0 1

4
1
4 1

g 0 0 0 0 −4

Table 2. Charge assignments under the R-symmetries and global symmetries relevant for the

non-renormalization argument.

Due to the tetrahedral contraction structure, the melonic supergraphs dominate the sum

over supergraphs, and the theories are exactly solvable in the large N limit defined as:

N →∞, fixing J2 =

{
g2N3 , colored and uncolored tensors,

g2N2M , matrix-vector.
(2.6)

While we analyze all three models to some degree, of primary interest to us will be

certain deformations of the uncolored tensor and its cousin the matrix-vector model. It is

worth noting that the matrix-vector model has some nice features in that we can identify
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the melonic diagrams as a subclass of planar diagrams with an internal vector ‘decoration’.

One can view this as arising from a kind of Veneziano limit [34] where we scale the ‘flavor’

degrees of freedom commensurately with the ‘color’ degrees of freedom in the planar large

N expansion.5 It has the advantage of making certain aspects of the large N,M counting

more transparent. We should note that a similar philosophy has been advocated earlier

in [20]. These constructions were inspired by the D0-brane matrix model where the adjoint

valued scalars carry a spacetime index; [20] wished to view these theories as matrix models

on branes living in a spacetime with the number of dimensions taken large.

2.2 Anisotropic deformation

Our models admit anisotropic deformations of the superpotential that preserve the tetra-

hedral contraction structure, but break the glabal symmetry G. We will focus on the

uncolored tensor model, where the deformed superpotential will be taken to be:6

W4(X) =
1

4
g

N∑
a1,a2,a3,b1,b2,b3=1

αa1b1,a2b2,a3b3 Xa1a2a3Xa1b2b3Xb1a2b3Xb1b2a3 . (2.7)

The anisotropic deformation parameters αa1b1,a2b2,a3b3 satisfy the relation

αa1b1,a2b2,a3b3 = αb1a1,b2a2,a3b3 = αa1b1,b2a2,b3a3 = αb1a1,a2b2,b3a3 , (2.8)

and are defined only up to the scaling

g ∼ λ g, αa1b1,a2b2,a3b3 ∼ λ−1 αa1b1,a2b2,a3b3 . (2.9)

The O(N)3 symmetry of the isotropic model (2.4) is broken to the discrete symmetry Z3N
2 .

The isotropic model introduced in (2.4) is obtained for the choice αa1b1,a2b2,a3b3 = 1 for all

choices of {a1, b1, a2, b2, a3, b3}.
We argue that the melonic diagrams still dominate in the large N limit as long

as the anisotropic deformation parameters are chosen such that the coupling constants

g αa1b1,a2b2,a3b3 are all of order N−
3
2 , i.e.

N →∞, fixing g αa1b1,a2b2,a3b3 N
3
2 ∀ αa1b1,a2b2,a3b3 . (2.10)

By partially fixing the scaling ambiguity (2.9), we can rewrite the above condition as7

g = O
(
N−

3
2

)
and αa1b1,a2b2,a3b3 = O(N0). (2.11)

For simplicity, let us first focus on vacuum supergraphs. Consider a vacuum supergraph

with nV vertices and nL index loops. Each vertex contributes a factor of the deformation

parameter αa1b1,a2b2,a3b3 along with a factor of g. The supergraph is proportional to

N∑
a1,a2,··· ,anL=1

(αnV )a1a2···anL , (2.12)

5The adjectives flavor and color obviously refer here to the standard QCD parlance.
6When we write the deformed models we eschew the use of Einstein summation convention since the

sum over index contractions is no longer homogeneously weighted.
7The remaining scaling ambiguity is (2.9) with the λ of order one in the large N limit.
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after summing over index loops. Here (αnV )a1a2···anL denotes the collection of nV factors of

the deformation parameters from the nV vertices of the supergraph and the summation is

over the legs that participate in the loops. For example, the three-loop vacuum supergraph

shown in figure 1 has nL = 6, nV = 2, and is proportional to

N∑
a1,a2,a3,b1,b2,b3=1

|αa1b1,a2b2,a3b3 |2. (2.13)

The indices a1, b1 correspond to the red lines, a2, b2 correspond to the green lines, and

a3, b3 correspond to the blue lines. In the large N limit, (2.12) scales as NnL by the

condition (2.10). An equivalent way to see this is to note that we are summing a set of

O(N0) numbers when we are considering the deformed model, while the isotropic model

is the same sum with unit weight for each summand. Thus, it should come as no surprise

that the large N scaling remains the same as in the isotropic model. Hence, the melonic

dominance of the anisotropic models directly follows from the melonic dominance of the

isotropic models. For supergraphs with external legs one can easily extend the above

argument as the reader can verify.

There is a special class of anisotropic deformation that breaks the O(N)3 symmetry

down to (ZN2 o SN )3,

αa1b1,a2,b2,a3,b3 = α1 + α2 δa1b1 + α3 δa2b2 + α4 δa3b3

+ α5 δa1b1 δa2b2 + α6 δa1b1 δa3b3 + α7 δa2b2 δa3b3 + α8 δa1b1 δa2b2 δa3b3 .

(2.14)

3 Renormalization group flow

Having introduced the models we can now turn to analyzing their low energy dynamics.

From eq. (2.2) it is clear that the superpotential is relevant and will drive the theory away

from the free field limit. We now review some of the standard arguments which allow us

to control this flow, using the non-renormalization theorems to argue that other tensor

contractions which would spoil melonic dominance in the large N limit are not induced,

and further comment on the properties of the IR fixed point.

3.1 Non-renormalization of the superpotential

Our focus on N = (2, 2) supersymmetry owes to the non-renormalization of the superpo-

tential. The standard argument using holomorphy says that the any quantum correction

should be a holomorphic function of the chiral superfields and the uplift of coupling con-

stants to (background) chiral superfields. The theories are also characterized by left and

right moving R-symmetries which we combine into a vector R-symmetry U(1)V and an ax-

ial R-symmetry U(1)A. The former controls terms we can write down in the superpotential

(the latter will be temporarily irrelevant). We may in addition have other non-anomalous

global flavour symmetries in the problem (in addition to the symmetry group G). The

charge assignments relevant for our models are summarized in table 2.
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Uncolored Tensor Matrix-vector model

Pillow Xa1a2a3Xb1a2a3Xa1b2b3Xb1b2b3 Tr (YI YI YJ YJ)

Double sum/trace Xa1a2a3Xa1a2a3Xb1b2b3Xb1b2b3
(
Tr (YIYI)

)2
Table 3. Quartic monomials that can be constructed from our tensor-valued fields.

For this discussion we will not need to specifically distinguish the isotropic and aniso-

tropic models. It will therefore suffice for us to talk about a single quartic coupling g

for the most part of our discussion. Under renormalization group flow, the IR effective

superpotential must be a holomorphic function in g and O and should have U(1)V R-

charge 2 and be neutral under the U(1)f flavor symmetry. We can then immediately write

down an ansatz for the effective superpotential at energy scale µ:

Weff = g f(O), (3.1)

where f(O) is a homogeneous holomorphic function of homogeneity degree 4. For example,

some terms in the effective superpotential are

f(O) = a4(µ)
(
O4
)

melonic
+ b4(µ)

(
O4
)

other contractions
+ · · · (3.2)

where by (O4)melonic we refer to the index contractions presented in (2.3)–(2.5), as well as

the one appearing in anisotropic superpotential (2.7), depending on the specific model in

question. All other contractions between the fields are lumped into
(
O4
)

other contractions
and

a few of them are summarized in table 3.

For the colored tensor, the non-renormalization theorem is immediate: there are no

holomorphic quartic terms that are possible given the representation content. Only the

tetrahedral term of (2.3) is admissible and matching the result with the UV superpotential

we conclude that the coupling is not renormalized.

The effective superpotential in the weak coupling limit g → 0 must match with the

UV bare superpotential. In particular, a4(µ) = 1 and the other coefficients are zero.

This establishes that the quartic tetrahedral superpotential is unrenormalized both for the

isotropic and the anisotropic models.

3.2 Renormalization of the Kähler potential

It will be important that the Kähler potential does get renormalized. The higher order cor-

rections to the Kähler potential cannot involve more derivatives than the canonical kinetic

term OO. All of these would have positive mass dimensions, so naively one would expect

such corrections to be irrelevant in the IR. Therefore, the IR effective Kähler potential

admits a schematic expansion as

Keff(O,O) = Z2 OO + Z4 (OO)2 + · · · . (3.3)

If the bosonic potential generated by the superpotential W4(O) has a unique minimum so

that the classical moduli space is trivial, then the RG flow would generate finite positive
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anomalous dimension for the superfield O. Hence, the higher order terms in the expan-

sion (3.3) are more irrelevant than the leading term, and can be ignored in the IR. One

therefore broadly expects the theory to have only wavefunction renormalization, and the

IR dynamics be dominated by the superpotential.

Let us focus on the uncolored tensor model as the matrix-vector models can be un-

derstood as a special case of this argument. The IR effective Kähler potential takes the

general form

Keff(X,X) =
N∑

a1,a2,a3,b1,b2,b3=1

Za1a2a3,b1b2b3 X
a1a2a3

Xb1b2b3 . (3.4)

The Z3N
2 symmetry of the anisotropic model constrains the Za1a2a3,b1b2b3 to be

Za1a2a3,b1b2b3 = Za1a2a3 δa1b1δa2b2δa3b3 . (3.5)

For the isotropic model, the O(N)3 symmetry further constrains Za1a2a3 = Z. To normalize

the kinetic term, we define the renormalized fields

X̃a1a2a3 =
√
Za1a2a3 Xa1a2a3 . (3.6)

The superpotential (2.7) can be rewritten in terms of the renormalized fields as

W4(X) =
1

4

N∑
a1,a2,a3,b1,b2,b3=1

α̃a1b1,a2b2,a3b3 X̃a1a2a3 X̃a1b2b3 X̃b1a2b3 X̃b1b2a3 , (3.7)

where the ‘physical coupling’ α̃a1b1,a2b2,a3b3 is given by

α̃a1b1,a2b2,a3b3 = g αa1b1,a2b2,a3b3 (Za1a2a3 Za1b2b3 Zb1a2b3 Zb1b2a3)−
1
2 . (3.8)

We note in particular that the wavefunction renormalization preserves the tetrahedral con-

traction structure in the superpotential. This ensures the melonic dominance we seek in the

large N limit. In section 4.2, we will show that in the IR conformal limit the physical cou-

pling α̃a1b1,a2b2,a3b3 is independent of the bare coupling g which sets the overall interaction

strength. Therefore, the anisotropic deformations induce exactly marginal deformations in

the IR fixed point. In particular, we have an IR conformal manifold which is a projective

space parametrized by the (projective) coordinates αa1b1,a2b2,a3b3 .

There is a potential subtlety with this argument. The tetrahedral superpotentials we

have written down could have a non-trivial moduli space of classical vacua. This is obviously

the case for the colored tensor model, where we have a quartic monomial obtained from

contracting four different fields. It is less obvious for the uncolored models, but one can

explicitly demonstrate their existence for the isotropic potentials (2.4) and (2.5) (as we do

in section 5). Moreover, given the homogeneity of our superpotential, it is clear that the

classical moduli space is non-compact.

In two spacetime dimensions we should be integrating over this moduli space. The

flat directions comprise physical degrees of freedom and, being gapless, dominate the IR
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dynamics. The details of what happens when we do so, depends on the moduli space

geometry, with a potential danger of destabilizing the fixed point that we naively inferred

above (e.g., by developing a dynamical mass gap). This will indubitably happen unless we

land upon a moduli space which admits a Ricci flat metric. Should this be the case, we

would end up with an IR fixed point, which may nevertheless have a continuous spectrum

from the non-compact directions.

Ideally, therefore, we would like to construct models with an isolated classical vacuum.

We will discuss this in more detail in section 5, and argue that the flat directions can be

lifted by turning on generic enough anisotropic deformation in the superpotential (2.7).

For now, we will carry out the naive analysis at large N , before turning to the question

about removing all flat directions. The reader is urged to bear these caveats in mind as we

undertake our first pass at solving these models.

3.3 IR fixed point

A nice feature of the N = (2, 2) Landau-Ginzburg models is that they are expected to

flow to a superconformal fixed point given the above non-renormalization arguments [27].

Typically, the argument for the IR fixed point is made by appealing to supersymmetry

protected quantities, such as the chiral ring [22], or the elliptic genus [27]. This is usually

the case where we have a strong coupling fixed point which lies outside the purview of

perturbation theory. For the melonic theories however, we will have the happy advantage

of being able to carry out a large N analysis and examine the spectrum of the fixed point

explicitly. To set the stage for this discussion, let us note some salient and well-known

facts about Landau-Ginzburg models.

For the theory to attain an IR fixed point, the superpotential must transform quasi-

homogeneously W → Λ−1W under a scaling of the fields and couplings. Requiring the

coupling be marginal fixes the scaling dimensions of all the fields. For the quartic super-

potential we immediately conclude that

∆(O) =
1

4
. (3.9)

One can equivalently arrive at this conclusion by noting the R-charge assignments in table 2

and using the emergent superconformal symmetry.

Furthermore, general arguments from the R-symmetry anomaly matching and the

structure of N = 2 superconformal algebra lead to the IR central charge [22, 27]. The

U(1)R × U(1)L R-symmetry flows to the U(1)k × U(1)k current algebra of the N = (2, 2)

superconformal algebra. The level k of the current algebra can be determined by the U(1)R
symmetry anomaly matching, where each supermultiplet contributes (JR− 1)2−J2

R. Also,

by the N = (2, 2) superconformal algebra, the central charge c is related to the level k by

c = 3k. Putting everything together, we find

c = 3k =
3

2
× (number of chiral superfields)

=⇒ {c(B), c(X), c(Y)} =
3

2

{
4N3, N3, N2M

}
.

(3.10)

– 11 –



J
H
E
P
1
1
(
2
0
1
9
)
0
0
7

Oq Symmetry c

Colored (Ba)
ia(a+1)...ia(q−1)

i0a...i(a−1)a
≡ B

(q)
a U(N)(q+1)(q+2)/2/Z(q−1)(q+2)/2

2 3 q
(

1− 2
q

)
N q−1

Uncolored Xa1 a2 ...aq−1 ≡ XAq O(N)q−1 3
(

1− 2
q

)
N q−1

Matrix-vector Y
a I1 I2 ···Iq−3

b ≡ YIq SU(N)×O(M)q−3 3
(

1− 2
q

)
N2M q−3

Table 4. Generalization to models with q-fold interactions.

We will independently verify these central charges by solving the four-point function and

extracting the contribution of the stress-tensor.

4 Explicit analysis of low energy fixed point

As noted above, we expect that the RG flow lands us on a superconformal fixed point

(modulo subtleties with flat directions of the superpotential). The simplicity of the mel-

onic models is that we can check the properties of the fixed point explicitly in large N

perturbation theory. For the isotropic models, our task is made even simpler by the fact

that the analysis has already been carried out in the literature in the related context of

disordered SYK models in [28] and especially [31] which analyzes (2, 2) models in two di-

mensions. We simply need to adapt the results to the case at hand. For the most part we

will be brief and only note some salient points of the analysis, referring the reader to [31]

for further details, though we will also take the opportunity to comment on some technical

issues in the computation of the four-point function.

For the anisotropic models, correlation functions in the large N limit are computed

by the same set of Feynman diagrams as in the isotropic models. However, there is more

structure to uncover here since the anisotropy coefficients enter non-trivially into various

computations. This will be particularly important in the computation of the four-point

function using ladder diagrams.

We directly work in superspace and, since it is straightforward to consider arbitrary

q-body interaction in the superpotential, upgrade to tensors with rank q − 1 transforming

under a symmetry Gq. We summarize some of the relevant data for these models in table 4.

We will not write out the superpotential explicitly, apart from noting that for q > 6 there

may potentially be multiple index contraction structures (cf., [35]) that guarantee melonic

dominance in the suitable large N limit. We will assume for the sake of simplicity that we

have picked one such term in writing the superpotential (e.g., the maximally single-trace

term of [36]).

4.1 Isotropic model

We begin our discussion with the isotropic models. As there is no broad difference between

the three classes of models we introduced, we will simply analyze them en masse. We first

review the basic Schwinger-Dyson equations which gives us the information about the low
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energy fixed point and then turn to the computation of the four-point function of the chiral

superfields.

4.1.1 Two-point function

The starting point for understanding the low energy dynamics is the two-point function of

the superfield O. We have the superspace correlation function:

Gq(Z12) = 〈Oq(Z1)Oq(Z2)〉, (4.1)

where Zi = (zi, zi, θ
±
i , θ

±
i ) is the superspace coordinate (we work in Euclidean spacetime).

The contribution to this two-point function can be obtained from the leading melonic

diagrams, which by the standard analysis leads to the large N super-Schwinger-Dyson

equation

D+1D−1Gq(Z13) + J2
q

∫
d2z2 d

2θ2 Gq(Z12)Gq(Z32)q−1 = θ
+
13θ
−
13 δ(Θ13) δ(Θ13), (4.2)

where we have defined the supertranslation invariant combinations

Θ12 = z12 + 2θ
+
1 θ

+
2 + θ+

1 θ
+
1 + θ+

2 θ
+
2 and Θ12 = z12 + 2θ

−
1 θ
−
2 + θ−1 θ

−
1 + θ−2 θ

−
2 . (4.3)

The coupling constant J is the melonic analog of the ’t Hooft coupling at large N and

is given by:

J2
q =

g
2N q−1 , colored and uncolored tensor

g2N M
q−2

2 , matrix-vector.
(4.4)

It is easy to convince oneself that there is a low energy solution to the above of

the scaling form, obtainable by dropping the contribution from the Kähler term. The

superconformal ansatz

Gq(Z12) =
bq

Θ
∆q

12 Θ
∆q

12

, (4.5)

solves (4.2) in this limit with

∆q =
1

q
, and bq =

1

(4π2 J2
q )1/q

. (4.6)

This is precisely the conformal dimension expected from R-symmetry. The superfield O

has U(1)L×U(1)R charge given by (QL, QR) =
(

1
q ,

1
q

)
, which is preserved under RG flow.

In the IR superconformal field theory, the superfield O corresponds to a chiral primary

operator so (∆q,∆q) = (QL, QR), in perfect agreement with the solution of the super-

Schwinger-Dyson equation.
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4.1.2 Four-point function

We can explore further properties of the model, in particular the spectral data for certain

low lying conformal primaries. The essential idea is to compute the four-point function

of the superfields 〈O(Z1)O(Z2)O(Z3)O(Z4)〉 and decompose this into an OPE expansion.

The computation turns out to be tractable as the four-point function in the melonic theory

is captured by doing a ladder resummation [10, 11]. The result actually can be obtained

from the eigenvalue of a certain conformal kernel [31] which ends up being equal (up to a

sign) to the kernel for the bosonic superoperator channel in the two-dimensional N = (1, 1)

SYK model analyzed in [28]. We will focus on the uncolored model, but the results are

almost identical for all of the models with the only difference being factors of N .

Specifically, the four-point function of interest is∑
Aq ,Bq 〈X

Aq
(Z1)XAq(Z2)X

Bq
(Z3)XBq(Z4)〉∑

Aq 〈X
Aq

(Z1)XAq(Z2)〉
∑

Bq 〈X
Bq

(Z3)XBq(Z4)〉
= 1 +

1

N3
F(Z1,Z2,Z3,Z4) +O(N−4).

(4.7)

The first subleading term F(Z1,Z2,Z3,Z4) can be computed by an infinite sum of ladder

diagrams,

F(Z1,Z2,Z3,Z4) =

∞∑
n=0

Fn(Z1,Z2,Z3,Z4),

Fn(Z1,Z2,Z3,Z4) =

∫
dZ′1dZ

′
2 Kq(Z1,Z2;Z′1,Z

′
2) Fn−1(Z′1,Z

′
2,Z3,Z4).

(4.8)

The kernel is given by

Kq(Z1,Z2;Z3,Z4) = (q − 1) J2
q Gq(Z31)Gq(Z24)Gq(Z34)q−2. (4.9)

The series can be formally resummed as

F =
1

1−K
F0. (4.10)

The above formal expression can be made more precise by expanding the right hand side

in terms of the eigenfunctions of the kernel (4.9). In the conformal limit, the kernel (4.9)

commutes with the superconformal Casimir operators, and the eigenfunctions become su-

perconformal partial waves

Ξh,h̄(χ, χ) =
hh̄ sinπh

2 cosπh̄

(
ϕh(χ)ϕh̄(χ)− ϕ−h(χ)ϕ−h̄(χ)

)
,

ϕh(χ) = Fh(χ)− Fh+1(χ), Fh(χ) =
Γ(h)2

Γ(2h)
χh 2F1(h, h, 2h;χ),

(4.11)

where the super-cross-ratios are given by

χ =
Θ12Θ34

Θ14Θ32
and χ =

Θ12Θ34

Θ14Θ32

. (4.12)
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The inner product of the zero-rung ladder diagram F0 with the superconformal partial

wave gives

〈Ξh,h̄,F0〉 = (−1)h̄−h
4π2∆q

∆q − 1
k(h, h̄), (4.13)

where k(h, h̄) is the eigenvalue of the kernel K. The normalization of the superconformal

partial wave is

〈Ξh,h̄,Ξh′,h̄′〉 = (2π)4 hh̄

(
δll′ δ(s− s′) + δ−ll′ δ(s+ s′)

)
, (4.14)

where the conformal dimensions are parametrized as

h =
`

2
+ is, h̄ = − `

2
+ is. (4.15)

Putting all of this together, the four-point function can be explicitly written as

F(χ, χ) =
∑
h,h̄

Ξh,h̄
1

1− k(h, h̄)

〈Ξh,h̄,F0〉
〈Ξh,h̄,Ξh,h̄〉

=
1

4π

∆q

∆q − 1

∑
`∈Z

∫ ∞
−∞

ds

2π
(−1)h̄−h

k(h, h̄)

1− k(h, h̄)

sinπh

cosπh̄
ϕh(χ)ϕh̄(χ) .

(4.16)

The eigenvalue of the kernel k(h, h̄) is computed by8

k(h, h) 〈XAq(Z1)X
Aq

(Z2)Oh,h̄(∞)〉

=

∫
d2z3 d

2z4 d
2θ3 d

2θ4 Kq(Z1,Z2;Z3,Z4) 〈XAq(Z4)X
Aq

(Z3)Oh,h̄(∞)〉.
(4.17)

We use the superconformal algebra su(1, 1|1) ⊕ su(1, 1|1) to set Z1 = (0, 0, 0) and Z2 =

(1, 0, 0) in order to simplify the integral. We then find that (4.17) evaluates to

k(h, h) =

∫
d2z3 d

2z4 d
2θ3 d

2θ4 Kq(1, 0;Z3,Z4) 〈XAq(Z4)X
Aq

(Z3)Oh,h̄(∞)〉

= (q − 1)J2
q b
q
q

∫
d2z3 d

2z4 d
2θ3 d

2θ4
1

|Θ31|2∆q |Θ24|2∆q |Θ34|2(q−2)∆q

1

Θ
∆q−h
34 Θ

∆q−h̄
34

= nq(h, h̄)

∫
d2z3 d

2z4
zh34 z

h̄
34

|z3|2∆q |1− z4|2∆q |z34|4−2∆q

= nq(h, h̄)

∫
d2z4

zh4 z
h̄
4

|z4|2|1− z4|2∆q

∫
d2z̃3

(z̃3 − 1)h(z̃3 − 1)h̄

|z̃3|2∆q |z̃3 − 1|4−2∆q
with z̃3 =

z3

z4

= nq(h, h̄)(−1)h−h̄
∫
d2z4

zh4 z
h̄
4

|z4|2|1− z4|2∆q

∫
d2z̃3

(1− z̃3)h(1− z̃3)h̄

|z̃3|2∆q |1− z̃3|4−2∆q
,

(4.18)

8We have fixed some typos in the kernel eigenvalue computation in [31], namely there is an extra factor of

(−1) from the Grassmann integration and there is a factor (−1)h−h̄ from swapping the chiral and anti-chiral

operators in the eigenfunction. We thank Ksenia Bulycheva for helpful correspondence on this issue.
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where in the last line we have rotated z̃3 around 1 by z̃3 → 1 + (1− z̃3)eiπ, z̃3 → 1 + (1−
z̃3)e−iπ, which gives the additional factor (−1)h−h̄. We have also defined

nq(h, h̄) =
1−∆q

π2∆q
(h+ ∆q − 1)(h̄+ ∆q − 1). (4.19)

Evaluating this product of two integrals by standard techniques gives the kernel eigenvalue

k(h, h̄) = (−1)h−h̄∆q(∆q − 1)
Γ2(−∆q)

Γ2(∆q)

Γ(−h+ ∆q)Γ(h̄+ ∆q)

Γ(1− h−∆q)Γ(1 + h̄−∆q)
. (4.20)

These eigenvalues are related to the boson-boson superoperator channel eigenvalues kBB
in the N = (1, 1) 2d SYK model [28] by the relation: k(h, h̄) = (−1)h−h̄kBB(h, h̄).

The OPE of the superfield X with its conjugate can be studied by expanding the four-

point function at the point χ = χ = 0. To compute such an expansion, we need to deform

the contour of the integral formula (4.16) in a way that the integral becomes a sum over

residues of the poles of the integrand. The contour is chosen to be in the complex s-plane

along the negative imaginary axis, which we close toward u = is ∈ R≥0 for the convergence

of the integral. There are physical poles in (4.16) coming from

k(h, h̄) = 1. (4.21)

The locations of them give the spectrum of superconformal primaries that appear in the

X×X OPE, and the residues give the squared of the OPE coefficients. There are potentially

solutions to the equation (4.21) with h and h̄ outside the range h ≥ 0 and h̄ ≥ 0. Such

solutions would violate the unitarity of the theory. We will show in appendix B that

solutions violating the unitarity bound do not exist (essentially by bounding the kernel

eigenvalue). A related issue is that we require the conformal weights to be real, and thus

also need to check that there are no poles with s having a non-vanishing real part. We

have checked this numerically for |`| ≤ 100 in a large range of u and we do not find any

such poles.

In addition to the physical poles, there are various spurious poles coming from h =

h̄ = 0 and from the zeros of cos πh̄ at h̄ ∈ 1
2 + Z. The former spurious pole is removed by

infinitesimally deforming the contour away from s = 0 in the complex s-plane as discussed

in [31], but the latter spurious poles are more subtle. We will demonstrate in section 4.1.3

that the latter set of poles delicately cancel amongst themselves by adapting the argument

given in [28]. For now we focus our attention on the physical poles.

We find that the equation (4.21) has solutions (h, h̄) = (1, 0) and (0, 1), which corre-

spond to the holomorphic and anti-holomorphic supercurrent supermultiplets. The holo-

morphic supercurrent supermultiplet is organized as

J = R+ θ+S + θ
+
S + θ+θ

+
T, (4.22)

where R, S and T are the R-current, supercurrent, and the stress-tensor, respectively.

Unlike the 1d SYK model, the superconformal primary J only contributes a single pole to

the four-point function. Therefore once we pull the contour to pick up the pole, there is no

– 16 –



J
H
E
P
1
1
(
2
0
1
9
)
0
0
7

2 4 6 8

-0.4

-0.2

0.2

0.4

n

ε(`, n)

` = 0

` = 2

` = 3

` = 1

Figure 2. A plot of the anomalous dimensions ε(`, n) of the composite operators described in (4.24)

in the spectrum of the isotropic model.

divergence in the four-point function due to this operator. As discussed in [28] this implies

that the low energy dynamics is not solely determined by this multiplet alone. From a

holographic perspective, this implies that the dual theory is akin to classical string theory

(at large N), which does not truncate to supergravity.

The operator spectrum can be organized into ‘Regge trajectories’: sequences of op-

erators with increasing spins and an approximately fixed twist. More precisely, the twist

τ = ∆− |`| (∆ = h+ h̄ and ` = h− h̄) of the operators take the form

τ = 2∆q + 2n+ ε(`, n), (4.23)

where n ∈ Z≥0 labels the different Regge trajectories, and ε(`, n) is a nonzero function

approaching zero in the large ` or large n limit. The operators with twists (4.23) can be

identified with the composite operators in the asymptotically free UV theory

XAq(D+)2s+2n(D−)2nXAq (4.24)

and ε(`, n) is the anomalous dimension in the IR generated by the RG flow. We plot ε(`, n)

for low-spin values in figure 2.

We can also compute the central charge explicitly and check that it agrees with the

analysis from the chiral algebra as presented in table 4. In the OPE, the stress tensor

contributes the O(χ2) terms to the four-point function with the coefficient related to the

central charge of the theory. More explicitly, in the four-point function F(χ, χ̄) expanded

at χ = χ = 0, there exists a term

∆2

2c
χ2 ∈ 1

N3
F . (4.25)

Since the (anti)holomorphic stress tensor is in the same supermultiplet as the (anti)holo-

morphic R-symmetry current, the central charge can be read of from the χ expansion of the
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residue at that point at k(1, 0) = 1. The result matches with the central charges displayed

in table 4.

Finally, let us note that the knowledge of the Euclidean four-point function computed

above, is sufficient to obtain the out-of-time-ordered Lorentzian thermal four-point func-

tion at inverse temperature β that probes the scrambling and chaotic dynamics of the

theory. Thermal correlation functions can be conformally mapped to vacuum correlation

functions on R2. Using this map, it follows that the chaos limit for the out-of-time-ordered

Lorentzian thermal four-point function is equivalent to the Regge limit of an analytically

continued vacuum four-point function [28]. By this relation, the chaos exponent can be

easily computed using the eigenvalue of the kernel (4.20). Analytically continuing the spin

in the nth Regge trajectory to intersect the principal series at

h =
1

2
(1 + `), h̄ =

1

2
(1− `), (4.26)

we obtain the Regge intercept `n. The chaos exponent λL is related to the leading Regge

intercept by

λL = (`0 − 1)
2π

β
. (4.27)

For our model, the leading Regge intercept is roughly

`0 ≈ 1.55, (4.28)

which leads to a sub-maximal chaos exponent. The intuition for why we find sub-maximal

chaos exponent is that all the operators on the Regge trajectory containing the stress-

tensor lead to growing contributions in the out of time-ordered correlator (OTOC) so the

stress-tensor does not dominate the OTOC, as explained in [28].

4.1.3 Cancellation of spurious poles

We have discussed the four-point function above, under the assumption that the only poles

of relevance in evaluating (4.16) are those coming from solving (4.21). To finish off, we

need to demonstrate that the other poles of the integrand, which we refer to as the spurious

poles, cancel amongst themselves. We can adapt for our purposes the discussion in [28]

where they argue for a similar cancellation in the N = (1, 1) SYK model. Modulo some

differences, the essence of the argument follows along similar lines — we show that the

poles cancel in pairs once we have suitable chosen a contour for the integration in the

s-plane. We find it however useful to assemble the pieces in a slightly different manner to

simplify the argument.

Let us first see where the spurious poles are located. Ignoring the factor k/(1−k), the

integrand of the four-point function (4.16) is

Ih,h̄(χ, χ) = (−1)h̄−h
sinπh

cosπh̄
ϕh(χ)ϕh̄(χ). (4.29)

To identify the poles, it is helpful to rewrite the N = 2 superconformal partial wave

ϕh(χ) as

ϕh(χ) = Γ(h)2 χh 2F̃1(h, h, 2h;χ)− Γ(h+ 1)2 χ2h+2
2F̃1(h+ 1, h+ 1, 2(h+ 1);χ), (4.30)
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where F̃1(a, b, c;χ) ≡ F1(a, b, c;χ)/Γ(c) is the regularized hypergeometric function, which

has the benefit of being regular (in particular, unlike the hypergeometric function it has

no poles at c ∈ Z≤0). We then rewrite the integrand as

Ih,h̄(χ, χ) = (−1)h̄−h
sinπh

cosπh̄
Γ(h) Γ(h̄)

ϕh(χ)

Γ(h)

ϕh̄(χ)

Γ(h̄)
, (4.31)

to make the singularity structure manifest. For one, the function ϕh(χ)
Γ(h) has no poles and

its zeros are not at h ∈ 1
2Z. Therefore, the poles and zeros of the integrand Ih,h̄(χ, χ) come

from sinπh
cosπh̄

Γ(h)Γ(h̄), which are summarized as

poles : h̄ ∈ 1

2
+ Z, Z≤0,

zeros : h ∈ Z≥1.

(4.32)

Since we close the contour so that u = is ∈ R≥0, we are interested in the following domain

in the (h, h̄) plane:

h− h̄ ∈ Z, h+ h̄ ≥ 0. (4.33)

Therefore, we are only interested in the poles at

(h, h̄) = (0, 0) and (h, h̄) ∈
(

1

2
,
1

2

)
+ Z2, (h+ h̄ ≥ 0) . (4.34)

As discussed previously, we deform the contour to avoid the pole at (h, h̄) = (0, 0).

It remains to show that the residues of the poles at (h, h̄) ∈
(

1
2 ,

1
2

)
+Z2 cancel. Let us

examine the properties of the integrand for h = m+ 1
2 and h̄ = n+ 1

2 . The residues of the

integrand Ih,h̄(χ, χ) at these locations are

(−1)1+m+n

π
ϕm+ 1

2
(χ)ϕn+ 1

2
(χ) , m, n ∈ Z. (4.35)

Let us define

φh(χ) = Γ(h)2 χh 2F̃1(h, h, 2h;χ), (4.36)

which has the property

φn+ 1
2
(χ) = φ−n+ 1

2
(χ), (4.37)

where we have used the following identity for the regularized hypergeometric function

2F̃1(a, b,−n; z) = zn+1 (a)n+1 (b)n+1 2F̃1(a+ n+ 1, b+ n+ 1, n+ 2; z), n ∈ Z≥0.

(4.38)

Thus, we find the property of the N = 2 superconformal partial wave:

ϕm+ 1
2
(χ) = φm+ 1

2
(χ)− φm+ 3

2
(χ) = φ−m+ 1

2
(χ)− φ−m− 1

2
(χ) = −ϕ−m− 1

2
(χ). (4.39)

Furthermore, one can verify the following symmetry of the kernel when h, h̄ ∈ 1
2 + Z:

k(−h, h̄) = k(h,−h̄) = k(h, h̄). (4.40)
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Figure 3. The spurious poles in the (h, h̄)-plane: the light green poles above the h-axis cancel the

dark green poles below the h-axis, the light blue poles to the right of the h̄-axis cancel the dark

blue poles to the left of the h̄-axis, and the orange poles along the line h + h̄ = 0 cancel the red

poles along the line h = h̄. We deform the contour away from the brown pole at h = h̄ = 0.

Putting together all these pieces we can now see how the residues of the poles at

(h, h̄) ∈
(

1
2 ,

1
2

)
+Z2 cancel. Denoting the residues at these locales by Res(h, h̄) we see that

in the half-plane h+ h̄ > 0, the poles cancel by virtue of the relations

Res(h, h̄) = −Res(h,−h̄), h > h̄

Res(h, h̄) = −Res(−h, h̄), h̄ > h.
(4.41)

This cancellation can be seen visually in figure 3.

We are left with having to address the poles at h + h̄ = 0 (` 6= 0) that lie along the

integration contour and the poles at h = h̄. The trick is to rewrite the contour integral

along the real s axis in the four-point function (4.16) as∫ ∞
−∞

ds→ 1

2

(∫ ∞+iε

−∞+iε
ds+

∫ ∞−iε
−∞−iε

ds

)
, ` 6= 0. (4.42)

The first term in the sum avoids all the poles at h+ h̄ = 0 and the second term in the sum

picks up all the poles at h+ h̄ = 0. We reiterate that this contour deformation is only for

the ` 6= 0 case while for ` = 0 (h = h̄ = 0) we always deform the contour to avoid the pole

at s = 0. We can now see how the poles at h+ h̄ = 0 and h = h̄ cancel:

1

2

(
Res(h,−h) + Res(−h, h)

)
= −Res(h, h̄). (4.43)

We conclude that all the spurious poles in the four-point function (4.16) cancel.

4.2 Anisotropic model

We now turn to the anisotropic models which are of primary interest to us. Fortunately, we

can use the results for the isotropic models discussed above, with suitable modifications, to
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Figure 4. The two-loop supergraph contributing to the self-energy Σa1a2a3 drawn in triple-line

notation.

quickly infer the answers in this case. The main novelty we will find is that the anisotropy

induces a non-trivial convolution between the position space and the index contraction

structures in the correlation functions. For the two-point function the change is mild, but

the four-point function will turn out to be more involved. In what follows, we first derive

the deformed Schwinger-Dyson equations, and then write down a formula for the deformed

four-point function by resumming the ladder diagrams.

4.2.1 Two-point function

We start by considering the two-point function (4.1), which in the large N limit can be

computed by the same set of melonic diagrams as in the isotropic model. The super-

Schwinger-Dyson equation with the anisotropic deformation is

D+1D−1Ga1a2a3(Z13) + J2

∫
d2z2d

2θ2Ga1a2a3(Z12)Σa1a2a3(Z32) = θ
+
13θ
−
13δ(Θ13)δ(Θ13),

Σa1a2a3(Z12) =
1

N3

N∑
b1,b2,b3=1

|αa1b1,a2b2,a3b3 |2Ga1b2b3(Z12)Gb1a2b3(Z12)Gb1b2a3(Z12).

(4.44)

In the conformal limit, we drop the first term of the first equation, and assume the conformal

ansatz

Ga1a2a3(Z12) =
b

Θ∆
12Θ

∆
12

βa1a2a3 . (4.45)

The super-Schwinger-Dyson equation gives

∆ =
1

4
, β−1

a1a2a3
=

1

N3

N∑
b1,b2,b3=1

|αa1b1,a2b2,a3b3 |2βa1b2b3βb1a2b3βb1b2a3 . (4.46)

The right hand side of the second equation in (4.46) is coming from the self-energy Σa1a2a3 .

The index structure represented in the triple-line notation is shown in figure 4 where the

closed loop correspond to the indices being summed over (viz., b1, b2, and b3).

The wavefunction renormalization in the effective Kähler potential (3.4), (3.5) is giv-

en by

Za1a2a3 = b−
1
2 β
− 1

2
a1a2a3 . (4.47)
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The physical couplings are therefore

α̃a1b1,a2b2,a3b3 = g αa1b1,a2b2,a3b3 b
2
√
βa1a2a3 βa1b2b3 βb1a2b3 βb1b2a3

=
1

2πN
3
2

αa1b1,a2b2,a3b3

√
βa1a2a3 βa1b2b3 βb1a2b3 βb1b2a3 .

(4.48)

As promised, the physical couplings are independent of the overall coupling g. As a conse-

quence we have a low energy conformal manifold, which is a projective space parametrized

by the (projective) coordinates αa1b1,a2b2,a3b3 . However, there is a caveat to this statement:

we must remove from this space the choices of αa1b1,a2b2,a3b3 for which the superpoten-

tial (2.7) has flat directions.

4.2.2 Four-point function

While the story for the two-point function was reasonably similar to the isotropic case, the

four-point function analysis is significantly affected by the presence of anisotropy. After

turning on the anisotropic deformation, the sum over ladder diagrams in (4.8) becomes

F(Z1,Z2,Z3,Z4) =

∞∑
n=0

rn(α)Fn(Z1,Z2,Z3,Z4), (4.49)

where each ladder diagram is weighted by the factor rn(α), which is a function of the

anisotropic deformation parameters. More explicitly, rn(α) are obtained by the following

iterative formula

r0(α) = N−3
N∑

a1,a2,a3=1

β2
a1a2a3

,

rn(α) = N−3−2n
N∑

a1,a2,a3,b1,b2,b3=1

δa1b1(Mn
a1b1)a2a3

b2b3βa1b2b3βb1b2b3 , n > 0,

(4.50)

where Mn
a1b1

denotes the nth power of the matrix Ma1b1 with the entries given by

(Ma1b1)a2a3
b2b3 =

1

N
βa1a2a3βb1a2a3

N∑
c1=1

βc1a2b3βc1b2a3αa1c1,a2b2,a3b3α
∗
b1c1,a2b2,a3b3 . (4.51)

The index structure in the definition of this matrix M can be easily visualized using the

triple-line notation as shown in figure 5. As before the convention is that the indices a1, b1,

c1 correspond to the red lines, a2, b2 correspond to the green lines, and a3, b3 correspond

to the blue lines, respectively.

The series (4.49) can be resummed formally as

F = A(α,K)F0, A(α, k) =
∞∑
n=0

rn(α)kn. (4.52)

A(α, k) is a homogeneous function of degree −1 in the anisotropic parameters, i.e.,

A(λα, k) = λ−1A(α, k). (4.53)
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Figure 5. The one-rung ladder supergraph computing the matrix M in (4.51) in the triple-line

notation.

More explicitly, using the eigenfunctions of the Casimir operators, the four-point function

can be written as

F(χ, χ) =
1

4π

∆q

1−∆q

∑
`∈Z

∫ ∞
−∞

ds

2π
k(h, h̄)A(α, k(h, h̄))

sinπh

cosπh̄
ϕh(χ)ϕh̄(χ) . (4.54)

The spectrum of composite operators in the theory can as before be solved by the

location of the poles of the function

A(α, k(h, h̄)), (4.55)

where k(h, h̄) is the eigenvalue of the kernel K. Therefore, in general, the spectrum of

operators would be deformed by the anisotropic deformation. As discussed in section 4.1.2,

the chaos exponent can be computed by analytically continuing the spin of the leading

Regge trajectory, and hence would also be deformed by the anisotropic deformation in

general.

While we have not solved the resulting eigenvalue problem, there are special choices

of the deformation parameter α for which we can obtain some immediate results. For

instance, in the (ZN2 oSN )3 invariant anisotropic model (2.14), since there are only O(N5)

number of anisotropic deformation terms while there are O(N6) number of terms in the

isotropic superpotential, we expect that the effect of the anisotropic deformation on the

two- and four-point functions would be suppressed by 1
N . In particular, we have

rn(α) = 1 +O(N−1). (4.56)

Hence, in the (ZN2 o SN )3 invariant anisotropic model, large N scaling would imply that

the spectrum and chaos exponent would not be deformed by the anisotropic deformation

in the leading large N limit. Another simple situation is when we can treat the anisotropy

perturbatively; we next turn to analyze this case.

4.2.3 Infinitesimal anisotropic deformation

As a particular example, which turns out to be quite tractable, let us consider an infinitesi-

mal anisotropic deformation of the isotropic tensor models. For simplicity, we further make
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the specialization that the deformation parameter factorizes across the three sub-indices 1,

2, and 3 (or the red, green, and blue colors of the figures), viz.,

αa1b1,a2b2,a3b3 = αa1b1 αa2b2 αa3b3 ,

αab = 1 + εab,
(4.57)

for real and symmetric εab and

1� εab �
1

N
. (4.58)

By explicit computation, we find the following results for the coefficients rn(α) in (4.52),

rn(α)
∣∣
O(ε)

= −3(ε)1,

r0(α)
∣∣
O(ε2)

= −3

2
(ε2)1 + 12(ε2)2 −

9

2
(ε2)3,

rn(α)
∣∣
O(ε2)

= −3

2
(ε2)1 + 10(ε2)2 −

5

2
(ε2)3 for n ≥ 1,

r0(α)
∣∣
O(ε3)

= −36(ε3)1 −
9

2
(ε3)2 + 60(ε3)3 −

35

2
(ε3)4 − 24(ε3)5 + 12(ε3)6,

r1(α)
∣∣
O(ε3)

= −24(ε3)1 −
5

2
(ε3)2 + 32(ε3)3 −

15

2
(ε3)4 − 18(ε3)5 + 10(ε3)6,

rn(α)
∣∣
O(ε3)

= −28(ε3)1 −
5

2
(ε3)2 + 40(ε3)3 −

23

2
(ε3)4 − 18(ε3)5 + 10(ε3)6 for n ≥ 2.

(4.59)

where the various structures constructed from the εab are

(ε)1 =
1

N2

N∑
a,b=1

εab, (ε2)1 =
1

N2

N∑
a,b=1

εabεba,

(ε2)2 =
1

N3

N∑
a,b,c=1

εabεbc, (ε2)3 =
1

N4

 N∑
a,b=1

εab

2

,

(ε3)1 =
1

N4

N∑
a,b,c,d=1

εabεbcεcd, (ε3)2 =
1

N4

 N∑
a,b=1

εabεba

 N∑
c,d=1

εcd

 ,

(ε3)3 =
1

N5

 N∑
a,b,c=1

εabεbc

 N∑
c,d=1

εcd

 , (ε3)4 =
1

N6

 N∑
a,b=1

εab

3

,

(ε3)5 =
1

N4

N∑
a,b,c,d=1

εadεbdεcd, (ε3)6 =
1

N3

N∑
a,b,c=1

εacεbcεbc.

(4.60)

The result suggests that the function A(α, k) in (4.52) takes the form

A(α, k) =
r0(α)

1− k
+

∞∑
n,m=1

∑
i

cm,n,i(ε
m+n)ik

n. (4.61)
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By the homogeneity of the function A(α, k) (4.53), the coefficients cm,i must satisfy∑
i

cm,n,i = 0. (4.62)

From (4.59), we find the coefficients

c1,1,1 = 0 , c1,1,2 = −2 , c1,1,3 = 2 ,

c2,1,1 = 12 , c2,1,2 = 2 , c2,1,3 = −28 , c2,1,4 = 10 , c2,1,5 = 6 , c2,1,6 = −2 ,

c1,2,1 = 8 , c1,2,2 = 2 , c1,2,3 = −20 , c1,2,4 = 6 , c1,2,5 = 6 , c1,2,6 = −2 ,

(4.63)

which indeed do satisfy (4.62).

The location of the poles of A(α, k(h, h̄)) can be determined by solving

0 =
1

A(α, k(h, h̄))

=
1

r0(α)

[
1− k(h, h̄)

]
− 1

r0(α)2

[
1− k(h, h̄)

]2
k(h, h̄)

3∑
i=1

c1,1,i(ε
2)i

− 1

r0(α)2

[
1− k(h, h̄)

]2
k(h, h̄)

6∑
i=1

[
k(h, h̄)c1,2,i + c2,1,i

]
(ε3)i +O(ε4),

(4.64)

where we have used the infinitesimal nature of ε to expand out the relation. We see that

the solutions to k(h, h̄) = 1 remain the solution to the deformed equation at any finite

order in the ε-expansion. There are extra solutions located an order ε distance away from

the poles of k(h, h̄), at which, however, the ε-expansion also breaks down. This is of course

not surprising, since new solutions in perturbation theory can only arise at the scale set

by the perturbation parameter. Therefore, to deform the spectrum of operators, we would

have to turn on finite anisotropic deformations. We hope to return to this question in the

future.

However, insofar as establishing that we have a reliable large N fixed point without a

non-trivial moduli space we have succeeded. Note also that for the (ZN2 o SN )3 invariant

anisotropic model, the infinitesimal parameter εab would be proportional to the Kronecker

delta,

εab = ε δab. (4.65)

We verify our earlier observation that the fixed point spectrum is unchanged for (4.56)

does indeed hold owing to (εn)i = O(N−n).

5 Moduli space

Our analysis thus far has been confined to examining the large N diagrammatic structure.

Exploiting the melonic dominance, we have been able to argue that the models flow to an

IR fixed point with the low energy dynamics essentially determined by the superpotential.

We would now like to examine these theories more closely at finite N , which we are able to
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do thanks to the (2, 2) supersymmetry. The main question we would like to address is the

reliability of our large N analysis. As will become clear in the following, the theories we are

considering typically have a number of flat directions, which as indicated above in section 3,

could potentially pose problems. We will start with the simple models analyzed above, and

attempt to modify them while retaining the melonic large N structure, in several steps.

We will find that we can remove these flat directions by considering the anisotropic model

with certain choices of the anisotropic deformation parameters.

5.1 Flat directions in the isotropic models

Recall that the bosonic potential of our models is given by the gradient squared of the

holomorphic superpotential W (O), viz.,

V (O) =

∣∣∣∣∂W∂O
∣∣∣∣2. (5.1)

We can quickly infer that the models constructed above have flat directions.

• Colored tensors : we have q-independent tensor fields, {Ba}, which appear exactly

once in the monomial, and therefore we have (schematically)

∂W

∂Ba
=
∏
b 6=a

Ba . (5.2)

We can clearly minimize the potential by setting any two of the chiral superfields to

zero, say Bk = Bl = 0 for k 6= l. There are then q−2 flat directions parameterized by

the other bottom components of the other superfields {Ba}a 6=k,l. Thus, the moduli

space of vacua contains
(
q
2

)
subspaces isomorphic to Cq−2, and hence the potential

has a large space of flat directions. One can consider variants of this simple model,

but in each case we find them plagued with flat directions.

• Uncolored tensors & matrix-vectors : the gradient of the potential now transforms as

a tensor under the group G. The bosonic potential in these cases reads:

V (X) =

N∑
d,e,f=1

∣∣XadeXfbeXfdc∣∣2 , V (Y) =
M∑
I=1

∣∣YI YK YI
∣∣2 , (5.3)

respectively in the two cases of interest.9 The potential is minimized at the origin,

but the presence of flat directions can be inferred by noting that

Y1 = x

(
σ1 0

0 0N−2

)
, Y2 = x

(
σ2 0

0 0N−2

)
, YI = 0 , for I 6= 1, 2 , (5.4)

with x ∈ R and 0n being the n× n zero matrix, also gives a vanishing potential. We

additionally still have the freedom to conjugate Y I by a U(N) matrix. We have not

9The notation | · |2 has an implicit contraction of the dangling index, e.g.
∑M
I=1

∣∣YI YK YI
∣∣2 =∑M

I,J,K=1(YI YK YI)(Y∗J Y∗K Y∗J).

– 26 –



J
H
E
P
1
1
(
2
0
1
9
)
0
0
7

attempted to chart out the full moduli space of solutions though it is clear that it

has a large dimension. Note that given a solution for the matrix-vector model we can

immediately find an embedding for our tensors Xabc, making it clear that we always

have flat directions.10

Thus in the simplest examples we have examined so far we always have some number of

moduli, rendering the low-energy CFT non-compact and possibly unstable. We will now

see that the anisotropic model lifts all the non-trivial moduli.

5.2 Absence of moduli in the anisotropic tensor models

The anisotropic deformation was introduced to remove all moduli so that the theory has

a unique classical vacuum given by the origin in field space. This crucially leads to the

absences of higher order terms in the effective Kähler potential and thereby gives a stable

fixed point in the IR as previously discussed in section 3.2. We will now prove that there

indeed exist choices of the anisotropic deformation parameters αa1b1,a2b2,a3b3 such that the

moduli space is trivial. The proof actually holds for any q ≥ 4 tetrahedral superpotential,

but we will restrict ourselves to q = 4 to simplify the proof.

Consider the anisotropic superpotential W4 defined in (2.7) whose critical points define

the classical moduli space M. The critical points of W4 are determined by the common

zeros of the partial derivatives of W4 with respect to the superfields Xc1c2c3 :

M =

{
Xa1a2a3 ∈ CN

3

∣∣∣∣ ∂W4

∂Xc1c2c3
(Xa1a2a3) = 0 ∀ 1 ≤ c1, c2, c3 ≤ N

}
. (5.5)

The partial derivatives of W4 are explicitly given by

fc1c2c3 =
W4

∂Xc1c2c3
=

∑
b1,b2,b3

αc1b1,c2b2,c3b3 X
c1b2b3 Xb1c2b3 Xb1b2c3 , (5.6)

where we have used the symmetry (2.8) to simplify this expression. Then we state the

claim that M = {0} as follows:

Theorem 1. There exist nonzero αa1b1,a2b2,a3b3 such that the set of equations

{fc1c2c3 = 0 | 1 ≤ c1, c2, c3 ≤ N} (5.7)

has no non-trivial solution.

We shall provide a sketch of the proof below relegating technical details to appendix C.

The idea is to convert this set of non-linear equations to a linear algebra problem. This

can be done by working in the space of monomials built from the components of our tensor

10For representations of O(N,R) × O(M,R) or O(N,R)3, we have checked that the origin is the unique

vacuum up to N = M = 5. However, these representations are real and we need complex representations

for chiral superfields owing to holomorphy. We could consider representations of O(N,C)×O(M,C) where

fields transform in the adjoint of O(N,C) and in the fundamental representation of O(M,C). However,

one can check that for N = M = 2, X1 = iX2 gives zeros of the bosonic potential and then this solution

generalizes to all N and M in the same way as (5.4).
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field. We have N3 equations given by the zero sets of the polynomials fc1c2c3 , each of which

is a linear combination of degree 3 monomials in the N3 variables Xa1a2a3 . We however

have many more monomials than equations, which is sub-optimal.

What we need to do is the following. We should find a related system of equations

where the number of monomials equals the number of equations. Then working in the space

of all monomials, we have a system of linear equations, easily visualized as an operator C

acting on the vector of monomials of degree d.

Consider the set S of all monomials of degree d = 2N3 + 1 in the N3 variables Xa1a2a3 .

The cardinality of this set is huge

|S| ≡ S =

(
3N3

N3 − 1

)
. (5.8)

We can partition S into N3 subsets Sc1c2c3 ⊂ S and then construct N3 sets of polynomials

Pc1c2c3 =

{
Xγ

(Xc1c2c3)3
fc1c2c3

∣∣∣∣Xγ ∈ Sc1c2c3}, (5.9)

where Xγ denotes a monomial of degree d. Note that there is no summation over the indices

ci in the above. The union of these sets

P =
N⋃

c1,c2,c3=1

Pc1c2c3 (5.10)

consists of S polynomials which are now linear combinations of the S monomials in the

set S.

Now let Md be the vector consisting of all elements of S and let C be the S×S matrix

of coefficients of the polynomials in P. Then the common zero sets of all the polynomials

in P defines a linear system of equations, which has the simple form

CMd = 0S , (5.11)

where 0S is the zero vector in CS. Therefore, if the polynomials in P have a non-trivial

common zero, then linear operator C should have vanishing determinant, i.e., det(C) = 0.

The crucial observation is that if the system of equations {fc1c2c3 = 0} as in (5.7) has a

nontrivial solution Xi1i2i30 6= 0N3 , then Xi1i2i30 is also a non-trivial common zero of the set

of polynomials in P, since we constructed P from the fc1c2c3 . Thus the crux of the proof is

in establishing that the matrix C has a non-vanishing determinant.

In appendix C, we explicitly construct the coefficient matrix C and show that its

determinant does not vanish identically. We specifically establish that there exists a choice

of coefficients αa1b1,a2b2,a3b3 such that det(C) 6= 0, which furnishes a proof of the theorem.

We actually need more than the statement of the existence of some choice of coefficients

αa1b1,a2b2,a3b3 for which the moduli space is trivial. Recall that our diagrammatics requires

all the αa1b1,a2b2,a3b3 to be positive and O(1) after using the scaling symmetry (2.10).

Furthermore, for the infinitesimal anisotropic deformation examined in section 4.2.3 we

needed the αa1b1,a2b2,a3b3 to lie within a distance ε of the isotropic coefficients 1N6 =
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(1, . . . , 1) for arbitrarily small ε. We prove in appendix C that such a choice of αa1b1,a2b2,a3b3

exists, and furnish many of the necessary details. Furthermore, we also show there that

the (ZN2 o SN )3-invariant anisotropic deformation (2.14) admits a choice of {α1, . . . , α8}
for which there are no non-trivial moduli.

6 Analysis on gauged models

The situation with the colored tensor models appears hopeless vis a moduli, since the flat

directions arise from the multiplicity of fields, and the fact that our superpotential is con-

strained to be a particular monomial combination for melonic dominance. The uncolored

tensors and matrix-vectors, on the other hand, are slightly better in this regard. For one,

the explicit flat directions we have exhibited in (5.4) transform non-trivially under the sym-

metry group G. This suggests that we could perhaps lift the moduli by gauging the model

to project onto G-singlets, which would provide a different route from the anisotropic de-

formation discussed hitherto. We will see that gauging the model by G, or by a subgroup

H after using partial anisotropy to break G down to H is insufficient to lift the moduli.

While the result is negative, there are some interesting special cases we encounter along

the way, and therefore we have chosen to provide some details of these gauged models.

6.1 Gauged models

To gauge the Landau-Ginzburg models we have been discussing, we need to include gauge

multiplets and upgrade the Kähler term to gauge covariant interactions. To write La-

grangians, we need both the vector multiplet as well as twisted chiral multiplets (in which

the field strength resides) [24]. Aspects of non-abelian (2, 2) models are discussed in [37, 38],

and we refer the reader to these references for further details. We will first write down the

gauged model, and then argue that this does not spoil our requirement of having melonic

dominance.

We will primarily consider the matrix-vector model, where the symmetry group G =

SU(N)×O(M). Let us first consider gauging the entire group and see where this leads us.

We introduce vector multiplets Vu and Vo associated with the SU(N) and O(M) transfor-

mations, respectively. The explicit form of the vector superfield is given in appendix A.

The vector and chiral superfields transform under the two gauge groups as follows:

SU(N) : Y→ eiΛYe−iΛ
†
, Y→ eiΛYe−iΛ

†
, e2gu Vu → eiΛ

†
e2gu Vue−iΛ

O(M) : Y→ eiΩY, Y→ Ye−iΩ
†
, e2go Vo → eiΩ

†
e2go Voe−iΩ,

(6.1)

where Λ ∈ SU(N) and Ω ∈ O(M) are both adjoint valued superfields of the respective

gauge groups. We define the gauge covariant superderivatives Dα and Dα̇ in the standard

way from the superderivatives Dα and Dα̇ and we define the twisted chiral superfield

Σ =
1

2
√

2
{D+,D−}, (6.2)

which contains the field strength.
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The action for the gauged theory then takes the form:11

S = − 1

2g2
u

∫
d2x d4θTr

(
ΣuΣu

)
− 1

2g2
o

∫
d2x d4θTro

(
ΣoΣo

)
+ 2

∫
d2x d4θ

M∑
I=1

Tr
(
Y
I
e4(Vu+Vo) YI

)
−
∫
d2x d2θ

g

4
Tr
(
YI YJ YI YJ

)
+ h.c.

(6.3)

Integrating out the auxiliary fields Du and Do from the vector multiplets gives us the

D-term constraints:

DIJ
o = −g2

o Tr
(
Y

[J
Y I]
)
, Du = −g2

u [Y I , Y
I
]. (6.4)

We still have the F -term constraint from the superpotential:

F = −g
M∑
I=1

Y I Y J Y I . (6.5)

Let us for completeness record the bosonic potential obtained after integrating out the

auxiliary fields:

V (X,σ) =
1

2 g2
o

Tro

(
[σo, σo]

2

)
+ Tr

(
Y
I {σo, σo}IJ Y J

)
+
g2
o

2
Tro

([
Tr
(
Y [IY

J ]
)]2

)
+

1

2 g2
u

Tr

(
[σu, σu]2

)
+ Tr

([
Y
I
, σu
][
σu, Y

I
])

+ Tr

([
Y
I
, σu
][
σu, Y

I
])

+
g2
u

2
Tr

(
[Y I , Y

I
]2
)

+ |g|2 Tr

(
Y JY IY JY

K
Y
I
Y
K
)
. (6.6)

Since we have introduced SU(N)×O(M) gauge dynamics, we have now the gauge couplings

go and gu, apart from the matter coupling g. All of them have the same canonical scaling

dimension. We will fine tune the system to choose go ∼ gu ∼ g, so that the tetrahedral

coupling is much larger than the associated ’t Hooft couplings

g N
√
M � {gu

√
N, goM}. (6.7)

We expect this choice of scalings to suppress all diagrams involving gauge fields so that

we retain the standard melonic analysis. However, we have not constructed a proof since

the model has more immediate issues due to potential moduli. It would be interesting to

prove that the melonic analysis indeed holds.

Let us summarize the R-charges and gauge symmetry representations for the chiral

and gauge multiplets in table 5. By the anomaly matching of the U(1)R symmetry, the IR

11We retain Tr to refer to trace over the SU(N) indices. On occasions where we need to trace over the

generators of the O(M) Lie algebra we indicate this explicitly with Tro.
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U(1)R U(1)L U(1)V U(1)A SU(N) O(M)

Y I 1
4

1
4

1
2 0 adj+1 vec

Σu 1 −1 0 2 adj 1

Σo 1 −1 0 2 1 adj

Table 5. R-charges and representation content for the chiral and twisted chiral multiplets in the

matrix-vector model.

central charge is given by

c = 3

[
1

2
(number of chiral superfields) − (number of vector superfields)

]

=


3
2(MN2 − 2N2 + 2) for SU(N) gauge theory,

3
2(MN2 − 2N2 −M2 +M + 2) for SU(N)×O(M) gauge theory.

(6.8)

6.2 Moduli

We examine the moduli space of this theory to see whether gauging lifts the moduli. One

can check that all the terms in (6.6) are positive, and hence each term must vanish inde-

pendently for the potential to be minimized. We can thus examine the vacuum structure

by setting each of these terms to vanish. The first thing we learn is that

[σo, σo] = [σu, σu] = 0, (6.9)

and hence σu,o are diagonalizable. Since σo is anti-symmetric, we must have σo = 0.

However, σu is not necessarily zero implying that we have a non-trivial Coulomb branch.

This is of course expected (see e.g., [37]), and we will analyze this sector in greater detail

in section 6.4.

The constraints on the matter fields are

Tr

(
[Y I , Y

I
]2
)

= 0 =⇒
M∑
I=1

[Y I , Y
I
] = 0,

Tro

([
Tr
(
Y [IY

J ]
)]2)

= 0 =⇒ Tr
(
Y IY

J) ∈ R,

Tr

(
Y JY IY JY

K
Y
I
Y
K
)

= 0.

(6.10)

Let us first solve these constraints for some simple cases:

• For M = 1 and arbitrary N , the first condition implies that Y is diagonalizable.

Denote by λi (i = 1, . . . , N) the eigenvalues of Y . Then the third condition becomes∑N
i=1 |λi|6 = 0, and hence λi = 0 for all i so Y = 0.
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• For N = 1, arbitrary M , the third condition gives
∑M

I=1 |Y I |2
∑

J,K(Y JY K∗)2 = 0.

The second condition gives Y JY K∗ ∈ R and thus the third condition implies either∑M
I=1 |Y I |2 = 0 or

∑
J,K(Y JY K∗)2 = 0. In the first case, we have |Y I |2 = 0 for all I

so Y = 0. In the second case, we have Y JY K∗ = 0 for all J and K and thus again

|Y I |2 = 0 for all I so Y = 0.

• Things however unravel when M = N = 2. Our previous solution (5.4) continues to

solve (6.10) leading to a non-compact moduli space of vacua. Since we can embed

this solution for larger values of M and N we need a new strategy.

The upshot of this discussion is that while we can gauge the models to retain melonic

dominance, the moduli are not entirely lifted. We will next try to deform the superpotential

to attempt to find a theory without flat directions.

6.3 Anisotropic gauged matrix-vector models

We have seen that the gauging of G = SU(N) × O(M) was insufficient to lift the flat

directions of the model. We need to do more, and the only option left is to deform the

F -term constraints so as to lift (5.4) (while hopefully not introducing other flat directions).

We had two sets of issues: a non-compact Coulomb branch coming from the SU(N) sector

and non-trivial solutions to the F -term equations. It will turn out that the Coulomb branch

can be tamed without much ado. We will discuss this in section 6.4. The Higgs branch is

however tricker to tame.

As we have seen in the previous section, for the ungauged models, the moduli can be

lifted by turning on the anisotropic deformations, which generically break all the continuous

flavor symmetries to discrete symmetries. We consider a special class of the anisotropic

deformations that breaks only the O(M) part of the flavor symmetry,

W4α(Y ) =
1

4
g

M∑
I,J=1

αIJ Tr
(
Y I Y J Y I Y J

)
. (6.11)

The SU(N) symmetry is preserved by this superpotential, and can be gauged. As we ar-

gued in section 2.2, melonic dominance is preserved as long as the deformation parameters

αIJ are of order unity. The superpotential (6.11) is not the most generic single-trace su-

perpotential for our fields, which would have been determined by a four-tensor ξIJKL of

O(M) with cyclic symmetry. More generally, we could have allowed double-trace interac-

tions as well (or multi-traces if we consider q-body interactions). Our choice is predicated

by requiring that we still retain solvability in the large N limit.

For the gauged anisotropic model we still need to handle the F -term constraint from

the superpotential and the D-term constraint from the gauge couplings. For the deformed

matrix-vector model these read:

M∑
I=1

αIJ Y
I Y J Y I = 0 ,

M∑
I=1

[Y
I
, Y I ] = 0 . (6.12)
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The full moduli space is given by the solution to the above two equations, quotiented by

the SU(N) gauge symmetry.12 If we only consider anisotropy without gauging, then we

still find flat directions given by

Y I =

(
0 aI

0N−1 0

)
, aI ∈ C, I = 1, . . . ,M. (6.13)

Therefore, we need both anisotropy and gauging to have any hope of removing the flat

directions.

We will now proceed to discuss the moduli space of the gauged matrix-vector theory

with the deformed superpotential (6.11) in some detail. We proceed by first exhibiting that

the theory with gauge group SU(N) has a non-compact Coulomb branch, which however

can be lifted if we consider the group PSU(N) ∼= SU(N)/ZN . We will find that for specific

odd/even parity choices of N,M and suitable choices of bare theta angles, we can end

up with a compact Coulomb branch. The real issue for us is whether we have a compact

Higgs branch. This turns out to be the case for some specific choices such as M = 1, N

arbitrary, or M = N = 2. For M = N = 3, we numerically found nontrivial solutions to

the equations (6.12) for generic αIJ . More precisely, we numerically minimized a modified

potential

V (Y, Y ) =|g|2
M∑

I,J,K=1

αIJ α
∗
KJ tr (Y I Y J Y I Y

K
Y
J
Y
K

) +
g2
u

2

M∑
I,J=1

tr ([Y
I
, Y I ][Y

J
, Y J ])

+
m4

4g
− m2

2

M∑
I=1

tr (Y I Y
I
) +

ξ

4

[
M∑
I=1

tr (Y I Y
I
)

]2

,

(6.14)

which is obtained from the bosonic potential of our model by adding a double-well type

potential. This potential is bounded from below V (Y, Y ) ≥ 0 if the parameters m, ξ are

real and positive. If we could find a minimum of the potential at (Y I , Y
I
) = (Y I

∗ , Y
I
∗) such

that V (Y∗, Y ∗) = 0, then Y I
∗ , Y

I
∗ would be a nontrivial solution to the equations (6.12).

Moreover, solutions for smaller values of M, N can always be embedded into the solutions

for larger values of M, N . We have found this to be case for small values of M and N (our

checks were carried out for M ≤ 5 and N ≤ 5).

Based on this we conjecture that one will find a non-compact Higgs branch for generic

αIJ . However, this does not rule out the possible existence of some special choices of αIJ
such that the Higgs branch is compact. We will give a broad discussion of the Higgs and

Coulomb branches below, and supplement this analysis with a computation of the elliptic

genera in the sequel.

12Usually, one solves the F -term constraints and quotients by the complexified gauge group, ignoring in

the process the D-term constraint. This is usually justified by arguing that there exists a complex gauge

transformation that allows one to trivialize the D-term constraint. More formally, as explained in [24] the

actual moduli space is a symplectic quotient, which is birationally equivalent to the holomorphic quotient

obtained by relaxing the D-term constraints and quotienting by the complexified gauge group.
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6.4 Coulomb branch

The classical Coulomb branch of the theory is non-compact and N − 1 dimensional. At a

generic point on this moduli space, SU(N) gauge symmetry is broken down to the maximal

abelian subgroup U(1)N−1. The quantum Coulomb branch could however be compact

as there is a twisted superpotential generated from loop effects [24]. Following [37] we

parameterize the twisted superpotential at large σ (see appendix A for multiplet structure):

W̃eff = (M + 1)
N∑

i 6=j=1

(Σi − Σj)
[

log(Σi − Σj)− 1
]
. (6.15)

Without loss of generality, we assume Σ1 < Σ2 < · · · < ΣN , and use the traceless condition∑N
i=1 Σi = 0. We find that (6.15) simplifies to

W̃eff = 2i(M + 1)π

N−1∑
i=1

(N − i)Σi. (6.16)

The twisted F -flatness condition is

θi ∈ 2πP, (6.17)

where P is the weight lattice SU(N), and θi are the effective theta angles of the unbroken

U(1)N−1 symmetries

θi = Im
∂W̃eff

∂Σi
= 2(M + 1)π(N − i). (6.18)

Given a weight vector wi ∈ P , we have a character

χw(z) = zw1
1 · · · z

wN−1

N−1 , (6.19)

which is a (single-valued) function on the maximal torus of SU(N)

T = {z1, · · · , zN ∈ C | |zi| = 1, z1 · · · zN = 1}. (6.20)

The character of the weight vector given by the theta angles (6.18) is a well-defined mono-

mial; hence, the twisted F -flatness condition (6.17) is satisfied. We conclude that the

Coulomb branch is noncompact for SU(N) gauge theory with M adjoint matters.

The Coulomb branch can be lifted, if we consider PSU(N) ∼= SU(N)/ZN gauge the-

ory.13 In this case, the twisted F -flatness condition is modified to

θi ∈ 2πP/ZN ∼= 2πQ, (6.21)

where Q is the root lattice of SU(N).14 The maximal torus of PSU(N) is

T =

{
z1, · · · , zN ∈ C

∣∣∣∣∣ |zi| = 1,

N∏
i=1

zi = 1

}/
[(z1, · · · , zN ) ∼ (z1ω, · · · , zNω)] , (6.22)

13We thank Kentaro Hori for a discussion on this point.
14The center ZN of SU(N) is isomorphic to P/Q.
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where ω is a N th root of unity, ωN = 1. The character of a vector w ∈ Q can be obtained

to be

χ(z) = zw1
1 · · · z

wN−1

N−1 , ω
∑N−1
i=1 wi = 1 =⇒

N−1∑
i=1

wi ∈ NZ. (6.23)

Going back to (6.18), we learn therefore that the condition to the lift the Coulomb branch

is to require:
N−1∑
i=1

θi = π (M + 1) (N − 1)N 6∈ 2πNZ . (6.24)

Therefore, for M,N ∈ 2Z, the Coulomb branch is lifted. For M 6∈ 2Z or N 6∈ 2Z, to

lift the Coulomb branch, we need to turn on bare theta angle θbare
i , which takes values in

π1(PSU(N)) ∼= Zn. The twisted F-flatness condition becomes

θbare
i + θi ∈ 2πQ. (6.25)

Since the twisted F-flatness condition is satisfied for the theories with zero bare theta angle,

any choice of nontrivial bare theta angle would break the twisted F-flatness condition, and

the Coulomb branch is lifted.

Thus, as presaged, for the gauge group PSU(N) with suitable choice of bare theta

angles we have a compact Coulomb branch. The next question we need to address is the

compactness of the Higgs branch.

6.5 Higgs branch

A useful way to study the Higgs branch is to directly analyze the Higgs branch chiral ring

of the theory [22, 26]. The way we approach the question is to ask what are all the gauge

invariant monomials that we can build out of our chiral superfields, and quotient them by

the Higgs branch chiral ring relations resulting from the F -term equations. To wit, the

Higgs branch chiral ring is given by the polynomial ring (quotiented by an ideal)

RH =

(
C[Y I ]

/(∑
J

αIJ Y
JY IY J

))/(
Y I ∼M−1 Y IM , M ∈ SU(N)C

)
. (6.26)

For small values of N and M one can explicitly analyze the problem and see that

the resulting Higgs branch chiral ring is finite-dimensional. For instance, we explicitly

analyze the N = M = 2 example in appendix D demonstrating that as long as αIJ are

all unequal, one indeed recovers a finite-dimensional ring of chiral operators. To encode

the information about the Higgs branch chiral ring generators we can compute a suitable

generating function (a Poincaré polynomial) for the ring. We define:

PR(y) = TrRH

(
y
R
2

)
=

∞∑
m=1

am y
m
4 , (6.27)

where y can be viewed as a fugacity for the vector U(1)V R-charge. If am = 0 for m > n

with n ∈ Z+ then we can conclude that the Higgs branch chiral ring is finite-dimensional,
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implying a compact Higgs branch. If the expansion however is an infinite sum, then we

have an infinite-dimensional chiral ring.

For this analysis, we find it easier to work in the simplified case where each Y I is

traceless: Tr(Y I) = 0 for every 1 ≤ I ≤M . Some basic results for PR(y) for the traceless

model are tabulated below in table 6. We have always chosen the R-charge to be that given

by the IR fixed point value for a quartic superpotential R = 1
2 to facilitate comparison,

We see that the unconstrained count for the free theory, which of course has an infinite-

dimensional chiral ring, gets somewhat reduced by the F -term constraints, but generically

this reduction does not seem strong enough to cull down the ring to a finite one even with

the most generic superpotential. Curiously, however, the generic superpotential ends up

culling a lot of states relative to that in the free theory. For example for M = N = 3 we see

a rather rapid growth of the free count, but a very slow growth in the generating function

for the generic W case.15

It is possible to give a succinct formula for the counting of gauge invariant monomials

using Polya counting at least for the theory without a superpotential, i.e. αIJ = 0. Define

the single particle generating function which simply enumerates the alphabets in our theory

weighted by their R-charge (taken to be the non-trivial IR charge)

zs({yi}) =
M∑
I=1

y
1
4
I , (6.28)

where we have fine-grained the R-fugacity to account for contributions from each of the

fields Y I independently. The number of SU(N) singlets is then obtained from the multi-

particle generating formula:

Z({yi}) =

∫
dU exp

( ∞∑
`=1

1

`
z(y`1, y

`
2, · · · , y`M )χadj(U

`)

)
, (6.29)

where the integral is over the Haar measure for SU(N). The character in the adjoint

representation for the holonomy matrix U can be simplified to χadj(U) = Tr(U) Tr(U−1)−1,

where the trace is taken in the fundamental representation. To obtain the number of gauge

invariant operators made out of k-alphabets of the Y I we simply need the coefficient of y
k
4

in the expansion of

PR(y)

∣∣∣∣
α=0

=

∫
dU exp

( ∞∑
`=1

M

`
y
`
4 χadj(U

`)

)
. (6.30)

This result valid for the free theory α = 0 should be quotiented by the relations arising

due to the F -term. We have thus far not managed to come up with a closed form expression

for our anisotropic model (6.11). The best we can do is provide an upper bound on the

number of monomials which will be culled in the quotient (6.26). We start with the F -

term equations (6.12) which are linear combinations of cubic monomials transforming in

15The situation is even more remarkable at O
(
y

9
4

)
which is not presented in table 6. At this order we

find the free theory having 1785 states, of which only 17 survive for a generic choice of the superpotential!

The constraints however are seemingly insufficient to truncate the spectrum of chiral operators.

– 36 –



J
H
E
P
1
1
(
2
0
1
9
)
0
0
7

(M,N) αIJ PR(y)

0 1 + 3 y
1
2 + 6 y + 10 y

3
2 + 15 y2 + · · ·

(2, 2) 1 1 + 3 y
1
2 + 3 y + 3 y

3
2 + 3 y2 + · · ·(

1 2

2 1

)
1 + 3 y

1
2 + 2 y

0 1 + 6 y
1
2 + 11 y

3
4 + 30 y + 75 y

5
4 + 186 y

3
2 + 381 y

7
4 + 885 y2 + · · ·

1 1 + 6 y
1
2 + 8 y

3
4 + 24 y + 51 y

5
4 + 84 y

3
2 + 115 y

7
4 + · · ·

(3, 3)

1 2 3

2 1 2

3 2 1

 1 + 6 y
1
2 + 8 y

3
4 + 21 y + 51 y

5
4 + 66 y

3
2 + 74 y

7
4 + 65 y2 + · · ·

generic single trace W 1 + 6 y
1
2 + 8 y

3
4 + 21 y + 51 y

5
4 + 64 y

3
2 + 71 y

7
4 + · · ·

generic W 1 + 6 y
1
2 + 8 y

3
4 + 21 y + 51 y

5
4 + 64 y

3
2 + 71 y

7
4 + 64 y2 + · · ·

0 1 + 10 y
1
2 + 24 y

3
4 + 90 y + · · ·

(4, 3)


1 2 3 4

2 1 2 3

3 2 1 2

4 3 2 1

 1 + 10 y
1
2 + 20 y

3
4 + 74 y + · · ·

0 1 + 6 y
1
2 + 11 y

3
4 + 45 y + · · ·

(3, 4)

1 2 3

2 1 2

3 2 1

 1 + 6 y
1
2 + 8 y

3
4 + 36 y + · · ·

Table 6. Higgs branch chiral ring Poincarè polynomial for various choice of αIJ . We have high-

lighted the results for the free theory and the anisotropic model for ease of visualization.

the adjoint of SU(N). We can take these objects and construct invariants by contracting

with SU(N) invariant tensors T = Ta1a2 ...am .16 For example when N = 3 we have three

building blocks: δab, dabc, fabc corresponding to Tr (tatb), Tr ({ta, tb}tc), and Tr ([ta, tb]tc),

respectively for SU(3).

Viewing the constraint as a generic adjoint tensor we could write down a constraint

single partition sum, assuming that there are no redundancies. That is to say we build

monomials of the form:

T ·

((
N∑
I=1

αIJ Y
I Y J Y I

)
Y K1Y K2 · · ·Y Km−3

)
, (6.31)

which will give us SU(N) singlets. The trouble with performing the counting is that even

for generic αIJ we find some redundant relations. If we pretend that such redundancies do

16Such tensors can be expanded in a basis of the tensor products of the dual algebra su(N)∗ generators ωa,

viz., T = Ta1a2 ...amωa1⊗ωa2⊗· · ·⊗ωam and are required to satisfy
∑m
p=1 f

c
apb Ta1a2...ap−1cap+1...am = 0 (we

assumed for simplicity ωa(tb) = δba). One can alternately view them as being built from the N independent

Casimirs of SU(N) along with the structure constants.
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not exist then the counting is feasible. This will give us an over-count, but one that can be

useful to understand the structure of the chiral operators in a theory with a superpotential.

We take the constraint at every order to mean the following: one solves for [(Y I)3 ×
monomial from (m − 3) Y K ] in terms of the other monomials. Then all we have to do is

subtract out the contribution from monomials that can be built this way. This can be seen

to be obtained by considering the expectation value of

(∑M
K=1 y

3
4
K

)
χadj(U). Thus the

number of invariants after removing the monomials of the aforementioned form is:

PR(y) =
∞∑
m=1

am y
m
4

am ≥ Coefficient of ym in

[∫
dU
[
1−M y

3
4 χadj(U)

]
exp

( ∞∑
`=1

M

`
y
`
4 χadj(U

`)

)]
.

(6.32)

If we have am ≥ 0 for all m we can conclude that the chiral ring is infinite-dimensional,

for we have potentially removed more operators than suggested by the F -term constraints.

However, if am ≤ 0 we should exercise care as we could potentially be removing too many

operators from the free ring, without accounting for the interdependencies in (6.12). From

our numerical experiments we find that we are indeed over-counting the constraints, so the

bound in eq. (6.32) is not very helpful. As noted earlier the constraints appear to almost

do the job, in that the number of states in the chiral ring is quite small compared to

those in the free theory, but nevertheless not powerful enough to force a finite-dimensional

chiral ring.

7 Elliptic genera

We now turn to the computation of elliptic genera for the Landau-Ginzburg tensor models

and some of the rank-one gauged models. This provides checks and a bit more insight on

some of our conclusions on the general structure of the Coulomb and Higgs branches.

The computation of the elliptic genus for N = (2, 2) theories was first described in [27]

for Landau-Ginzburg models. Recently, [39, 40] used localization techniques to give general

expressions for the elliptic genus of N = (2, 2) gauged linear sigma models. We will mostly

use their results and check the elliptic genus for rank-1 theories.

The elliptic genus is a Hilbert space trace over the Ramond-Ramond sector of the IR

SCFT, explicitly defined by

Z(q, y, {xa}) = TrRR

(
(−1)F q∆L q̄∆R yJL

)
, (7.1)

where JL is the U(1)L charge for the left-moving R-symmetry. The parameters q, q̄ encode

the inverse temperature and the rotation chemical potential in terms of the complex struc-

ture parameter of the two-torus on which we place the theory and y is the R-symmetry

fugacity. We will write these in terms of the associated chemical potentials,

q = e2πi τ , y = e2πi z . (7.2)
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The chemical potentials z can be viewed as the holonomy of a background R-gauge field.

Other indices are related to various limits of the elliptic genus. The χy-genus is obtained by

taking the limit q → 0 (equivalently τ → i∞). Further setting the R-symmetry holonomy

to zero, z = 0, we recover the Witten index WRR (which can be interpreted as giving us

the Euler number of the target space):

χy(z) = lim
q→0
Z(q, z) , WRR = χy(0) . (7.3)

7.1 Landau-Ginzburg tensor models

The elliptic genus for Landau-Ginzburg models can be computed by a path integral with

a certain twisted boundary condition [27]. The path integral is invariant under continuous

variations of the superpotential, and hence it can be evaluated by the one-loop deter-

minant of the chiral superfields. The elliptic genera of the tensor models introduced in

section 2.1 are

{ZB(q, y),ZX(q, y),ZY(q, y)} = {Z0(q, y)4N3
,Z0(q, y)N

3
,Z0(q, y)N

2M},

Z0(q, y) =
θ1

(
τ | − 3

4z
)

θ1

(
τ |14z

) .
(7.4)

The χy-genera and the Witten indices are

{χy,B(y), χy,X(y), χy,Y(y)} = {χy,0(y)4N3
, χy,0(y)N

3
, χy,0(y)N

2M},

χy,0(y) = y−
1
4 + 1 + y

1
4 ,

{WRR,B,WRR,X,WRR,Y} = {34N3
, 3N

3
, 3N

2M}.

(7.5)

One can verify the central charge values in (3.10) via the modular property of the elliptic

genus, viz.,

Z
(
−1

τ
,
z

τ

)
= ec

i πz2

3τ Z(τ, z) . (7.6)

7.2 Gauged tensor models

The elliptic genus of gauged linear sigma models can be computed by supersymmetric

localization. The result for the elliptic genus obtained in [39, 40] uses as building blocks

the contribution of the one-loop determinants from the chiral and gauge multiplets,

Zchiral =
∏
ρ∈R

θ1(q, yJL−1xρ)

θ1(q, yJLxρ)
, Zgauge =

(
iη(q)3

θ1(q, y−1)

)r ∏
α: roots

θ1(q, xα)

θ1(q, y−1xα)
, (7.7)

where r is the rank of the gauge group, ρ is the weight of the representation R, and x is

the gauge fugacity

xρ = e2πi ρ(u). (7.8)

The parameter u is gauge holonomy valued in the maximal torus and is to be integrated

over to pick out the contribution from the gauge invariant sector. Explicit expressions can

be found in the references cited. The non-trivial aspect of the computation is to perform the

integral over the gauge holonomies by a residue calculus. The prescription involves picking

up the contributions from a subset of residues in the {ua}-plane. We will implement their

strategy below to extract the final answer.
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7.2.1 U(1) theory

A special case worth considering is the isotropic model with N = 1, M = 2 and gauged

SO(2) symmetry. In this case the superpotential is (Y1 + Y2)2 which can be rotated to

a single monomial X2 Y2. The superpotential and twisted superpotential after the field

redefinitions are: ∫
dθ+dθ−X2 Y2 +

∫
dθ+dθ

−
Σ + c.c. (7.9)

The superfield X has charge +1 and Y has charge −1 under the SO(2) ∼= U(1) gauge

symmetry. This model clearly has flat directions which amusingly can be lifted by gauging.

By (6.8), the central charge of the resulting theory vanishes. The elliptic genus evalu-

ates to unity.

Z(τ, z) =
iη(q)3

θ1(q, y−1)

∮
u= 1

4
z
du
θ1

(
q, y−

3
4x
)

θ1

(
q, y

1
4x
) × θ1

(
q, y−

3
4x−1

)
θ1

(
q, y

1
4x−1

)
= 2πi× iη(q)3

θ1(q, y−1)

θ1

(
q, y−

1
2

)
θ1

(
q, y

1
2

) × θ1(q, y−1)

θ′1(q, 1)

= 1 .

(7.10)

7.2.2 SU(2) and SO(3) gauge theories

We will consider the SU(2) and the PSU(2) ∼= SO(3) theories, and focus on traceless chiral

multiplets, i.e., fix Tr (Y I) = 0, since the trace part is uncharged under the gauge group

and would only contribute an overall factor:

Ztrace(q, y) =

(
θ1

(
τ | − 3

4z
)

θ1

(
τ |14z

) )M . (7.11)

Case I (N = 2, M = 1). To begin with, let us start with a single SU(2) adjoint chiral

multiplet, i.e., with N = 2 and M = 1. The superpotential is Tr Y 4 and the central charge

ĉ = −1 from (6.8). The elliptic genus and associated indices evaluate to:

Z(q, y) =

θ1

(
q, y−

1
4

)
θ1

(
q, y

5
4

) − θ1(q, y−1)θ1

(
q, y

7
4

)
θ1

(
q, y

5
4

)
θ1(q, y2)

 ,

χy(y) =
y

1
4 −√y + y

3
4

1 + y
,

WRR =
1

2
.

(7.12)

The singularity in the χy-genus at y = −1 owes to the non-compact Coulomb branch of

the theory, cf., section 6.4. When the Higgs and Coulomb branches are compact we expect

to see a finite polynomial for the χy-genus reflecting the finiteness of the chiral ring [39].
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Case II (N = 2, arbitrary M). We can extend this result to the case of interest where

we have M chiral multiplets transforming in the adjoint of SU(2). The central charge is

ĉ = 2M − 3 from (6.8) and the elliptic genus is given by

Z(q, y) =
1

2

iη(q)3

θ1(q, y−1)

1∑
k,l=0

∮
u= 1

8
z+ 1

2
(k+lτ)

u=− 1
2
z+ 1

2
(k+lτ)

du
θ1(q, x2)

θ1(q, x2y−1)

θ1(q, x−2)

θ1(q, x−2y−1)

×

θ1

(
q, y−

3
4

)
θ1

(
q, y

1
4

) θ1

(
q, y−

3
4x2
)

θ1

(
q, y

1
4x2
) θ1

(
q, y−

3
4x−2

)
θ1

(
q, y

1
4x−2

)
M

=
iη(q)3

θ1(q, y−1)

(
1 + y2(M−1)

)θ1

(
q, y−

3
4

)
θ1

(
q, y

1
4

)
M

×
∮
u= 1

8
z

u=− 1
2
z

du
θ1(q, x2)

θ1(q, x2y−1)

θ1(q, x−2)

θ1(q, x−2y−1)

θ1

(
q, y−

3
4x2
)

θ1

(
q, y

1
4x2
) θ1

(
q, y−

3
4x−2

)
θ1

(
q, y

1
4x−2

)
M

.

(7.13)

The integral over u is localized about the zeros of some of the θ1 in the denominator. They

can be computed using residues which requires us to deal with the M th order zero arising

from θ1

(
q, y

1
4x−2

)
.

The non-compact Coulomb branch is again manifested by the singular behaviour of

the χy-genus. One can more simply examine the Witten indices to confirm this. They are

given by

WRR

∣∣∣∣
M=2

= −5

2
, WRR

∣∣∣∣
M=3

=
61

2
, · · · (7.14)

Case III (PSU(2) arbitrary M). The situation with SU(2) gauge theory is that we

have a non-compact Coulomb branch giving rise to some of the singular features seen

above. Our discussion in section 6.4 and section 6.5 leads us to believe that the moduli

space is compact when we consider gauging PSU(2) ∼= SO(3) in a theory with an anisotropic

superpotential.

The computation for the elliptic genus can then be adapted from the results of [41]. It

is given by

Z(τ, z) = Z+(τ, z)+eiθbareZ−(τ, z) ,

Z+(τ, z) =
1

2

iη(q)3

θ1(τ |−z)

∮
u= 1

4
z,u=−z

du
θ1(τ |u)θ1(τ |−u)

θ1(τ |u−z)θ1(τ |−u−z)

×

(
θ1

(
τ |−3

4 z
)
θ1

(
τ |u−3

4 z
)
θ1

(
τ |−u−3

4 z
)

θ1

(
τ |14z

)
θ1

(
τ |u+1

4z
)
θ1

(
τ |14z−u

) )M
,

Z−(τ, z) =
1

4

θ2(τ |0)θ3(τ |0)θ4(τ |0)

θ2(τ |−z)θ3(τ |−z)θ4(τ |−z)

(
θ1

(
τ |−3

4 z
)
θ2

(
τ |−3

4 z
)
θ3

(
τ |−3

4 z
)

θ2

(
τ |14z

)
θ3

(
τ |14z

)
θ4

(
τ |14z

) )M
.

(7.15)
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Given this we can obtain the χy genus as:

χy(z) = χ+(z)+χ−(z) ,

χ+(z) = − i

4 sinπz

∮
u={ 1

4 z,−z}
du

sin2πu

sinπ(u−z)sinπ(u+z)

(
sin
(
3π
4 z
)

sinπ
(
u− 3

4 z
)

sinπ
(
u+ 3

4 z
)

sin
(
π
4 z
)

sinπ
(
u+ 1

4 z
)

sinπ
(
u− 1

4 z
) )M ,

χ−(z) =
1

4 cosπz

(
−

cos
(
3π
4 z
)

z cos
(
π
4 z
))M .

(7.16)

This is in perfect agreement with our analysis of Higgs and Coulomb branches. For specific

values of M and choices of the bare theta angle, θbare, we have

χy = 0 for M = 1, θbare = π,

χy = −1 for M = 2, θbare = 0,

χy = y−
3
4 + 6y−

1
4 + 1 + 6y

1
4 + y

3
4 for M = 3, θbare = π. (7.17)

The Witten indices are also likewise commensurate; we obtain integral answers for the

expected cases where the moduli space is compact. To wit,

θbare = 0 :
1

2
, −1,

31

2
, −202, · · · ,

θbare = π : 0, −3

2
, 15, −405

2
, · · · .

(7.18)

8 Discussion

The main thrust of our analysis was to construct large central charge CFTs in two space-

time dimensions, exploiting the large N solvability of melonic theories. The advantage of

the melonic dominance, as is by now well known, is that the Schwinger-Dyson equations

for the theory truncate within sub-sectors of few-body interactions, leading to a closed

set of equations for the physical correlation functions. To mitigate issues arising from

tensor valued bosonic field theories having Hamiltonians that are not bounded from be-

low, we focused on theories with (2, 2) supersymmetry, where we moreover can exploit

non-renormalization theorems.

Somewhat surprisingly, the simplest class of models with tensor valued fields with su-

perpotentials constrained to have tetrahedral index contractions (or generalizations there-

of), to guarantee melonic dominance, suffer generically from a classical moduli space of

vacua. This makes it hard to unambiguously argue, without more detailed insight into

the dynamics, that the theories do flow to an IR superconformal field theory. While we

were able to establish that such constructions work for low O(1) central charge, large c

theories required us to consider generalizations in the form of anisotropic superpotentials.

We demonstrated that with suitable choice of such anisotropy one can indeed construct LG

theories with an isolated vacuum which is picked out by the low energy theory. Not only
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could we argue for the presence of a superconformal fixed point using standard arguments

relying on supersymmetry, but we could also establish the same by solving the truncated

set of Schwinger-Dyson equations to verify the claim. Furthermore, the latter analysis

enabled us to determine a part of the low energy spectrum, especially the states appearing

in the OPE in the singlet channel between a chiral operator and its anti-chiral partner.

In the current discussion we only examined the complete details of the anisotropic

models in two special cases: perturbation theory around the isotropic point and for a

specific choice of anisotropy which preserves a large discrete symmetry. From the viewpoint

of establishing a low energy fixed point, this was sufficient. However, the anisotropic models

themselves warrant further investigation, especially to determine how the spectrum shifts as

we vary the anisotropy. For instance, in the class of examples we studied, one finds no real

hierarchy in the spectrum between the stress tensor and other composite operators. This,

in particular, ends up implying that these theories have a sub-maximal chaos exponent.

It would be interesting to know how much better one can do, to inch closer towards the

bound of [42], by tuning the anisotropy.

There is one advantage of the anisotropic models in that the large continuous global

symmetry of the isotropic models is completely broken to a discrete subgroup. For one this

should imply a lifting of degeneracy in the non-singlet spectrum, perhaps even mitigating

the rapid growth of states noted in [29, 30] who found that the isotropic models in quantum

mechanics have a Hagedorn growth of states with a vanishing Hagedorn temperature.

Furthermore, the explicit breaking of continuous global symmetries in the microscopic

description should also help with taming the instability of the IR fixed point noted in [28].

Theories with large global symmetry have a plethora of marginal operators which could

end up moving one away from the naive fixed point.

It is also worth comparing the anisotropic tensor models with disordered models of the

SYK type. Apart from the fact that the anisotropic tensor models are genuine quantum

systems, in turning on the anisotropic deformation we are inching closer towards the dis-

ordered models. The key difference is that the tensor structure of the fields ensures the

melonic dominance directly without having to average the couplings over some ensemble.

Should we choose, we could nevertheless average the anisotropy parameters; we expect the

averaged observables to coincide with those of the isotropic model.

Apart from breaking the symmetry by making the couplings anisotropic, we have also

examined whether we can gauge the global symmetry of the isotropic tensor model, and

obtain a reliable low energy superconformal fixed point. This turns out to be insufficient,

with the resulting gauged models generically having a non-compact Higgs branch. As noted

in the text, there appear to be particular choices for which the theory has compact Higgs

and Coulomb branches, but thus far we have only been able to establish such for low values

of the central charge.

Speaking of gauging, it is also worth remarking that one could have contemplated

upgrading the models to gauged linear sigma models and examined the resulting phase

structure for potential connections to non-linear sigma models with Calabi-Yau target [24].

For instance, focusing on the anisotropic uncolored tensor model (2.7), consider introducing

an additional chiral superfield U, upgrading the superpotential to UW4(X) and gauge an
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abelian symmetry where X has charge +1 and U has charge −4 (by homogeneity). This

theory suffers from a chiral anomaly for the U(1)A symmetry, with the anomaly being

proportional to N3 − 4. In the UV one can realize the theory as a non-linear sigma model

with target, the hypersurface W4(X) = 0 in CPN3
. However, owing to the anomaly we are

not guaranteed that the low energy theory is described by the LG model we favored. The

theory could instead flow to a gapped phase, see [24, 43] for details.

Let us finally turn to potential applications to holography and various generalizations

of our construction that are worth pursuing.

Bulk dual. The first question we need to address for holographic considerations is what

is the bulk dual of our LG models. In our LG (isotropic or anisotropic) models, the number

of operators below a fixed finite dimension ∆∗ grows with N in the large N limit. A subset

of them are the chiral ring operators given by polynomials of the chiral superfields Xa1a2a3

subject to the F -term constraints. Under the AdS/CFT correspondence, these operators

correspond to massive bulk fields with finite masses. The existence of such large number

of light fields prevents the bulk theory to be a gravity theory. In particular, it violates the

sparseness condition [1] and hence, cannot have a Hawking-Page phase transition at finite

temperature.

To kill these light modes, we could consider the (ZN2 o SN )3 invariant anisotropic

tensor model and gauge (orbifold) the S3
N subgroup. The gauging clearly kills a lot of

light operators, but the question is whether it kills enough light operators for the theory to

admit a bulk gravity dual, in particular, to satisfy the sparseness condition. This question

can be partially answered by studying the elliptic genus of the orbifold theory. The elliptic

genus depends on the superpotential only via the U(1)V charge assignment of the chiral

superfields such that the superpotential has U(1)V charge 2. Therefore, we can simply

consider the elliptic genus of the S3
N orbifold of a free chiral superfield X . From the results

in [44–47], the density of states of the S3
N orbifold grows at least exponentially in the

dimension of the operator, which is still in tension with the sparseness condition. We will

leave a more detailed analysis of the elliptic genus and obtaining the bulk dual of these LG

models for the future.

Generalizations. The anisotropic deformation can be generalized to theories in other

dimensions. In three and four dimensions, the quartic superpotentials are either marginally

irrelevant or irrelevant. In order to have nontrivial IR dynamics, one can instead consider

non-supersymmetric tensor models with the anisotropic tetrahedral interaction, which is

relevant in three dimensions and marginally irrelevant in four dimensions. The Z3N
2 sym-

metry restricts the RG flow such that only the anisotropic versions of the tetrahedral,

pillow, and double-sum terms can be generated. In [18], by studying the ε-expansion in

d = 4 − ε dimensions, the authors found that the O(N)q−1 invariant fixed points only

exist with complex pillow and double-sum coupling constants. It would be interesting to

examine if finite anisotropy helps in obtaining real fixed points.

The anisotropic deformations of the quantum mechanical melonic tensor model in d = 1

deserves further scrutiny. For instance, they could prove helpful for numerical explorations

of the tensor models (cf., [48] for the state of the art), especially to determine whether the
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spectrum displays random matrix characteristics (which one suspects they do). Likewise

as noted earlier, they help lift the O(N2) light modes in the isotropic theory, which are

associated with time-dependent O(N)q−1 rotations [30], by breaking the global symmetry

explicitly. The low energy dynamics is likely to be governed by the reparametrization mode

alone. One might therefore wonder if they might admit a holographic dual in terms of the

Jackiw-Teitelboim dilaton gravity theory as SYK at low energies.

The anisotropic deformations can be generalized to other large N models. For example,

consider the O(N) vector model, where one can turn on an anisotropic deformation in the

potential V (φ) that breaks the O(N) global symmetry down to the discrete ZN2 subgroup,

V (φ) =
1

4
g

N∑
a,b=1

αab(φ
a)2(φb)2. (8.1)

Similar to the anisotropic tensor models, when all the anisotropic coefficients αab are of the

same order in the large N limit, the model is solvable in the same way as the (isotropic)

critical O(N) vector model. In general, the anisotropic deformation parameters αab flow

under the RG. The IR fixed points could be studied by performing an ε-expansion in

d = 4 − ε dimensions. For a special class of anisotropic vector models that preserve the

ZN2 o SN symmetry, it has been argued that there exist four fixed points: the free O(N)

fixed point, the critical O(N) fixed point, the N decoupled Ising models fixed point, and

an anisotropic fixed point [49]. For N > 4, the anisotropic fixed point is IR stable, and

all the other fixed points can flow to it by turning on relevant deformations. However,

this anisotropic fixed point lies outside the purview of large N techniques, for at this fixed

point the anisotropy parameters are not all of the same order in the large N limit.
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A Supersymmetry conventions

We provide our conventions for N = (2, 2) supersymmetry in d = 2 dimensions follow-

ing [24], which we rewrite in complex coordinates in Euclidean spacetime. We work in

superspace with coordinates Z = (z, z, θ±, θ
±

). We contract spinor indices using the tensor

εαβ , where we adopt the convention ε12 = ε12 = 1, i.e. ψα = εαβψβ and ψα = ψβεβα.

The supersymmetry generators are

Q− =
∂

∂θ−
+ θ
−
∂z and Q+ =

∂

∂θ+
+ θ

+
∂z, (A.1)
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and

Q− = − ∂

∂θ
− − θ

−∂z and Q+ = − ∂

∂θ
+ − θ

+∂z. (A.2)

The superderivatives are

D− =
∂

∂θ−
− θ−∂z and D+ =

∂

∂θ+
− θ+

∂z, (A.3)

and

D− = − ∂

∂θ
− + θ−∂z and D+ = − ∂

∂θ
+ + θ+∂z. (A.4)

The chiral variables which we work with are defined to be:

y+ = z − θ+θ
+
, y− = z − θ+θ

+
, and y+ = z + θ−θ

−
, y− = z + θ−θ

−
. (A.5)

The Grassmann integration is defined to be∫
d4θ =

∫
dθ+ dθ− dθ

−
dθ

+
,∫

d2θ =

∫
dθ+ dθ−,

∫
d2θ =

∫
dθ
−
dθ

+
.

(A.6)

Finally, the Grassmann delta function δ(4)(θ) = θ−θ+θ
+
θ
−

= θ2θ
2

=⇒
∫
d4θ δ(4)(θ) = 1.

While we do not explicitly need the information below, let us also record the superfield

expansion of the vector multiplet:

2Va = θ−θ
−

[(va)0 − (va)1] + θ+θ
+

[(va)0 + (va)1]−
√

2θ−θ
+
σ −
√

2θ+θ
−
σ

+
√

2iθ
+
θ
−

[θ+(λa)+ + θ−(λa)−] +
√

2iθ−θ+[θ
+

(λa)+ + θ
−

(λa)−]

+θ−θ+θ
+
θ
−
Da.

(A.7)

B Unitarity of spectrum

In this appendix, we prove the assertion made in section 4.1.2 that the spectrum of the

isotropic tensor model is unitary. That is, we show that the kernel eigenvalue equa-

tion (4.21) only has solutions for h ≥ 0 and h ≥ 0. Our choice of contour deformation

was made to ensure that the four-point function is convergent, but one can alternatively

understand this choice in terms of unitarity because we must have u = is ∈ R≥0 to have

any hope of finding h = `
2 + u ≥ 0 and h = − `

2 + u ≥ 0. However, this choice of contour

deformation is still not enough to ensure unitarity since ` can be arbitrarily large and

potentially lead to negative h or h. We will now see that this problem does not occur.

The spectrum is clearly unitary for ` = 0 because in this case h = h = u ∈ R≥0. For

` 6= 0, it suffices to focus on the choice ` > 0 because ` → −` is equivalent to h → h.

One can verify that the kernel eigenvalue (4.20) is invariant under such a transformation,

namely k(h, h) = k(h, h), and hence any statement about the kernel for ` > 0 also holds

for ` < 0. Therefore, we restrict ourselves to the case ` > 0. In this case, we have h > 0
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so we need to check that there are no solutions to (4.21) when h < 0, or equivalently when

0 ≤ u < `
2 . To demonstrate this, we will prove the following:

k(h, h− `) < 1 for
`

2
≤ h < `. (B.1)

We will restrict ourselves to q = 4 for simplicity. We split the proof into two cases: ` even

and ` odd:

1. ` even: for ` even, it is easier to prove the stronger bound k(h, h− `) < 0. Using the

Gamma function identity Γ(x)Γ(1− x) = π
sinπx , we can rewrite (4.20) as

k(h, h− `) = − 6π2

Γ
(

1
4

)4 Γ
(
h+ 1

4

)
Γ
(

1
4 + `− h

)
Γ
(
h+ 3

4

)
Γ
(

3
4 + `− h

) < 0. (B.2)

The inequality follows from the fact that in the range `
2 ≤ h < `, the arguments

of all of the Gamma functions are positive, and hence all the Gamma functions are

positive.

2. ` odd : the ` odd case is more involved than the ` even case. For ` = 1, we have not

been able to rigorously prove (B.1) owing to the fact that the bound is saturated at

h = 1. Nevertheless, we have numerically verified that the kernel eigenvalue for ` = 1

satisfies the inequality (B.1) when h 6= 1. For ` ≥ 3, we first repeat the step in the `

even case to rewrite the kernel eigenvalue in a form where all the Gamma functions

have a positive argument:

k(h, h− `) =
6π2

Γ
(

1
4

)4 Γ
(
h+ 1

4

)
Γ
(

1
4 + `− h

)
Γ
(
h+ 3

4

)
Γ
(

3
4 + `− h

) . (B.3)

Next, we use Wendel’s inequality

Γ(x)

Γ(x+ t)
≤ (x+ t)1−t

x
, 0 < t < 1, 0 < x (B.4)

to obtain

Γ
(
h+ 1

4

)
Γ
(
h+ 3

4

) ≤ (h+ 3
4

) 1
2(

h+ 1
4

) and
Γ
(

1
4 + `− h

)
Γ
(

3
4 + `− h

) ≤ (3
4 + `− h

) 1
2(

1
4 + `− h

) . (B.5)

Inserting these inequalities into (B.3), we find

k(h, h− `) ≤ 6π2

Γ
(

1
4

)4
(
h+ 3

4

) 1
2(

h+ 1
4

) (3
4 + `− h

) 1
2(

1
4 + `− h

) . (B.6)

One can check that the righthand side of this inequality is a monotonically increasing

function of h in the range `
2 ≤ h ≤ ` so it attains a maximum at h = `, which gives

k(h, h− `) < 12
√

3π2

Γ
(

1
4

)4
(
`+ 3

4

) 1
2(

`+ 1
4

) . (B.7)
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Finally, one can check that the righthand of this inequality is a monotonically de-

creasing function of ` for ` ≥ 3 so it attains a maximum at ` = 3, and hence

k(h, h− `) < 12
√

3π2

Γ
(

1
4

)4
(

15
4

) 1
2(

13
4

) =
72
√

5π2

13Γ
(

1
4

)4 ≈ 0.7 < 1. (B.8)

This completes the proof of unitarity of the spectrum.

C Trivial moduli space for anisotropic tensor model

In this appendix, we provide the details of the proof of the theorem in section 5.2. The

mathematical results we need come from the theory of resultants [50]. We begin by review-

ing the general theory of resultants17 following which we then discuss our specific case of

interest.

C.1 Resultants

Consider the homogeneous polynomials F0, . . . , Fn ∈ C[x0, . . . , xn] of degree d0, . . . , dn,

respectively. Define

d =

n∑
i=0

(di − 1) + 1 =

n∑
i=0

di − n. (C.1)

It is important to note that d ≥ max({di}) so we can multiply each F0, . . . , Fn by suitable

powers of x0, . . . , xn to obtain polynomials of degree d. We write monomials of degree d

as xρ ≡ xρ1
0 . . . xρnn . The choice of d is due to the following important lemma.

Lemma 1. Each monomial of degree d is divisible by xdii for some 0 ≤ i ≤ n.

Proof. Let xρ be a monomial of degree d. Suppose, to reach a contradiction, that xρii is

not divisible by xdii for all 0 ≤ i ≤ n. Then ρi ≤ di − 1 for all 0 ≤ i ≤ n, and hence∑n
i=0 ρi ≤

∑n
i=0(di − 1) < d, which is a contradiction since xρ has degree d.

Denote the set of degree d monomials by S. Now consider the partition of S into n+ 1

mutually disjoint sets determined by the degrees of the polynomials F0, . . . , Fn:

Si = {xρ |xd0
0 , . . . , x

di−1

i−1 don′t divide xρ, but xdii does}. (C.2)

By the lemma, each degree d monomial lies in one of the Si. Observe that the total number

of degree d monomials in n+ 1 variables is given by the multichoose of length d on n+ 1

symbols, viz.,

|S| ≡ S =

(
n+ d

d

)
=

(
n+ d

n

)
. (C.3)

From each of the polynomials F0, . . . , Fn, we construct the sets of polynomials

Pi =

{
xρ

xdii
Fi

∣∣∣∣xρ ∈ Si
}
. (C.4)

17We actually will not need the resultant, but a closely related, simpler polynomial which has the resultant

as its divisor.
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Each set Pi contains polynomials of degree d since xdii divides xρ ∈ Si by definition and

(xρ/xdii ) · Fi has degree d. The crucial point is that the union of these sets of polynomials

P =

n⋃
i=0

Pi (C.5)

consists of S polynomials, each of which is a function of the S degree d monomials.

We have now linearized the problem of finding whether the set of equations Fi = 0 for

i = 0, . . . , n has no non-trivial solution, as explained in section 5.2. Recall that any solution

to the set of equations Fi = 0 is also a solution to the set of equations {g = 0 | g ∈ P} by

the construction of P. The latter set of equations form a system of linear equations in the

degree d monomials. That is, if we define Md to be a vector of all degree d monomials and

further define C to be the S× S matrix of coefficients of the polynomials of P, then the set

of equations {g = 0 | g ∈ P} can be rewritten as the linear equation

C Md = 0S . (C.6)

This linear equation has a non-trivial solution if and only if Dn ≡ det(C) = 0. It follows

that if F0 = . . . = Fn = 0 has a non-trivial solution, then Dn = 0.

We can construct C explicitly as follows. We write the polynomials explicitly as

Fi =

mi∑
j=1

cij x
γij , (C.7)

where mi is the number of monomials appearing in Fi. The exponents of the monomials

appearing in Fi define a set

Ai = {γi1, . . . , γimi} ⊂ Zn+1, (C.8)

which is called the support of Fi.

Now let Ri ⊂ Zn+1 be the set of exponents ρ appearing in the set Si. We label matrix

elements of the linear operator C we seek to construct by the monomial exponents. This

can be done as follows: for ρ ∈ Ri we take Cρκ to be the matrix element for the coefficient

of the monomial xκ appearing in (xρ/xdii )Fi. Then the matrix C is given by

Cρκ =

{
cik if κ+ di êi − ρ = γik ∈ Ai,
0 if κ+ di êi − ρ 6∈ Ai,

ρ ∈ Ri. (C.9)

where êi is the ith vector in the standard basis on Rn+1.

C.2 Proof of the theorem

We are now ready to apply this construction and prove the theorem quoted in section 5.2.

In our particular case,

n = N3 − 1, d = 2N3 + 1, S =

(
3N3

N3 − 1

)
. (C.10)
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The set P of S polynomials in S degree d monomials is given by

P =

N⋃
c1,c2,c3=1

{
Xρ

(Xc1c2c3)3
fc1c2c3

∣∣∣∣ Xρ ∈ Sc1c2c3
}
. (C.11)

As noted above, the statement of theorem 1 reduces to a problem about the determinant

of the coefficient matrix of P, viz., {fc1c2c3 = 0
∣∣ 1 ≤ c1, c2, c3 ≤ N} has no non-trivial

solution if

DN3−1 ({αa1b1,a2b2,a3b3}) = det(C) 6= 0 . (C.12)

Thus, all we need to show is that the polynomial DN3−1 ({αa1b1,a2b2,a3b3}) is not identically

zero, which we will now proceed to demonstrate.

Proof. Observe that the diagonal elements of the matrix C are given by

Cρρ =

{
cik if γik = diêi for some 1 ≤ k ≤ mi

0 otherwise.
ρ ∈ Ri. (C.13)

In our case, each polynomial fc1c2c3 has precisely such a term given by (Xc1c2c3)3 with

coefficient αc1c1,c2c2,c3c3 , and hence all diagonal elements of C are non-zero. Let

T =

n⋃
i=0

Ri =

{
ρ = (ρ0, . . . , ρn) ∈ Zn+1

∣∣∣∣∣
n∑
k=0

ρk = d

}
. (C.14)

Then the determinant of C is given explicitly by

DN3−1({αa1b1,a2b2,a3b3}) =
∑

σ∈S(T )

sgn(σ)
∏
ρ∈T

Cρσ(ρ). (C.15)

Denote each term in the above sum by G(σ). The diagonal entries of C contribute

a term

G(id) =
N∏

c1,c2,c3=1

(αc1c1,c2c2,c3c3)Sc1c2c3 . (C.16)

Any other term G(σ) in the determinant (C.15) has σ 6= id so there exists some ρ̃ ∈ T
such that ρ̃ 6= σ(ρ̃). We have ρ̃ ∈ Ri1i2i3 for some 1 ≤ i1, i2, i3 ≤ N by the definition of T .

Therefore, using (C.9),

G(σ) = sgn(σ)
∏
ρ∈T

Cρσ(ρ)

= sgn(σ) Cρ̃σ(ρ̃)

∏
ρ∈T
ρ 6=ρ̃

Cρσ(ρ)

=

sgn(σ)αi1b1,i2b2,i3b3
∏
ρ∈T
ρ 6=ρ̃

Cρσ(ρ) if σ(ρ̃) + 3 êi1i2i3 − ρ̃ = γi1b1,i2b2,i3b3 ∈ Ai1i2i3

0 otherwise,

(C.17)
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where we have used γi1b1,i2b2,i3b3 to denote the exponent of the monomial Xi1b2b3Xb1i2b3Xb1b2i3

in fi1i2i3 .

Since ρ̃ 6= σ(ρ̃), it follows that γi1b1,i2b2,i3b3 6= 3êi1i2i3 which in turn implies that

αi1b1,i2b2,i3b3 6= αi1i1,i2i2,i3i3 . Thus, G(σ) 6= −G(id) for any σ ∈ S(T ), and hence

DN3−1({αa1b1,a2b2,a3b3}) 6= 0 identically.

Therefore, as required, there exists a choice of {α(0)
a1b1,a2b2,a3b3

} ⊂ CN6
such that the

determinant DN3−1({α(0)
a1b1,a2b2,a3b3

}) 6= 0.

Now, for the diagrammatics we need to be able to find a choice {αa1b1,a2b2,a3b3} such

that each αa1b1,a2b2,a3b3 is positive and O(1). We would also like this to be valid when we

consider infinitesimal deformations of the isotropic model, where we need each αa1b1,a2b2,a3b3

to lie within a distance ε of the point 1 = (1, . . . , 1) ∈ CN6
.

Define the positive wedge of the ball of radius ε centered at 1:

B+
ε (1) = {y ∈ CN

6 | yi > 0 for every 1 ≤ i ≤ N6, |y − 1| < ε}, (C.18)

where the metric | · | on CN6
is the standard induced metric from R2N6

. To see that we can

always make such a choice, notice that the zero set of DN3−1 is a codimension-1 variety

in CN6
, which we denote by V (DN3−1). On the other hand, B+

ε (1) has codimension-0

in CN6
. Therefore, V (DN3−1) cannot contain B+

ε (1). This immediately can be used to

infer that B+
ε (1)− (B+

ε (1) ∩ V (DN3−1)) 6= ∅, and hence we can make the desired choice of

{αa1b1,a2b2,a3b3}.

C.3 Moduli for partial anisotropy

Our discussion thus far has established that we are able to make a choice of the deformation

parameters which lifts all the moduli. Let us look at some special cases to see what forms

of anisotropy are needed for us to succeed in our quest. The key observation relies on

noting that the proof has two crucial elements.

Firstly, the proof hinged on the fact that each partial derivative fc1c2c3 = ∂W4/∂X
c1c2c3

contains the term (Xc1c2c3)3 so that every diagonal element of the matrix is nonzero. This

clearly will not hold for general quartic superpotentials because it requires the superpoten-

tial to contain (Xc1c2c3)4 for every 1 ≤ ci ≤ N .

Secondly, the proof required that αi1b1,i2b2,i3b3 6= αi1i1,i2i2,i3i3 whenever (b1, b2, b3) 6=
(i1, i2, i3). This will be true for the most general coefficients αa1b1,a2b2,a3b3 , but will not

necessarily hold for special choices. Let us examine some of these special cases:

1. For our computation of the anisotropic four-point function in section 4.2, to make the

computation easier, we assumed that the coefficients factorized, viz., αa1b1,a2b2,a3b3 =∏3
k=1 αakbk . In this case, we can still make the choice αii 6= αibk for i 6= bk. Thus,∏3
l=1 αilbl 6=

∏3
k=1 αikik for (b1, b2, b3) 6= (i1, i2, i3) and so the proof continues to hold.

2. Suppose we make the choice αa1b1,a2b2,a3b3 = αa1b1αa2b2 , which we can think of as

partially (‘two-thirds’) anisotropic because only the first and second indices of the

tensor contraction have anisotropy. In this case, we can find αi1b1αi2b2 = αi!i1αi2i2
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for (b1, b2, b3) 6= (i1, i2, i3) by taking b3 6= i3. The proof no longer holds. Specifically,

our linear algebra problem leaves it undetermined whether or not there are moduli.

In fact, we have found numerically that there exists a non-trivial moduli space in this

case for small N .

3. By the exact same reasoning as the previous case, the proof also does not hold for

the ‘one-third’ anisotropic case αa1b1,a2b2,a3b3 = αa1b1 . In particular, this applies to

the anisotropic matrix-vector model at N = M , for which there exist moduli (in the

ungauged case) as discussed in section 6.3.

4. For the (ZN2 o SN )3-invariant anisotropic deformation (2.14), we can see that there

are no non-trivial solutions for generic {α1, . . . , α8} by focusing on the first and last

term α1 +α8δa1b1δa2b2δa3b3 . The diagonal contribution to the determinant G(id) will

contain a factor α

∑N
c1,c2,c3=1 Sc1c2c3

8 , but every other contribution to the determinant

G(σ 6= id) will have a strictly smaller power of α8, and hence the other contributions

cannot cancel the diagonal contribution for sufficiently generic α1 and α8. This

argument is unchanged if we turn on sufficiently generic α2, . . . , α7.

D Higgs branch analysis for N = M = 2

In this appendix, we explicitly analyze the Higgs branch for the N = M = 2 matrix-

vector model. There are two chiral superfields Y1 and Y2. For simplicity, we specialize the

deformation parameter αIJ to be

α11 = α22 = 1 , α12 = α21 = a . (D.1)

We will examine the problem as a function of a in some detail below. There are three

special values of a, a∗ = {0, 1,∞}, while all other values can be treated uniformly.

D.1 Higgs branch chiral ring

Let us start by analyzing the Higgs branch chiral ring (6.26) of the theory. The scalars Y 1

and Y 2 can be expanded in terms of the Pauli matrices as

Y 1 = y1
i σ

i, Y 2 = y2
i σ

i. (D.2)

The F -term constraints are

0 = 8y1
i (y

1 · y1) + 8a
[
2y2
i (y

1 · y2)− y1
i (y

2 · y2)
]
,

0 = 8y2
i (y

2 · y2) + 8a
[
2y1
i (y

1 · y2)− y2
i (y

1 · y1)
]
,

(D.3)

which are equivalent to the following gauge invariant constraints

0 = 8A2 + 16aC2 − 8aAB,

0 = 8AC + 8aBC,

0 = 8BC + 8aAC,

0 = 8B2 + 16aC2 − 8aAB,

(D.4)
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where A = (y1 · y1), B = (y2 · y2), and C = (y1 · y2). The chiral ring is C[A,B,C] quotient

by the relations (D.4). It is not hard to see that for generic a the nontrivial classes are

represented by

1, A, B, C, A2, B2, (D.5)

which agrees with table 6.

D.2 Moduli space

1. Generic a: let us start with a being generic a 6= a∗. We solve the F -term equation

to obtain the following parametrization:

Y 1 = y1

(
u1

u2

)(
−u2 u1

)
, Y 2 = y2

(
u1

u2

)(
−u2 u1

)
. (D.6)

This can however be further simplified using a complexified gauge transformation

SU(2)C. We can bring the solution (D.6) into the form

Y 1 = y1 S2, Y 2 = y2 S2, S2 =

(
0 1

0 0

)
=

(
1

0

)(
0 1
)
. (D.7)

Under the complexified gauge transformation generated by the Cartan sub-algebra,

we further have

y1 → e2η y1, y2 → e2η y2 , (D.8)

where we used eησ3 S2e
−ησ3 = e2η S2.

We now can parameterize the holomorphic quotient as a disjoint union of

(C2 − {(0, 0)})/C∗ = CP1,

{(0, 0)}/C∗ = {(0, 0)}.
(D.9)

with the first line arising from y1, y2 6= 0, and the second line from when they both

vanish. The holomorphic quotient has to be filtered through the D-term constraint

|y1|2 + |y2|2 = 0, which then picks out a unique vacuum Y 1 = Y 2 = 0.

2. Isotropic superpotential a = 1: not much to discuss here as we already know

from (5.4) the non-trivial flat directions of the ungauged model. One can convince

oneself that they survive the gauging, unfortunately.

3. Two matrix model (a = 0): the F -term equation can be now be solved for Y 1

and Y 2 independently. The general solution is

Y 1 =

(
x1

x2

)(
−x2 x1

)
, Y 2 =

(
y1

y2

)(
−y2 y1

)
. (D.10)

This can be further simplified when x1y2−x2y1 6= 0, using the SU(2)C transformation:

Y 1 =

(
1

0

)(
0 1
)
, Y 2 =

(
0

x1y2 − x2y1

)(
x2y1 − x1y2 0

)
, (D.11)
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or

Y 1 =

(
0

1

)(
1 0
)
, Y 2 =

(
x1y2 − x2y1

0

)(
0 x2y1 − x1y2

)
. (D.12)

When x1y2 − x2y1 = 0, we are back to the situation for generic a discussed above.

The holomorphic quotient is a disjoint union of

CP1, C∗ = C− {0}, {(0, 0)}. (D.13)

The D-term equation selects out C∗ and {(0, 0)}, and they combine into C, which is

parametrized by x1y2 − x2y1.

4. Two matrix model (a = ∞): the solutions to the F -term equation now fall into

i. Y 1 = 0, arbitrary Y 2.

ii. Y 2 = 0, arbitrary Y 1.

iii. detY 1 = detY 2 = 0 and Y 1Y 2 = 0.

iv. detY 1 = detY 2 = 0 and Y 2Y 1 = 0.

Let us analyze the last class in more detail (the first two clearly have moduli,

and the third is similar). We can write the solution as:

Y 1 = u1v1, Y 2 = u2v2, v2 · u1 = 0, (D.14)

where u1, u2 are column vectors and v1, v2 are row vectors. They are subject to the

transformation

u1,2 → Mu1,2, v1,2 → v1,2 M
−1,

u1 → κu1, v1 → κ−1 v1,

u2 → γ u2, v2 → γ−1 v2,

(D.15)

where M ∈ SU(2)C, and κ, γ ∈ C∗. The equation v2 · u1 = 0 is solved by

v2 = λuT1 ε, λ ∈ C∗. (D.16)

Using the combination of the scaling symmetry with κ = γ, we can fix

λ = 1. (D.17)

The SU(2)C and the remaining scaling symmetry combine to GL(2,C) and completely

fix u2 and v1. The holomorphic quotient is C2 parametrized by the vector u1. The

D-term equation gives

u1 = (u11, u12), |u11|2 = |u12|2, u11u
∗
12 = 0, (D.18)

which pick out the solution Y 1 = Y 2 = 0.
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