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1 Introduction

Since Pestun [1] calculated the exact partition function for N = 2 supersymmetric gauge

theories on S4, supersymmetric localisation of gauge theories has attracted much attention.

A recent and thorough review is given in [2]. The methods in [1] have been generalised

to other supersymmetric theories in various dimensions and geometries, see e.g. [3] for an

overview. The methods and results fall roughly into two categories depending on if the

dimension is even or odd. Since we are discussing 7D in this paper, let us restrict the

discussion to the odd dimensional case.

In 3D there is a rich class of supersymmetric theories and e.g. localisation of 3D N = 2

theories on compact manifolds is a well studied subject, see [4] for a review. Rigid supersym-

metric theories with four or fewer supercharges in dimension four or less are classified, but
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in higher dimensions (and also for eight supercharges in 4D) the classification remains open.

Although the supergravity approach initiated by Festuccia-Seiberg [5] could in principle

provide such a classification, it becomes increasingly complicated in higher dimensions.

Apart from performing the localisation there is also the issue of carrying through the

calculation and writing the answer in a closed form (e.g. in terms of special functions). To

be able to do this one typically needs some extra symmetry of the manifold. Usually this

is in the form of a toric action, and we will discuss this point for 7D 3-Sasakian manifolds

later on.

In 5D there are infinite families of toric Sasaki-Einstein manifolds for which one can

derive the perturbative partition function for SYM coupled to hypermultiplets, see [6]

for a review. The perturbative answer is given by a matrix model involving generalised

triple sine functions governed by the toric geomerty. Finding the full partition function

becomes trickier in higher dimensions due to the localisation locus equations becoming

more complicated. However, using factorisation results for the perturbative answer one

can conjecture that the full partition function also obey the same factorisation and write

the full partition function in terms of Nekrasov partition functions [7].

Moving up to 7D the SYM theory is unique. It is the maximally supersymmetric

Yang-Mills, and thus it is only the geometry of the underlying 7D manifold that governs

the theory. The case of S7 was studied in [8] and this was then generalised to 7D toric

Sasaki-Einstein manifolds in [9]. As in the 5D case, the perturbative partition function

can be found in terms of toric data and is given by a matrix model involving generalised

quadruple sine functions. One can speculate about the full partition function based on

factorisation properties similar to those in 5D, however the basis for such a conjecture

is much weaker, see [9] for a discussion. Another issue is that maximally SYM is non-

renormalisable and hence requires UV-completion. However, the localisation procedure is

well-defined and produces finite results for observables and it is expected that these can

be interpreted in the UV-completed theory. For the maximally supersymmetric theory

in 5D it is believed that the UV-completion is the elusive 6D (2,0) SCFT and one can

indeed find agreement for some specific results, see e.g. [10]. For 7D we do not know what

the corresponding UV-completion is and although we can perform well-defined localisation

calculations it is unclear what to match them with. A speculation is that it has something

to do with ‘little’ m-theory [11].

Let us briefly comment on why we do not go higher than 7 dimensions. For spheres, Sd,

there is simply no suitable superalgebra for d > 7, a fact related to Nahm’s classification of

superconformal theories [12]. The approach of placing on-shell maximally supersymmetric

Yang-Mills on curved manifolds by dimensional reduction from flat space also limits the

dimension to be no more than seven, see [13].

The number of supersymmetries of the theory is intimately related to geometry and

is determined by the number of positive Killing spinors the manifold admits. In 5D the

manifolds admitting Killing spinors are Sasaki-Einstein manifolds (2 Killing spinors) and

the five-sphere (8 Killing spinors). In 7D there are more possibilities: proper G2 manifolds

(1 Killing spinor), Sasaki-Einstein manifolds (2 Killing spinors), 3-Sasakian manifolds (3

Killing spinors) and S7 (16 Killing spinors). One thing that makes 7D special is thus the
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possibility of G2 or 3-Sasakian structures.1 The seven-sphere was considered in [8], toric

Sasaki-Einstein manifolds in [9], and in this paper we will discuss a 3-Sasakian manifold.

Although one can define supersymmetric Yang-Mills on proper G2-manifolds, it is unclear

how to take it off-shell, see [9] for a discussion, and we leave it for future work.

For 3-Sasakian manifolds we have three Killing spinors and the action is invariant under

three supersymmetry transformations. One would expect this extra supersymmetry to be

manifest somehow in the final result of the localisation calculation. In [9] some first steps

were made towards understanding the role of the 3-Sasakian structure for localisation on

S7. In particular, different factorisations of the partition function were discussed involving

SU(2)-structures. This was based on viewing S7 as an SU(2)-fibration over S4 via the

(quaternionic) Hopf fibration.

In this paper we continue the study of 7D SYM on 3-Sasakian manifolds by comput-

ing the perturbative partition function for an explicit example outside the scope of [9].

The reason we consider an example is that we do not yet have the tools to analyse the

general case.

The reason our example is interesting is firstly because it is 3-Sasakian and thus admits

three supersymmetries. Secondly, unlike S7, it is not toric. The lack of an effective hamil-

tonian T 4-action on the metric cone of the manifold means that the techniques of [8, 9]

cannot be applied. However, the hyperkähler metric cone of our manifold has an effective

hyperhamiltonian T 2-action which makes it a ‘hypertoric variety’. This hypertoric symme-

try is exploited in our calculations and we believe the techniques presented here can also

be applied to other 3-Sasakian manifolds whose hyperkähler cones are hypertoric.

This paper is organised as follows: in section 2 we review 7D SYM and the localistaion

for toric Sasaki-Einstein manifolds, including S7. In section 3 we give a quick review of

3-Sasakian geometry and then introduce the specific 7D 3-Sasakian manifold for which we

will perform the localisation calculation. In section 4 we discuss hypertoric geometry and

use it to find the perturbative partition function via a count of holomorphic functions. In

section 5 we discuss a factorisation of the result in terms of SO(3) data. We finish with a

summary and directions for future work in section 6. Further details of calculations and

conventions are provided in the appendices.

2 7D supersymmetric Yang-Mills

In [8] supersymmetric Yang-Mills on spheres was studied. Starting from maximally super-

symmetric Yang-Mills on 10-dimensional Lorentzian flat space a supersymmetric action on

S7 was obtained by dimensional reduction and deformation:

S7D =
1

g2
7D

∫
d7x
√
−gTr

(
1

2
FMNFMN −ΨΓMDMΨ + 8φAφA

+
3

2
ΨΛΨ− 2[φA, φB]φCεABC

)
. (2.1)

1G2-structures are unique to dimension 7. 3-Sasakian structures can exist in dimensions 4n−1, however

in dimension three all Sasaki-Einstein manifolds are also 3-Sasakian. Thus dimension 7 is the smallest

dimension for which these two notions are distinct.
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The above formula is in 10-dimensional notation where the indices M,N = 0, . . . , 9 while

A,B,C run over the compactified dimensions A,B,C = 0, 8, 9. Here FMN is the field

strength of the gauge field AM , Ψ a Majorana-Weyl fermion transforming in the adjoint

representation of the gauge group, and φA the scalars that come from the dimensional

reduction. The ΓM are 10-dimensional Dirac matrices and Λ a product of three such

matrices. The εABC denotes the anti-symmetric symbol in the compactified dimensions.

A trace is taken over the colour indices (which are omitted in the notation). We refer the

reader to [8] or [9] for more details.

The supersymmetry transformations for this action are

δεAM = εΓMΨ ,

δεΨ =
1

2
FMNΓMN ε+

8

7
ΓµBφB∇µε , (2.2)

where µ = 1, . . . , 7. This transformation relies on the existence of a 10-dimensional

Majorana-Weyl spinor ε satisfying a generalised Killing spinor equation. In [8] such a

spinor was constructed using conformal Killing spinors on S7 and in [9] this was gener-

alised to other compact 7D manifolds admitting positive Killing spinors. Such manifolds

fall into four categories: proper G2 manifolds (1 Killing spinor), Sasaki-Einstein manifolds

(2 Killing spinors), 3-Sasakian manifolds (3 Killing spinors) and S7 (16 Killing spinors).

In order to perform the localisation arguments the supersymmetry needs to be taken

off-shell and in [8, 9] this was done by introducing pure spinors and auxiliary fields. It was

shown how the fields could be mapped to differential forms and how the supersymmetry

could be written as a cohomological complex for Sasaki-Einstein manifolds (which includes

3-Sasakian and S7 as subcases). It was argued in [9] that the vector field Rµ = εΓµε

serves as the Reeb vector field for the Sasaki-Einstein case but is identically zero for proper

G2-manifolds, thus the latter case is excluded from the analysis.

After gauge-fixing the following cohomological complex was found [9]:

(A,ψ), (Φ, η), (Υ, H), (c, φ0), (c̄, b), (b0, c0), (ā0, c̄0) , (2.3)

where each (X,X ′)-pair satisfies

QX = X ′ ,

QX ′ = (−LR + iGa0)X . (2.4)

Here Q = δε + δBRST is the supersymmetry combined with the standard BRST trans-

formation. Let us briefly sketch how the above complex was found, details can be found

in [9]. The gauge fields Aµ were mapped to the connection A, the bosons φ8, φ9 to the

3-form Φ, and the bosonic auxiliary fields mapped to the 2-form H. The fermion field Ψ

was mapped to the 1-form ψ, the 2-form Υ and the 3-form η. The gauge fixing introduced

the ghosts c, c̄, the Lagrange multiplier b and the zero modes a0, ā0, b0, c0, c̄0, with the a’s

and b’s bosonic and the c’s fermionic. Note that Q2 = −LR + iGa0 , i.e. it squares to a Lie

derivative and a gauge transformation.
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The simplest solution to the fixed point locus equations in [9] is A = 0, Φ = 0 and

φ0 = a0 = constant = σ and the full perturbative partition function is obtained as the

one-loop approximation:

∫
g
dσe

− 24

g27
V7 Tr(σ2)

√
det

Ω
(2,0)
H

(Q2)det
Ω

(0,2)
H

(Q2)detΩ0(Q2)
√
detΩ0(Q2)

√
detΩ0(Q2)√

detΩ1(Q2)
√
det

Ω
(3,0)
H

(Q2)det
Ω

(0,3)
H

(Q2)
√
detH0(Q2)

√
detH0(Q2)

.

(2.5)

The terms in the exponent come from evaluating the action at the fixed point (here V7

denotes the volume of the 7-dimensional manifold). The determinant factors in the nu-

merator come from integrating over the fermions (Υ, c, c̄) and the denominator from the

bosons (A,Φ, b0, ā0). Note that the forms are Lie algebra valued. It was further argued

in [9] that this simplifies to

Zpert =

∫
g
dσe

− 24

g27
V7 Tr(σ2) detΩ0(Q2)det

Ω
(0,2)
H

(Q2)

det
Ω

(0,1)
H

(Q2)det
Ω

(0,3)
H

(Q2)
(2.6)

=

∫
g
dσe

− 24

g2
7D

V7 Tr(σ2)
det′adj sdetΩ(0,•)

H

(−LR + iGσ) , (2.7)

where the determinant over the adjoint representation of the Lie algebra was written out

explicitly in the last step.

This answer is structurally very similar to that in 5D, see e.g. [6] for a review, and the

task reduces to computing the superdeterminant

sdet
Ω

(0,•)
H

(−LR + x) , (2.8)

where LR denotes the Lie derivative along the Reeb vector field R and Ω
(0,•)
H denotes

horizontal (0, p)-forms. Let us take a moment to explain these geometrical structures and

how to evaluate this superdeterminant.

Let X denote the 7D Sasaki-Einstein manifold. We define its metric cone C(X) as

C(X) = X × R+ , (2.9)

with metric

ds2
C(X) = dr2 + r2ds2

X . (2.10)

Here r is the coordinate on R+ and ds2
X is the metric on X. Recall that X is Sasaki-Einstein

if its metric cone is Calabi-Yau. The Calabi-Yau structure on C(X) induces several nice

structures on X. For example we get a contact form κ and its associated Reeb vector

field R, satisfying ιRκ = 1 and ιRdκ = 0. The contact structure gives rise to a horizontal

space (kerκ) and we can talk about horizontal differential forms ΩH . Moreover, we have an

almost complex structure on the horizontal space which allows the definition of Dolbeault

operators on the horizontal forms. The differential operator

∂̄H : Ω
(p,q)
H → Ω

(p,q+1)
H (2.11)
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gives rise to the Kohn-Rossi cohomology groups H
(p,q)
KR . One can show (see e.g. [14]) that

LR commutes with ∂̄H and (2.8) thus reduces to a superdeterminant over the cohomol-

ogy groups H
(0,•)
KR . There are two main ways of proceeding with the superdeterminant

calculation from here.

The first approach is to think of the superdeterminant as the index of the operator

∂̄H . This is a transversally elliptic operator and its index can be computed using methods

in Atiyah’s book [15]. This was the original approach of Qiu and Zabzine for the 5D

calculation in [16].

The second approach is due to Schmude [14] and calculates the superdeterminant in

terms of holomorphic functions on the cone C(X). Let us sketch this argument in 7D.

The Calabi-Yau structure on C(X) gives rise to a nowhere vanishing (3, 0)-form on the

horizontal space of X. This form provides a pairing between (0, 0)-forms and (0, 3)-forms

which is also a pairing in cohomology, i.e. H
(0,0)
KR

∼= H
(0,3)
KR . However, the LR eigenvalues

differ by an overall minus sign and a shift corresponding to the eigenvalue of the (3, 0)-

form used in the pairing. One can also obtain a pairing H
(0,1)
KR

∼= H
(0,2)
KR but by simply-

connectedness the former is zero. What remains of the superdeterminant calculation is thus

to find H
(0,0)
KR (and the shift in eigenvalues resulting from the pairing via the (3, 0)-form).

But H
(0,0)
KR

∼= H0(OC(X)), so this can be found by counting the holomorphic functions

on the Calabi-Yau cone C(X). For toric Sasaki-Einstein manifolds this count has a nice

combinatorial description in terms of toric data and the superdeterminant can be written

in terms of generalised multiple sine functions.

For 7D toric Sasaki-Einstein manifolds we get

sdet
Ω

(0,•)
H

(−LR + x) ∼ SCµ(X)
4 (x|~R) , (2.12)

where S
Cµ(X)
4 is the generalised quadruple sine function associated to the moment map

cone Cµ(X) of the torus action, see [9] for details.

The final result for the perturbative part of the partition function is then [9]

Zpert =

∫
t
dσ e

− 24

g27
V7 Tr(σ2)∏

β

S
Cµ(X)
4 (i〈σ, β〉|~R) , (2.13)

where β are the roots of the Lie algebra g and the Weyl integration formula was used to

reduce the integral to the Cartan subalgebra t.

For the special case of S7, the generalised quadruple sine reduces reduces to the ordi-

nary quadruple sine, which is described by the infinite product expression

S4(x|ω1, ω2, ω3, ω4) =

∏
n1,n2,n3,n4≥0 (n1ω1 + n2ω2 + n3ω3 + n4ω4 + x)∏
n1,n2,n3,n4≥1 (n1ω1 + n2ω2 + n3ω3 + n4ω4 − x)

. (2.14)

In this paper we will calculate the superdeterminant (2.8), and hence the perturbative

partition function, for an explicit 7D example that lies outside the scope of [9]. The

manifold we will consider is a 7D 3-Sasakian manifold (and hence Sasaki-Einstein) but it

is not toric. The arguments of [9] can thus be used, but only up to the final evaluation
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of the superdeterminant. For our new example, we will evaluate the superdeterminant in

two ways. First we will again count holomorphic functions on the cone C(X), which in

the 3-Sasakian case is hyperkähler. This will use that C(X) is ‘hypertoric’ - a hyperkähler

analogue of toric. We will then also verify our result via an index calculation. Let us now

proceed to describe the manifold for which we will do this calculation.

3 Geometrical setting

In this section we will give the geometrical description of the 7D 3-Sasakian manifold S
that will be our main example. We have not found a standard name for this manifold in

the literature but since it is the total space of a principal SO(3)-bundle over CP 2 it might

be referred to as the ‘Konishi bundle over CP 2’. One can also characterise this manifold as

the 3-Sasakian manifold whose metric cone is the ‘Swann bundle over Gr2(C3)’, or whose

‘associated twistor space’ is the complete flag F1,2(C3).

3.1 3-Sasakian manifolds and related structures

Let us start by recalling some facts about 3-Sasakian geometry. We refer the reader to [17]

for a thorough introduction. A 3-Sasakian manifold is perhaps most easily defined as a

manifold X whose metric cone C(X) is hyperkähler. This means that there are three

almost complex structures I, J,K on C(X) satisfying the quaternionic relations

I2 = J2 = K2 = IJK = −1. (3.1)

Thinking of X as the base of the cone at r = 1, we can obtain three vector fields on X via

Ra = Ia(r∂r)|r=1, Ia = I, J,K , (3.2)

and three one-forms via

κa(Y ) = g(Ra, Y ). (3.3)

These give the three Reeb vectors Ra and contact forms κa of the 3-Sasakian structure on

X. They satisfy the relations

ιRaκb = δab, (3.4)

[Ra, Rb] = εabcRc. (3.5)

Apart from the cone, every 3-Sasakian manifold also come together with two other geomet-

rical objects: the quaternionic Kähler orbifold O and the twistor space Z. These objects

and their relations are summarised in the ‘fundamental diagram’ [17]:

C(X)

Z X

O

(3.6)
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Let us briefly explain the relations in this diagram (again we refer to [17] for details).

The arrows from X to Z and O correspond to the one and three-dimensional 3-Sasakian

foliations respectively. The arrow from Z to O corresponds to the twistor map. The arrow

from C(X) to O corresponds to the so called Swann bundle [18] which can be seen as a

hyperkähler generalisation of the twistor space. One can go from the Swann bundle to the

twistor space Z by fixing a complex strucutre and projectivising [18]. Finally, the arrow

from C(X) to X denotes the cone relation

For 7-dimensional X, the most familiar example of this picture is probably

C4 \ 0

CP 3 S7

HP 1 ∼= S4

(3.7)

where the 1- and 3-foliations of S7 correspond to the complex and quaternionic Hopf

fibrations respectively.

Another 7D example, which is the one we will focus on here, is

C(S) = U(Gr2(C3))

F1,2(C3) S

Gr2(C3) ∼= CP 2

(3.8)

Here Gr2(C3) denotes the Grassmannian of of 2-planes in C3 and U(Gr2(C3)) denotes

its Swann bundle. Note that Gr2(C3) is isomorphic to CP 2 (but with the non-canonical

orientation). The twistor space is F1,2(C3), i.e. the complete flag manifold in C3. The 7D

3-Sasakian manifold S in this picture will be the main object of study in this paper.

Let us also remark that another viewpoint for the diagram (3.6) is to take the quater-

nionic Kähler orbifold O of positive scalar curvature as the starting point. Let us restrict

to the case when O is a smooth manifold, as is the case in our examples above.2 There are

a few ways to get the 3-Sasakian manifold X in (3.6) from O. One could first construct

the twistor space [20] of O and then get to X by using an inversion theorem from [21]. Al-

ternatively, one could construct the Swann bundle [18] over O and then get the 3-Sasakian

manifold X as a hypersurface in this space [22]. Finally, one could take the Konishi bun-

dle [23] over O to obtain the 3-Sasakian manifold as an SU(2) or SO(3)-bundle. These

constructions can also be generalised to the case when O is an orbifold [17, 22].

2In fact these are the only such examples in dimension 4 [19]. However, for our purposes we do not need

O to be smooth, only X, so we are not restricted to just these two cases.
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3.2 The 3-Sasakian manifold S

Let us now focus on the 7D 3-Sasakian manifold S whose fundamental diagram is given

by (3.8). It is on this manifold we will place our SYM theory and compute the perturbative

partition function. First we will obtain this manifold as a hypersurface in the Swann bundle

U(Gr2(C3)) and then explain how it is an SO(3) bundle over CP 2.

Following [18] we will realise the Swann bundle U(Gr2(C3)) as a hyperkähler quotient.3

It is convenient to formulate this in terms of quaternions, see appendix A for our conventions

about the flat quaternionic space H.

We start in H3 with coordinates ~q. We will map this to V ×V ∗, where V = C3 and V ∗

its dual, with coordinates ~z, ~w via ~q = ~z + j ~w. The complex structures, symplectic forms,

moment maps etc will then just be three copies of those described for the quaternions in

appendix A.

We take the hyperkähler quotient

V × V ∗///U(1)Q , (3.9)

where U(1)Q is generated by left multiplication by i on ~q. The charge vector is given by

Q = [1, 1, 1;−1,−1,−1]. The real and complex moment maps are

µRQ = −1

2
(|~z|2 − |~w|2) , (3.10)

µCQ = i~z · ~w . (3.11)

Taking the zero level-sets of the real and complex moment maps (and quotienting by U(1)Q)

gives us the Swann bundle C(S) = U(Gr2(C3)).

Note that if we instead take a non-zero level-set of the real moment map we would end

up with T ∗CP 2 with its Calabi metric [24].

We can characterize C(S) = U(Gr2(C3)) as (~z, ~w) ∈ V × V ∗ subject to the relations

|~z|2 = |~w|2 , (3.12)

~z · ~w = 0 , (3.13)

(~z, ~w) ∼ (eiθ~z, e−iθ ~w) . (3.14)

The cone structure of C(S) is seen from (3.12) and we obtain S as a hypersurface (base of

the cone) by setting r = |~z| = |~w| = 1.

In H3 we also have three complex structures, I, J,K, generated by right multiplication

by i, j, k. These are invariant under left multiplication by i and thus they descend to the

quotient. In terms of the coordinates ~z, ~w we can write them as

I = idzi ⊗ ∂zi + idwi ⊗ ∂wi + c.c. (3.15)

J = −dw̄i ⊗ ∂zi + dz̄i ⊗ ∂wi + c.c. (3.16)

K = idw̄i ⊗ ∂zi − idz̄i ⊗ ∂wi + c.c. (3.17)

3The construction of this space as a bundle can also be found in [18].
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From this we can find the Reeb vectors on S as follows. The cone coordinate r can be

written as

r2 =
1

2
|~q|2 =

1

2

(
|~z|2 + |~w|2

)
, (3.18)

and thus the homothetic vector field is given by

r∂r = qi
∂

∂qi
= zi∂zi + wi∂wi + c.c. (3.19)

From this vector field we obtain the three Reebs via

R1 = I(r∂r)|r=1 = izi∂zi + iwi∂wi + c.c. , (3.20)

R2 = J(r∂r)|r=1 = −w̄i∂zi + z̄i∂wi + c.c. , (3.21)

R3 = K(r∂r)|r=1 = iw̄i∂zi − iz̄i∂wi + c.c. . (3.22)

The three Reebs are generated by right action of i, j, k, and U(1)Q is the left action of i.

Since left and right actions commute, the Ra and U(1)Q commute. The Reebs also preserve

the zero sets of the moment maps and hence we get three vector fields Ra on S satisfying

the quaternionic algebra i.e. the SU(2) algebra of (3.5).

Let us now explain how S is an SO(3) bundle over CP 2. Viewing S as the base of

the cone we have |~z|2 = |~w|2 = 1 as well as ~z · ~w = 0. Thus |~z × ~w∗|2 = |~z|2|~w|2 = 1

and so ~z × ~w∗ parametrises S5 (here w∗ denotes complex conjugation). However, U(1)Q
acts diagonally on ~z × ~w∗ and so the reduction by U(1)Q gives us CP 2, parametrised by

[~z × ~w∗]. One might expect the bundle S → CP 2 to have fibre SU(2) (as is the case for

the quaternionic Hopf fibration of S7, cf. (3.7)), but there is an important subtlety here.

Consider the Reeb vector R1 and its corresponding U(1) action with charge [1, 1, 1; 1, 1, 1]

and angle variable θ. When θ = π the effect can be undone by U(1)Q:

(eiπ~z, eiπ ~w) ∼ (eiπeiπ~z, e−iπeiπ ~w) = (e2πi~z, e0 ~w) = (~z, ~w) . (3.23)

Hence the fibre is not SU(2) but SU(2)/Z2
∼= SO(3).

Finally, we note that the Reebs (3.20)–(3.22) act trivially on the base ~z × ~w∗, for

example

R1(~z × ~w∗) = i~z × ~w∗ + ~z × (−i ~w∗) = 0 . (3.24)

One can check that Ra ⊥ U(1)Q and thus compute their norms on the flat space and get

|Ra|2 = 2. We thus have a locally free action of SO(3) on S. This action is also free.

In order to find the perturbative partition function of our SYM theory we need to

compute the superdeterminant (2.8). To do this calculation for the manifold S presented

above, we will use the fact that the cone C(S) is a hypertoric variety. We now turn to

discussing this point.
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3.3 Hypertoric geometry

Recall that a 7D manifold X is Sasaki-Einstein if its metric cone is Calabi-Yau. Moreover,

we say that it is toric if C(X) admits an effective hamiltonian action of the 4-torus T 4.

We also require that the Reeb vector field can be written as a linear combination of the

four U(1)’s of the torus action.

For a 3-Sasakian X, its metric cone C(X) is hyperkähler and thus has three complex

structures, symplectic forms etc. The action of a compact Lie group on C(X) is said

to be hyperhamiltonian if it is hamiltonian with respect to each three of the symplectic

forms. The 8D hyperkähler manifold C(X) is called hypertoric if it admits an effective

hyperhamiltonian action of the 2-torus T 2.

Hypertoric4 geometry, first introduced by Bielawski and Dancer [25], is by now a

well-studied area in mathematics, see e.g. [26, 27] for reviews. It is also of interest to

physicists since, for example, the Higgs and Coulomb branches of abelian 3D N = 4 gauge

theories [28] are hypertoric varieties.

Note that while 3-Sasakian manifolds are also Sasaki-Einstein, hypertoric manifolds

are not necessarily toric. So while the reasoning based on the Sasaki-Einstein structure of

X in [9] also applies to the 3-Sasakian case, the arguments for toric C(X) do not apply

to the hypertoric case. Note however that S7, whose metric cone is C4, is both toric and

hypertoric.5

Let us focus on hypertoric manifolds that arise as hyperkähler quotients of flat quater-

nionic space. (By a theorem of Bielawski [30] all hypertoric manifolds with Euclidean vol-

ume growth can be obtained in this way.) Following [25] we now describe this construction.

Let Hn be the quaternionic vector space with the standard hyperkähler structure given

by left multiplication by i, j, k, see appendix A. As before, we identify ~q ∈ Hn with (~z, ~w) ∈
V × V ∗, where V = Cn, via ~q = ~z + j ~w. The real torus Tn = {t = (t1, . . . , tn) ∈ Cn||ti| =
1} acts on Hn by left diagonal multiplication t(z, w) = (t~z, t−1 ~w) and it preserves the

hyperkähler structure. The corresponding moment maps are

µR(~z, ~w) = −1

2

n∑
k=1

(|zk|2 − |wk|2)ek + c1 , (3.25)

µC(~z, ~w) = i

n∑
k=1

(zkwk)ek + c2 + ic3 , (3.26)

where ek denotes the standard basis of Rn ∼= g∗ and ci are arbitrary central elements which

we think of as constant vectors in Rn.

Now consider a subtorus K of Tn with Lie algebra k, and call T d = Tn/K. We

represent it by a collection of n vectors {ui} in Rd. We take these to be non-zero, integer,

primitive vectors that generate Rd. These define a map β : tn ∼= Rn → td ∼= Rd via ei 7→ ui.

This gives rise to an exact sequence

0 k tn td 0ι β
, (3.27)

4Note that the terms ‘hypertoric’ and ‘toric hyperkähler’ are used interchangably in the literature.
5More generally, Hausel and Sturmfels [29] have shown that the only manifolds that are both toric and

hypertoric are ALE spaces of type An or products of such spaces.
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and its dual

0 (td)∗ (tn)∗ k∗ 0
β∗

ι∗ . (3.28)

The moment maps for the subtorus action are then given by

µR(z, w) = −1

2

n∑
k=1

(|zk|2 − |wk|2)ak + c1 , (3.29)

µC(z, w) = i

n∑
k=1

(zkwk)ak + c2 + ic3 , (3.30)

where ak = ι∗(ek). The constants ci are of the form ci =
∑n

k=1 λ
i
kak. We will use the

compact notation λk = (λ1
k, λ

2
k, λ

3
k). Following [25] we denote the hyperkähler quotient

µ−1(0)/K corresponding to the data ~u = (u1, . . . , un), ~λ = (λ1, . . . , λn) by M(~u,~λ).

The action of T d on M(~u,~λ) preserves the hyperkähler structure and M(~u,~λ) is a

hypertoric variety.

From the data (~u,~λ) we define hyperplanes in Rd by

H i
k = {y ∈ Rd|y · uk = λik} (3.31)

and use the compact notation Hk = H1
k ×H2

k ×H3
k ⊂ R3d.

Recall that for toric manifolds the geometry is determined by the Delzant polytope

which can be described in terms of a set of hyperplanes with normal vectors {vi}. Similarly,

in the hypertoric case the geometry is determined by the arrangement of the hyperplanes

Hk, which is encoded by their normal vectors {ui} and the λ’s.

Many of the statments from toric geometry relating geometrical properties to polytope

data have hypertoric analogues in terms of hyperplanes. For example, we have the following

smoothness condition for hypertoric varieties [25]: let ~u,~λ be such that the Hk are distinct.

Then M(~u,~λ) is smooth iff whenever a set of hyperplanes {Hl} intersect in R3d, their

corresponding normal vectors {ul} can be completed into a Z-basis of Zd. (In particular,

this means that any d + 1 hyperplanes must have empty intersection.) This is equivalent

to the ‘good cone condition’ in the toric case.

In this paper we are interested in hyperkähler manifolds that are cones over 3-Sasakian

manifolds. For hypertoric cases this can be stated in terms of the hyperplanes as fol-

lows [25]: M(~u,~0) is the metric cone over a compact 3-Sasakian manifold X iff (i) every

subset of ~u with d elements is linearly independent and (ii) every subset of ~u with less than

d elements is part of a Z-basis of Zd.
The proof of the above statement goes along the following lines [25]: recall that Hn is

the metric cone over the standard sphere S4n−1, which is a 3-Sasakian manifold. Setting
~λ = ~0 allows one to induce a 3-Sasakian structure on X from that on S4n−1. Setting ~λ = ~0

means that all the hyperplanes intersect in the origin. This clearly violates the smoothness

condition discussed above, but this is expected since we have a singularity at the tip of the

cone. The other conditions on the hyperplanes guarantee that this is the only singularity.

Note that we are interested in 8-dimensional cones with hypertoric T 2 action, i.e. the

case when d = 2. In this case the condition (i) can be restated as the {uk} being pairwise

linearly independent. Condition (ii) follows from the uk being primitive.
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Thus the hypertoric C(X) we are interested in can be described by a set of hyperplanes

Hk in R2 (i.e. lines) with normal vectors uk, all passing through the origin.6

We will now turn to our example of C(S).

3.4 The cone C(S) as a hypertoric variety

In this subsection we will realise the cone of our manifold, i.e. the Swann bundle C(S) =

U(Gr2(C3)), as a hypertoric variety and describe it in terms of a hyperplane arrangement.

In section 3.2 we obtained the Swann bundle C(S) = U(Gr2(C3)) as a hyperkähler

quotient of H3 by U(1)Q with charges [1, 1, 1;−1,−1,−1]. The residual T 2 action on

the quotient is generated by the U(1)’s e1 and e2 with charges [1, 0, 0;−1, 0, 0] and

[0, 1, 0; 0,−1, 0] respectively.

The exact sequence (3.27) in this case is

0 Z Z3 Z2 0ι β
(3.32)

where we may represent ι by the matrix

Q =

1

1

1

 (3.33)

and β by

Q̃ =

(
1 0 −1

0 1 −1

)
. (3.34)

From this we can read off the normal vectors of the hyperplanes to be

u1 =

(
1

0

)
, u2 =

(
0

1

)
, u3 =

(
−1

−1

)
. (3.35)

We get that all ak’s of (3.29) and (3.30) are equal to one and since we take the zero

level-sets of our moment maps all ci’s are zero. Thus ~λ = ~0 and we can draw the hyperplane

arrangement in R2 as in figure 1.

Since ~λ = 0 and the ui are pairwise linearly independent, we verify that our manifold

C(S) is indeed the cone over a compact 3-Sasakian manifold.

4 Calculating the superdeterminant

In this section we will compute the superdeterminant (2.8), and hence the perturbative

partition function of our SYM theory on S, by considering holomorphic functions on the

cone C(S). We will then verify the result by an index calculation. This is similar in spirit

to how the 5D index calculations of Qiu and Zabzine in [16] were interpreted in terms of

toric data by Schmude in [14].

6Technically the Hk live in R2 × R2 × R2 but since all the λ’s are the same we can just look at a single

R2. This is a simple case of the more general ‘canonical slice’ discussed in [31].
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Figure 1. Hyperplane arrangement for C(S) = U(Gr2(C3)). The axes correspond to the compo-

nents of the real moment map of the residual T 2-action.

4.1 Holomorphic functions on C(S)

We now follow [31, section 6.1]7 to obtain a description of the holomorphic functions of

C(S) from its hyperplane arrangement.

Since C(S) is hyperkähler the term ‘holomorphic’ is ambiguous unless we specify a

complex structure. Here we will use the complex structure I in (3.15).

The generators of the ring of holomorphic functions come in two types, those that are

neutral under the T 2 action and those that are charged. The neutral generators in our

example are given by N1 = z1w1 and N2 = z2w2. To describe the charged ones we use the

normal vectors of the hyperplanes, arranged into the matrix Q̃ in (3.34). For every element

A ∈ Z2 of the T 2 charge lattice, define

CA :=

3∏
i=1


z
|Q̃iA|
i , if Q̃iA > 0

w
|Q̃iA|
i , if Q̃iA < 0

, (4.1)

where Q̃A := Q̃TA ∈ Z3. In our case Q̃A = (A1, A2,−A1 − A2). The CA obey the ring

relations [31]

CACB = CA+B
∏

i s.t. Q̃iAQ̃
i
B<0

(ziwi)
min(|Q̃iA|,|Q̃

i
B |) . (4.2)

These CA and the Ni = ziwi together generate the ring of holomorphic functions [31].

This can be interpreted geometrically by drawing the hyperplanes in the T 2 charge

lattice as in figure 2. We see that the hyperplanes cut the lattice into six regions which we

have labelled by roman numerals in figure 2. For two points A,B in this lattice, the ring

relations say that CACB is CA+B up to a correction factor for each hyperplane between

the rays ρ(A) and ρ(B). In particular, if they lie in the same region then there are no

corrections. A finite set of generators for the ring of holomorphic functions is then given

7We thank Nicholas Proudfoot for pointing out this reference to us.
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Figure 2. Hyperplanes superimposed on T 2 charge lattice.

by the Ni together with {CA}A∈A such that the A ∈ A generate the integral lattice inside

each of the regions [31].

In our example, the generators are thus N1 = z1w1 and N2 = z2w2 together with

C(1,0) = z1w3, C(0,1) = z2w3, C(1,−1) = z1w2, (4.3)

C(−1,0) = w1z3, C(0,−1) = w2z3, C(−1,1) = w1z2.

We can now enumerate the holomorphic functions as follows. For each point A in the

charge lattice we get CA along with Nm
1 N

n
2 for any m,n = 0, 1, 2, . . . .

In Region I we write each lattice point A = a(0, 1) + b(1, 0) and get

(C(0,1))a(C(1,0))bNm
1 N

n
2 = (z2w3)a(z1w3)b(z1w1)m(z2w2)n = zb+m1 wm1 z

a+n
2 wn2 z

0
3w

a+b
3 .

(4.4)

In Region II we write each lattice point A = a(1, 0) + b(1,−1) and get

(C(1,0))a(C(1,−1))bNm
1 N

n
2 = (z1w3)a(z1w2)b(z1w1)m(z2w2)n = za+b+m

1 wm1 z
n
2w

b+n
2 z0

3w
a
3 .

(4.5)

We take a = 0, 1, 2, . . . and b = 1, 2, 3, . . . to avoid double-counting the borders between

the regions.

Continuing like this we get the functions listed in table 1.

4.2 Calculation of superdeterminant

From the holomorphic functions on the cone C(X) we can now calculate the superdetermi-

nant (2.8). Having picked the complex structure I we will use the associated Reeb vector
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Region Functions ω1 ω2 ω3

I zb+m
1 wm

1 za+n
2 wn

2 z03 wa+b
3 b a −a− b

II za+b+m
1 wm

1 zn2 wb+n
2 z03 wa

3 a+ b −b −a
III za+m

1 wm
1 zn2 wa+b+n

2 zb3 w0
3 a −a− b b

IV zm1 wb+m
1 zn2 wa+n

2 za+b
3 w0

3 −b −a a+ b

V zm1 wa+b+m
1 zb+n

2 wn
2 za3 w0

3 −a− b b a

VI zm1 wa+m
1 za+b+n

2 wn
2 z03 wb

3 −a a+ b −b
O zm1 wm

1 zn2 wn
2 z03 w0

3 0 0 0

Table 1. Holomorphic functions on C(S) and their weights under ω1,2,3. All functions have µ-

weight 2(a + b + m + n). Here m,n, a = 0, 1, 2, . . . , but b = 1, 2, 3, . . . , to avoid overcounting the

borders between the regions. We have included the origin O separately (where a = b = 0).

R1 of (3.20). The corresponding U(1) action of this Reeb has charge [1, 1, 1; 1, 1, 1] and we

will denote its equivariant parameter by µ. There are three other U(1)’s, e1,2,3, with charges

e1 : [1, 0, 0;−1, 0, 0], e2 : [0, 1, 0; 0,−1, 0], e3 : [0, 0, 1; 0, 0,−1] , (4.6)

whose equivariant parameters we will denote by ω1,2,3. Note that e1 + e2 + e3 ∼ 0 since

this combination is proportional to Q = [1, 1, 1;−1,−1,−1].

In the previous subsections we found the holomorphic functions in terms of hyperplanes

that formed six regions in figure 2. These are given in table 1 along with their U(1) weights.

From table 1 we read off the contribution to the superdeterminant coming from H
(0,0)
KR :

∞∏
m,n,a=0,b=1

(
(x+ (b)ω1 + (a)ω2 + (−a− b)ω3 + 2(a+ b+m+ n)µ)

× (x+ (a+ b)ω1 + (−b)ω2 + (−a)ω3 + 2(a+ b+m+ n)µ)

× (x+ (a)ω1 + (−a− b)ω2 + (b)ω3 + 2(a+ b+m+ n)µ)

× (x+ (−b)ω1 + (−a)ω2 + (a+ b)ω3 + 2(a+ b+m+ n)µ) (4.7)

× (x+ (−a− b)ω1 + (b)ω2 + (a)ω3 + 2(a+ b+m+ n)µ)

× (x+ (−a)ω1 + (a+ b)ω2 + (−b)ω3 + 2(a+ b+m+ n)µ)
)

×
∞∏

m,n=0

(x+ 2(m+ n)µ) .

Techincally the factor of x in this expression, corresponding to the constant monomial,

should not be included here. It arises when one uses the Weyl integration formula later on.

But for ease of notation we include it already at this stage.

We can rewrite (4.7) in terms of the variables ωab = ωa − ωb as follows:

∞∏
n=1

(( ∏
i<k≤j≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

)

×

( ∏
i≤j<k≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

)
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×

( ∏
j<i≤k≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

)

×

( ∏
j≤k<i≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

)
(4.8)

×

( ∏
k<j≤i≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

)

×

( ∏
k≤i<j≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

))

×
∞∏
n=0

( ∏
i=j=k≤n

(x+ iω31 + jω23 + kω12 + 2nµ)

)
.

This expression simplifies to

∞∏
n=0

n∏
i,j,k=0

(x+ iω31 + jω23 + kω12 + 2nµ) . (4.9)

This can be seen by realising that the first six products correspond to the regions obtained

by cutting the positive octant of Z3 into six pieces by the planes {i = j}, {i = k}, {j = k},
and the seventh product corresponds to their intersection in the line {i = j = k}. This is

illustrated in figure 3.

Combining (4.9) with the shifted contribution from H
(0,3)
KR we get

sdet
Ω

(0,•)
H

(−LR + x) ∼
∏∞
n=0

∏n
i,j,k=0(iω31 + jω23 + kω12 + 2nµ+ x)∏∞

n=0

∏n
i,j,k=0(−iω31 − jω23 − kω12 − 2(n+ 2)µ+ x)

. (4.10)

Noting that the products above are invariant under ωij → −ωij we rewrite it as

sdet
Ω

(0,•)
H

(−LR + x) ∼
∏∞
n=0

∏n
i,j,k=0(iω31 + jω23 + kω12 + 2nµ+ x)∏∞

n=2

∏n−2
i,j,k=0(iω31 + jω23 + kω12 + 2nµ− x)

. (4.11)

The perturbative partition function for maximally supersymmetric Yang-Mills on our

7D manifold S is thus given by

Zpert
S =

∫
t
dσ e

− 24

g27
V7 Tr(σ2)∏

β

S(i〈σ, β〉|µ, ω1, ω2, ω3) , (4.12)

where β are the roots of the Lie algebra g with Cartan subalgebra t and the special function

S is given by the infinite product formula8

S(x|µ, ω1, ω2, ω3) =

∏∞
n=0

∏n
i,j,k=0(iω31 + jω23 + kω12 + 2nµ+ x)∏∞

n=2

∏n−2
i,j,k=0(iω31 + jω23 + kω12 + 2nµ− x)

. (4.13)

8As they stand, these infinite products are divergent, but we can make them finite by ζ-function regu-

larisation, see appendix D.
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Figure 3. Sketch of the positive octant of Z3 cut into six pieces by the planes {i=j}, {i=k}, {j=k}.

For the ‘unsquashed’ geometry where all ωi, µ = 1 we get

S(x) =

∏∞
n=0(2n+ x)(n+1)3∏∞
n=2(2n− x)(n−1)3

= x(2 + x)8
∞∏
n=2

(2n+ x)(n+1)3

(2n− x)(n−1)3
. (4.14)

In the matrix model for the ‘unsquashed’ case we can further use the reflection symmetry,

β → −β, in the product over the roots to get

∏
β

S(i〈σ, β〉) =
∏
β

(i〈σ, β〉)
∞∏
n=1

(2n+ i〈σ, β〉)6n2+2 . (4.15)

These formulas are in analogy with those discussed for the ‘unsquashed’ spheres in [8].

In appendix B we verify the result (4.11) by an index calculation. More specifically, we

compute the superdeterminant as the index of the ∂̄H -operator w.r.t. the Reeb R1 in (3.20).

The approach follows closely that in [16] and serves as a double check of the hypertoric

method presented above.

5 Factorisation

In the previous section we found the perturbative partition function for 7D SYM on the 3-

Sasakian manifold S. It was given in terms of a matrix model involving a special function.

Finding the full partition function is beyond us at the moment, but by studying factori-

sation properties of the perturbative answer one can make some guesses. For example,

the perturbative answer for S7 is given in terms of a quadruple sine function that can be

factorised into four pieces:

S4(x|ω1, ω2 ω3, ω4) = e
πi
4!
B4,4(x|ω1,ω2 w3,ω4)

4∏
k=1

(zk|qk)∞ . (5.1)

Here B4,4 is a multiple Bernoulli polynomial and (zk|qk)∞ are q-shifted factorials, see ap-

pendix D for details. The important point is that each piece on the r.h.s. can be interpreted
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as the perturbative Nekrasov partition function on S1×εC3 [32]. It is then natural to con-

jecture that the full partition function for S7 enjoys the same factorisation in terms of full

Nekrasov partition functions, as was argued in [8].

Similar arguments were used in [9] for 7D toric Sasaki-Einstein manifolds. These were

based on analogous factorisation results for generalised quadruple sine functions [33] and

could be interpreted in terms of toric data.

In [9] another factorisation of the perturbative answer for S7 was discussed, based

on the 3-Sasakian structure of S7. It was argued that the quadruple sine function (2.14)

could be written as an infinite product over two double sine functions. This corresponds

to viewing S7 as an SU(2)-bundle over S4 via the quaternionic Hopf fibration. There are

two fixed points, each giving a double sine corresponding to the SU(2) fibre.

The 3-Sasakian manifold S studied in this paper can be seen as an SO(3)-bundle over

CP 2. It is therefore natural to ask if we can make similar statements here, i.e. find a

factorisation of the special function (4.13) in terms of SO(3) data. The approach we take

here is based on the index calculation and details can be found in appendix C. It would be

interesting if the same result could also be seen from the hypertoric viewpoint of section 4.

In viewing our manifold S as an SO(3)-fibration over CP 2 there are three fixed points

contributing to the index (see appendix B). At each fixed point we get a contribution from

the fibre and the normal bundle. The contribution from the fibre can be written in terms

of SO(3)-characters whose infinite product expression correspond to an ‘odd double sine

function’. Recall that the regular double sine function is given by the infinite product

S2(x|ω1, ω2) =

∏∞
k,l=0 (x+ kω1 + lω2)∏∞
k,l=1 (−x+ kω1 + lω2)

. (5.2)

If we restrict the products to the sublattice of Z2
≥0 where k+ l is odd we get what we refer

to as the ‘odd double sine’, Sodd
2 .

Using this we obtain the following expression for the superdeterminant (see appendix C

for details):

sdet
Ω

(0,•)
H

(−LR + x)

∼

( ∏
i=1,j=0

Sodd
2

(
x+ iω23 + jω13 − µ+

1

2
ω12

∣∣∣∣µ− 1

2
ω12, µ+

1

2
ω12

)−1
)

×

( ∏
i=0,j=0

Sodd
2

(
x+ iω12 + jω23 − µ+

1

2
ω13

∣∣∣∣µ− 1

2
ω13, µ+

1

2
ω13

))

×

( ∏
i=1,j=0

Sodd
2

(
x+ iω12 + jω13 − µ+

1

2
ω23

∣∣∣∣µ− 1

2
ω23, µ+

1

2
ω23

)−1
)
.

(5.3)

Having calculated the same superdeterminant in two ways, we obtain the factorisation of
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RP 3

RP 3

RP 3
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Figure 4. Cartoons illustrating the different factorisation results for S7 and S.

the special function in (4.13):∏∞
n=0

∏n
i,j,k=0(iω31 + jω23 + kω12 + 2nµ+ x)∏∞

n=2

∏n−2
i,j,k=0(iω31 + jω23 + kω12 + 2nµ− x)

=

( ∏
i=1,j=0

Sodd
2

(
x+ iω23 + jω13 − µ+

1

2
ω12

∣∣∣∣µ− 1

2
ω12, µ+

1

2
ω12

)−1
)

×

( ∏
i=0,j=0

Sodd
2

(
x+ iω12 + jω23 − µ+

1

2
ω13

∣∣∣∣µ− 1

2
ω13, µ+

1

2
ω13

))
(5.4)

×

( ∏
i=1,j=0

Sodd
2

(
x+ iω12 + jω13 − µ+

1

2
ω23

∣∣∣∣µ− 1

2
ω23, µ+

1

2
ω23

)−1
)
,

where we have ignored Bernoulli-type factors (see appendix D for details). Such factorisa-

tions are usually proved using integral representations of the functions involved, but since

we lack such descriptions we instead take the more pedestrian route of comparing poles,

zeros and asymptotics. That the poles and zeros of the expressions in (5.4) match follows

from that they describe the same superdeterminant, but it can also be verified by a direct

computation. The asymptotic behaviour of these functions is a bit involved and we refer

to appendix D for details.

In [9] it was argued that the perturbative partition function for S7 could be written as

two copies of the perturbative partition function on S3×C2. This corresponded to viewing

S7 as an SU(2)-bundle over S4, with each of the two fixed points giving a double sine S2.

The corresponding statment here would be that the perturbative partition function for S
can be written as three copies of the perturbative partition function on RP 3 × C2. This

is based on viewing S as an SO(3) fibration over CP 2, with each of the three fixed points

giving an odd double sine Sodd
2 . However, these statements are speculatory and one would

need to first understand what the Nekrasov partition functions for S3 ×C2 and RP 3 ×C2

are in order to make more precise statements.

In figure 4 we give an illustration of the factorisation results for S7 and S. In the

spirit of toric diagrams these pictures attempt to illustrate the collapsing of tori along the

edges of the polygons. The corners of the polygons correspond to fixed points where all

tori collapse.
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6 Summary

In this paper we have considered 7D maximally supersymmetric Yang-Mills on a specific

7D 3-Sasakian manifold S. Since the manifold is Sasaki-Einstein the localisation proce-

dure of [9] could be applied and the perturbative partition function written in terms of a

superdeterminant. This superdeterminant can be calculated in terms of the holomorphic

functions on the metric cone of the manifold. For toric Sasaki-Einstein manifolds (hamil-

tonian T 4 action on the cone) this count has been obtained in terms of toric data in [9] in

an analogous way to the 5D case. In this paper we have considered a manifold that is not

toric but whose metric cone has hypertoric symmetry (hyperhamiltonian T 2 action on the

cone). The hypertoric structure allowed us to enumerate the holomorphic functions and

thereby compute the perturbative partition function. The answer was given in terms of a

matrix model involvning a special function. This special function was then factorised into

odd double sine functions which corresponded to viewing the manifold as an SO(3)-bundle

over CP 2.

The explicit example in this paper opens up for further studies of the role of 3-Sasakian

and hypertoric structures in 7D SYM. It should be relatively straight-forward to gener-

alise the arguments presented here to any given 3-Sasakian manifold whose metric cone is

hypertoric. The challenge would be to obtain a closed form answer in terms of hypertoric

data that would work for aribtrary such manifolds. In other words, it would be interesting

to obtain the answer as a special function defined in terms of hypertoric data, analogous

to the generalised multiple sine functions in the toric case.

In general, a 3-Sasakian manifold has a three-dimensional foliation whose generic leaves

are either SU(2) or SO(3), see [17]. It is natural to guess that this leads to factorisations

such as those discussed in section 5. It would be interesting to explore this further and also

see what role, if any, the hypertoric structure plays for this. Maybe it could also provide

some hints about the Nekrasov partition functions for S3 × C2 and RP 3 × C2.
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A Hyperkähler structure of flat quaternionic space

In this appendix we give som details about our conventions, notation, and basic properties

of the flat quaternionic space H.

Consider the quaternionic vector space H with coordinates q = q0 + iq1 + jq2 + kq3.

Here q0,1,2,3 ∈ R and i, j, k are the unit quaternions with

i2 = j2 = k2 = ijk = −1 . (A.1)

We will often map H to C× (C)∗ via q = z + jw, where z = q0 + iq1 and w = q2 − iq3.
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We will take the three complex structures Ia on H to be given by left multiplication

by ea = i, j, k.

The three symplectic forms are parametrised as

ωa =
1

2
dqeadq̄. (A.2)

More explicitly

ω1 =
1

2
dqidq̄ =

1

2
(dq0 + idq1 + jdq2 + kdq3)i(dq0 − idq1 − jdq2 − kdq3) (A.3)

= dq0dq1 − dq2dq3 =
i

2
(dzdz̄ + dwdw̄) , (A.4)

and similarly

ω2 = dq0dq2 + dq1dq3 =
1

2
(dzdw + dz̄dw̄) , (A.5)

ω3 = dq0dq3 − dq1dq2 =
i

2
(dzdw − dz̄dw̄). (A.6)

The vector fields corresponding to left-multiplication by ea = i, j, k are given by Va =

(eaq)
i∂qi , that is

V1 = −q1∂0 + q0∂1 − q3∂2 + q2∂3 = iz∂z − iw∂w + c.c. , (A.7)

V2 = −q2∂0 + q3∂1 + q0∂2 − q1∂3 = −w∂z + z∂w + c.c. , (A.8)

V3 = −q3∂0 − q2∂1 + q1∂2 + q0∂3 = −iw∂z − iz∂w + c.c. . (A.9)

Their moment maps are given by

µa = −1

2
q̄eaq. (A.10)

Let us focus on the action of left-multiplication by i. The moment map is then

µ1 = −1

2
(q0 − iq1 − jq2 − kq3)i(q0 + iq1 + jq2 + kq3) (A.11)

=
i

2
(−q2

0 − q2
1 + q2

2 + q2
3) + j(q0q3 − q1q2) + k(−q0q2 − q1q3) (A.12)

= iµ11 + jµ12 + kµ13 , (A.13)

and a direct computation shows that

ιV1ω1 = d(
1

2
(−q2

0 − q2
1 + q2

2 + q2
3)) = dµ11 (A.14)

ιV1ω2 = d(q0q3 − q1q2) = dµ12 (A.15)

ιV1ω3 = d(−q0q2 − q1q3) = dµ13 . (A.16)

In terms of the complex coordinates z, w we write this as the real and complex mo-

ment maps

µR1 := µ11 =
1

2
(−|z|2 + |w|2) , (A.17)

µC1 := µ12 − iµ13 = izw . (A.18)
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B The index calculation

In this section we will find the superdeterminant (2.8) on the 3-Sasakian manifold S by

computing the index of the ∂̄H -operator w.r.t. the Reeb R1 in (3.20). This is a transversally

elliptic operator and a proper mathematical treatment of this topic can be found in the

book by Atiyah [15]. The parts needed for our calculation are reviewed in [16] and we will

follow their method for calculating the index. The general idea is to deform the symbol of

the operator using vector fields so that the symbol becomes trivial except at the zeros of

the vector field. At these fixed points the contribution to the symbol is computed ‘by hand’

using the knowledge of the local geometry close to the fixed point. A nice and pedagogical

review is found in appendix D of [16].

We will parametrise the manifold S as in section 3.2 and denote the U(1)’s available

in the geometry by their charges

e1 = [1, 0, 0;−1, 0, 0], e2 = [0, 1, 0; 0,−1, 0], e3 = [0, 0, 1; 0, 0,−1], R1 = [1, 1, 1; 1, 1, 1] ,

(B.1)

and the corresponding angle variables by α, β, γ, θ. Note that e1 + e2 + e3 ∼ 0 since this

combination is proportional to Q = [1, 1, 1;−1,−1,−1]. Here θ is the angle of the ‘Hopf

fibre’ but, as seen from (3.23), when θ = π its effect can be undone by Q and hence the

fibre is SO(3). We will however work in terms of SU(2) and then use the isomorphism

SU(2)/Z2
∼= SO(3) for the final results.

We will consider the index of ∂̄H w.r.t. the Reeb R1 and use e1 and e2 to deform the

symbol of this operator. The fixed points are the loci where ε1e1 + ε2e2 ∈ span〈R1, Q〉.
This happens when only one of the z’s and one of the w’s is non-zero, for example ~z =

(1, 0, 0), ~w = (0, 1, 0). There are six choices for this, but some of them lie in the same orbit

under SU(2), so we organise them into the three choices(
~z

~w

)
=

(
1 0 0

0 1 0

)
,

(
0 0 1

1 0 0

)
,

(
0 1 0

0 0 1

)
, (B.2)

corresponding to the points

~x = [~z × ~w∗] = [0, 0, 1], [0, 1, 0], [1, 0, 0] , (B.3)

of CP 2.

We will first work in the neighbourhood of ~x = [0, 0, 1]. We choose the coordinates of

the holomorphic tangent space as

δ~z = a(0, 0, 1), δ ~w = b(0, 0, 1) , (B.4)

and the transverse holomorphic coordinate of the SU(2) fibre as(
~z

~w

)
=

(
1 −u 0

u 1 0

)
eiθ

εu
, ε2u = 1 + |u|2 . (B.5)
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If we use the quaternion embedding q = z + jw 7→
(
z −w̄
w z̄

)
this action would correspond

to right multiplication by the SU(2) matrix

1

εu

(
eiθ −ūe−iθ

ueiθ e−iθ

)
. (B.6)

For example, the second column in
(
~z
~w

)
=
(

1 0 0
0 1 0

)
, i.e.

(
z2
w2

)
=
(

0
1

)
, would be mapped to(

0 −1

1 0

)
1

εu

(
eiθ −ūe−iθ

ueiθ e−iθ

)
=

1

εu

(
−ueiθ −e−iθ

eiθ −ūe−iθ

)
, (B.7)

which corresponds to
(−u

1

)
eiθ

εu
, i.e. the second column in (B.5).

The action of e1,2,3 and R1 on ~z, ~w is thus(
~z

~w

)
→

(
eiφ 0

0 e−iφ

)(
eiαε−1

u −ueiβε−1
u aeiγ

ue−iαε−1
u e−iβε−1

u be−iγ

)
eiθ , (B.8)

where φ is some angle corresponding to the quotienting by U(1)Q. For infinitesimal u, a, b

we get(
1 −u a
u 1 b

)
→

(
eiα −ueiβ aeiγ

ue−iα e−iβ be−iγ

)
eiθ (B.9)

=

(
ei(α+β)/2 0

0 e−i(α+β)/2

)(
1 −uei(β−α) aei(γ−α)

uei(β−α) 1 bei(β−γ)

)
ei(α−β)/2+iθ (B.10)

∼

(
1 −uei(β−α) aei(γ−α)

uei(β−α) 1 bei(β−γ)

)
ei(α−β)/2+iθ . (B.11)

From this we read off the U(1) weights around this fixed point:

α β γ θ

u −1 1 0 0

a −1 0 1 0

b 0 1 −1 0

θ 1/2 −1/2 0 1

(B.12)

For the other point in the same orbit we get the same table but with the weights reversed

for α, β, γ and the same for θ.

Doing a similar analysis around the other two points in (B.3) we get the weights

α β γ θ

u 1 0 −1 0

a 0 1 −1 0

b 1 −1 0 0

θ −1/2 0 1/2 1

(B.13)
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and
α β γ θ

u 0 −1 1 0

a 1 −1 0 0

b −1 0 1 0

θ 0 1/2 −1/2 1

(B.14)

together with the versions where the charges of α, β, γ are reversed.

Let us take a moment to explain how we read of the contribution to the index from

these tables. At a given fixed point the local geometry is C3 × S1 and it turns out that it

is enough to consider each of these factors separately.

Assume for a moment that we just had U(1) acting on C in the usual way. Consider

the deformed operator ∂̄ + iεν ∧ ·, where ν is the (0, 1)-component of the 1-form dual to

the U(1) vector field and ε a deformation parameter. The associated complex

0→ A(0,0) → A(0,1) → 0 , (B.15)

where A(0,•) denotes (0, •)-forms decaying fast enough at infinity, is isomorphic to the

original ∂̄-complex and one can explicitly compute its cohomology. In H0 we find functions

of the form e−iε|z|
2
zp, where p ≥ 0, provided Im ε < 0. In H1 we have 1-forms e−iε̄|z|

2
z̄pdz̄,

where p ≥ 1, provided Im ε > 0. We see that the index will depend on which direction we

deform the operator, i.e. on the sign of Im ε. Calling the two deformations ∂̄± and rewriting

the index in terms of U(1) representations we get

indU(1)

([
∂̄±
])

=

[
1

1− s

]±
, (B.16)

where s is the U(1) coordinate and[
1

1− s

]+

= −s−1 − s−2 − · · · , (B.17)[
1

1− s

]−
= 1 + s+ s2 + · · · . (B.18)

Back in our main calculation, the local geometry around each fixed point is C3 × S1

and we have figured out how e1,2,3 and R1 act on each of these factors. Using the above

arguments it is then easy to write down the contributions coming from each of the three C’s.

On the S1 factor it can be argued that the symbol restricts to the zero symbol with index

ind ([0]) = δ1(t) =
∞∑

n=−∞
tn . (B.19)

Let si be the coordinates of the ei’s and write sij = si/sj . Let t be the coordinate of R1. We

then read off the local contribution to the index from the fixed points from the weight-tables

above (remembering that we also have their versions with α, β, γ-charges reversed):[
1

1− s21

]± [ 1

1− s31

]± [ 1

1− s23

]±
δ1(s12t

2)

+

[
1

1− s12

]± [ 1

1− s13

]± [ 1

1− s32

]±
δ1(s21t

2) (B.20)
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i

j

(n+ 2,−n− 1)

i

j

(−n, n+ 1)

Figure 5. Pictorial representation of the coefficients of t2n, n ≥ 0, coming from the two terms

in (B.24).

[
1

1− s13

]± [ 1

1− s23

]± [ 1

1− s12

]±
δ1(s31t

2)

+

[
1

1− s31

]± [ 1

1− s32

]± [ 1

1− s21

]±
δ1(s13t

2) (B.21)[
1

1− s32

]± [ 1

1− s12

]± [ 1

1− s31

]±
δ1(s23t

2)

+

[
1

1− s23

]± [ 1

1− s21

]± [ 1

1− s13

]±
δ1(s32t

2) (B.22)

Note that the parameter t appears as t2 since the fibre is SO(3) rather than SU(2).

Denote q1 = s1/s3 and q2 = s2/s3 and let

φ(q) = 1 + q + q2 + q3 + · · · . (B.23)

We assume that |q1,2| < 1 to get a concrete choice (±) of regularisation for each [ 1
1−sij ]±-

term. Expanding the expressions in (B.20)–(B.22) into power series gives:[
−q1

q2
φ

(
q1

q2

)]
[−q1φ (q1)] [φ (q2)] δ1

(
q1

q2
t2
)

+

[
φ

(
q1

q2

)]
[φ(q1)] [−q2φ(q2)] δ1

(
q2

q1
t2
)

(B.24)

[φ (q1)] [φ (q2)]

[
φ

(
q1

q2

)]
δ1

(
q−1

1 t2
)

+ [−q1φ (q1)] [−q2φ (q2)]

[
−q1

q2
φ

(
q1

q2

)]
δ1

(
q1t

2
)

(B.25)

[−q2φ (q2)]

[
φ

(
q1

q2

)]
[−q1φ (q1)] δ1

(
q2t

2
)

+ [φ (q2)]

[
−q1

q2
φ

(
q1

q2

)]
[φ (q1)] δ1

(
q−1

2 t2
)

(B.26)

Now let us calculate the coefficients in front of the t’s. These will be power series in q1

and q2 with terms of the form ±kqi1q
j
2. We will represent such a term as the integer lattice

point (i, j) with a solid or hollow dot corresponding to a + or − coefficient respectively.

Consider first the coefficient of t2n for some fixed n ≥ 0. For (B.24) we get the lattices in

figure 5.
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i

j

(−n, 0) i

j

(n+ 2, 0)

Figure 6. Pictorial representation of the coefficients of t2n, n ≥ 0, coming from the two terms

in (B.25).

i

j

(1, n+ 1)

i

j

(1,−n− 1)

Figure 7. Pictorial representation of the coefficients of t2n, n ≥ 0, coming from the two terms

in (B.26).

Let us take a moment to explain how we obtain the first picture in figure 5, which

corresponds to the first part of (B.24), i.e.
[
− q1
q2
φ
(
q1
q2

)]
[−q1φ (q1)] [φ (q2)] δ1

(
q1
q2
t2
)

. From

the term δ1

(
q1
q2
t2
)

we would get the coefficient +qn1 q
−n
2 . We would draw this as a solid

dot at (n,−n). However, the pre-factors combine to +q2
1q
−1
2 which shifts the dot to (n +

2,−n − 1). Next, multiplying by φ(q2) = 1 + q2 + q2
2 + · · · and φ(q1) = 1 + q1 + q2

1 + · · ·
means that we should also include the points above and to the right. Finally, multiplying

by φ( q1q2 ) = 1 + q1q
−1
2 + q2

1q
−2
2 + · · · means that we should also include all points south-

east of these ones, which we represent by drawing arrows. This of course intruduces some

multiplicities. For example the point (n + 4,−n + 1) needs to be counted three times,

corresponding to the term +3qn+4
1 q−n+1

2 .

Performing the same analysis for (B.25) and (B.26) gives figure 6 and 7.

Combining all contributions we get a lot of cancellations. What is left is illustrated

in figure 8. The net result is a finite set of points that we can fit inside a polygon. Here

the points in the outermost polygon have multiplicity 1, the second outermost multiplicity

2, etc, all the way to the origin which has multiplicity n + 1. These points with their

multiplicities correspond to the following expression for the t2n-coefficient:

0∑
i=−n

n∑
j=0

n∑
k=0

qi+k1 qj−k2 . (B.27)
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i

j

(−n, n) (0, n)

(−n, 0)

(1,−n− 1) (n+ 1,−n− 1)

(n+ 1,−1)
i

j

(−n, n) (0, n)

(−n, 0)

(0,−n) (n,−n)

(n, 0)

Figure 8. Net result for the t2n-coefficient, n ≥ 0, after cancellations.

i

j

(−n+ 2, 0)

(−n+ 2, n− 2) (0, n− 2)

(1,−n+ 1)
(n− 1,−n+ 1)

(n− 1,−1)

i

j

(−n+ 2, 0)

(−n+ 2, n− 2) (0, n− 2)

(0,−n) (n− 2,−n+ 2)

(n− 2, 0)

Figure 9. Net result for the t−2n-coefficient, n ≥ 2, after cancellations.

Thus we can write the contribution to the index from this term as

ind(∂̄H)|t2n,n≥0 =

n∑
i,j,k=0

qk−i1 qj−k2 =

n∑
i,j,k=0

q−i1 qj2q
k
3 , (B.28)

where q3 = s1/s2 = q1/q2.

Now we turn to the negative powers, t−2n, n ≥ 1. Firstly, we note that the t−2

coefficient is zero. For n ≥ 2 we just replace n↔ −n in the previous analysis. The result

is illustrated in figure 9.

We get the t−2n coefficient

−
0∑

i=−n+2

n−2∑
j=0

n−2∑
k=0

qi+k1 qj−k2 , (B.29)

and the contribution to the index is thus

ind(∂̄H)|t−2n,n≥2 = −
n−2∑
i,j,k=0

qk−i1 qj−k2 = −
n−2∑
i,j,k=0

q−i1 qj2q
k
3 . (B.30)

Let ω1,2,3, µ be equivariant parameters for e1,2,3 and R1, and let ωab = ωa − ωb. We

then combine (B.28) and (B.30) to obtain the infinite product expression for the superde-
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terminant (2.8)

sdet
Ω

(0,•)
H

(−LR + x) ∼
∏∞
n=0

∏n
i,j,k=0 (iω31 + jω23 + kω12 + 2nµ+ x)∏∞

n=2

∏n−2
i,j,k=0 (iω31 + jω23 + kω12 − 2nµ+ x)

, (B.31)

which we can rewrite as

sdet
Ω

(0,•)
H

(−LR + x) ∼
∏∞
n=0

∏n
i,j,k=0 (iω31 + jω23 + kω12 + 2nµ+ x)∏∞

n=2

∏n−2
i,j,k=0 (iω31 + jω23 + kω12 + 2nµ− x)

. (B.32)

This is in agreement with the expression (4.11) obtained via the hypertoric method.

C Superdeterminant in terms of SO(3)

Here we will write the result of the superdeterminant calculation in terms of SO(3) data.

The method here is based on the index calculation in appendix B.

Let

χ(q;n) =
n∑

i=−n
qi (C.1)

denote the character of SU(2) at weight n, and let

S(q; t) =
∞∑
n=0

χ

(
q;n+

1

2

)
t2n −

∞∑
n=2

χ

(
q;n− 3

2

)
t−2n (C.2)

be a collection of such characters.

The contributions (B.24)–(B.26) to the index can be rewritten as

− q2q
1
2
3 φ(q2)φ(q2q3)S(q3; t) , (C.3)

q
1
2
1 φ(q2)φ(q1q

−1
2 )S(q1; t) , (C.4)

− q1q
− 1

2
2 φ(q1)φ(q1q

−1
2 )S(q2; t) . (C.5)

Here the S(q; t) give the contribution from the fibre and the φ’s the contribution from the

normal bundle of that fibre.

The S(q; t) in (C.2) corresponds to the infinite product expression∏∞
k,l=0

k+l=odd

(
x− µ+ k(µ− 1

2ω) + l(µ+ 1
2ω)
)

∏∞
k,l=1

k+l=odd

(
−(x− µ) + k(µ− 1

2ω) + l(µ+ 1
2ω)
) , (C.6)

where ω and µ are the parameters corresponding to q and t respectively. Recalling the

infinite product expression of the double sine function

S2(x|ω1, ω2) =

∏∞
k,l=0 (x+ kω1 + lω2)∏∞
k,l=1 (−x+ kω1 + lω2)

, (C.7)
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we see that the expression above can be rewritten in terms of Sodd
2 , i.e. S2 restricted to the

sublattice of Z2
≥0 where k + l is odd. We thus write (C.6) as

Sodd
2

(
x− µ

∣∣∣∣µ− 1

2
ω, µ+

1

2
ω

)
. (C.8)

Based on this observation we rewrite (C.3)–(C.5) as∏
i=1,j=0

Sodd
2

(
x+ iω23 + jω13 − µ+

1

2
ω12

∣∣∣∣µ− 1

2
ω12, µ+

1

2
ω12

)−1

, (C.9)

∏
i=0,j=0

Sodd
2

(
x+ iω12 + jω23 − µ+

1

2
ω13

∣∣∣∣µ− 1

2
ω13, µ+

1

2
ω13

)
, (C.10)

∏
i=1,j=0

Sodd
2

(
x+ iω12 + jω13 − µ+

1

2
ω23

∣∣∣∣µ− 1

2
ω23, µ+

1

2
ω23

)−1

. (C.11)

We thus obtain the following expression for the superdeterminant:

sdet
Ω

(0,•)
H

(−LR + x)

∼

( ∏
i=1,j=0

Sodd
2

(
x+ iω23 + jω13 − µ+

1

2
ω12

∣∣∣∣µ− 1

2
ω12, µ+

1

2
ω12

)−1
)

×

( ∏
i=0,j=0

Sodd
2

(
x+ iω12 + jω23 − µ+

1

2
ω13

∣∣∣∣µ− 1

2
ω13, µ+

1

2
ω13

))
(C.12)

×

( ∏
i=1,j=0

Sodd
2

(
x+ iω12 + jω13 − µ+

1

2
ω23

∣∣∣∣µ− 1

2
ω23, µ+

1

2
ω23

)−1
)
.

D Calculation of asymptotics

Here we perform an analysis of the asymptotic behaviour of the expressions in (5.4). The

methods here follow closely those in [16].

Before turning to the functions at hand, let us discuss the asymptotic behaviour of the

ordinary quadruple sine to illustrate the methods.

D.1 Asymptotics of the quadruple sine

The ordinary quadruple sine function can be represented by the infinite product

S4(x|ω1, ω2, ω3, ω4) =

∏
n1,n2,n3,n4≥0 (n1ω1 + n2ω2 + n3ω3 + n4ω4 + x)∏
n1,n2,n3,n4≥1 (n1ω1 + n2ω2 + n3ω3 + n4ω4 − x)

. (D.1)

Let us start with the numerator. We zeta-function regularise this product via

− log
∞∏

n1,n2,n3,n4=0

(n1ω1 + n2ω2 + n3ω3 + n4ω4 + x)

=
∂

∂s

1

Γ(s)

∫ ∞
0

∞∑
n1,n2,n3,n4=0

e−(x+n1ω1+n2ω2+n3ω3+n4ω4)tts−1dt
∣∣∣
s=0

=
∂

∂s

1

Γ(s)

∫ ∞
0

e−xt
(

1

1−e−ω1t

)(
1

1−e−ω2t

)(
1

1−e−ω3t

)(
1

1−e−ω4t

)
ts−1dt

∣∣∣
s=0

,
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where we assumed Reωi > 0 to do the summations. As in section 6 of [16] we find the large

Imx behaviour by taking the Laurent series of the integrand around t = 0, truncating it at

O(t0), and performing the integral. Then we perform the same analysis for the denominator

of (D.1). This can be done by just replacing ‘x’ with ‘ω1 + ω2 + ω3 + ω4 − x’ in the above

analysis. Combining the result from the numerator and denominator one arrives at

− logS4(x|ω1, ω2, ω3, ω4) ∼ iπ sgn(Imx)
(
b4x

4 + b3x
3 + b2x

2 + b1x+ b0
)
, (D.2)

where

b4 =
1

24ω1ω2ω3ω4
(D.3)

b3 = −ω1 + ω2 + ω3 + ω4

12ω1ω2ω3ω4
(D.4)

b2 =
ω2

1 + ω2
2 + ω2

3 + ω2
4 + 3 (ω1(ω2 + ω3 + ω4) + ω2(ω3 + ω4) + ω3ω4)

24ω1ω2ω3ω4
(D.5)

b1 = −(ω1 + ω2 + ω3 + ω4) (ω1(ω2 + ω3 + ω4) + ω2(ω3 + ω4) + ω3ω4)

24ω1ω2ω3ω4
(D.6)

b0 = − 1

720ω1ω2ω3ω4

(
ω4

1 − 5ω2
1

(
ω2

2 + 3ω2(ω3 + ω4) + ω2
3 + 3ω3ω4 + ω2

4

)
− 15ω1

(
ω2

2(ω3 + ω4) + ω2

(
ω2

3 + 3ω3ω4 + ω2
4

)
+ ω3ω4(ω3 + ω4)

)
+ ω4

2 (D.7)

− 5ω2
2

(
ω2

3 + 3ω3ω4 + ω2
4

)
− 15ω2ω3ω4(ω3 + ω4) + ω4

3 − 5ω2
3ω

2
4 + ω4

4

)
Note that b4x

4 +b3x
3 +b2x

2 +b1x+b0 = 1
4!B4,4(x, ω1, ω2w3, ω4), where B4,4 is the multiple

Bernoulli polynomial defined in [34].

An important property of the quadruple sine function is the following factorisation [34]:

S4(x|ω1, ω2 ω3, ω4) = e
πi
4!
B4,4(x|ω1,ω2 w3,ω4)

4∏
k=1

(zk|qk)∞ , (D.8)

where zk = e
2πi x

ωk and q
k

=
(
e

2πi
ω1
ωk , . . . , e

2πi
ωk−1
ωk , e

2πi
ωk+1
ωk , . . . , e

2πi
ω4
ωk

)
. The q-shifted

factorial (z|q)∞ is defined as follows [34]: let z = e2πiξ, qj = e2πiτj , where ξ, τj ∈ C,

Im(τj) 6= 0, j = 0, . . . , r and denote q = (q0, . . . , qr). Assume that Im(τj) < 0 for j =

0, . . . , k − 1 and Im(τj) > 0 for j = k, . . . , r, and define

(z|q)∞ =
∞∏

j0,··· ,jr=0

(
1− xq−j0−1

0 · · · q−jk−1−1
k−1 qjkk · · · q

jr
r

)(−1)k

. (D.9)

Further imposing symmetry under re-ordering of the q’s makes this function defined for all

τj with Im(τj) 6= 0.

D.2 Asymptotics of the expressions in (5.4)

Now let us turn to the asymptotics of the various factors in (5.4). By similar arguments

as above we find the asymptotic behaviour

− log(l.h.s. of (5.4)) ∼ iπ sgn(Imx)
(
c4x

4 + c3x
3 + c2x

2 + c1x+ c0

)
, (D.10)
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where

c4 =

(
µ2 − 1

24(ω2
31 + ω2

23 + ω2
12)
)

(4µ2 − ω2
12)(4µ2 − ω2

31)(4µ2 − ω2
23)

(D.11)

c3 =
−8µ

(
µ2 − 1

24(ω2
31 + ω2

23 + ω2
12)
)

(4µ2 − ω2
12)(4µ2 − ω2

31)(4µ2 − ω2
23)

(D.12)

c2 =
24
(
µ2 − 1

48(ω2
31 + ω2

23 + ω2
12)
) (
µ2 − 1

24(ω2
31 + ω2

23 + ω2
12)
)

(4µ2 − ω2
12)(4µ2 − ω2

31)(4µ2 − ω2
23)

(D.13)

c1 =
−32µ

(
µ2 − 1

24(ω2
31 + ω2

23 + ω2
12)
) (
µ2 − 1

16(ω2
31 + ω2

23 + ω2
12)
)

(4µ2 − ω2
12)(4µ2 − ω2

31)(4µ2 − ω2
23)

(D.14)

c0 =
8µ2

5

(
µ2 − 1

2(ω2
31 + ω2

23 + ω2
12)
) (
µ2 − 1

24(ω2
31 + ω2

23 + ω2
12)
)

(4µ2 − ω2
12)(4µ2 − ω2

31)(4µ2 − ω2
23)

(D.15)

+
24
5

(
µ2 − 1

24(ω2
31 + ω2

23 + ω2
12)
)2

(4µ2 − ω2
12)(4µ2 − ω2

31)(4µ2 − ω2
23)

+
1

120
.

It would be interesting to find a geometrical interpretation of these coefficients. In par-

ticular the the leading coefficient ought to be related to the volume of the manifold. It

would be interesting to investigate this further and also see if the ‘unsquashed’ geometry is

singled out via a minimisation of this volume, similar in sprit to the toric Sasaki-Einstein

case discussed in [35].

Turning to the r.h.s. of (5.4) we perform a similar analysis for each of the Sodd
2 factors.

For the first factor we get

− logSev2

(
x+ iω23 + jω13 − µ+

1

2
ω12

∣∣∣∣µ− 1

2
ω12, µ+

1

2
ω12

)−1

(D.16)

∼ iπ sgn(Imx)
(
cI2x

2 + cI1x+ cI0
)

where

cI2 =
−1

4µ2 − ω2
12

(D.17)

cI1 =
4µ− ω12 − 2iω23 + 2jω31

4µ2 − ω2
12

(D.18)

cI0 =
−14

3 µ
2 + 2µ(2iω23 − 2jω31 + ω12)− (iω23 − jω31)(iω23 − jω31 + ω12)

4µ2 − ω2
12

+
1

3
(D.19)

For the second factor we get

− logSodd
2

(
x+ iω12 + jω23 − µ+

1

2
ω13

∣∣∣∣µ− 1

2
ω13, µ+

1

2
ω13

)
(D.20)

∼ iπ sgn(Imx)
[
cII2 x

2 + cII1 x+ cII0
]

where

cII2 =
1

4µ2 − ω2
31

(D.21)

cII1 =
−4µ− ω31 + 2iω12 + 2jω23

4µ2 − ω2
31

(D.22)

cII0 =
14
3 µ

2 − 2µ(2iω12 + 2jω23 − ω31) + (iω12 + jω23)(iω12 + jω23 − ω31)

4µ2 − ω2
31

− 1

3
(D.23)
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The third factor gives

− logSodd
2

(
x+ iω12 + jω13 − µ+

1

2
ω23

∣∣∣∣µ− 1

2
ω23, µ+

1

2
ω23

)−1

(D.24)

∼ iπ sgn(Imx)
[
cIII2 x2 + cIII1 x+ cIII0

]
where

cIII2 =
−1

4µ2 − ω2
23

(D.25)

cIII1 =
4µ− ω23 − 2iω12 + 2jω31

4µ2 − ω2
23

(D.26)

cIII0 =
−14

3 µ
2 + 2µ(2iω12 − 2jω31 + ω23)− (iω12 − jω31)(iω12 − jω31 + ω23)

4µ2 − ω2
23

+
1

3
(D.27)

Unlike the q-shifted factorials in (D.8) the Sodd
2 -factors in (5.4) have non-trivial asymp-

totics. Therefore we also need to include Bernoulli-type factors for these terms. The proper

factorisation of (5.4) is thus

S(x|µ, ω1, ω2, ω3) = e−iπ sgn(Imx)(c4x4+c3x3+c2x2+c1x+c0) (D.28)

×

( ∏
i=1,j=0

eiπ sgn(Imx)(cI2x2+cI1x+cI0)

× Sodd
2

(
x+ iω23 + jω13 − µ+

1

2
ω12

∣∣∣∣µ− 1

2
ω12, µ+

1

2
ω12

)−1
)

×

( ∏
i=0,j=0

eiπ sgn(Imx)(cII2 x2+cII1 x+cII0 )

× Sodd
2

(
x+ iω12 + jω23 − µ+

1

2
ω13

∣∣∣∣µ− 1

2
ω13, µ+

1

2
ω13

))

×

( ∏
i=1,j=0

eiπ sgn(Imx)(cIII2 x2+cIII1 x+cIII0 )

× Sodd
2

(
x+ iω12 + jω13 − µ+

1

2
ω23

∣∣∣∣µ− 1

2
ω23, µ+

1

2
ω23

)−1
)
,

where the various polynomial coefficients are given above.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.

References

[1] V. Pestun, Localization of gauge theory on a four-sphere and supersymmetric Wilson loops,

Commun. Math. Phys. 313 (2012) 71 [arXiv:0712.2824] [INSPIRE].

– 33 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s00220-012-1485-0
https://arxiv.org/abs/0712.2824
https://inspirehep.net/search?p=find+EPRINT+arXiv:0712.2824


J
H
E
P
1
1
(
2
0
1
8
)
0
2
4

[2] V. Pestun et al., Localization techniques in quantum field theories, J. Phys. A 50 (2017)

440301 [arXiv:1608.02952] [INSPIRE].

[3] V. Pestun and M. Zabzine, Introduction to localization in quantum field theory, J. Phys. A

50 (2017) 443001 [arXiv:1608.02953] [INSPIRE].

[4] B. Willett, Localization on three-dimensional manifolds, J. Phys. A 50 (2017) 443006.

[5] G. Festuccia and N. Seiberg, Rigid supersymmetric theories in curved superspace, JHEP 06

(2011) 114 [arXiv:1105.0689] [INSPIRE].

[6] J. Qiu and M. Zabzine, Review of localization for 5d supersymmetric gauge theories, J. Phys.

A 50 (2017) 443014 [arXiv:1608.02966] [INSPIRE].

[7] J. Qiu, L. Tizzano, J. Winding and M. Zabzine, Gluing Nekrasov partition functions,

Commun. Math. Phys. 337 (2015) 785 [arXiv:1403.2945] [INSPIRE].

[8] J.A. Minahan and M. Zabzine, Gauge theories with 16 supersymmetries on spheres, JHEP

03 (2015) 155 [arXiv:1502.07154] [INSPIRE].

[9] K. Polydorou, A. Rocén and M. Zabzine, 7D supersymmetric Yang-Mills on curved

manifolds, JHEP 12 (2017) 152 [arXiv:1710.09653] [INSPIRE].

[10] J. Kallen, J.A. Minahan, A. Nedelin and M. Zabzine, N3-behavior from 5D Yang-Mills

theory, JHEP 10 (2012) 184 [arXiv:1207.3763] [INSPIRE].

[11] A. Losev, G.W. Moore and S.L. Shatashvili, M & m’s, Nucl. Phys. B 522 (1998) 105

[hep-th/9707250] [INSPIRE].

[12] W. Nahm, Supersymmetries and their representations, Nucl. Phys. B 135 (1978) 149.

[13] M. Blau, Killing spinors and SYM on curved spaces, JHEP 011 (2000) 023.

[14] J. Schmude, Localisation on Sasaki-Einstein manifolds from holomorphic functions on the

cone, JHEP 01 (2015) 119 [arXiv:1401.3266] [INSPIRE].

[15] M.F. Atiyah, Elliptic operators and compact groups, Springer, Berlin Germany (1974).

[16] J. Qiu and M. Zabzine, 5D super Yang-Mills on Y p,q Sasaki-Einstein manifolds, Commun.

Math. Phys. 333 (2015) 861 [arXiv:1307.3149] [INSPIRE].

[17] C.P. Boyer and K. Galicki, 3-Sasakian manifolds, Surveys Diff. Geom. 7 (1999) 123

[hep-th/9810250] [INSPIRE].

[18] A. Swann, Hyperkähler and quaternionic Kähler geometry, Math. Ann. 289 (1991) 421.

[19] N. Hitchin, Kählerian twistor spaces, Proc. London Math. Soc. 3 (1981) 133.

[20] S. Salamon, Quaternionic Kähler manifolds, Inv. Math. 67 (1982) 143.

[21] C.P. Boyer and K. Galicki, The twistor space of a 3-Sasakian manifold, Int. J. Math. 8

(1997) 31.

[22] C.P. Boyer, K. Galicki and B.M. Mann, Quaternionic reduction and Einstein manifolds,

Commun. Anal. Geom. 1 (1993) 229.

[23] M. Konishi, On manifolds with sasakian 3-structure over quaternion Kähler manifolds, Kodai

Mathematical Seminar Reports volume 26, Tokyo Institute of Technology, Tokyo (1975).
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