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1 Introduction

Crossing equations express associativity of the operator product expansion (OPE) [1, 2].

They are nonperturbative consistency conditions on the CFT data (spectrum of local op-

erators and their three-point functions). Extracting physical information from crossing

equations is not an easy task. But in the last decade, starting with a seminal paper [3],

significant progress in this direction was achieved both numerically and analytically, for a

review and references see e.g. [4–6]. In this paper we solve crossing equations analytically

in the deep Euclidean regime.

Most analytic computations become possible when there is an expansion parameter

in the problem (see however [7, 8]). One such parameter is spin J [9–11]. Large spin

expansion arises from solving crossing equations in the vicinity of a light cone. In this case

it is possible to isolate families of operators that are dual to each other on both sides of

the crossing equation and match their spectral data. Other examples include expansions in

small coupling constant [12, 13], large central charge (large N) [14] and large charge [15].

All of these, however, require some additional “non-universal” properties of CFTs.

There is yet another universal quantum number in the problem, namely scaling di-

mension ∆. It is natural to ask if it is possible to solve crossing equations by expanding

in 1
∆ .1 Such an expansion naturally arises when analyzing crossing equations in the deep

Euclidean regime. This question was first addressed in [16, 17]. The basic idea is very

simple: light operators in one channel map to some cumulative property of the high energy

(scaling dimension) OPE data tails in the other channel. In this way a universal high-

energy asymptotic of the integrated spectral density of operators was derived in [16]. In

this paper we develop this idea further.

Let us briefly review the results of [16]. Consider a four-point function of identical

scalar primary operators φ(x). Let us introduce an integrated spectral density of operators

that appear in the OPE of two φ’s

F (E) ≡
∫ E

0
dE′f(E′),

f(E) ≡
∑
k

ρkδ(E − Ek),
(1.1)

1Of course, given the fact that the CFT data is a set of numbers, it is not a priori clear in what sense

one can expand in 1
∆

. In this paper we explain the precise meaning of such an expansion.
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where the sum is over all states present in the theory, both primaries and descendants of

arbitrary spin. Ek stands for the scaling dimension of the exchanged state. The coefficients

ρk could be read off the OPE expansion of the correlator (see [16] for additional details)

and are essentially given by the squares of the three-point functions. Unitarity implies that

ρk ≥ 0. It was shown in [16] that F (E) has a universal asymptotic2

F (E) ∼ E2∆φ

Γ(2∆φ + 1)
, (E →∞). (1.2)

This rigorous result follows from unitarity and the leading contribution of the unit oper-

ator in the crossed channel Euclidean OPE via the so-called Hardy-Littlewood tauberian

theorem.

There are two natural questions regarding (1.2). First, is it possible to write a formula

similar to (1.2) for primary operators of given spin only? In other words, can we disentangle

the contribution of operators of different spin as well as of primaries and descendants.

Second, can we systematically compute corrections to (1.2) by including contributions of

extra operators in the crossed channel? The answer to both questions is affirmative and is

the subject of the present paper.

Let us introduce a weighted spectral density ρOPE
J (∆) of primary operators of given

spin

ρOPE
J (∆) ≡

∑
k

p∆k,J

K∆k,J
δ(∆−∆k),

K∆,J =
Γ(∆− 1)

2π2Γ(∆− d
2)

Γ(∆+J
2 )4

Γ(∆ + J)Γ(∆ + J − 1)
,

(1.3)

where p∆,J stands for the squares of OPE coefficients with the standard normalization for

conformal blocks.

Note that we have an additional factor 1
K∆,J

compared to the standard normalization

of the three-point functions. It is, of course, a matter of choice how to normalize three-point

functions. However, we will find that there is a canonical choice dictated by the behavior

of conformal partial waves at large complex ∆, which leads to (1.3).

The generalization of (1.2) to primaries of given spin takes the form∫ ∆

0
d∆′ρOPE

J (∆′)∼ fJ
∆4(δφ− 1

2)

4
(
δφ− 1

2

) , δφ>
1

2
, (∆→∞) ,

fJ = [1+(−1)J ]π2 22J+d−4δφ+2Γ
(
J+ d

2

)
Γ(J+1)Γ(∆φ)2Γ(δφ)2

, ∆φ =
d−2

2
+δφ.

(1.4)

For δφ < 1
2 we have to consider higher moments of ρOPE

J (∆) to which similar formulas

apply.3 This will be discussed in details in section 5.4

2Notation a ∼ b stands for a
b
→ 1 in the corresponding limit.

3For δφ = 1
2

we have
∫ ∆

0
d∆′ρOPE

J (∆′) ∼ fJ log ∆.
4Strictly speaking, we derived the formula (1.4) only for J > 1. However, we observed in a few simple

examples that it holds down to J = 0. It would be interesting to systematically understand the status

of (1.4) for J = 0, 1 in a generic CFT. To do that one should include arc contributions in the Lorentzian

inversion formula.
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At large ∆ (and fixed J): 1
K∆,J

∼ π4∆+J−1∆1−d/2. Therefore, the contribution of

heavy operators in (1.3) is exponentially enhanced. What (1.4) roughly states is that

after we multiply three-point couplings by this universal exponentially growing pre-factor,

they behave polynomially in ∆. The actual power is controlled by the Euclidean OPE in

the dual channel. The asymptotic behavior (1.4) is completely rigorous and holds in any

unitary CFT.

A second natural question to ask about (1.2) and (1.4) is regarding the corrections

to this leading behavior. This question was briefly addressed in [16] where it was noticed

that application of Hardy-Littlewood theorem in a real domain leads only to very weak

logarithmic bounds on the correction to the integrated spectral density. In this paper

we point out that the situation changes if we note that the OPE expansion is valid in a

complex domain of the corresponding cross ratios. In this case one can apply more powerful

complex tauberian theorems to the problem at hand [18–21]. As a result one can develop a

systematic 1
∆ expansion for certain moments of the integrated spectral density. We discuss

corrections to (1.2) and the corresponding tauberian theorem in section 2.

In sections 3–4 we develop CFT dispersion relations for conformal partial waves cJ(∆).

They are meromorphic polynomially bounded functions of ∆ which encode the OPE data in

the structure of their singularities: they have poles at the dimensions of operators appearing

in the OPE with the residues given by squares of the OPE coefficients as well as an infinite

set of kinematic poles. We do not establish polynomial boundedness in the full complex

plane rigorously, but rather assume that the polynomial behavior along some complex

directions that follows from the Lorentzian inversion formula is applicable everywhere. It

would be very interesting to close this gap. By the standard argument we write Cauchy

integral in the complex ∆ plane and deform the contour. This provides us with the desired

dispersion relation: cJ(∆) at some complex ∆ is related to an integral of the weighted

spectral density (1.3) with an appropriate kernel plus a contribution of kinematic poles of

cJ(∆). We argue that at large ∆ away from the real axis both cJ(∆) and the contribution

of kinematic poles can be computed by the OPE in the crossed channel via the Lorentzian

inversion formula [22]. Kinematic poles produce terms of two types at large ∆. Universal

terms computable by the Euclidean OPE. And non-universal terms (not computable by

the OPE) that are mapped to contributions of individual operators in the weighted spectral

density (1.3) and, therefore, required for consistency.

In section 5 we use CFT dispersion relations to derive asymptotics of the integrated

weighted spectral density of the type (1.4). The crucial mathematical result that we use

is a so-called complex tauberian theorem for Stieltjes transform. Dispersion relations hold

for complex ∆ and the corresponding complex tauberian theorem leads to a systematic 1
∆

expansion for moments of the weighted spectral density. The main result of this analysis

is the formula (5.11) for moments of the weighted spectral density defined in (5.10). It

systematically maps 1
∆ expansion of the weighted spectral density moments in one channel

to the Euclidean OPE in the crossed channel.

In section 6 we proceed by studying large ∆ expansion in a series of examples. To our

knowledge (and surprise) this question was never addressed in the existing literature. The

two basic CFT examples we consider are generalized free fields and the 2d Ising model. In

– 3 –
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all cases we find that the corrections to (1.4) are power-like and that relations (1.4) work

extremely well already for small ∆. We also make predictions for the 3d Ising model.

Finally, we point out that our analysis of dispersion relations is very general and

might be useful beyond CFTs. In section 7 we discuss an application to meromorphic

scattering amplitudes. As an example, we study Veneziano amplitude and again find

perfect agreement with our predictions.

We prove complex tauberian theorems for Laplace transform in appendix A and for

Stieltjes transform in appendix B.

As a historical remark, let us mention that a similar analysis appeared in the context

of hadronic scattering amplitudes in the late 60’s. It was found that experimental data for

the pion-nucleon scattering exhibits a set of resonances at low energies and Regge behavior

at high energies. Dolen, Horn and Schmid used analyticity of the scattering amplitude

to derive the so-called finite energy sum rules (FESR) which showed that resonances at

low energy and Regge behavior are dual to each other [23] (see [24–26] for earlier works),

namely one should not add them up to avoid double counting. This was an example

of crossing confirmed by the experimental data. Inspired by this observation very soon

after Veneziano wrote down the celebrated amplitude [27]. We review this reasoning in

section 7. We show that for meromorphic amplitudes a rigorous way to use FESR is via

complex tauberian theorems. Our analysis grew out of an attempt to understand FESR

for meromorphic amplitudes.

2 Euclidean crossing and tauberian theorems for Laplace transform

In this section we analyze crossing equations in the Euclidean kinematics. We start by re-

viewing the argument of [16] and then slightly generalize it. Consider a four-point function

of identical scalar primary operators

〈φ(x4)φ(x3)φ(x2)φ(x1)〉 =
G(z, z̄)

x
2∆φ

12 x
2∆φ

34

,

u =
x2

12x
2
34

x2
13x

2
24

= zz̄, v =
x2

14x
2
23

x2
13x

2
24

= (1− z)(1− z̄) .

(2.1)

If we set x1 = 0, x4 = ∞ the correlation function above becomes the radial quantization

matrix element 〈φ|φ(x3)φ(x2)|φ〉. We also set ~x2 = r2~n2 and ~x3 = r3~n3 in terms of the

coordinates on the plane

ds2
Rd = dr2 + r2dΩ2

d−1 , (2.2)

and ~ni are unit vectors.

Consider the OPE expansion of G(z, z̄) in the φ(x1) × φ(x2) channel (s-channel). It

takes the following form

G(z, z̄) =
∑
O
f2
φφO

∞∑
n=0

e−Enβ〈O, n, ~n3|O, n, ~n2〉, En = ∆O + n . (2.3)

The first sum in (2.3) is over primaries, while the second one is over descendants. Squares

of the three-point functions between primaries are f2
φφO, and the states |O, n, ~n〉 are n-th

– 4 –
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level descendants of |O〉 properly contracted with ~n. We also introduced r = eτ , which is

the standard time coordinate on the cylinder and β = τ3 − τ2 for the time difference.

In the conformal frame above the cross ratios take the form

u = zz̄ =

(
r2

r3

)2

= e−2β ,

v = (1− z)(1− z̄) = 1 +

(
r2

r3

)2

− 2

(
r2

r3

)
cosα ,

(2.4)

where α is the angle between ~n2 and ~n3. From (2.4) it follows that z = e−τeiα, z̄ = e−τe−iα.

Upon setting ~n2 = ~n3, or α = 0, we get the following expansion for the correlator

L(β) =

∫ ∞
0

dEf(E)e−Eβ ,

f(E) =
∑
k

ρkδ(E − Ek), ρk ≥ 0 ,
(2.5)

where ρk are positive coefficients that can be computed using (2.3). We can easily compute

the β → 0 limit of the correlator using the Euclidean OPE in the dual channel φ(x2)×φ(x3)

(t-channel). The leading contribution comes from the unit operator. We therefore get5

L(β) = β−2∆φ
[
1 +O(β∆0)

]
, β → 0 (2.8)

where the corrections come both from expanding to higher orders the contribution of the

unit operator
(
u
v

)∆φ =
(

e−β

1−e−β

)2∆φ

, as well as from heavier operators.

As explained in [16], (2.5) fixes the high energy behavior of the integrated spectral

density F (E) to be

F (E) ≡
∫ E

0
dE′f(E′) ,

F (E) =
E2∆φ

Γ(2∆φ + 1)

(
1 +O

(
1

logE

))
.

(2.9)

This result, which crucially relies on the positivity of f(E), is known as Hardy-Littlewood

tauberian theorem. In general, a class of theorems which relate asymptotics of two different

methods of integration (or summation) (L(β) and F (E) in the present case) are called

tauberian theorems. The result (2.9) follows from (2.8) for real β. A common feature of real

tauberian theorems is that corrections to the leading asymptotic are only logarithmically

suppressed, as is the case in (2.9).6

5Throughout the paper we often write O(x) to estimate the magnitude of different quantities. Recall

that

f(x) = O(g(x)), x→∞ (x→ a) (2.6)

iff there exist numbers M,x0 (M, δ) s.t.

|f(x)| < M |g(x)|, ∀ x > x0 (∀ |x− a| < δ) . (2.7)

6For a detailed discussion of real tauberian theorems see, for example, [18]. In particular, chapter VII

for the discussion of the remainders. See also appendix E in [28] for an elementary proof of the leading

asymptotic in (2.9).

– 5 –



J
H
E
P
1
0
(
2
0
1
9
)
2
7
0

This situation changes if the condition (2.8) is valid in a complex domain. In this case

the corrections are more constrained, as we will shortly explain. An intuitive reason for

weaker bounds in real tauberian theorems is that in a complex plane one can have two

integral transforms with different analytic properties, which have the same asymptotic on

a real line. Then the remainder term in a real tauberian theorem would be dictated by the

integral with the worst analytic properties.

2.1 Complex tauberian theorem

In the formulas above we kept β real. In the context of CFTs, however, we know that

the t-channel OPE expansion is valid not only along the real line z = z̄ = e−β , but in the

complex domain |β| � 1. A natural question is if this stronger condition leads to stronger

tauberian theorems that are relevant for CFTs. It is indeed the case as we describe below.

In what follows it will be useful to introduce a notion of Cauchy moments

Fm(E) ≡ 1

(m− 1)!

∫ E

0
dE′(E − E′)m−1f(E′)

=

∫ E

0
dEm−1

∫ Em−1

0
dEm−2 . . .

∫ E1

0
dE0f(E0) .

(2.10)

These are obtained by a repeated integration, which is equivalent to the first line via

integration by parts.

Imagine also that we know the OPE expansion of the correlator up to an arbitrary

order in β, namely

L(β) =

∫ ∞
0

dEf(E)e−Eβ =
1

β2∆φ

∑
∆i

c∆iβ
∆i + . . . β → 0 , (2.11)

where we can imagine re-expanding the usual t-channel OPE to an arbitrary high order in

β. We can integrate m times by parts under the E integral to get

L(β) = βm
∫ ∞

0
dEFm(E)e−Eβ , (2.12)

where we used Fm(0) = 0. It is then possible to prove the following statement:

Claim. Given the expansion (2.11) is valid in the complex domain |β| � 1 and f(E) is a

positive density, the Cauchy moments (2.10) m ≥ 1 satisfy

Fm(E) = E2∆φ

 ∑
∆i<m

c∆iE
m−∆i−1

Γ(2∆φ −∆i +m)
+O

(
1

E

) . (2.13)

The formula (2.13) constitutes the statement of the complex tauberian theorem for Laplace

transform, which we prove in appendix A.

This result therefore holds in a generic unitary CFT. We review the proof of (2.13)

in appendix A. It is a particular example of more general complex tauberian theorems

– 6 –
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proved in [20]. It is also easy to see that (2.13) cannot be improved. The basic ingredient

that makes (2.13) possible is the validity of the asymptotic behavior (2.11) in the complex

β-plane as we approach β = 0 (and, of course, positivity of f(E)).

The improvement compared to the real tauberian theorem (2.9) is two-fold. First, by

considering higher order m Cauchy moments (2.10) we can probe subleading operators in

the t-channel OPE. Note that taking higher moments does not increase the error which

always stays the same O(E2∆φ−1)! Second, the remainder is suppressed by a power 1
E

instead of the logarithm 1
logE .

Intuitively, repeated integration in (2.10) enhances smooth power-like tails and leaves

intact oscillating pieces of the type sin cE. What (2.13) tells us that this naive picture is

actually universal and the t-channel Euclidean OPE is encoded in the Cauchy moments of

the s-channel OPE data. All the non-universal pieces, in particular the ones that encode

the discreteness of the spectrum, enter only in the remainder term O(E2∆φ−1). Analytic

properties of correlation functions guarantee that these non-universal pieces are not en-

hanced upon a repeated integration (2.10).

Let us illustrate the discussion above with a couple of simple examples.

2.2 Example 1

Let us demonstrate that the estimate of the remainder in the real tauberian theorem (2.9)

cannot be improved. Consider a positive spectral density f(E)

f(E) = 1 + sin[(logE)2] ≥ 0 , E ≥ 1 . (2.14)

One can check that for real β we have

L(β) =
1

β
(1 + β(c0 − 1) + . . .) =

1

β
(1 +O(β)) ,

F (E) = E

(
1− 1

2

cos[(logE)2]

logE
+ . . .

)
= E

(
1 +O

(
1

logE

))
,

(2.15)

where the explicit form of c0 can be found in appendix C, where we discuss the evaluation

of this integral. The result (2.15) shows that the estimate of the remainder term in (2.9)

is optimal.

Next, one can check that the asymptotic (2.15) for L(β) does not hold in the vicinity

of β = 0 in the complex plane. We have not found analytically the leading behavior of

the integral above in the complex domain, but observed numerically that it is qualitatively

consistent with the following simple model. Consider a function βπ−1 cos(log β)2L(β),

where L(β) is a function of slow variation (namely limβ→0
L(λβ)
L(β) = 1 for λ > 0). The

asymptotic behavior of this function depends on arg[β] and is given by βπ−2arg[β]−1L(|β|).
In particular, for imaginary β the leading power becomes 1

β . This is the reason why we get

a weaker bound on the remainder in F (E).

– 7 –
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2.3 Example 2

Consider now a simple example where the complex tauberian theorem (2.13) is applicable.

We consider the spectral density to be

f(E) =
∞∑
n=0

δ(E − n) . (2.16)

We can explicitly compute the Laplace transform

L(β) =
1

1− e−β
=

1

β

(
1 +

1

2
β +

β

12
β2 + . . .

)
, (2.17)

and Cauchy moments

Fm(E) = E

(
Em−1

Γ(m+ 1)
+
Em−2

2Γ(m)
+

Em−3

12Γ(m− 1)
+ . . .+O

(
1

E

))
. (2.18)

The error term in this example is a function of the fractional part of E, namely E − [E].

Since 0 ≤ E−[E] < 1, it is indeed O(1) for any E. This is an example of (2.13) with ∆φ = 1
2 .

3 Dispersion relations for conformal partial waves

In this section we derive dispersion relations for conformal partial waves in the complex ∆

plane. These dispersion relations allow us to study separately the contribution of primary

operators of given spin in the s-channel. We then analyze these dispersion relations in

the limit |∆| � 1. We find that the large ∆ behavior away from the real axis of the

conformal partial waves is controlled by the t-channel OPE data.7 In section 5 we will use

these dispersion relations together with complex tauberian theorems to arrive at our final

result (5.11).

3.1 Conformal partial waves and Lorentzian inversion formula

Consider a four-point correlator of identical scalar primary operators φ in d ≥ 2 dimensions

〈φ(0)φ(z, z̄)φ(1)φ(∞)〉 = (zz̄)−∆φG(z, z̄), (3.1)

where, as usual, we used conformal invariance to put four points in a plane. The relation

to the conformal cross ratios is

u =
x2

12x
2
34

x2
13x

2
24

= zz̄, v =
x2

14x
2
23

x2
13x

2
24

= (1− z)(1− z̄) . (3.2)

The OPE expansions in different channels are given by

s− channel : G(z, z̄) =
∑
∆,J

p∆,JG∆,J(z, z̄)

t− channel : G(z, z̄) =

[
zz̄

(1− z)(1− z̄)

]∆φ∑
∆,J

p∆,JG∆,J(1− z, 1− z̄)

(3.3)

7In a sense, s-channel operators of dimension ∆ probe t-channel distances 1
∆

.
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where p∆,J ≥ 0 are squares of the OPE coefficients. We choose the normalization of

conformal blocks as

G∆,J(z, z̄) ∼ z
∆−J

2 z̄
∆+J

2 , z � z̄ � 1 (3.4)

In two and four dimensions the exact expressions are known and given by hypergeometric

functions

G∆,J(z, z̄) =
1

1 + δJ,0
[k∆+J(z)k∆−J(z̄) + k∆−J(z)k∆+J(z̄)] , d = 2,

G∆,J(z, z̄) =
zz̄

z − z̄
[k∆+J(z)k∆−J−2(z̄)− k∆−J−2(z)k∆+J(z̄)] , d = 4,

kα(x) = xα/2F (α/2, α/2, α, x) .

(3.5)

Alternatively, we can expand the four-point function (3.1) into an orthogonal basis of

eigenfunctions F∆,J of the Casimir operator. The single-valued functions F∆,J , also called

partial waves, are given by a linear combination of conformal block plus “shadow”

F∆,J = K∆,JG∆,J +Kd−∆,JGd−∆,J (3.6)

where we defined following [22]

K∆,J =
Γ(∆− 1)

Γ
(
∆− d

2

)κJ+∆, κβ =
Γ
(
β
2

)4

2π2Γ(β − 1)Γ(β)
. (3.7)

A complete set of square-integrable functions8 is spanned by all F∆,J with integer spins J

and complex dimensions ∆ = d
2 + iν, where ν is real and ν ≥ 0. Therefore, we can expand

the four-point function (3.1) as9

G(z, z̄) =

∞∑
J=0

∫ d/2+i∞

d/2

d∆

2πi
cJ(∆)F∆,J(z, z̄) =

=
∞∑
J=0

∫ d/2+i∞

d/2−i∞

d∆

2πi
cJ(∆)K∆,JG∆,J(z, z̄)

(3.8)

Due to the shadow symmetry of the partial wave Fd−∆,J = F∆,J the partial wave coefficients

cJ(∆) are also shadow symmetric10

cJ(∆) = cJ(d−∆). (3.9)

To relate the partial wave decomposition (3.8) to the s-channel OPE expansion (3.3),

we can deform the contour in (3.8) to the real axis. The OPE expansion is reproduced if

8See e.g. appendix A in [29].
9More precisely, one should also add non-normalizable modes, coming from s-channel scalar operators

with ∆ ≤ d/2, as described in appendix B in [29]. Here, we will be interested in s-channel operators with

∆ > d/2, so we ignore these contributions.
10Our cJ(∆) is related to c(J,∆) in [22] by cJ(∆) ≡ c(J,∆)

K∆,J
.
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cJ(∆) has poles at dimensions of operators appearing in the s-channel OPE with residues

related to OPE coefficients. The precise relation was given in [22]

p∆,J

K∆,J
= −Res∆′→∆

cJ(∆′), ∆ 6= ∆n

cJ(∆′)− rJ,∆′
KJ+d−1,∆′+1−d

K∆′,J
c∆′+1−d(J + d− 1), ∆ = ∆n

(3.10)

where we introduced11

∆n = J + d+ n, n = 1, 3, 5, . . . (3.11)

and rJ,∆ is defined by (x = ∆− J − d+ 2)

rJ,∆ =
Γ(∆− 1)Γ(∆ + 2− d)

Γ
(
∆− d

2

)
Γ
(
∆− d−2

2

) Γ
(
J + d−2

2

)
Γ
(
J + d

2

)
Γ(J + 1)Γ(J + d− 2)

Γ(2− x)Γ
(
x
2

)2
Γ(x)Γ

(
2−x

2

)2 (3.12)

The reason there is an extra term in (3.10) when ∆ = ∆n is that the conformal blocks

in (3.8) have poles on the real ∆ axis. Their contributions are cancelled by extra poles

of cJ(∆), which do not correspond to operators appearing in the OPE. These unphysical

extra poles are explicitly subtracted in the second line of (3.10), as explained in [22].

Since the functions F∆,J form an orthogonal basis, one can invert (3.8) and obtain the

Euclidean inversion formula. Further, it is possible to deform the contour of integration in

z, z̄ to Lorentzian kinematics, which entails Caron-Huot’s inversion formula [22].12 In the

case of identical external operators it is given by

cJ(∆) =
1

2
δJ,even

Γ
(
∆− d

2

)
Γ(∆− 1)

∫ 1

0
dzdz̄ µ(z, z̄)GJ+d−1,∆+1−d(z, z̄) dDisc G(z, z̄) (3.13)

where µ(z, z̄) is the orthogonality measure of partial waves F∆,J

µ(z, z̄) =
1

(zz̄)2

∣∣∣∣z − z̄zz̄

∣∣∣∣d−2

(3.14)

The double-discontinuity is defined [22] by

dDisc G(z, z̄) = Geucl(ρ, ρ̄)− 1

2
G(ρ, ρ̄− i0)− 1

2
G(ρ, ρ̄+ i0) ,

Geucl(ρ, ρ̄) = G(ρ, 1/ρ̄), z =
4ρ

(1 + ρ)2
.

(3.15)

In a generic CFT the derivation of (3.13) applies only to J > 1.

To recapitulate, cJ(∆) are meromorphic shadow symmetric functions. They have poles

at the positions of physical operators appearing in the s-channel OPE as well as a series of

extra (kinematical) poles as dictated by (3.10). For J > 1 cJ(∆) could be computed from

the double discontinuity of the correlator using the inversion formula (3.13). In the next

subsection we will show that a direct consequence of (3.13) is polynomial boundedness of

cJ(∆) at large ∆. This allows us to write and study dispersion relations for cJ(∆).

11For non-identical external operators there will be poles for all integer n.
12Recall that we write G∆,J for conformal blocks instead of the convention in [22] GJ,∆.
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3.2 Polynomial boundedness

We will be interested in the behavior of cJ(∆) at large ∆ in the complex plane and will

observe that this limit in (3.13) is controlled by the Euclidean OPE expansion of the

correlator in the t-channel (3.3).

The simplest example of the use of (3.13) is to consider the unit operator in the t-

channel

G(z, z̄) =

(
zz̄

(1− z)(1− z̄)

)∆φ

+ . . . (3.16)

It gives a contribution to the double-discontinuity

dDisc G(z, z̄) = 2 sin2(π∆φ)

(
zz̄

(1− z)(1− z̄)

)∆φ

. (3.17)

We plug (3.17) into the inversion formula (3.13). The corresponding partial wave coeffi-

cients are given by

cGFFJ (∆) = [1 + (−1)J ]π2 Γ
(
J + d

2

)
Γ(d2 −∆φ)2

Γ(J + 1)Γ(∆φ)2
×

×
Γ(∆ + J)Γ

(
−∆+2∆φ+J

2

)
Γ
(

∆+J
2

)2
Γ
(

∆+J
2 −∆φ + d

2

) × Γ(∆̃ + J)Γ
(
−∆̃+2∆φ+J

2

)
Γ
(

∆̃+J
2

)2
Γ
(

∆̃+J
2 −∆φ + d

2

) (3.18)

where ∆̃ ≡ d − ∆ is the shadow transform of ∆. This is also the exact answer for the

generalized free field theory (GFF). Indeed, the first two terms in the GFF 4-point function

GGFF = 1 + (zz̄)∆φ +
[

zz̄
(1−z)(1−z̄)

]∆φ

do not contribute to the double discontinuity.

The partial wave (3.18) has simple poles at ∆ = 2∆φ+J+2n corresponding to double-

trace operators in GFF,13 at ∆ = ∆n (3.11) and at their shadows. The poles at ∆ = ∆n

cancel in the physical combination (3.10), as expected.

In d = 2, 4 the conformal blocks are known explicitly (3.5) and the integrals in the

inversion formula (3.13) can be taken explicitly.14 For general d we simply guessed the for-

mula (3.18) by requiring that unphysical poles at ∆ = ∆n cancel in the combination (3.10)

and that the residues reproduce correct 3-point functions of GFF [30].15

Let us understand how cJ(∆) behaves at large ∆. In the upper half-plane we have

from (3.18)

cJ(i∆) = dJ∆4δφ−3 + . . . , ∆→ +∞, | arg ∆| < π

2
, (3.19)

where we introduced

δφ = ∆φ −
d− 2

2
≥ 0, dJ = [1 + (−1)J ]π

22J+d−4δφ+1Γ
(
J + d

2

)
Γ(d2 −∆φ)2

Γ(J + 1)Γ(∆φ)2
. (3.20)

13These are physical only in the theory of generalized free fields. In a generic CFT they are spurious and

their proper treatment is the subject of the analytic Lorentzian bootstrap.
14This can be done using Euler type integral representation of the hypergeometric function.
15See formula (43) in that paper. To translate to our normalization of 3-point functions, one has to divide

their formula (43) by a factor C∆1C∆1 . Further, for identical operators one has to add a permutation term

in their formula (37), which leads to an extra factor of 2 in (43).

– 11 –



J
H
E
P
1
0
(
2
0
1
9
)
2
7
0

The bound on δφ is the usual unitarity bound. In the lower-half plane the asymptotic can

be obtained from (3.19) by shadow symmetry. The crucial observation is that including

heavier operators in the t-channel would give rise to suppressed contributions in (3.19). This

is because they come with higher powers of (1− z). Equivalently, we can expand in 1−z
z in

the t-channel. Then extra powers of 1−z
z result in decreasing ∆φ in (3.17) and, therefore,

a suppressed contribution in (3.19). This argument is rigorous for scalar operators in the

t-channel, for which 1− z and 1− z̄ come in the same powers. For spinning operators it is

slightly less obvious and we will discuss it further in section 4.

The power-like expansion (3.19) breaks down close to the real axis. One way to see it is

to observe that there are nonperturbative corrections to (3.19) coming from the expansion

of Γ-functions in (3.18). These non-perturbative corrections become negligible for large

Im(∆). We will assume that this is completely general and the power-like expansion of

conformal partial waves, that we get by inserting the t-channel expansion into the inversion

formula, is valid in the complex plane as soon as Im(∆) & |∆|ε for any positive fixed ε.

We will also assume that the dispersion relations that follow from poynomial boundedness

away from the real axis hold.

Below, when analyzing dispersion relations, we will also need the asymptotic behavior

of (3.18) at large J and fixed ∆. We have from (3.18)

cJ(∆) = [1 + (−1)J ]π
22J+d−4δφ+1Γ

(
d
2 −∆φ

)2
Γ(∆φ)2

J4δφ+ d
2
−4 + . . . , J →∞ . (3.21)

As above, including heavier operators leads to terms in (3.21) which are suppressed by

further powers of 1
J .

Let us emphasize that the large spin expansion of (3.21) is different from the usual

analytic Lorentzian bootstrap discussions. The latter corresponds to keeping the twist

∆− J fixed while taking the large spin limit. Here we are exploring the unphysical regime

of large J and fixed ∆. The claim is that this limit is controlled by the Euclidean rather

than Lorentzian OPE.

3.3 Dispersion relations

Having a meromorphic and polynomially bounded (3.19) function cJ(∆), it is natural to

write down a dispersion relation. Consider a Cauchy integral

cJ(∆) =

∮
d∆′

2πi

cJ(∆′)

∆′ −∆
, (3.22)

where the contour goes around ∆′ = ∆ counterclockwise. This dispersion relation was

briefly considered in [31], see section 2.5.1 in that paper.

We can deform the contour as indicated on the figure 1. The arcs at infinity can be

dropped if cJ(∆) → 0 as |∆| → ∞. Otherwise, we can write a dispersion relation with

subtractions by taking an appropriate number of derivatives of (3.22)

1

N !
∂N∆ cJ(∆) =

∮
d∆′

2πi

cJ(∆′)

(∆′ −∆)N+1
(3.23)
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Figure 1. Dispersion relations in ∆ plane. We consider the contour integral (3.22) and deform the

contour in the usual way.

Since cJ(∆) ∼ ∆4δφ−3 as ∆ → ∞, the contribution of arcs vanishes if we choose N as

follows

N =

{
[4δφ]− 2, δφ ≥ 3

4

0, 0 ≤ δφ < 3
4

(3.24)

For simplicity, let us first describe the dispersion relation (3.22) for 0 ≤ δφ < 3
4 , from which

it will be trivial to generalize to the dispersion relation with subtractions (3.23) for δφ ≥ 3
4 .

For 0 ≤ δφ < 3
4 we can use the equation (3.22). Deforming the contour in (3.22) to the

real axis, dropping the arcs at infinity and using the shadow symmetry (3.9), we obtain

cJ(d/2 + iν) =

∫ ∞
0

dν ′
2ν ′

ν ′2 + ν2
ρJ(d/2 + ν ′) (3.25)

where we shifted variables as ∆ = d
2 + iν,∆′ = d

2 + ν ′ and introduced a spectral density

ρJ(∆) = −
∑

∆pole

δ(∆−∆pole)Res∆→∆pole
cJ(∆) (3.26)

where the sum is over all poles of the partial wave coefficient cJ(∆). The partial wave

coefficient, however, includes not only the OPE poles, but also extra poles (3.11) at

∆n = J + d+ n, while the OPE data is encoded in the combinations (3.10). Thus, we

can relate (3.26) to the spectral density of OPE coefficients ρOPE
J (∆) by

ρJ(∆) = ρOPE
J (∆)− ρextra

J (∆) , (3.27)

where we defined

ρOPE
J (∆) ≡

∑
∆′

p∆′,J

K∆′,J
δ(∆−∆′) ,

ρextra
J (∆) ≡

∞∑
n=0

δn,oddδ(∆−∆n)
KJ+d−1,J+n+1

KJ+d+n,J
Res∆→∆n (rJ,∆) cJ+n+1(J + d− 1),

(3.28)

and the sum in ρOPE
J is only over primary operators of spin J appearing in the OPE. We

also used that
KJ+d−1,J+n+1

KJ+d+n,J
and cJ+n+1(J + d− 1) are non-singular, so that Res acts only
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on rJ,∆. Inserting (3.27) into (3.25) we arrive at the desired dispersion relation∫ ∞
0

dν ′ρOPE
J (d/2 + ν ′)

2ν ′

ν ′2 + ν2
= cJ(d/2 + iν) + extra (3.29)

where we defined

extra =
∞∑
n=0

δn,odd
2(J+n)+d(
J+ d

2 +n
)2

+ν2

KJ+d−1,J+n+1

KJ+d+n,J
Res∆→∆n (rJ,∆)cJ+n+1(J+d−1) (3.30)

and using definitions (3.7), (3.12) we can also compute

KJ+d−1,J+n+1

KJ+d+n,J
Res∆→∆n (rJ,∆) =

(−1)n+1

n+ 1

[
Γ
(
n
2 + 1

)
Γ
(
−n

2

)
Γ(n+ 1)

]2
(J + 1)n+1(
J + d

2

)
n+1

(3.31)

where the Pochhammer symbol is (a)b = Γ(a+b)
Γ(a) . For the remainder of this section we

will be preoccupied with studying the dispersion relation (3.29). It can be considered as a

reformulation of s = t crossing. Indeed, the l.h.s. of (3.29) contains s-channel OPE data of

primary operators with fixed spin J . The kernel 2ν′

ν′2+ν2 is centered around operators with

dimension ∆′ ∼ d
2 + ν. The r.h.s. of (3.29) can be thought of as t-channel data if we use t-

channel OPE and the inversion formula (3.13) to compute cJ(∆) entering the r.h.s. of (3.29).

As it is usual with the crossing equations, we cannot solve (3.29) for general values of

parameters (ν, J). So let us consider a limit when only a few light operators dominate in

one of the channels to make predictions for the other channel. We will take ν � 1. In

this limit the r.h.s. of (3.29) will be dominated by light operators in the t-channel. This

is reminiscent of the fact that large momentum corresponds to short distances in Fourier

transforms. We now explain how it happens and find the asymptotic of the r.h.s. of (3.29)

at large ν.

The asymptotic ν � 1 of the first term in the r.h.s. of (3.29) was already found in (3.19)

and was indeed controlled by the identity operator in the t-channel. The asymptotic of the

second term in the r.h.s. of (3.29) is more subtle and we will study it in the next subsection.

For completeness let us also write down the most general dispersion relation that

involves N subtractions. Starting from (3.23) and going through the same steps we have∫ ∞
0

dν ′ρOPE
J (d/2+ν ′)

[
e
πi
2
N

(ν ′−iν)N+1
+c.c.

]
=

1

N !
∂Nν cJ(d/2+iν)+

+
∞∑
n=0

[
e
πi
2
N(

∆n− d
2−iν

)N+1
+c.c.

]
Res∆→∆n(rJ,∆)

KJ+d−1,J+n+1

KJ+d+n,J
cJ+n+1(J+d−1) .

(3.32)

This equation can also be obtained by taking N ν-derivatives of (3.29), but unlike (3.29)

it is valid for any δφ if we chose N as in (3.24).

3.4 Contribution of extra poles

To make the dispersion relations (3.29), (3.32) useful we need to say something about the

contribution of extra poles (3.30). Here we compute the large n tails of the sum (3.30).
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These tails are fixed by the Euclidean t-channel OPE, since the large n asymptotics of

cJ+n+1(J + d − 1) is controlled by the large spin expansion (3.21). The tails generate

generic non-integer powers in the large ν expansion. In contrast, any fixed n term in (3.30)

is non-universal. It generates terms of the type 1
ν2k at large ν. These are mapped to the

contribution of individual operators in the s-channel.

Let us see how this works in details. We write the contribution of extra poles (3.30) as

extra =
∞∑
n=0

δn,oddEn

(
1

νn + iν
+

1

νn − iν

)
, (3.33)

where

∆n =
d

2
+ νn = J + d+ n,

En =
1

n+ 1

[
Γ
(
n
2 + 1

)
Γ
(
−n

2

)
Γ(n+ 1)

]2
(J + 1)n+1(
J + d

2

)
n+1

cJ+n+1(J + d− 1) .

(3.34)

We are interested in the large n tails of the sum, so we expand each term as

En =
∑
χ

nγχ−1
∞∑
j=0

e
(χ)
j

nj
≡
∑
χ

E(χ)
n , (3.35)

where we also sum over contributions of primary operators χ in the t-channel to the inver-

sion formula (3.13) for cJ+n+1(J + d− 1). For example, using (3.21), for the unit operator

we have

χ = 1̂ : γ1̂ = 4δφ − 2, e
(1̂)
0 = 2−γ1̂+2J+d+1 Γ

(
J + d

2

)
Γ(J + 1)

Γ
(
d
2 −∆φ

)
Γ(∆φ)

(3.36)

Let us compute the contribution of a single t-channel primary operator χ

extra(χ) ≡
∞∑
n=0

δn,oddE
(χ)
n

(
1

νn + iν
+

1

νn − iν

)
=

∞∑
j=0

e
(χ)
j

∞∑
k=0

(2k + 1)γχ−1−j

ν2k+1 + iν
+ c.c. =

=
∞∑
j=0

e
(χ)
j

∞∑
k=0

(2k + 1)γχ−1−j
∫ ∞

0
dt e−t(ν2k+1+iν) + c.c. =

= 2
∞∑
j=0

e
(χ)
j

∫ ∞
0

dt cos(tν)e−t(J+ d
2

+1)
∞∑
k=0

(2k + 1)γχ−1−je−2tk (3.37)

The sum over k is given by the so called Lerch transcendent

∞∑
k=0

(2k + 1)γχ−1−je−2tk = 2γχ−1−jΦ(e−2t,−γχ + 1 + j, 1/2) (3.38)

where by definition

Φ(z, s, a) ≡
∞∑
k=0

zk

(k + a)s
(3.39)
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For large ν the integral in (3.37) localizes to t = 0. Lerch transcendant (3.38) has a useful

expansion around this point [32]

Φ(z, s, a) = z−a

(
Γ(1− s)(− log z)s−1 +

∞∑
k=0

ζ(s− k, a)
(log z)k

k!

)
(3.40)

where ζ(s, a) =
∑∞

k=0(a+ k)−s is Hurwitz zeta function. Using this expansion we get

extra(χ) =

∞∑
j=0

e
(χ)
j Γ(γχ − j)

(
J +

d

2

)γχ−1−j
Fj−γχ

(
ν

J + d
2

)
+

+

∞∑
k=0

ẽ
(χ)
k

(−2)k

k!

(
J +

d

2

)−(k+1)

Fk

(
ν

J + d
2

) (3.41)

where we defined

ẽ
(χ)
k =

∞∑
j=0

e
(χ)
j 2γχ−jζ(−γχ + 1 + j − k, 1/2)

Fs−1(ν) =

∫ ∞
0

dt cos(tν)e−tts−1 =
Γ(s) cos (s arctan ν)

(1 + ν2)s/2

(3.42)

The function Fs(ν) can be expanded at large ν by changing the integration variable in (3.42)

to x = tν and expanding the exponent. The result is

Fs−1(ν) =

∞∑
n=0

(−1)n

n!
Γ(n+ s) cos

(π
2

(n+ s)
) 1

νs+n
(3.43)

The expansion (3.43) makes it clear that the first line in (3.41) gives the universal tails

controlled by the t-channel which are generically non-integer powers of 1
ν . This happens

because heavier operators in the t-channel have smaller γχ,16 and therefore give suppressed

contributions in (3.41). The second line in (3.41) makes it clear that each operator con-

tributes to all integer powers of 1
ν . Using (3.43) we can write an expansion at large ν

extra(χ) = νγχ−1
∞∑
n=0

(−1)n

νn

(
J+

d

2

)n
Γ(n−γχ+1)cos

π

2
(n−γχ+1)

n∑
j=0

e
(χ)
j

(−1)jΓ(γχ−j)(
J+ d

2

)j
(n−j)!

+(even integer powers) , (3.44)

where e
(χ)
j and γχ are defined by the expansion (3.35). Note that due to shadow symmetry

we expect all the odd n powers in the sum to cancel. In all concrete computations it is in-

deed what happens. Let us quote the leading universal term in (3.44) from the contribution

of the unit operator (3.36), which we will use later

extra(1̂) = − 1

cos 2πδφ
dJν

4δφ−3 + . . . , (3.45)

where dJ is given by (3.20).

16This can be explicitly checked in d = 2, 4 by computations outlined in section 4.
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For δφ ≥ 3
4 , when we have to use the dispersion relation with subtractions, we can

obtain the asymptotics of the sum on the r.h.s. of (3.32) by taking N ν-derivatives of (3.44).

The t-channel information (3.44), though non-trivial, is impossible to interpret in terms

of individual primary operators and three-point functions in the s-channel. The kernel
2ν′

ν′2+ν2 in (3.29) is centered around ν, but has tails going to arbitrarily large ν ′. However,

it turns out that for the large ν asymptotic it is possible to get rid of this tail and replace

the kernel by the indicator function

θ(0 ≤ ν ′ ≤ ν) =

{
1, 0 ≤ ν ′ ≤ ν
0, otherwise

(3.46)

using a certain tauberian theorem. This will give us a more direct probe of the spectral

data in the s-channel and will be the topic of section 5.

4 Adding extra operators to the large ∆ expansion

So far we have explicitly discussed only the contribution of the unit operator in the t-

channel. Let us briefly generalize the discussion to an arbitrary operator in the t-channel.

The basic feature of the large ν expansion is that non-analytic tails 1
να with generically

non-integer α are controlled by the t-channel OPE and are, thus, computable. The analytic

terms 1
ν2k with integer k, on the other hand, come from individual operators in the s-channel

and are non-universal.

Let us consider the problem of adding an extra operator in the t-channel. It is con-

venient not to distinguish between the primaries and descendants. The contribution of a

state with quantum numbers (h, h̄) to the correlator is given by

G(z, z̄) =

(
zz̄

(1− z)(1− z̄)

)∆φ

(1− z)h(1− z̄)h̄. (4.1)

Its contribution to the double discontinuity is given by

dDisc G(z, z̄) = 2 sin2(π(∆φ − h̄))

(
zz̄

(1− z)(1− z̄)

)∆φ

(1− z)h(1− z̄)h̄. (4.2)

We would like to plug this into the inversion formula and study the result in the large

∆ limit. To be able to compute integrals in the inversion formula explicitly it will be

convenient to expand in 1−z
z instead of 1− z

(1− z)h =

(
1− z
z

)h(
1 +

1− z
z

)−h
=

=

(
1− z
z

)h ∞∑
n=0

Γ(1− h)

Γ(n+ 1)Γ(1− h− n)

(
1− z
z

)n
.

(4.3)

We will see that this expansion translates into 1
∆ expansion.
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Let us consider the case d = 2. The case of d = 4 is similar. We believe the same

picture persists in all d, even though we have not proved that. In the inversion formula we

are interested in the following integral

Ip0
p1

(h) =

∫ 1

0

dz

z2
kh(z)zp0(1− z)p1 =

Γ(p0 + h
2 − 1)Γ(p1 + 1)

Γ(p0 + p1 + h
2 )

×

×3 F2

(
h

2
,
h

2
, p0 +

h

2
− 1;h, p0 + p1 +

h

2
; 1

)
.

(4.4)

In terms of Ip0
p1 (h) we get the following contribution to the partial wave from (4.2)

ch,h̄J (∆) = sin2(π(∆φ − h̄))
[
I

∆φ

h−∆φ
(∆ + J)I

∆φ

h̄−∆φ
(∆̃ + J) + (∆→ ∆̃)

]
(4.5)

where ∆̃ = 2−∆ is the shadow of ∆ in 2d. We are interested in the large h limit of Ip0
p1 (h).

For this purpose it is convenient to introduce a simpler integral

Ip(h) =

∫ 1

0

dz

z2
kh(z)

(
z

1− z

)p
=

Γ(h)Γ(h2 + p− 1)Γ(1− p)2

Γ(h2 )2Γ(h2 − p+ 1)
. (4.6)

In terms of this simpler integral and using (4.3) we can write

Ip0
p1

(h) =

∞∑
n=0

I−p1−n(h)
(−1)nΓ(p0 + p1 + n)

Γ(p0 + p1)Γ(n+ 1)
. (4.7)

Expanding (4.6) at large h the formula (4.7) provides us with an expansion at large h for

Ip0
p1 (h). Now we can readily compute the large ∆ expansion of ch,h̄J (∆) (4.5). The leading

term takes the form

ch,h̄J (1 + iν) = π42+h+h̄+J−2∆φν4δφ−3−2(h+h̄) cos(π(h− h̄))Γ(1 + h−∆φ)2

Γ(∆φ − h̄)2
+ . . . . (4.8)

Given a primary operator in the t-channel with dimension ∆χ and spin Jχ its t-channel

conformal block involves terms h =
∆χ∓Jχ

2 and h̄ =
∆χ±Jχ

2 together with corrections which

are integer powers (1− z)n(1− z̄)m.

One can wonder about the convergence of the t-channel OPE after we applied the

inversion formula. If one naively expands (4.8) at large ∆χ one gets that it diverges very

quickly e∆χ log ∆χ . This however only signifies that the large ν and large ∆χ limits do not

commute. Taking the full answer (4.5) (instead of the first term in (4.7)) one can check

that it behaves at large ∆χ like a power. The situation is similar to the one in the context

of the large spin expansion [33, 34].

From the discussion above the contribution of an operator χ to the large ν expansion

takes the form

ch,h̄J (d/2 + iν) = ν4δφ−3−2∆χ

∞∑
n=0

αh,h̄n
ν2n

, (4.9)

where all coefficients are computable using the Lorentzian inversion formula. Moreover,

the contribution of heavier operators χ in the t-channel is suppressed at large ν, as can be

seen from (4.9).

– 18 –



J
H
E
P
1
0
(
2
0
1
9
)
2
7
0

4.1 Large ν summary

Based on the discussion in the previous subsection we end up with the following dispersion

relation at large ν∫ ∞
0

dν ′ρOPE
J

(
d

2
+ ν ′

)
2ν ′ν

ν ′2 + ν2
=
∑
χ

∞∑
n=0

α(χ)
n ν−δχ−2n +

∞∑
k=1

akν
−2k+1 (4.10)

where χ are t-channel operators contributing to the r.h.s. of the dispersion relation (3.29)

via the inversion formula. The numbers α
(χ)
n and δχ are computable using t-channel OPE,

while ak receive contributions from all operators in the t-channel and, therefore, are non-

universal. The same conclusion holds for dispersion relations with subtractions. We would

like to use (4.10) to make some predictions about the asymptotic behavior of the spectral

density itself. This is the subject of tauberian theorems. We discuss this in the next section.

Collecting formulas (3.19), (3.45) we find the leading contribution of the unit operator

to the r.h.s. of the dispersion relation

χ = 1̂ : α
(1̂)
0 = dJ

(
1− 1

cos 2πδφ

)
, δ1̂ = −4δφ + 2 (4.11)

where dJ is defined in (3.20). From (4.9) we conclude that in 2d the powers δχ are related

to the operators χ in the t-channel OPE as follows

δχ = −4δφ + 2 + 2∆χ (4.12)

One can check that the same formula holds in 4d. Note that the l.h.s. of (4.10) has an

extra factor of ν compared to (3.29). This is the source of an extra +1 in (4.12).

5 Asymptotics of spectral densities

We would like to use dispersion relations to make predictions about the integrated weighted

spectral density. This is done via a complex tauberian theorem. It will be again useful to

introduce Cauchy moments

F Jm(ν) ≡ 1

(m− 1)!

∫ ν

0
dν ′(ν − ν ′)m−1ρOPE

J (d/2 + ν ′) . (5.1)

These are also computed by the repeated integration of the weighted spectral density

ρOPE
J (ν) as in (2.10). Now let us consider the dispersion relation (4.10)∫ ∞

0
dν ′ρOPE

J

(
d/2 + ν ′

) 2ν ′ν

ν ′2 + ν2
= R(ν) =

∑
i

αiν
−δi +

∞∑
k=1

akν
−2k+1 (5.2)

where we simply use the notation δi with the index i containing information about both

χ and n in (4.10) (which receives contribution from the n-th level descendants). We also

arrange the powers such that δi+1 > δi. As we discussed above, there are two types of

terms: computable using the t-channel OPE (first sum on the r.h.s. of (5.2)) and terms

that are sensitive to the details of the spectrum (second sum on the r.h.s. of (5.2)).
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To go from dispersion relations to statements about the Cauchy moments, we need to

understand what is the region of validity of (5.2) in the complex ν-plane, or, equivalently,

in the ∆-plane. Recall the relation between the two: ∆ = d
2 + iν. As we discussed in

section 3, the large ∆ (or ν) expansion breaks down close to the real axis, where partial

waves have poles at the locations of primary operators. In general, we do not know what

exactly this region is. However, on general grounds we expect that the smooth polynomial

behavior emerges as soon as Im[∆]� 1. This is also what we observed in concrete examples

and from plugging separate t-channel operators in the inversion formula. In all these cases

the corrections are suppressed by e−Im[∆]. In particular, we assume that (5.2) is valid for

|∆| � 1 and Im[∆] & |∆|ε where ε is an arbitrary but fixed number.

Given that (5.2) is valid in the complex ν region described above, the Cauchy moments

have the following asymptotic at large ν (see appendix B for a proof):

F Jm(ν) =
∑
i

αiβm(δi)ν
m−δi−1 +

m∑
k=1

bk
νm−k

(m− k)!
+O(ν−δ1̂−1),

βm(δ) =
cos πδ2
π

Γ(−δ)
Γ(m− δ)

,

(5.3)

where bk are computable if R(ν) is known exactly, but cannot be computed based solely

on the large ν data. The error term is defined by the smallest δi in (5.2), which is δ1̂.17

The formula (5.3) constitutes the statement of the complex tauberian theorem for Stieltjes

transform, which we prove in appendix B.

Note that βm(δ) has poles at even integer δ. The prescription in this case is to keep

the regular piece in βm(δ)νm−δ−1 which produces νm−δ−1 log ν with computable coefficient

and throw away the pole (see appendix B).

Heuristically, the coefficients of the first sum in (5.3) can be found by taking a naive

power-law ansatz for ρOPE
J (ν), as in appendix B.5, and computing Cauchy moments. The

proof of (5.3), however, is much more subtle. In particular, it is crucial that we consider

m-th Cauchy moment (5.1) in order to capture, roughly speaking, m subleading terms

in (5.3). Again, the key ingredients are positivity of ρOPE
J and validity of the large ν

expansion in the complex domain.

Finally, notice that in (5.2) we used dispersion relations without subtractions. One

can check that subtractions do not affect the result (see appendix B).

We would like to stress that (5.3) is a rather non-trivial consequence of (5.2). For

example, consider the first Cauchy moment F J1 . For a discrete operator spectrum it is a

discontinuous function with a “staircase” shape (e.g. see figure 6). It is remarkable that

features of this staircase are captured by a smooth function on the r.h.s. of (5.3).

5.1 Leading asymptotic

Given the result (5.3) let us discuss the leading asymptotic for the integrated weighted

spectral density. Recall that introducing δφ = ∆φ − d−2
2 the leading asymptotic in (5.3)

17Strictly speaking, in appendix B we prove (5.3) with the error estimate being O(ν−δ1̂−1+ε), where

ε > 0 is arbitrarily small and fixed. Therefore, we leave a possibility of multiplying the error estimate by a

function Λ(ν) growing slower than a power. It will be implicit in what follows.
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comes from the unit operator (4.11). Setting m = 1 in (5.3) we get∫ ν

0
dν ′ρOPE

J (d/2 + ν ′) = fJ
ν4δφ−2

4δφ − 2
+ b1 +O(ν4δφ−3) ,

fJ = [1 + (−1)J ]π2 22J+d−4δφ+2Γ
(
J + d

2

)
Γ(J + 1)Γ(∆φ)2Γ(δφ)2

,

(5.4)

where we used (4.11). Note that ν4δφ−2 dominates over b1 only for δφ >
1
2 , i.e. for operators

with ∆φ >
d−1

2 .

For δφ < 1
2 the constant term in (5.4) will dominate. Therefore, we consider the

combination F J2 (ν)− νF J1 (ν) in which b1 cancels and get∫ ν

0
dν ′ν ′ρOPE

J (d/2 + ν ′) = fJ
ν4δφ−1

4δφ − 1
+ b2 +O(ν4δφ−2) . (5.5)

Again, the first term dominates for δφ >
1
4 , i.e. ∆φ >

d− 3
2

2 .

For 0 < δφ <
1
4 we can consider F J3 (ν)−νF J2 (ν)+ ν2

2 F
J
1 (ν) to remove b1, b2 and obtain∫ ν

0
dν ′ν ′2ρOPE

J (d/2 + ν ′) = fJ
ν4δφ

4δφ
+ b3 +O(ν4δφ−1) . (5.6)

The choice of particular combinations of F Jm that we used to obtain (5.5), (5.6) will

become clearer in the next subsection, when we will discuss how to systematically remove

non-universal terms in (5.3) containing coefficients bk. For δφ = 1
2 the prescription in (5.4)

is to keep the regular piece ν
4δφ−2

4δφ−2 → log ν. Similarly for δφ = 1
4 in (5.5).

To summarize, the leading asymptotic of the integrated weighted spectral density in

any unitary CFT is given by formulas (5.4), (5.5), (5.6) depending on the scaling dimension

of the external operator.

5.2 Systematic corrections

There is still one last problem to be addressed in the formula (5.3). Indeed, in the large

ν expansion (5.3) we encountered integer powers of ν that are not controlled by OPE.

Therefore, it is more practical to take certain linear combinations of Cauchy moments (5.1)

such that these integer powers cancel. Depending on how many integer powers we would

like to cancel we can consider combinations

GJm,k(ν) = F Jm(ν) + p1νF
J
m−1(ν) + . . .+ pkν

kF Jm−k(ν) , (5.7)

where k is the number of integer power terms that we want to remove. Using (5.3) we get

the following set of equations for pi

1

(m− 1)!
+

p1

(m− 2)!
+ . . .+

pk
(m− k − 1)!

= 0,

. . .

1

(m− k)!
+

p1

(m− k − 2)!
+ . . .+

pk
(m− 2k)!

= 0 ,

(5.8)
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which ensure that terms νm−1, νm−2, . . . , νm−k cancel. The solution of the equations (5.8)

takes the form

pj = (−1)j
k!

j!(k − j)!
Γ(m− j)

Γ(m)
. (5.9)

In terms of the weighted spectral density the moments GJm,k(ν) take the form

GJm,k(ν) =
(−1)k

(m− 1)!

∫ ν

0
dν ′ν ′k(ν − ν ′)m−k−1ρOPE

J (d/2 + ν ′) , (5.10)

where k is the number of integer power terms that we want to subtract. Note that the

maximal error comes from the last term in (5.7) since all F Jm have the same error term (5.3).

Namely GJm,k has a remainder term O(νk+4δφ−3). Nevertheless, by taking an appropriate

m we can access as many terms in the t-channel OPE as we like.

In the discussion above for the leading asymptotic the combination F J2 (ν) − νF J1 (ν)

giving (5.5) is nothing but GJ2,1(ν). Similarly, the second moment (5.6) is nothing but

GJ3,2(ν).

Further, we can access subleading terms in the t-channel OPE by considering higher

GJm,k moments. These have the error term δGJm,k = O(νk+4δφ−3) and non-universal integer-

power terms with the maximal power νm−k−1. On the other hand, they enhance the OPE

terms by a factor νm−1. By taking m to be large enough we can always extract arbitrary

number of OPE controlled tails. In particular, given a term αiν
−δi in (5.2) its contribution

to GJm,k is

GJm,k(ν) =
∑
i

(
cos πδi2

π

Γ(1−m)Γ(k − δi)
Γ(1 + k −m)Γ(m− δi)

)
αiν

m−1−δi

+ bk+1ν
m−k−1 + · · ·+ bm +O(νk−δ1̂−1) , m > k .

(5.11)

where the leading contribution comes from the unit operator (4.11) and all αi, δi can be

computed from the t-channel expansion.

Let us discuss some properties of the pre-factor

(
cos

πδi
2

π
Γ(1−m)Γ(k−δ)

Γ(1+k−m)Γ(m−δ)

)
which en-

ters (5.11). For m > k it has poles for even integer δ’s

k ≤ δp = 2p < m , (5.12)

which correspond to the contribution of operators with dimensions ∆p = 2δφ + p − 1. As

above, the right prescription is to throw away the pole and keep the finite term with log ν.

Moreover, due to these poles the contribution of operators with dimensions close to ∆p

gets enhanced. Finally, at large δ we have

(
cos πδ

2
π

Γ(1−m)Γ(k−δ)
Γ(m−δ)Γ(1+k−m)

)
∼ 1

δm−k
.

Let us emphasize that even though we derived (5.3) for dispersion relations without

subtractions (5.1), it holds for the most general case (3.32) as we show in appendix B.

Therefore, we can systematically access the t-channel OPE data by studying the mo-

ments of the s-channel weighted spectral density. This fact embodied in the formula (5.11)

is the main result of our paper.
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6 Examples

In this section we test the formula (5.11) in Generalized Free Field theory (GFF) and 2d

Ising. In particular, we will see that in these examples the large ∆ expansion will turn out

to work well already for small values ∆. We will also make predictions for 3d Ising.

6.1 Generalized free field

The simplest example where we can test our claims is Generalized Free Field theory. Indeed,

in this case cJ(∆) is explicitly known (3.18). It is a meromorphic function with all the

expected properties. One can write dispersion relations for it and check the corresponding

complex tauberian theorems.

One slightly non-trivial fact in this case is that the large ν expansion of extra contri-

bution is simply related to cGFFJ (d/2 + iν)

extra = − 1

cos 2πδφ
cGFFJ (d/2 + iν) + (evenintegerpowers) . (6.1)

We have not derived this result to all orders, but checked analytically first few terms in the

large ν expansion. Therefore, using (6.1) we can easily make predictions to an arbitrarily

high order for the moments (5.10).18

The first few terms in the expansion of cGFFJ (d2 + iν) take the form

cGFFJ (d/2 + iν) = dJν
4δφ−3

(
1 +

α̂1

ν2
+
α̂2

ν4
+ . . .

)
,

α̂1 =
8

3
δ3
φ − 8δ2

φ + δφ

(
2J2 + 2(d− 2)J +

d

2
(d− 4) +

28

3

)
− 3

2
J2 +

J

2
(7− 3d) +

d

8
(14− 3d)− 4 ,

(6.2)

and similarly for higher α̂i which can be trivially computed by expanding (3.18).

Let us now plot a few moments to see how the formula (5.11) plays out. For concrete-

ness we set d = 3, J = 0, δφ = 5
8 .

In the figure 2 we plot the result for the leading asymptotic of the integrated weighted

spectral density. In figure 3 we present the result for the difference between G1,0 and the fit

multiplied by
√
ν. We see that the results are in perfect agreement with the formula (5.11).

Next, let us consider the moment that is sensitive to the subleading tail α̂1 in (6.2).

One can check that the first moment in which we can access it is GJ=0
5,2 which takes the form

1

ν2
GJ=0

5,2 (ν) =
2048Γ(7

4)2

8505
√
π
ν5/2 −

608Γ(7
4)2

405
√
π
ν1/2 + b3 +O(ν−1/2) . (6.3)

We subtract the leading tail
2048Γ( 7

4
)2

8505
√
π
ν5/2 from both sides to isolate the subleading term

and plot the result in the figure 4.

18In d = 2 we observed relations similar to (6.1) for generic operators. We have not tried to generalize (6.1)

to arbitrary d.
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10 20 30 40 50 60
ν

200

400

600

800

G1,0

Figure 2. GJ=0
1,0 for GFF as a function of ν. Parameters are chosen to be d = 3, J = 0, δφ = 5

8 .

Based on (5.4) we expect the leading term to be
8Γ(− 1

4 )2

√
π

√
ν+b1. We fit the constant to be b1 ≈ 79.4.

The asymptotic formula works very well down to ν = 0.

50 100 150 200
ν

150

100

50

0

50

100

150

ν δG1,0

Figure 3. Error term for GJ=0
1,0 as a function of ν. We plot

√
νδGJ=0

1,0 = (GJ=0
1,0 −

8Γ(− 1
4 )2

√
π

√
ν −

b1)×
√
ν for GFF. Based on (5.4) we expect the difference between G1,0 and the fit in figure 2 to

be O(ν−1/2).

50 100 150
ν

-8

-6

-4

-2

G5,2

Figure 4. Subleading tail in GJ=0
5,2 for GFF as a function of ν. Parameters are chosen to be d = 3,

J = 0, δφ = 5
8 . We subtracted from both sides of (6.3) the leading ν5/2 term. This way matching

of the subleading tail can be seen very clearly. We fit b3 ≈ 0.565. We see that asymptotic formula

works very well even for small ν.
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50 100 150 200
ν

1

0

1

2

3

δG5,2

ν3/2

Figure 5. Error estimate for GJ=0
5,2 for GFF as a function of ν. Parameters are chosen to be d = 3,

J = 0, δφ = 5
8 . We consider the difference between the l.h.s. and the r.h.s. in (6.3) which we also

multiply by
√
ν. We see that the result agrees with (6.3).

Finally, let us check the error estimate in (6.3). To do this we plot the difference

between GJ=0
5,2 and the fitting function in (6.3). We also multiply it by ν1/2 to make it

clearer. The result is plotted in the figure 5.

Therefore, we see in this particular example that large ∆ expansion works very well

already for ∆ ∼ 1. Moreover, we can clearly access subleading terms in the t-channel OPE

by considering proper moments of the weighted spectral density.

6.2 2d Ising model

Let us consider the four-point function of 〈σσσσ〉 in the 2d Ising model of scalars with

dimension ∆σ = 1
8 . We have [35]

〈σσσσ〉 =
G(ρ, ρ̄)

(x2
12x

2
34)

1
8

,

G(ρ, ρ̄) =
1 +
√
ρ
√
ρ̄

(1− ρ2)
1
4 (1− ρ̄2)

1
4

.

(6.4)

Since we are considering identical operators only even spins J appear in the OPE. We

have for conformal partial waves (see appendix B in [22])

cJ(∆) =
cJ,∆
κJ+∆

= I0
− 1

4

(∆+J)I0
− 1

4

(2−∆+J)+I
1
2

− 1
4

(∆+J)I
1
2

− 1
4

(2−∆+J)

− 1√
2

(
I

1
2

− 1
4

(∆+J)I0
− 1

4

(2−∆+J)+I0
− 1

4

(∆+J)I
1
2

− 1
4

(2−∆+J)

)
,

(6.5)

where

Ip0
p1

(β) =

∫ 1

0
dρ

1− ρ2

4ρ2
kβ(ρ)ρp0(1− ρ2)p1 ,

kβ(ρ) = (4ρ)
β/2
2 F1

(
1

2
,
β,

2
,
β + 1

2
, ρ2

)
.

(6.6)
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The partial wave cJ(∆) is symmetric under the 2d shadow transform ∆ → 2 − ∆, as

expected. Since δσ = 1
8 <

3
4 we consider dispersion relations without subtractions∫ ∞

0
dν ′ρOPE

J (1 + ν ′)
2ν ′

ν ′2 + ν2
= cJ(1 + iν) + extra. (6.7)

Let us compute the contributions of first few terms in the r.h.s. of (6.7). The three lightest

operators in the t-channel OPE (3.3) are

χ = 1̂ : ∆ = 0, J = 0, p0,0 = 1,

χ = ε : ∆ = 1, J = 0, p1,0 =
1

4
,

χ = Tµν : ∆ = 2, J = 2, p2,2 =
1

64
,

(6.8)

We will set J = 2 in (6.7) for concreteness, but qualitatively same conclusions hold for any

spin (including J = 0). We get the following contributions to the r.h.s. of (6.7) from the

first three operators

c
(1̂)
J=2(1 + iν) =

√
2

128πΓ(7
8)2

Γ(1
8)2

ν−5/2

(
1− 333

64

1

ν2
+

284565

8192

1

ν4
+ . . .

)
,

c
(ε)
J=2(1 + iν) =

√
2

128πΓ(11
8 )2

Γ(−3
8)2

ν−5/2

(
1

ν2
− 655

64

1

ν4
+ . . .

)
,

c
(T )
J=2(1 + iν) =

√
2
πΓ(−1

8)2

Γ(−15
8 )2

ν−5/2

(
1

ν4
+ . . .

) (6.9)

Next, we evaluate tails coming from extra. We follow the procedure described at the end

of section 3. The result is that extra terms contribute as follows

extra(1̂) = −
128πΓ(7

8)2

Γ(1
8)2

ν−5/2

(
1− 333

64

1

ν2
+

284565

8192

1

ν4
+ . . .

)
,

extra(ε) =
128πΓ(11

8 )2

Γ(−3
8)2

ν−5/2

(
1

ν2
− 655

64

1

ν4
+ . . .

)
,

extra(T ) = −
πΓ(−1

8)2

Γ(−15
8 )2

ν−5/2

(
1

ν4
+ . . .

)
.

(6.10)

Adding together (6.9) and (6.10) we get the first three terms in the r.h.s. of (6.7)19∫ ∞
0

dν ′ρOPE
J (1 + ν ′)

2ν ′ν

ν ′2 + ν2
=

1

ν3/2

(
−4.92754 +

99.773

ν2
− 936.518

ν4
+ . . .

)
+
a1

ν
+
a2

ν3
+ . . . ,

(6.11)

which defines αi, δi of the first three terms in the r.h.s. of (5.2). Below we present some

plots for the moments (5.11).

19We present a numerical approximation of the coefficients not to clutter the text. Exact values are easily

computable given the formulas in this section.
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Figure 6. Second moment of the weighted spectral density for primary operators of spin J = 2 in

the 2d Ising model. We fit the constant b3 ≈ 3.35. The smooth curve is given by the r.h.s. of (6.12).

It is plotted against the exact integrated weighted spectral density of the 2d Ising model.
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ν

5

0

5

10

15

2 δG3,2

Figure 7. Error estimate for the second moment. We consider the difference between the l.h.s.

and the smooth terms in the r.h.s. of (6.12). We also multiply it by a factor ν1/2. The result is a

highly oscillating function of approximately constant amplitude. This is consistent with the error

estimate in (6.12).

We get the following prediction for the second moment∫ ν

0
dν ′ν ′2ρOPE

J=2 (1 + ν ′) =
512
√

2π2

Γ(1
8)4

ν1/2 + b3 +O(ν−1/2). (6.12)

The plots for the leading asymptotic and the remainder term of the second mo-

ment (6.12) are presented in the figure 6, figure 7.

At this point we would not be able to tell the difference between the 2d Ising model and

a GFF field of the same dimension. Indeed, the leading asymptotic in (6.12) is controlled

by the unit operator. To probe the difference between different theories we consider higher

moments, that are sensitive to the subleading tails. For example, consider GJ=2
10,7 (ν)

1

ν5
GJ=2

10,7 (ν) = −2.27979× 10−8ν5/2 − 1.4288× 10−6ν1/2 +O(1) . (6.13)

The plots for the subleading and remainder terms in (6.13) are presented in the figure 8,

figure 9.
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Figure 8. Subleading tail in GJ=2
10,7 in the 2d Ising model. We plot 1

ν5G
J=2
10,7 (ν) + 2.2797910−8ν5/2

versus ν.
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Figure 9. Error estimate for 1
ν5G

J=2
10,7 in the 2d Ising model. We multiply the difference between the

l.h.s. and the smooth terms in the r.h.s. in (6.13) by
√
ν. Again, we get that the error is consistent

with the last term in (6.13).

The minimal moment sensitive to the subleading correction is GJ=2
7,4 (ν). In this case

the convergence in ν is slower. We believe that it might be related to the fact that in this

case the corrections are enhanced due to their proximity to the poles (5.12). This problem

does not arise for the moment G10,7 above. Our prediction takes the form

1

ν2
GJ=2

7,4 (ν) =
π2

113400
√

2

ν5/2

Γ(9
8)4

+ 0.0332694ν1/2 + b5 +O(ν−1/2) (6.14)

We subtract the leading tail from both sides of the equation (6.14) and plot the differ-

ence in the figure 10.

Finally, we plot the difference between 1
ν2G7,4 and smooth terms in the r.h.s. of (6.14)

to estimate the error in the figure 11.

The third term in the expansion (6.11), which includes the contribution of the stress

tensor, is also easily accessible. In particular, if we consider 1
ν5G

J
12,6 moment from (5.11) we

see that the three OPE terms from (6.11) contribute as ν9/2, ν5/2 and ν1/2 correspondingly.

6.3 3d Ising model

So far all explicit computations that we did with conformal blocks have been in d = 2, 4

where the expressions for them are explicitly known and relatively simple. The only result
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Figure 10. Subleading tail in GJ=2
7,4 in the 2d Ising model. We plot the difference 1

ν2G
J=2
7,4 (ν) −

π2

113400
√

2
ν5/2

Γ( 9
8 )4 versus ν. We fit b5 ≈ 0.06365. Again the leading behavior exactly matches the

prediction.

500 1000 1500 2000
ν
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0.00
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ν3/2

Figure 11. Error estimate for 1
ν2G7,4 in the 2d Ising model. We multiply the difference between the

l.h.s. and the r.h.s. in (6.14) by
√
ν. Again we get that the error is consistent with the expectation,

though convergence in this case is slower.

that is valid in all dimensions is the formula (3.18) for the partial waves of the generalized

free field or, equivalently, the contribution of the unit operator in the t-channel.

Forunately, this is all we need to make non-trivial predictions for the 〈σσσσ〉 corre-

lator in the 3d Ising. Recall that ∆σ ' 0.51815 and therefore it falls into the category

δσ = ∆σ − 1
2 ' 0.01815 < 1

4 for which we can write the unsubtracted dispersion relation,

but need to consider higher moments to match with the t-channel OPE. The lightest

operator above the identity that contributes to the OPE is ε with dimension ∆ε ' 1.41.

Therefore, we get the following structure in the r.h.s. of the dispersion relation∫ ∞
0

dν ′ρOPE
J

(
3/2 + ν ′

) 2ν ′ν

ν ′2 + ν2

= dJ

(
1− 1

cos 2πδσ

)
ν4δσ−2

(
1 +

α̂1

ν2
+O(ν−2∆ε)

)
+
a1

ν
+
a2

ν3
+ . . . ,

α̂1 = 2J2

(
δσ −

3

4

)
+ 2J

(
δσ −

1

2

)
+

8

3
δ3
σ − 8δ2

σ +
47

6
δσ −

17

8
,

(6.15)
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Figure 12. G12,6 in the 2d Ising model. We subtract ν9/2 and ν5/2 terms 1
ν5G12,6(ν) to probe

the sub-sub-leading ν1/2 term. We expect the difference to go to a constant which we fit to be

b7 ≈ 1.28× 10−5. Again, we get a perfect agreement with the prediction.

where dJ is given in (3.20). Notice that due to ∆ε > 1 the first subleading universal term

comes from the unit operator as well.

Therefore we can make the following predictions. The leading ν asymptotic can be

extracted from the second moment (5.6)∫ ν

0
dν ′ν ′2ρOPE

J (3/2 + ν ′) = fJ
ν4δσ

4δσ
+ b3 +O(ν4δσ−1) , (6.16)

where fJ is defined in (5.4) (with φ = σ in the present case) and b3 is not computable in

terms of the t-channel OPE.

We can also access the subleading term in (6.15) by, for example, considering GJ9,5
which takes the following form

ν−3G9,5(ν) = − Γ(4δσ + 3)

6720Γ(4δσ + 7)
fJν

4δσ+3

(
1−

(δσ + 3
2)(δσ + 5

4)

(δσ + 1
2)(δσ + 1

4)

α̂1

ν2

)
+ b6 +O(ν4δσ−1) ,

(6.17)

where we computed the coefficients using (5.11). Similarly we plot G12,6 in the figure 12.

Of course, in practice utility of (6.16), (6.17) depends on how large ν has to be in order

to observe the predicted behavior. Based on the examples above we believe that it should

happen for small ν. It would be interesting to explore this question using the numerical

bootstrap.

7 Meromorphic scattering amplitudes

In this section we apply the same ideas to meromorphic scattering amplitudes. These arise

for example in the tree-level string theory or large N confining gauge theory [36]. We can

use analyticity and polynomial boundedness of the scattering amplitude to express it in

terms of its discontinuity. This is achieved through the standard Cauchy argument. Imag-

ine that for a given t the amplitude is polynomially bounded, namely A(s, t) ∼ f(t)(−is)j(t)
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at large s.20 Then we can write a subtracted dispersion relation

1

n!
∂nsA(s, t) =

∫
ds′

2πi

A(s′, t)

(s′ − s)n+1
, n = [j(t)] + 1 . (7.1)

Dropping the arcs at infinity we get

1

n!
∂nsA(s, t) =

∫ ∞
4m2

ds′ρ(s′, t)

(
1

(s′ − s)n+1
+

(−1)n

(s′ − u)n+1

)
,

ρ(s′, t) =

∞∑
J=0

∑
i

δ(s′ −m2
i )λ

2
J,miPJ

(
1 +

2t

m2
i − 4m2

)
,

(7.2)

where we used that the only singularities are simple poles at the positions of resonances and

m is the mass of external particles, which we consider to be identical. Unitarity, therefore,

implies that ρ(s′, t) ≥ 0 for t ≥ 0 and s > 4m2.

Let us assume now that at fixed t and large s the amplitude A(s, t) admits a power-like

expansion

A(ν, t) =
∑
i

fi(t)ν
ji(t) + . . . , s = − t

2
+ iν (7.3)

where we introduced ν variable to connect to the discussion of CFTs in earlier sections.

This is the usual expansion in terms of the Regge trajectories that one gets by closing

the J contour integral in the Froissart-Gribov representation [22, 37]. It is an asymptotic

expansion that is valid away from the real axis. By going away from the real axis we get a

cumulative effect from many resonances which produces a smooth power-like behavior (7.3).

If the only singularities are poles we will get only powers sj(t). If there are Regge cuts we

might get some extra slowly growing factors (log s)a. These do not affect the discussion

and we keep them implicit.

The expansion (7.3) together with (7.2) is exactly the same mathematical setup as we

discussed in the previous sections. We can apply the same complex tauberian theorem as

in section 5 to get an expansion of Cauchy moments of the integrated spectral density

Fm(ν, t) ≡ 1

(m− 1)!

∫ ν

0
dν ′(ν − ν ′)m−1ρ(ν ′ − t/2, t) . (7.4)

for which we get

Fm(ν, t) = −
∑
i=0

fi(t)
sin πji(t)

2

π

Γ(ji(t) + 1)

Γ(m+ ji(t) + 1)
νm+ji(t)

+
m∑
k=1

bk
νm−k

(m− k)!
+O(νj0(t)),

(7.5)

where j0(t) is the leading Regge trajectory, and we used validity of the Regge expansion for

Im[s] > |s|ε, where ε is positive and fixed. As above we kept sε factor in the error estimate

implicit.

20Our choice of the phase will become clear below.
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Figure 13. Integrated spectral density for the Veneziano amplitude (7.9). We plot (7.9) for t = 1.2.

7.1 Veneziano amplitude

Consider as an example the Veneziano amplitude. We have

A(s, t) =
Γ(−s)Γ(−t)
Γ(−s− t)

+ permutations , (7.6)

where the external particles are taken to be massless s+ t+ u = 0. At large s and fixed t

the amplitude admits an asymptotic expansion

A(s, t) = (−s)tΓ(−t)
(

1 +
sinπs

sinπ(s+ t)

)
, Re[s] < 0,

A(s, t) = stΓ(−t)
(

1 +
sinπ(s+ t)

sinπs

)
, Re[s] > 0 ,

(7.7)

where we used the asymptotic expansion of the Gamma function (see appendix C in [38] for

a thorough discussion). Away from the real axis, namely for arg[s] 6= 0, π, the oscillation

terms in the brackets lead to exponentially suppressed corrections. Say, taking s = s0(1+iε)

the oscillating terms lead to the corrections of the type e−εs0 . Neglecting those we get

A(s, t) = 2(−is)t cos
πt

2
Γ(−t), 0 < arg[s] < π,

A(s, t) = 2(is)t cos
πt

2
Γ(−t), π < arg[s] < 2π .

(7.8)

In particular, plugging (7.8) in the Tauberian theorem (7.5) we get∫ s

0
ds′ρ(s′, t) =

(s+ t/2)t+1

Γ(t+ 2)
+

(s+ t/2)t

2Γ(t+ 1)
+O(st) , (7.9)

which we derived for t > 0, where the spectral density (7.2) is positive.

We plot (7.9) for the Veneziano amplitude in the figure 13. Similarly, we can consider

the error in (7.9) which we plot in the figure 14.

To access the next-to-leading correction we can consider G4,2 that is given by

G4,2(ν) =
1

3!

∫ ν

0
dν ′ν ′2(ν − ν ′)ρ(ν ′ − t/2, t) (7.10)
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Figure 14. Error estimate in the Veneziano amplitude spectral density. We plot the difference
1
st

(∫ s
0
ds′ρ(s′, t)− (s+t/2)t+1

Γ(t+2)

)
for t = 1.2. The result is consistent with (7.9).
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Figure 15. Subleading Correction for G4,2 of the Veneziano amplitude. We subtract the leading

ν2 tail from 1
ν2+tG4,2 and compare the subleading correction ν to the one predicted by (7.11). We

set as above t = 1.2.

for which we get the following prediction

1

ν2+t
G4,2(ν) =

(1 + t)(2 + t)

6Γ(5 + t)
ν2 +

t(1 + t)

12Γ(4 + t)
ν +O(1) . (7.11)

We plot the first subleading term of (7.11) in the figure 15 and find perfect agreement.

The difference between the exact G4,2 and the first two terms in the r.h.s. of (7.11) is an

oscillatory function of constant amplitude. We plot it in the figure 16.

7.2 Heuristic derivation of spectral asymptotics

Let us start with a historical comment. Finite energy sum rules (FESR) [23–26] are con-

sistency conditions imposed by analyticity of scattering amplitudes. In the case of usual

dispersion relations one uses analyticity and polynomial boundedness of the scattering am-

plitude to express the amplitude through its discontinuity. FESR are closely related to the

usual dispersion relations. In this case we consider an integral of the amplitude’s moment

K(s, t)A(s, t) over the contour C in the complex plane figure 1 (the larger blue contour this

time is in the complex s-plane). The kernel K(s, t) is chosen to be analytic inside C (we
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Figure 16. Error for G4,2. We plot the difference between the l.h.s. and the r.h.s. in (7.11) for

t = 1.2. The error is exactly as expected.

also choose it to be real on the real axis). Due to analyticity of the scattering amplitude

and the kernel the integral vanishes∮
C
ds′K(s′, t)A(s′, t) = 0. (7.12)

Let us (without loss of generality) further restrict our consideration to the scattering of

four scalar identical particles. Permutation symmetry implies that (7.12) is non-zero for

the odd part of the kernel only K(s, t) = −K(u, t). We can rewrite (7.12) as follows

Sn =
1

sn+1
0

∫ s0

0

ds

π
K(s, t)Im[A(s, t)] =

1

sn+1
0

1

2πi

∫
C′
dsK(s, t)A(s, t), (7.13)

where s + t + u = 4m2 and C′ stands for the integral over the arcs. Importantly, in this

case we do not drop the contribution from the large arcs in figure 1.

For application of these sum rules to the pion-nucleon scattering in QCD see [23],

where

K(s, t) = (s− u)n. (7.14)

In phenomenological applications one assumes that the l.h.s. of (7.13) is dominated by a

few low-energy resonances. One can then use the knowledge of the scattering amplitude

Im[A(s, t)] to make predictions about the leading Regge asymptotic. Alternatively, one

can use the knowledge of the Regge asymptotic to infer something about the properties of

low-energy resonances. The basic point is that one should not add low-energy resonances

contributions and the contributions of Regge poles. Adding them up would lead to a double

counting as (7.13) clearly demonstrates. This duality between resonances in one channel

and the Regge trajectory exchange in the other channel is also known as the Dolen-Horn-

Schmid duality. It led to the Veneziano amplitude [27] and its better understanding was

the original motivation of our analysis.

In the context of meromorphic amplitudes using the Regge asymptotic all the way to

the real axis is not justified. Therefore we could not use the Regge limit to compute the
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integral over the arc.21 Instead, we should use the complex tauberian theorem as described

above. This puts FESR for meromorphic amplitudes on a solid mathematical ground.

Let us however offer a non-rigorous intuitive explanation of the results that we obtained

using complex tauberian theorems. Consider a FESR integral (7.13) which after switching

to the ν variable takes a form∫ ν0

0
dν ′ν ′nIm[A(ν ′, t)] =

1

2i

∫
C′
dν ′ν ′nA(ν ′, t). (7.15)

Let us rewrite the r.h.s. of (7.15) as follows

1

2i

∫
C′
dν ′ν ′nA(ν ′, t) =

1

2i

∫
C′
dν ′ν ′nARegge(ν ′, t) +

1

2i

∫
C′
dν ′ν ′n

[
A(ν ′, t)−ARegge(ν ′, t)

]
,

(7.16)

where ARegge(ν ′, t) is the power-like Regge asymptotic analytically continued all the way to

the real axis, even though it is not a valid approximation of the amplitude in that region.

The first term in the r.h.s. of (7.16) is what produces t-channel predictions in the previous

subsections. On the other hand, the A(ν ′, t) − ARegge(ν ′, t) term corresponds to an error

estimate. The result of the theorem corresponds to an estimate A(ν ′, t) − ARegge(ν ′, t) =

O(ARegge(ν ′, t)) in the region of the complex plane close to the real axis. Integrating over

the region where the Regge approximation is not valid (let us denote the size of this region

Λ� ν0) we get an error estimate∫ ν0

0
dν ′ν ′nIm[A(ν ′, t)] =

1

2i

∫
C′
dν ′ν ′nARegge(ν ′, t) +O(Λνn0A

Regge(ν0, t)). (7.17)

This is precisely the result of our theorems, where we chose Λ = sε0 where ε is some

fixed but arbitrarily small number. In practice, say for the Veneziano amplitude, we find

rather an estimate A(ν ′, t)−ARegge(ν ′, t) = O(e−cIm[ν′]ARegge(ν ′, t)). An extra suppression

factor e−cIm[ν′] leads to the disappearance of an extra factor Λ in (7.17) since the integral∫ Λ
0 da e−ca = O(1) for order one number c and Λ � 1. This is fully consistent with what

we observed for the Veneziano amplitude. For CFTs we get an identical picture based on

separate terms coming from the inversion formula. It is also what we get in the explicit

examples of the 2d Ising and GFF. Assuming that this is a general phenomenon we would

get Λ(x) = const error estimates in the tauberian theorem of appendix B.

The argument above also illuminates what is special about the Cauchy moments.

Indeed having a factor (ν0 − ν ′)m inside the kernel K(s, t) does not change the error

estimate in (7.17). This is because effectively we have ν0 − ν ′ ' Im[ν ′] in the relevant

integration region and again
∫ Λ

0 daame−ca = O(1). Strictly speaking since we have both

the s- and the u-channel cuts we need to consider terms (ν0 − ν ′)m(ν0 + ν ′)m instead or

design an analytic kernel that is small on one of the cuts. The conclusion is, however, the

same: we should set Λ(x) = const in the estimates that we got from the complex tauberian

theorems.

21Alternatively, FESR are derived from the so-called superconvergence sum rules [23]. However, this

derivation suffers from exactly the same problem for meromorphic amplitudes.
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8 Conclusions and future work

In this paper we analyzed crossing equations in the deep Euclidean region analytically.

The solution to the Euclidean crossing is organized as a 1
∆ expansion of the integrated

weighted spectral density (1.3). The main result of the paper is the formula (5.11) which

expresses moments of the s-channel weighted spectral density through the t-channel Eu-

clidean OPE data.

The basic idea behind our analysis is very simple: light operators in one channel should

be reproduced by an infinite sum over heavy operators in the other channel. This fact was

used in [16, 17] to derive the asymptotic behavior of the spectral OPE data (1.2). In this

paper we developed this idea using several techniques.

First, the asymptotic behavior (1.2) receives contributions from both primaries and de-

scendants of all spins. To disentangle their contributions we considered dispersion relations

of the partial wave cJ(∆) (3.8) in the complex ∆ plane. We used Lorentzian inversion for-

mula of Caron-Huot to argue that cJ(∆) is polynomially bounded at large |∆| � 1 (3.19).22

Moreover, consistency with the OPE requires cJ(∆) to be a meromorphic function with

a specific set of poles and residues. Depending on the dimension of external operators a

certain number of subtractions is required. An example of dispersion relations without

subtractions is given by (3.29). We used the Caron-Huot’s formula to develop a system-

atic expansion of the dispersion relations at large ∆. As expected, large ∆ asymptotic is

mapped to small Euclidean distances. This time, however, we have only heavy primary

operators of a given spin that reproduce the small distance asymptotic in the dual channel.

This is the subject of sections 3 and 4.

When deriving dispersion relations we encountered an infinite set of extra poles in

addition to the ones that correspond to physical operators. Their presence follows from

consistency of the conformal partial wave expansion with the OPE. Remarkably, we found

that at large ∆ the contribution of these poles can be re-summed and is controlled by the

t-channel Euclidean OPE. In this way we obtained large ∆ prediction for the physical

operators only. Extra poles also introduce terms 1
∆n with integer n in dispersion relations.

These terms are non-universal and not computable via the t-channel OPE. Their presence

is required by consistency since they are generated by individual operators in the s-channel.

Going from the dispersion relations to the statement about the integrated weighted

spectral density is a nontrivial task. A relevant set of results from mathematics is called

tauberian theorems (see [28] for a recent review of tauberian theorems in the context of

the conformal bootstrap). Previously, the set of the so-called real tauberian theorems was

used in the context of the conformal bootstrap [16, 17, 28]. Real tauberian theorems allow

one to go from the correlator (or dispersion relations) to the statement about the leading

asymptotic behavior of the weighted spectral density. However, they do not allow one to

study the corrections, the reason being that real tauberian theorems predict only very weak

logarithmic constraints on the corrections to the leading asymptotic of the weighted spectral

density, see e.g. (2.9). In this paper we noted that for physical theories the expansion of

correlators (or a dispersion relation) naturally takes place in the complex plane. Using the

22Strictly speaking, we established this only away from the real axis.
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asymptotic behavior in the complex domain one can significantly strengthen the predictions

about the large ∆ behavior of the integrated spectral density. The relevant set of results is

known as complex tauberian theorems [19–21].23 We showed how one can use these results

to solve crossing equations systematically in the 1
∆ expansion in any unitary CFT. This is

the subject of sections 2 and 5.

Equipped with this understanding we tested our predictions in section 6 on generalized

free fields and 2d Ising model. In all cases we find a complete agreement with the general

theory and moreover we observe that the large ∆ expansion works surprisingly well already

at small ∆. This makes it potentially interesting in the context of numerical bootstrap.

We made predictions for the 3d Ising model (6.16), (6.17). As in the discussion of the finite

energy sum rules in the context of pion-nucleon scattering [23], we can hope to observe

crossing symmetry at work already for a few primary operators of given spin!

More generally, we expect complex tauberian theorems to find a wide range of new

applications outside of conformal bootstrap. We considered one such application — mero-

morphic scattering amplitudes — in section 7.

There are many future directions one might pursue. Let us list a few:

• Strictly speaking, our derivation applies only to J > 1 (since we used the Lorentzian

inversion formula). It would be interesting to understand how to extend the argument

to J = 0, 1. In the special examples considered in section 6 we found that our formulas

work in these cases as well.

• It will be useful to explore more examples.24 For instance, to see whether the for-

mula (5.11) always works well even at small ν, as we observed in GFF and 2d Ising.

• It will be interesting to consider the case of non-identical operators and, in particular,

the limit when a pair of operators become heavy. For example, we should recover the

familiar dispersion relations for the thermal Green’s function, see e.g. [40].

• Another interesting direction is to consider large spin, large twist limit of the disper-

sion relations, i.e. ∆ � 1 with J
∆ fixed. We expect a very similar story to hold in

this case.

• One can also consider external operators with spin.

• Further, one can ask what are the implications of our results in the context of holog-

raphy [41–43]. Primary operators of fixed spin J and asymptotically large dimension

are expected to be dual to black holes. Therefore, our results imply that average ma-

trix elements between a large black hole and two light particles should be universal, as

expected based on general arguments [44, 45]. This question was recently addressed

23Complex tauberian theorems that we used are small variations of an extensive analysis by Sub-

hankulov [20].
24It would be curious to explore crossing in the Euclidean regime in non-unitary theories as well, see

e.g. [39].
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using the 2d CFT techniques in [46].25 This universality seems to be closely related

to the eigenstate thermalization hypothesis [50]. It would be interesting to under-

stand if our analysis could be used to say something nontrivial about the landscape

of consistent UV completions of gravity.26 At the moment from studying crossing

equations we do not have any evidence for that, nor do we have a slightest idea what

the bootstrap landscape is. Here be dragons.

• The relevance of complex tauberian theorems for physics goes far beyond the con-

formal bootstrap. We can use it whenever we have a dispersion relation. These

are ubiquitous in Quantum Field Theory, study of scattering amplitudes or thermal

physics. For example, complex tauberian theorems is a rigorous way to connect high

frequency expansion of conductivity to the Euclidean OPE [54, 55]. Relatedly, it

would be interesting to understand if one can use complex tauberian theorems to

gain new insights into the QCD sum rules [56].27
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A Complex tauberian theorem for Laplace transform

In this appendix we prove a complex tauberian theorem for Laplace transform that we used

in section 2. The proof is basically a review of results of [20] where many extra details can

be found.
25We believe it should be possible to make the analysis of [46] rigorous and systematic using the complex

tauberian theorem for Laplace transform discussed in the present paper. Similarly, it would be interesting

to apply our discussion of the Laplace transform to partition functions, see e.g. [47–49].
26On a side note it is amusing to imagine a hypothetical character, say Alice, who learned QFT via

the conformal bootstrap. By focusing on a single correlator and solving crossing in different regimes she

might think that solving bootstrap equations is a rather mundane task. By studying crossing equations

for multiple correlators she would observe that things get more constrained. That there are sometimes

isolated islands in the OPE data space and that solving crossing equations might not be that easy after

all [51, 52]. It is not clear if she would discover something fundamentally special about d ≤ 6 or need of

supersymmetry to make the gap in the spectrum of higher spin operators to be large [14] in a large N

CFT. Her intuition would be in a stark contrast with the one of Bob who spent a lot of time thinking

about Lagrangians and string compactifications. Alice and Bob would come up with very different notions

of landscape. For example, the string landscape of Bob would require supersymmetry to have a CFT with a

gravity dual, see e.g. [53]. The bootstrap landscape of Alice would have in addition a possibility of infinitely

many sporadic solutions of crossing which are impossible to find by methods of Bob. In this vast bootstrap

landscape of theories with Einstein gravity duals there is a subset which admits a much better theoretical

control and is much easier to discover due to its special properties (like supersymmetry). On the other

hand, it could happen that as Alice includes more and more operators in her system of crossing equations

(and higher-dimensional analogs of modular invariance) she would discover that indeed the only solutions

with semi-classical gravity duals that survive are the ones of Bob. Whether it is true is an open question

of fundamental importance.
27It would be interesting to understand if there is a relation of our analysis with [57], if any.
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We will write O(x) to estimate the magnitude of different quantities. Let us remind

the reader that

f(x) = O(g(x)), x→∞ (x→ a) (A.1)

iff there exist numbers M,x0 (M, δ) s.t.

|f(x)| < M |g(x)|, ∀ x > x0 (∀ |x− a| < δ) (A.2)

We start with the following useful lemma [19, 20].

Lemma 1. Let 0 < σ < Λ. Then for arbitrary real ν we have an estimate

1

2π

∫ Λ

−Λ
dt

(Λ2 − t2)2

σ + it
e(σ+it)ν = (Λ2 + σ2)2θ(ν) +O(eσνmin[Λ4,Λ2ν−2]), (A.3)

where θ(ν) is the Heaviside function.

Consider say ν ≥ 0. We set z = η + it and consider a closed contour C in the z-plane

that consists of vertical segment [−Λ,Λ] at η = 0 and a part of the circle K centered at

z = −σ, with the radius R = |σ + iΛ|. In this way we get

1

2πi

∮
C

(Λ2+z2)2

σ+z
e(σ+z)ν =

1

2π

∫ Λ

−Λ
dt

(Λ2−t2)2

σ+it
e(σ+it)ν+

1

2πi

∫
K

(Λ2+z2)2

σ+z
e(σ+z)ν

= (Λ2+σ2)2 ,

(A.4)

where in the last line we evaluated the integral by taking the residue at z = −σ. We can

estimate the integral over K in two different ways. First, we have

1

2πi

∫
K

(Λ2 + z2)2

σ + z
e(σ+z)ν = O

(
Λ4

R
eσν
∫
K
|dz|

)
= O(eσνΛ4) , (A.5)

where we used that |z| ≤ R + σ ≤ 3Λ, |σ + z| = R, |ezν | ≤ 1 along K for ν > 0. Another

estimate comes from writing ezν = 1
ν2

d2

dz2 e
zν and integrating by parts. For ν < 0 we

construct the contour C by attaching to the vertical segment a small part of the same circle.

The integral in (A.3) could be of course computed exactly. The point of (A.3) is that

it provides a convenient estimate of the correction to θ(ν) for arbitrary ν which will be

very useful in proving tauberian theorems.

To see utility of the lemma above recall that we are studying the Laplace transform

(which is just the OPE expansion in case of CFTs)

Lb(s) ≡
∫ ∞

0
e−sudb(u) (A.6)

and we would like to derive some statements about the integrated spectral density

Fb(x) ≡
∫ x

0
db(u) . (A.7)

Using the lemma above we establish the following useful statement.
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Lemma 2. Assume that Lb(s) converges absolutely for Re[s] > 0 and let 0 < σ < Λ. Then

Fb(x) =
1

2π(Λ2 + σ2)2

∫ Λ

−Λ
dt

(Λ2 − t2)2

σ + it
Lb(σ + it)e(σ+it)x

+O

(∫ ∞
0

eσ(x−u)min[1,Λ−2(x− u)−2]|db(u)|
)
.

(A.8)

This lemma expresses the integrated spectral density Fb(x) in terms of the Laplace integral

Lb(s) plus a correction. This lemma follows from applying (A.3) to the integral in the r.h.s.

of the first line in (A.8) and exchanging two integrations.

Having this two lemmas we are ready to prove an almost relevant theorem (a simplified

version of theorem 2.3.1 in [20]).

Theorem 1. Let the functions φ(u) and ψ(u) be defined for u ≥ 0. We assume that they

are non-decreasing and positive-definite. Moreover, we assume that φ(u) locally does not

grow faster than a power, namely there exist a positive constant b such that

uφ′(u) < bφ(u), u ≥ u0 . (A.9)

We also assume that Laplace transforms Lφ(s) and Lψ(s) satisfy

Lψ(s) = Lφ(s) +O(|s|α), s = σ + it (A.10)

in the region

|t| ≤ cσω, 0 ≤ ω ≤ 1. (A.11)

The strength of the result will depend on the value of ω. The larger is the complex domain

(smaller ω’s) in which the estimate (A.10) holds, the better is the bound. The case relevant

for CFTs is ω = 0.

Let us also assume that

ψ(0)− φ(0) = 0 . (A.12)

This is just a technical assumption that does not play any important role.

Then for every m ≥ 0 we have∫ x

0
(x− u)mdψ(u) =

∫ x

0
(x− u)mdφ(u) +O

(
φ(x)

x
xω(m+1)

)
+O(max[xm−α, (x−ω)α−m]), m 6= α .

(A.13)

If m = α the estimate in the second line becomes ln x. Let us go through the proof

of (A.13). For further details see [20].

A.1 Estimate for ψ(u)

It is convenient to integrate (A.9) to get

φ(v)

φ(u)
<
(v
u

)b
. (A.14)

We will use this estimate extensively below.
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Let us first prove that

ψ(u) = O(φ(u)). (A.15)

To show this it is crucial that ψ(u) is non-decreasing and positive. We set σ = 1
u and do

the following estimate

ψ(u) =O(σψ(u)

∫ ∞
u

e−σvdv) =O

(
σ

∫ ∞
u

ψ(v)e−σvdv

)
=O

(
σ

∫ ∞
0

ψ(v)e−σvdv

)
=O

(
σ

∫ ∞
0

φ(v)e−σvdv

)
+O(σ1+α),

(A.16)

where we used (A.10) to switch from the Laplace transform of ψ to the one of φ. Then we

can use the power-like bound on φ (A.14) to estimate

O

(
σ

∫ ∞
0

φ(v)e−σvdv

)
= O(φ(u)) +O

(
σ

∫ ∞
u

φ(v)e−σvdv

)
= O(φ(u)) +O

(
σφ(u)

ub

∫ ∞
u

e−σvvbdv

)
= O(φ(u)),

(A.17)

where we used that σ = 1
u .

As a last step note that (A.10) is only meaningful if the second term in the r.h.s. is

small compared to the first. Therefore, we can drop O(σ1+α) in the last part of (A.16).

A.2 Apply lemma 2

Next we use lemma 2 from above to write

ψ(x)− φ(x) = O

(∫ ∞
0
|dψ(u)− dφ(u)|eσ(x−u)min[1,Λ−2(u− x)−2]

)
+

1

2π(Λ2 + σ2)2

∫ Λ

−Λ
dt

(Λ2 − t2)2

σ + it
e(σ+it)x[Lψ(σ + it)− Lφ(σ + it)].

(A.18)

In bounding these terms we set σ = 1
x and Λ = cσω. We also think of x as being large.

Below we will use a series of estimates to show that (see equation 2.3.9 in [20])

O

(∫ ∞
0
|dψ(u)−dφ(u)|eσ(x−u)min[1,Λ−2(u−x)−2]

)
=O

(
φ(x)

Λx

)
+O

(
1

Λ
maxx

2
≤v≤2x|

∫ Λ

−Λ
dt

(
1− |t|

Λ

)
eitv
(
Lψ
(

1

v
+it

)
−Lφ

(
1

v
+it

))
|
)
.

(A.19)

The argument goes as follows. The idea is to split the u integral as
∫ x−y

0 +
∫ x+y
x−y +

∫∞
x+y,

where

y =
(x

Λ

)1/2
� x. (A.20)

The point of this splitting is that for 0 < u < x− y and u > x+ y we have min[1,Λ−2(u−
x)−2] = Λ−2(u− x)−2, whereas for x− y < u < x+ y it is not necessarily true.

Let us first bound the dφ(u) terms. We can use integration by parts to estimate

1

Λ2

∫ x−y

0

dφ(u)

(x− u)2
= O

(
φ(x)

Λ2y2

)
= O

(
φ(x)

Λx

)
. (A.21)
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And we use power-like bound to show that

1

Λ2

∫ ∞
x+y

eσ(x−u)dφ(u)

(x− u)2
= O

(
1

Λ2

∫ ∞
x+y

e−σudφ(u)

(x− u)2

)
= O

(
φ(x)

Λ2y2

)
+O

(
σ

Λ2y2

∫ ∞
x+y

due−σuφ(u)

)
= O

(
φ(x)

Λ2y2

)
+O

(
σ

Λ2y2

φ(x+ y)

(x+ y)b

∫ ∞
x+y

due−σuub
)

= O

(
φ(x)

Λx

)
,

(A.22)

where we again used (A.14).

Finally we want to show that∫ x+y

x−y
e−σumin[1,Λ−2(u− x)−2]dφ(u) = O(

φ(x)

Λx
). (A.23)

The basic observation is that for x
2 < x̃ < 2x we can write

φ

(
x̃+

1

Λ

)
− φ(x̃) < φ(x̃)

( x̃+ 1
Λ

x̃

)b
− 1

 = O

(
φ(x̃)

Λx̃

)
. (A.24)

This bound is not very surprising and is another way of saying that φ(x) grows locally at

most like a power for purposes of estimates.

Now we split
∫ x+y
x−y du into many intervals of the size Λ and to each of them we will

apply (A.24). We get∫ x+y

x−y
e−σumin[1,Λ−2(u− x)−2]dφ(u) = O

(
φ(x)

Λx

)
= i1 + i2 + i3,

i1 =
1

Λ2

yΛ∑
k=2

∫ x− k−1
Λ

x− k
Λ

dφ(u)

(x− u)2
,

= O

(
yΛ∑
k=2

1

k2

∫ x− k−1
Λ

x− k
Λ

dφ(u)

)
= O

(
φ(x)

Λx

yΛ∑
k=2

1

k2

)
= O

(
φ(x)

Λx

)
,

i2 =

∫ x+ 1
Λ

x− 1
Λ

dφ(u) = O

(
φ(x)

Λx

)
,

i3 =
1

Λ2

yΛ∑
k=2

∫ x+ k
Λ

x+ k−1
Λ

dφ(u)

(x− u)2
= O

(
φ(x)

Λx

)
,

(A.25)

where we used that yΛ = (xΛ)1/2 � 1 since ω < 1.

For dψ(u) terms we also split the integral as
∫ x−y

0 +
∫ x+y
x−y +

∫∞
x+y and then bound

separately each of the terms.

For integrals
∫ x−y

0 and
∫∞
x+y we integrate by parts, use (A.15) and estimates for φ(u)

from above. Therefore we are left with the estimate∫ x+y

x−y
e−σumin[1,Λ−2(u− x)−2]dψ(u) = i1 + i2 + i3 , (A.26)
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where we split the integral as we did above for φ. In this integral we cannot integrate

by parts and simply use (A.15) because of 1 inside min[1,Λ−2(u − x)−2], which leads to

boundary terms in the integration by parts O(φ(x)).

To circumvent this difficulty we need another auxiliary lemma (lemma 2.1.6 in [20]).

It states that for x/2 < x̃ < 2x (this interval could be changed) and functions that satisfy

the conditions that we used above we have

ψ

(
x̃+

1

Λ

)
− ψ

(
x̃− 1

Λ

)
= O

(
φ(x)

Λx

)
+O

(∣∣∣∣ 1Λ
∫ Λ

−Λ
dt(1− |t|

Λ
)eix̃t (Lψ(σ̃ + it)− Lφ(σ̃ + it))

∣∣∣∣) (A.27)

where σ̃ = 1
x̃ . In this way to estimate (A.26) we just repeat the analysis for φ while keeping

the difference of Laplace transform terms.

The way this lemma works is as follows. Start with the following relation

1

Λ

∫ Λ

−Λ

(
1− |t|

Λ

)
eiνt =

(
sin Λν

2
Λν
2

)2

. (A.28)

We can use it to write

ψ

(
x̃+

1

Λ

)
−ψ

(
x̃− 1

Λ

)
=

∫ x̃+ 1
Λ

x̃− 1
Λ

dψ(u) =O

∫ ∞
0

e−σ̃u

(
sin Λ(x̃−u)

2
Λ(x̃−u)

2

)2

dψ(u)

 . (A.29)

To estimate the r.h.s. we use (A.28)

1

Λ

∫ Λ

−Λ
dt

(
1− |t|

Λ

)
eix̃t (Lψ(σ̃ + it)− Lφ(σ̃ + it))

=

∫ ∞
0

e−σ̃u

(
sin Λ(x̃−u)

2
Λ(x̃−u)

2

)2

(dψ(u)− dφ(u)).

(A.30)

Estimating all the terms that involve φ by methods identical to above we arrive at (A.28).

At this point let us reiterate an important intermediate result

ψ(x)−φ(x) =O

(
φ(x)

Λx

)
+O

(
1

Λ
maxx

2
≤v≤2x|

∫ Λ

−Λ
dt

(
1− |t|

Λ

)
eitv
(
Lψ
(

1

v
+it

)
−Lφ

(
1

v
+it

))
|
)

+
1

2π(Λ2+σ2)2

∫ Λ

−Λ
dt

(Λ2−t2)2

σ+it
e(σ+it)x[Lψ(σ+it)−Lφ(σ+it)]. (A.31)

To prove the desired statement for m = 1 we simply need to estimate the integrals

that involve difference of Laplace transforms in (A.31).
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A.3 Estimate for the difference Lψ − Lφ
Next, we estimate the rest of the terms that involve the difference of Laplace transforms.

We get

1

2π(Λ2 + σ2)2

∫ Λ

−Λ
dt

(Λ2 − t2)2

σ + it
e(σ+it)x[Lψ(σ + it)− Lφ(σ + it)]

= O

(∫ Λ

−Λ
dt
|Lψ(σ + it)− Lφ(σ + it)|

|σ + it|

)
= O

(∫ Λ

0
|σ + it|α−1dt

)
= O(max[σα,Λα]) = O(max[x−α,Λα]).

(A.32)

and similarly

O

(
1

Λ
maxx

2
≤v≤2x|

∫ Λ

−Λ
dt

(
1− |t|

Λ

)
eitv
(
Lψ
(

1

v
+it

)
−Lφ

(
1

v
+it

))
|
)

=O

(
1

Λ
maxx

2
≤v≤2x

∫ Λ

−Λ
dt|Lψ

(
1

v
+it

)
−Lφ

(
1

v
+it

)
|) =O(max[x−α,Λα]

)
.

(A.33)

Therefore, we showed that

ψ(x)− φ(x) = O

(
φ(x)

Λx

)
+O(max[x−α,Λα]). (A.34)

Recall that σ = 1
x and Λ = cσω, from which m = 0 claim of the theorem follows.

A.4 Higher Cauchy moments

For higher m’s the theorem is proved by induction. Imagine it holds for m’th moment and

let us try to prove it for (m+ 1)’th moment. Consider m’th Cauchy moment

Φm(x) =
1

m!

∫ x

0
(x− u)md[ψ(u)− φ(u)]. (A.35)

Differentiating m times by parts we get (here we use the condition φ(0)− ψ(0) = 0)

Lψ(s)− Lφ(s) = sm+1

∫ ∞
0

due−suΦm(s) (A.36)

from which an estimate

H(s) =

∫ ∞
0

due−suΦm(s) = O(|s|α−m−1) , (A.37)

immediately follows. We then apply lemma 2 to get

(Λ2 + σ2)2

∫ x

0
duΦm(u) = O

(∫ ∞
0
|Φm(u)|e(x−u)σmin[Λ4,Λ2(x− u)−2]

)
+

1

2π

∫ Λ

−Λ
dt

(Λ2 − t2)2

σ + it
H(σ + it)e(σ+it)x

(A.38)

Then we apply the m’th step estimate to the first line of (A.38) and (A.37) to estimate the

second line in (A.38). From this theorem for (m+ 1)-th moment follows.
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A.5 Important ingredients

Sign-definiteness of dψ and dφ is clearly very important for the proof. Also the power-like

bound on local behavior of φ(u) is extensively used. Other assumptions, e.g. the ones

stated in theorem 2.3.1 [20], seem to be technical details that could be easily relaxed.

A.6 Case of CFTs

In the case of CFTs as we discussed in the main text we have the t-channel OPE expansion

for the Laplace transform

Lψ(β) =
1

β2∆φ

∑
∆i

c∆iβ
∆i + . . . , (A.39)

for any |β| � 1. Therefore we can set ω = 0 in the previous section and take Λ to be

constant. Let us review the m = 0 part of the theorem. We take dφ(u) to be simply a

set of powers uα with proper coefficients so that in the difference Lψ(β) − Lφ(β) all the

singular terms cancel.28 Therefore we get the OPE expansion

Lψ(β)− Lφ(β) = cαβ
α + . . . , α > 0, (A.40)

where by ellipses we denoted higher order terms in the OPE. Usually, the t-channel OPE

is formulated in terms of (1 − z)h(1 − z̄)h̄. While for us z = z̄ = e−β and we expand

each term (1− z)h(1− z̄)h̄ for small β and then swap the small β expansion with the sum

over operators. This is possible due to the absolute convergence of the series. Since we

have a convergent OPE expansion around s = 0 we can make a better estimate of the

integrals (A.32) and (A.33) using the OPE for small but constant Λ. We get the following

estimate of the relevant integrals29

1

2π(Λ2 + σ2)2

∫ Λ

−Λ
dt

(Λ2 − t2)2

σ + it
e(σ+it)x(σ + it)α

=
sinπαΓ(α)

πxα

(
1 +O

(
1

x2

))
+

8eΛα−3

πx3
cos
(πα

2
+ xΛ

)
+ . . . ,

(A.41)

The leading asymptotic is different for integer α in which case the first term in the r.h.s.

(A.41) vanishes. The leading asymptotic is then captured by the second line in (A.41). Let

us now estimate the second integral

1

Λ
maxx

2
≤v≤2x|

∫ Λ

−Λ
dt

(
1− |t|

Λ

)
eitv
(

1

v
+it

)α
|=O

(
1

x1+α

)
+O

(
1

x2

)
=O

(
1

x

)
. (A.42)

Using this better estimates we have

ψ(x)− φ(x) = O

(
φ(x)

x

)
. (A.43)

28A slightly better prescription is to choose dφ(u) =
∑
k cku

kθ(0 < u < 1) +
∑
α dαu

αθ(u ≥ 1). In this

way α could be arbitrarily small.
29A very similar statement is theorem 2.3.2 in [20]. Instead of regularity used in theorem 2.3.2 we used

here the fact that we have a convergent OPE expansion for Lψ(s)− Lφ(s).
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z

Figure 17. γ+ (solid line) and γ− (dashed line) integration contour in the z-plane.

We then set up an induction. As we consider higher Cauchy moments more and more

terms in the OPE become effectively singular. We simply add those extra terms to the

naive spectral density and repeat the argument. The endpoint of this reasoning is (2.13).

Powers of E in the r.h.s. of (2.13) is simply the contribution of φ in the Cauchy moments

that we discussed in this section.

B Complex tauberian theorem for Stieltjes transform

In this section we prove a complex tauberian theorem for the Stieltjes transform used in

section 5. We extensively use methods of [21], where similar theorems had been proved.

Let us define curves γ± by

γ± = {z = x+ iy; |y| = Λ(x),±x ≥ 0} (B.1)

where Λ(x) is a positive-definite function of x (in particular it could be constant) s.t. curves

γ± are smooth (including at x = 0), see figure 17. By G we will denote a complex region

outside of γ±

G = {z = x+ iy; |y| ≥ Λ(x)}. (B.2)

Then the following theorem is true.

Theorem 2. Suppose we are given two functions ρ(ν), φ(ν) s.t.

ρ(ν), φ(ν) ≥ 0 . (B.3)

For |ν| > a the function φ(ν) is smooth, |φ(ν)| is monotonically decreasing with |ν| and

locally polynomially bounded

α|φ(ν)| < −|νφ′(ν)| < β|φ(ν)|, |ν| > a, α < β < 0. (B.4)

Furthermore, the following condition holds∫ ∞
−∞

dν
ρ(ν)

ν − z
−
∫ ∞
−∞

dν
φ(ν)

ν − z
= R(z), z ∈ G , (B.5)
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where the function R(z) is analytic in the complex region G and

R(z) = O(|z|−ω), |z| → ∞, z ∈ G, ω > m (B.6)

Then Cauchy moments of ρ and φ are related by (m = 1, 2, . . . )

Fm(x) = Φm(x) +
m∑
k=1

bk
xm−k

(m− k)!
+O(ymφ(x)) +O(ymxm−ω)

+O

(
y(m+1)|φ(−x)|

x

) (B.7)

where y ≡ Λ(x) and we defined

Fm(ν) =
1

(m− 1)!

∫ ν

0
dν ′(ν − ν ′)m−1ρ(ν ′) ,

Φm(ν) =
1

(m− 1)!

∫ ν

0
dν ′(ν − ν ′)m−1φ(ν ′) ,

(B.8)

and the constants bk are determined by R(z).

Before giving a proof of the theorem, let us make two comments in the context of

dispersion relations. The spectral density ρ(ν) is in general not a smooth function and

e.g. may contain delta-function components. While the function φ(ν) can be thought of

as naive spectral density given by a sum of powers. In particular, the condition (B.4) says

that it behaves like a power of ν.

Both φ(ν) and R(z) are defined by the t-channel expansion. The splitting of the

t-channel OPE into φ(ν) and R(z) is completely arbitrary. Every term in the large z

expansion of R(z) can be rewritten as a power of ν term in φ(ν). Thus, we can make ω as

large as we like in (B.6).

B.1 Lemma

The following lemma will be useful in the proof of the theorem [19, 21]. Consider a finite

part of the contour γ+ defined as Γx = {z′ = x′ + iy′ ∈ γ+; x′ < x}. Then we have

1

2πi

∫
Γx

dz′

ν − z′
= θ(0 < ν < x) +

y

π
Re

1

ν − z
+O

(
y2

(ν − x)2 + y2

)
(B.9)

where z = x+ iy and y = Λ(x). Indeed, we have

1

2πi

∫
Γx

dz′

ν − z′
= θ(0 < ν < x) +

1

2πi

∫
K

dz′

ν − z′
=

= θ(0 < ν < x) +
ν − x
π

∫ y

0

dy′

(ν − x)2 + y′2
,

(B.10)

where in the first line we added and subtracted an integral over a vertical segment K =

{z = x + iy′; |y′| < y = Λ(x)} to close the contour Γx. The integral on the r.h.s. is, of
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course, easy to do explicitly. However, it will prove useful to estimate it as follows instead

(ν−x)

∫ y

0

dy′

(ν−x)2+y2
=

y(ν−x)

(ν−x)2+y2
+2(ν−x)

∫ y

0
dy′

y′2

[(ν−x)2+y2]2
=

=
y(ν−x)

(ν−x)2+y2
+2

∫ y/(ν−x)

0

dy′

1+y′2
y′2

1+y′2
=

=
y(ν−x)

(ν−x)2+y2
+O

(
y2

(ν−x)2+y2

∫ y/(ν−x)

0

dy′

1+y′2

)
(B.11)

where in the first equality we integrated by parts and in the last equality we substituted

a monotonically increasing function y′2

1+y′2 by its value at the upper limit. The remaining

integral in the third line of (B.11) is a bounded function. Therefore, we get (B.9).

The virtues of the formula (B.9) are twofold. First, it relates the Stieltjes kernel 1
ν−z

to the indicator function θ(0 < ν < x), needed to obtain Cauchy moments (B.8). Second,

the remainder terms on the r.h.s. of (B.9) are again given by the Stieltjes kernel.30 This

will allow us to estimate the remainder terms using the original condition (B.5).

B.2 First Cauchy moment

We start with the proof of (B.7) for m = 1. Integrating (B.5) over Γx and using (B.9) we

obtain

F1(x)− Φ1(x) +
y

π
Re R(z) +O

(
y2

∫ ∞
−∞

dν
|ρ(ν)− φ(ν)|
(ν − x)2 + y2

)
=

1

2πi

∫
Γx

dz′R(z′) (B.12)

The R(z) term on the l.h.s. is O(xε−ω). The r.h.s. is b1 + O(|z|1−ω). Indeed, for instance

the integral over the arc in the upper-half plane is∫ z

0
dz′R(z′) =

∫ Λ

0
dz′R(z′) +

∫ z

Λ
dz′R(z′) =

=

∫ Λ

0
dz′R(z′) +

∫ z

Λ
dz′
( r1

z′ω
+

r2

z′ω+1
+ . . .

)
= const+O(|z|1−ω)

(B.13)

Therefore, (B.12) becomes

F1(x)− Φ1(x)− b1

= O(x1−ω) +O

(
y2

∫ ∞
−∞

dν
|ρ(ν)|

(ν − x)2 + y2

)
+O

(
y2

∫ ∞
−∞

dν
|φ(ν)|

(ν − x)2 + y2

)
(B.14)

First, we estimate the integral with φ

O

(
y2

∫ ∞
−∞

dν
|φ(ν)|

(ν−x)2+y2

)
=

=O

(
y2

[∫ −x
−∞

+

∫ −a
−x

+

∫ a

−a
+

∫ x/2

a
+

∫ x−y

x/2
+

∫ x+y

x−y
+

∫ ∞
x+y

]
dν

|φ(ν)|
(ν−x)2+y2

)
=

= i1+· · ·+i7 (B.15)

30The last term in (B.9) is the imaginary part of the Stieltjes kernel.
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Due to monotonicity of |φ(ν)| we have

i1 = O

(
y2

∫ −x
−∞

dν
|φ(ν)|

(ν − x)2 + y2

)
= O

(
y2

∫ ∞
x

dν
|φ(−ν)|
(ν + x)2

)
= O

(
y2|φ(−x)|

x

)
,

i5 = O

(
y2

∫ x−y

x/2
dν

|φ(ν)|
(ν − x)2 + y2

)
= O

(
y2|φ(x/2)|

∫ x−y

x/2

dν

(ν − x)2 + y2

)
= O(yφ(x))

i6 = O

(
y2

∫ x+y

x−y
dν

|φ(ν)|
(ν − x)2 + y2

)
= O

(∫ x+y

x−y
dν|φ(ν)|

)
= O(yφ(x)),

i7 = O

(
y2

∫ ∞
x+y

dν
|φ(ν)|

(ν − x)2 + y2

)
= O

(
y2φ(x)

∫ ∞
x+y

dν

(ν − x)2

)
= O(yφ(x)) (B.16)

We also have

i3 = O

(
y2

∫ a

−a
dν

|φ(ν)|
(ν − x)2 + y2

)
= O(y2/x2) (B.17)

Further, to estimate i2, i4 we use that (B.4) implies(µ
ν

)α
<
φ(µ)

φ(ν)
<
(µ
ν

)β
, |µ| > |ν| > a (B.18)

and therefore

i2 = O

(
y2

∫ −a
−x

dν
|φ(ν)|

(ν − x)2 + y2

)
= O

(
y2

∫ x

a
dν
|φ(−ν)|
(ν + x)2

)
=

= O

(
y2 |φ(−x)|

x2+α

∫ x

a
dν να

)
= O

(
y2|φ(−x)|

x

)
,

i4 = O

(
y2

∫ x/2

a
dν

|φ(ν)|
(ν − x)2 + y2

)
= O

(
y2 φ(x)

xα+2

∫ x/2

a
dν να

)
= O

(
y2φ(x)

x

)
. (B.19)

Collecting (B.16)–(B.19) we obtain

O

(
y2

∫ ∞
−∞

dν
|φ(ν)|

(ν − x)2 + y2

)
= O (yφ(x)) +O

(
y2|φ(−x)|

x

)
+O(y2/x2). (B.20)

Finally, we need to estimate the ρ integral in (B.14). Since ρ(ν) ≥ 0 for all ν we have by

taking the imaginary part of (B.5) and using (B.20)

O

(
y2

∫ ∞
−∞

dν
|ρ(ν)|

(ν−x)2+y2

)
=O

(
y2

∫ ∞
−∞

dν
φ(ν)

(ν−x)2+y2

)
+O(y|R(z)|) =

=O (yφ(x))+O

(
y2|φ(−x)|

x

)
+O(y2/x2)+O(yx−ω)

(B.21)

Therefore, (B.20) and (B.21) imply for (B.14)

F1(x)− Φ(x)− b1 = O(yφ(x)) +O

(
y2|φ(−x)|

x

)
+O(x1−ω) . (B.22)

This finishes the proof of m = 1 case of (B.7).
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B.3 Higher Cauchy moments

Integrating (B.5) by parts we have∫ ∞
−∞

dν
F1(ν)− Φ1(ν)− b1

(ν − z)2
= R(z) (B.23)

where we also added 0 as b1 term in the integral. Integrating this from z to ∞ along γ+

we get ∫ ∞
−∞

dν
F1(ν)− Φ1(ν)− b1

ν − z
=

∫ ∞
z

dz′R(z′) = O(|z|1−ω) (B.24)

Notice that F1(ν) − Φ1(ν) − b1 → 0 as ν → ∞ due to (B.22), so that the integral on the

l.h.s. of (B.24) converges. Integrating (B.24) over Γx we obtain

F2(x)− b1x−
y

π
Re

∫ ∞
z

dz′R(z′) +O

(
y2

∫ ∞
−∞

dν
|F1(ν)− Φ1(ν)− c1|

(ν − x)2 + y2

)
=

= − 1

2πi

∫
Γx

dz′
∫ ∞
z′

dz′′R(z′′)

(B.25)

Using (B.22) we estimate similarly to (B.20)

O

(
y2

∫ ∞
−∞

dν
|F1(ν)− Φ1(ν)− b1|

(ν − x)2 + y2

)
=

= O

(
y2

∫
dν
|L(ν)φ(ν)|+ |L(ν)2ν−1φ(−ν)|+ |ν|1−ω

(ν − x)2 + y2

)
=

= O(y2φ(x)) +O

(
y3|φ(−x)|

x

)
+O(yx1−ω).

(B.26)

Therefore (B.25) gives

F2(x)− Φ2(x)− b1x− b2 = O(y2φ(x)) +O

(
y3|φ(−x)|

x

)
+O(x2−ω) , (B.27)

where the constant b2 comes from the finite u part of the integral on the r.h.s. of (B.25),

similarly to (B.13). This proves (B.7) for m = 2. Iterating this argument we obtain the

tauberian theorem (B.7) for all m = 1, 2, . . . .

B.4 Odd densities

The theorem above is not quite what we need in bootstrap applications. Instead we would

like to consider parity odd densities that satisfy

ρ(−ν) = −ρ(ν), φ(−ν) = −φ(ν) . (B.28)

Most of the proof goes intact apart from application of the tauberian condition (B.5)

in (B.21). Indeed in this case we have

y2

∫ ∞
−∞

dν
|ρ(ν)|

(ν − x)2 + y2
= y2

∫ ∞
−∞

dν
ρ(ν)

(ν − x)2 + y2
+ 2y2

∫ 0

−∞
dν

−ρ(ν)

(ν − x)2 + y2
. (B.29)
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For the first term we could use the estimates above but the second term should be estimated

separately. We get

y2

∫ 0

−∞
dν

−ρ(ν)

(ν − x)2 + y2
= O(y2/x2) +O

(
y2

∫ ∞
0

dν
νρ(ν)

(ν + x)2 + y2

)
= O

(
y2

∫ ∞
0

dν
νρ(ν)

ν2 + x2

)
+O(y2/x2),

(B.30)

where we used the fact that ν, x > 0 and (B.28). Note that∫ ∞
−∞

dν
ρ(ν)

ν − ix
=

∫ ∞
0

dνρ(ν)

(
1

ν − ix
+

1

ν + ix

)
= 2

∫ ∞
0

dν
ρ(ν)ν

ν2 + x2
, (B.31)

where we again used (B.28).

Therefore we have

y2

∫ 0

−∞
dν

−ρ(ν)

(ν − x)2 + y2
= O

(
y2

∫ ∞
−∞

dν
ρ(ν)

ν − ix

)
. (B.32)

To estimate this we can use the tauberian condition for z = ix. Therefore we get

y2

∫ 0

−∞
dν

−ρ(ν)

(ν − x)2 + y2
= O

(
y2|R(ix)|

)
+O

(
y2

∫ ∞
−∞

dν
φ(ν)

ν − ix

)
. (B.33)

Now we can estimate the last integral

O

(
y2

∫ ∞
−∞

dν
φ(ν)

ν − ix

)
= O

(
y2

∫ ∞
0

dν
φ(ν)ν

ν2 + x2

)
= i1 + i2 + i3 ,

(B.34)

where we split the integral into
∫ a

0 +
∫ x
a +

∫∞
x . Let us estimate each integral using the

usual techniques

i1 = O

(
y2

∫ a

0
dν

φ(ν)ν

ν2 + x2

)
= O(y2/x2),

i2 = O

(
y2

∫ x

a
dν

φ(ν)ν

ν2 + x2

)
= O

(
y2φ(x)

x2+α

∫ x

a
dνν1+α

)
= O(y2φ(x)),

i3 = O

(
y2

∫ ∞
x

dν
φ(ν)ν

ν2 + x2

)
= O

(
y2φ(x)

xβ

∫ ∞
x

dν
ν1+β

ν2 + x2

)
= O(y2φ(x))

(B.35)

Thus, we get the following estimate

y2

∫ 0

−∞
dν

−ρ(ν)

(ν − x)2 + y2
= O(y2x−ω) +O(y2/x2) +O(y2φ(x)) . (B.36)

The conclusion is that the estimate in this case takes the form

F1(x)− Φ(x)− b1 = O(y2φ(x)) +O(x1−ω) , (B.37)

where as usual y ≡ Λ(x). For higher m the argument is identical the one discussed in

appendix B.3. This theorem is what we leads to the statement (5.3).
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B.5 Construction of Φm

Let us understand better how to construct Φm. Consider the following ansatz for the

subtraction density

ρnaiveJ (ν) = θ(0 < ν < 1)
∑
i

α̃iν
i + θ(ν > 1)

∑
i

αiν
−δi−1 cos πδi2

π
. (B.38)

It has the following large ν expansion∫ ∞
0

dν ′ρnaiveJ (ν)
2ν ′ν

ν ′2 + ν2
=
∑
i

αi

(
ν−δi +

2 cos πδi2

π

∞∑
k=0

(−1)k

(δi − 1− 2k)ν1+2k

)

+
∑
i

α̃i

∞∑
k=0

(−1)k

(i+ 2 + 2k)ν1+2k
.

(B.39)

This takes care of all non-integer powers that appear in the OPE. In addition, it contributes

to the non-universal terms in the dispersion relations, namely to 1
ν1+2k in (5.2). To cancel

those we can add terms θ(0 < ν < 1)α̃iν
i to the naive density and fix the coefficients so

that they cancel the r.h.s. of (5.2) to any required order. We can then apply the theorem

and compute Φm(ν). Note that non-integer powers of ν that we are interested at only come

from the term ν−δi . One can use the explicit form of φ(ν) (B.38) to check estimates from

the proof as well as to analyze the contribution of operators that produce log ν terms.

A careful reader might have noticed that φ(ν) = ρnaiveJ (ν) above is not necessarily

positive for 0 < u < 1, whereas in the assumptions of the theorems we assumed that it is.

It is trivial to check that the behavior of φ(ν) on a finite interval is completely immaterial

for the proof apart from clattering it a bit, see again [20, 21].

B.6 Case with subtractions

Similarly, we need a version of the theorem for the case with subtractions (3.32). It is

useful to consider the following identity [21]∫ z

0
dz̃

(z − z̃)n−1

(ν − z̃)n+1
=

1

n

(z
ν

)n 1

ν − z
. (B.40)

Let us rewrite the dispersion relation (3.32) as follows∫ ∞
−∞

dν
ρ(ν)

(ν − z)N+1
=

1

Γ(N + 1)
∂Nz cJ(z), (B.41)

where we defined the full density at negative ν through ρ(−ν) = −ρ(ν). Applying (B.40)

to (B.41) we get ∫ ∞
−∞

dν
ρ(ν)

νN (ν − z)
=

1

zN
cJ(z)−

N−1∑
k=0

1

zN−k(k)!
∂kz cJ(0) (B.42)

where only even k contribute since cJ(z) is an even function of z. Therefore, for even N

we get the following structure of dispersion relations at large z∫ ∞
−∞

dν
ρOPE(ν)

νN (ν − z)
=
∑
i

αiz
−N−δi +

∞∑
k=1

dkz
−2k , (B.43)
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where again αi are computable in terms of the OPE and ρOPE(−ν) = −ρOPE(ν). The

naive spectral density that will reproduce the r.h.s. is of course exactly the same as before.

In principle, one can try to derive a separate tauberian theorem for the kernel (B.43),

see e.g. [21]. For us however it suffices to consider ρ̃(ν) = ρOPE(ν)
νN

and apply the theorem 2.

Note also that we have the following identity between the moments of ρ and ρ̃

Fm(ν) = (−1)N
(N +m− 1)!

(m− 1)!
G̃N+m,N (ν), (B.44)

where recall that Gm,k was defined in (5.10). This completes the consideration of the case

with subtractions.

The symmetry of ρ̃ is different for odd and even N ’s ρ̃(−ν) = (−1)N+1ρ̃(ν). For

even N we can directly use the formulas from our analysis of the unsubtracted dispersion

relations. Consider a term αiz
−N−δi in (B.43). Using (5.11) and (B.44) (and being careful

about factors of i in (B.43), (3.32)) we recover the result (5.3). For odd N the conclusion

is the same. It had to be the case by self-consistency of the whole construction, namely

for a given external scaling dimension we could have considered dispersion relations with

different numbers of subtractions, but this should not affect the result for the leading

asymptotic. This is indeed the case.

C Tauberian optimality example

Here we would like to understand properties of the Laplace transform in the complex β

plane of the spectral density (2.14)

f(E) =
(
1 + sin[(logE)2]

)
θ(E − 1). (C.1)

The relevant integral to study is the following

L(β) =

∫ ∞
0

dEe−βEf(E) =
e−β

β
+

∫ ∞
1

dE e−βE sin[(logE)2]. (C.2)

To analyze the second integral it is convenient to use the standard Mellin representation

for e−βE

e−x =

∫ −ε+i∞
−ε−i∞

dδ

2πi
Γ(−δ)xδ , ε > 0. (C.3)

Convergence of this integral depends on the argument of x. Denoting δ = δR + iδI we get

the asymptotic behavior

Γ(−δ)xδ ∼ |δI |δR−1/2eδIarg[x]−π
2
|δI |. (C.4)

In particular, the integral converges only for |arg[x]| < π
2 .
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We then have for the second term in (C.2) (x = logE)∫ ∞
1

dE e−βE sin[(logE)2] =

∫ ∞
0

dx ex sin(x2)e−βe
x

=

=

∫ −ε+i∞
−ε−i∞

dδ

2πi
Γ(−δ)βδ

∫ ∞
0

dx e(δ+1)x sin(x2) =

=
1

2

√
π

2

∫ −ε+i∞
−ε−i∞

dδ

2πi
Γ(−δ)βδ×

×
[
cos

(
(δ+1)2

4

)(
1+2C

(
δ+1√

2π

))
+sin

(
(δ+1)2

4

)(
1+2S

(
δ+1√

2π

))]
, (C.5)

where C(x), S(x) denote the corresponding Fresnel integrals

C(z) ≡
∫ z

0
dt cos

πt2

2
, S(z) ≡

∫ z

0
dt sin

πt2

2
. (C.6)

In doing the x integral we assumed ε > 1 for convergence. The result however is regular

at ε = −1 and we can shift the δ contour to estimate the asymptotic of the integral (C.2).

Let us analyze the convergence properties of the integral (C.5) in the complex β plane.

We set β = |β|eiφ. The danger is that now we have an extra eiφδ factor which blows up in

the lower half-plane. Evaluating the asymptotic of the integrand we get

e−φδIe−
π
2
|δI |e

(1+δR)|δI |
2 |β|δR+iδI . (C.7)

The integral converges for

φ+
1 + δR

2
<
π

2
. (C.8)

Therefore we cannot evaluate the integral by simply shifting the contour to the right,

namely increasing δR.

It does however allow us to evaluate the leading asymptotic for φ = 0. From the first

three poles at δ = 0, 1, 2 we get∫ ∞
1

dE e−βE sin[(logE)2] = c0 + c1β + c2β
2 + . . . ,

c0 =
1

2

√
π

2

[
cos

(
1

4

)(
1 + 2C

(
1√
2π

))
+ sin

(
1

4

)(
1 + 2S

(
1√
2π

))]
,

(C.9)

and similar expressions for c1 and c2. Pushing contour to further poles is not possible

because it would violate (C.8) δmax
R = π − 1. As we increase φ the range of maximal

allowed δR decreases. Therefore we cannot use the estimate above anymore. By studying

numerically the integral we observed that the next term in the expansion is of the type

βπ−1 cos(log β)2L(β) where L(β) is slowly varying function. We also observed that this

term captures the asymptotic behavior correctly for complex β as well. As we increase

the argument of β the term βπ−1 cos(log β)2L(β) becomes dominant and as β becomes

imaginary it behaves as 1
βL(iβ) which is again consistent with our numerical observations.
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