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1 Introduction

Holographic dualities and specifically the AdS/CFT correspondence have proven invaluable

to the quantum description of black holes. One might have thought that the simplest model

of this type would be AdS2/CFT1 since this amounts to gravity in just two spacetime

dimensions, typically identified as the radial and temporal directions with the angular

variables suppressed. However, any such description faces several complications: pure

gravity in two dimensions is over-constrained by its symmetries so it is mandatory to

include matter, at least the equivalent of one scalar field. Moreover, the symmetries of AdS2
preclude excitations above the ground state so non trivial dynamics requires a deformation

away from the ideal AdS2 limit [1, 2]. It is only in the last few years that a detailed proposal

addressing these obstacles was made in the form of the duality known as the nAdS2/nCFT1

correspondence, where “n” stands for “near” [3, 4].1

The linchpin of nAdS2/nCFT1 is the non linear realization of symmetry. The conformal

symmetry of AdS2 is spontaneously broken and also broken by an anomaly. This symmetry

breaking pattern is realized by the IR behavior of quantum systems like the SYK model [6–

11] and its avatars so such systems have been the subject of intense study in the last few

years. On the gravity side of the correspondence, the preponderance of studies have focused

on dilaton gravity, ie. 2D gravity coupled to a single scalar field, with additional minimally

coupled matter serving as probes of the theory [12–23]. However, many interesting black

holes involve more elaborate matter content and we expect that such models can realize

other symmetry breaking patterns.

In this paper, we develop a model that is clearly motivated by a “real” black hole: we

study a rotating black hole from the two dimensional viewpoint. Specifically, we consider

the Kerr-AdS5 black hole with its two rotation parameters equal. In this setting we develop

nAdS2/nCFT1 holography and discuss connections to the Kerr/CFT correspondence [24].

The starting point for our study, is a consistent reduction of 5D Einstein gravity to 2D

with the option of a cosmological constant in the 5D theory. The resulting 2D geometry

corresponds to a base generated by (comoving) time and the radial direction away from

the horizon. The main novelty we encounter is the importance of two scalar fields in the

2D theory. One of them is similar to the dilaton studied in other models and interpreted

geometrically as the radius of the radial sphere that grows as we move away from the black

hole horizon. The other represents the concurrent “squashing” of the spatial sphere due to

the rotation of the black hole. The interplay between these two scalar fields is non trivial

and interesting. In particular, it challenges notions of universality that have been advanced

based on simpler models.

We stress that our truncation is consistent : the reduction ansatz maps any solution

of the 2D theory to an exact solution of the 5D progenitor. For example, we readily find

numerous time dependent solutions to the 2D theory and they correspond to black holes

with time-dependent “hair” that are exact solutions to 5D general relativity. The classical

expectation is that such hair must be trivial because the no hair theorem ensures that

hairy solutions are diffeomorphic to black holes with no hair. However, it may happen

1See [5] for an overview on these recent developments, and further references.
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that the requisite diffeomorphisms are “large” in the sense that they act non trivially on

boundary conditions. Then these modes become non trivial in the quantum theory. This

physical mechanism plays a central role in AdS3 holography [25–28] and in the Kerr/CFT

correspondence, so it has been studied in great detail [29]. Large diffeomorphisms are also

essential for the nAdS2/nCFT1 correspondence because they are responsible for the Gold-

stone modes that form the core of the dual boundary theory. We will study diffeomorphism

symmetry in detail.

The nAdS2/nCFT1 correspondence applies to the near horizon region of a black hole

that is nearly extremal. From the 5D point of view the starting point is the conventional

Near Horizon Extremal Kerr (NHEK) limit that forms the basis for the Kerr/CFT corre-

spondence [30]. The region where this limit applies strictly is interpreted as a trivial IR

fixed point of the dual theory. It is the extension of the geometry away from this region that

adds dynamics to the theory. In the dual theory the extension corresponds to deformation

of the IR theory by irrelevant operators. We find that the operator dual to the mode Y
that describes the size of the spatial sphere has conformal dimension ∆Y = 2. This is the

canonical value of the scalar in dilaton gravity so some aspects of our model will coincide

with results that are familiar from that context. For example, important aspects of the

effective boundary theory are encoded in a Schwarzian action.

However, our model features two scalars, and they have specific non-minimal couplings

to gravity and to each other. The “squashing” mode X is more irrelevant than the dilaton

∆X > ∆Y , with ∆X = 3 in the case of vanishing cosmological constant. However, these

modes generally couple and must be considered together. The only situation where they

decouple is for vanishing cosmological constant where it is consistent to keep the squashing

mode constant; but such fine-tuning of the effective IR theory is not natural and, indeed,

this situation does not correspond to asymptotically flat space. Thus, the generic situation

is that the two modes are coupled, with the dilaton dominant and acting as a source of

the squashing mode. This non trivial renormalization group flow is a good illustration

of effective quantum field theory in holography. Our incorporation of AdS5 boundary

conditions ensures that the discussion of such flows makes sense, because the theory is

defined in the UV.

It is only marginal operators that have dimensionless coupling constants so the irrel-

evant operators that appear prominently in nAdS2/nCFT1 are characterized by intrinsic

scales. In effective field theory such scales set the cut-off for reliability of the effective

description. On the gravity side the scales necessitate some technicalities but those are

addressed by conformal perturbation theory adapted to the holographic setting and the

needed machinery has been developed elsewhere [31–35]. The qualitative significance is

that the coefficients of these operators introduce symmetry breaking scales into the theory.

Interestingly, since the more irrelevant squashing operator dual to X is driven by the less ir-

relevant dilaton operator dual to the mode Y, in the IR theory there is in fact just one scale

in the theory we study. It enters as the overall dimensionful coefficient of the Schwarzian

boundary action and can be interpreted physically as the mass-gap of the theory.

The application to black holes is a central motivation for this work so we discuss black

hole thermodynamics in detail. The thermodynamic variables of Kerr-AdS5 depend on the
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AdS5 radius rather elaborately and the dependence remains non trivial in the near extreme

limit. A microscopic understanding of the black hole entropy would involve accounting for

this function. However, in the effective field theory description of the corresponding 2D

black hole, the scale of all variables is set by the mass gap which is introduced as an

arbitrary IR parameter and offers no intrinsic normalization. Therefore, the function of

AdS5 that describes the black hole entropy and other physical variables is not determined by

the effective theory. The Kerr-AdS5 black hole differs in this crucial aspect from Reissner-

Nordström-AdS5 and related simple examples considered in the literature hitherto [14, 22].

This paper is organized as follows. In section 2 we review the thermodynamics of Kerr-

AdS5 black holes. In section 3 we discuss the consistent truncation to 2D of 5D Einstein

gravity with a cosmological constant. Section 4 discusses the reduction from 5D to 2D in the

context of the Kerr-AdS5 black hole and also introduces the near extreme/near horizon limit

from 5D and 2D points of view. In section 5 we analyze the dynamics of the 2D theory sys-

tematically using the Hamilton-Jacobi method. These results are used in section 6 for the

holographic renormalization of the theory, including the discussion of residual symmetries,

Ward identities, and the effective Schwarzian action. In section 7 we discuss the black hole

thermodynamics from the 2D point of view. Finally, in section 8 we conclude with a brief

discussion that summarizes our main results and indicate future research directions. Several

appendices pursue research directions that are not within the main thrust of the paper.

2 Black hole thermodynamics: 5D perspective

In this section we introduce the geometry of the Kerr black hole in AdS5 and we review its

thermodynamics.

We focus on the rotating black holes with “equal angular momenta”. These back-

grounds break SO(4) rotational symmetry but preserve SO(3) through a round S2 ⊂ S3.

We generally assume a geometry that is asymptotically AdS5 but the asymptotically flat

Myers-Perry black holes are special cases that have particular interest.

2.1 5D black hole geometry

We consider five dimensional Einstein gravity with a negative cosmological constant. It

has action:

I5D =
1

2κ25

∫
d5x

√
−g(5)

(
R(5) +

12

ℓ25

)
, (2.1)

where ℓ5 is identified as the radius of the vacuum AdS5 background.

The “equal angular momentum” family of solutions depends on two parameters (m, a),

in addition to the AdS5 scale ℓ5. It has metric

ds25 = g(5)µν dx
µdxν = − 1

Ξ
∆(r)eU2−U1dt2+

r2dr2

(r2 + a2)∆(r)
+e−U1dΩ2

2+e−U2
(
σ3 +A

)2
, (2.2)

where

e−U2 =
r2 + a2

4Ξ
+

ma2

2Ξ2(r2 + a2)
,
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e−U1 =
r2 + a2

4Ξ
,

A = Atdt =
a

2Ξ

(
r2 + a2

ℓ25
− 2m

r2 + a2

)
eU2dt , (2.3)

with

Ξ = 1− a2

ℓ25
,

∆(r) = 1 +
r2

ℓ25
− 2mr2

(r2 + a2)2
. (2.4)

Our notation for the angular forms is

σ1 = − sinψdθ + cosψ sin θdφ ,

σ2 = cosψdθ + sinψ sin θdφ ,

σ3 = dψ + cos θdφ , (2.5)

so the solutions exhibit a manifest sphere S2:

dΩ2
2 = dθ2 + sin2 θdφ2 = (σ1)2 + (σ2)2 . (2.6)

The isometry of this sphere can be identified as an SU(2)R subgroup of the 5D rotation

group SO(4) ≈ SU(2)L × SU(2)R that is preserved by the black hole background.

The parameters (m, a) employed in the explicit formulae above are loosely interpreted

as a “mass parameter” m and an “angular momentum parameter” a. Importantly, these

parameters should not be confused with the physical mass M and angular momentum J

of the black hole. A careful analysis of the asymptotic behavior far from the black hole

identify the physical parameters [36]:

M = MC +
2π2m

(
3 + a2

ℓ25

)

κ25

(
1− a2

ℓ25

)3 ,

J =
8π2ma

κ25

(
1− a2

ℓ25

)3 . (2.7)

In the case of equal angular momenta, the Casimir energy is

MC =
3π2ℓ25
4κ25

.

Since MC is independent of the black hole parameters, it will not be important for most

of our considerations.

2.2 Black hole thermodynamics

The event horizon of the black hole is located at the coordinate r+ that is the largest value

where ∆(r) vanishes. Since it is unilluminating to solve ∆(r+) = 0 for r2+ we solve it form as

m =
(r2+ + a2)2

(
1 +

r2+
ℓ25

)

2r2+
,
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and henceforth parameterize the physical variables M,J by the two parameters r+, a. In

this parameterization the entropy is

S =
4π3(r2+ + a2)2

κ25r+

(
1− a2

ℓ25

)2 , (2.8)

and the thermodynamic potentials dual to M,J are the temperature

T =
r2+ − a2 +

2r4+
ℓ25

2πr+(r2+ + a2)
, (2.9)

and the rotational velocity

Ω =
a
(
1 +

r2+
ℓ25

)

r2+ + a2
. (2.10)

The expressions are such that the first law of thermodynamics is satisfied, as it should be2

TdS = dM − ΩdJ . (2.11)

For some considerations the entropy is not the appropriate thermodynamic potential and

it is better to use the Gibbs free energy

G(T,Ω) = M − TS − ΩJ = MC +
π2(r2+ + a2)2

(
1− r2+

ℓ25

)

κ25r
2
+

(
1− a2

ℓ25

)2 , (2.12)

where we combined the formulae given above. The Gibbs free energy appears naturally

in Euclidean quantum gravity where the (appropriately renormalized) on-shell action is

I5 = βG.

2.3 The near extreme limit

The Kerr-AdS5 black holes with given angular momentum J all have masses satisfying

M ≥ Mext , (2.13)

with equality defining the extremal limit. The extremal mass Mext depends on the angular

momentum J and the AdS5 scale ℓ5. To find it explicitly we first express the dimensionless

variables Mκ25/ℓ
2
5 and Jκ25/ℓ

3
5 formed from (2.7) in terms of dimensionless parameters

x = a/r+, y = a/ℓ5, and then take the limit where the temperature (2.9) vanishes by

imposing the relation y2 = 1
2x

2(x2 − 1). This procedure gives the extremal mass

Mext = MC +
4π2ℓ25
κ25

(x2 − 1)
(
3 + 1

2x
2(x2 − 1)

)

(2− x2)3
, (2.14)

2This fact is worth stressing for AdS-Kerr black holes since some influential works use erroneous expres-

sions for M and/or J that do not satisfy the 1st law. For (correct) discussion and references see [36, 37].
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where x, with 1 ≤ x2 ≤ 2, parameterizes the angular momentum through

J =
8π2ℓ35
κ25

x(x2 − 1)3/2√
2(2− x2)3

. (2.15)

The extremal mass given implicitly by (2.14)–(2.15) is complicated for general Jκ25/ℓ
3
5.

It simplifies in the “small” black hole regime J ≪ ℓ35
κ2
5
where

Mext(x
2 ∼ 1) = MC +

(
27π2

32κ25
J2

)1/3

. (2.16)

The small black hole limit corresponds to black holes in asymptotically flat space so it

is unsurprising that the excitation energy represented by the extremal black hole is in-

dependent of the AdS5 radius ℓ5. However, it is interesting that the Casimir energy MC

dominates the black hole mass in this limit.

In the opposite extreme, for “large” black holes with J ≫ ℓ35
κ2
5
we find

Mext(x
2 ∼ 2) =

1

2
√
2ℓ5

J . (2.17)

The Casimir energy is negligible in this limit. It is intriguing that the extremal mass is

proportional to J since that suggests a relatively simple microscopic origin of these black

holes. This feature is reminiscent of the Kerr/CFT correspondence for asymptotically flat

black holes [24, 29] but the setting here is novel because it involves a highly curved AdS5.

A nearly extreme black hole has small temperature T ≪ M and corresponds to low

energy excitations above the extremal state, while keeping the angular momentum J fixed.

This regime is central to this work because it can be described by effective field theory

and by the nAdS2/CFT1 correspondence. Near extremality, the mass and temperature are

related by

M −Mext =
1

Mgap
T 2 , (2.18)

where Mgap is the “mass gap”. At the scale M −Mext ∼ Mgap a typical thermal excitation

carries the entire available energy of the system. A thermodynamic description is therefore

only justified for M −Mext ≫ Mgap [2, 4, 14]. The mass gap Mgap is fundamental for the

nAdS2/nCFT1 correspondence because it is a dimensionful parameter that breaks scaling

symmetry explicitly, albeit by a small amount. We interpret this important scale physically

as the smallest possible excitation energy of the black hole.

The definition (2.18) of the mass gap is equivalent to an entropy near extremality that

is linear in the temperature

S = Sext +
2

Mgap
T ,

due to the first law of thermodynamics (2.11). The equivalence is naturally established in

terms of the heat capacity

CJ = T

(
dS

dM

)

J

, (2.19)

– 7 –



J
H
E
P
1
0
(
2
0
1
8
)
0
4
2

and it gives the mass gap

Mgap =
2T

CJ(T → 0)
. (2.20)

In explicit computations it is straightforward and conceptually transparent to first com-

pute the heat capacity (2.19) by parametric differentiation of the entropy formula for any

temperature, and then determine the mass gap by taking the limit (2.20). For example,

we can employ the dimensionless parameters x, y introduced after (2.13) in intermediate

computations, and only then impose vanishing temperature by y2 = 1
2x

2(x2 − 1). This

procedure gives

Mgap =
2T

CJ(T → 0)
=

κ25
2π4ℓ45

(2− x2)2(2x2 − 1)

(3− x2)(x2 − 1)2
, (2.21)

where, as before, the parameter 1 ≤ x2 ≤ 2 is equivalent to the angular momentum

through (2.15).

The mass gap Mgap (2.21) is generally a complicated function of the angular momen-

tum, similar in complexity to the extremal mass Mext (2.14). A thorough microscopic

understanding of near extreme Kerr-AdS5 black holes must ultimately account for both of

these functions.

The mass gap simplifies in the small black hole regime J ≪ ℓ35
κ2
5
where

Mgap(x
2 ∼ 1) =

1

4π4

(
J

16π2

)− 4
3

κ
− 2

3
5 . (2.22)

As noted previously, a small black hole effectively experiences asymptotically flat space so

it is expected that the mass gap for a small black hole is independent of the AdS5 radius

ℓ5. Given this feature, the power law Mgap ∼ J− 4
3 is determined by dimensional analysis.

The formula for the mass gap in the limit of large black holes J ≫ ℓ35
κ2
5
is

Mgap(x
2 ∼ 2) =

3

2π4ℓ25

(
J

8
√
2π2

)− 2
3

κ
2
3
5 . (2.23)

The dependencies expressed in this formula suggest that the apparent simplicity of the

extremal mass (2.17) does not extend to the dominant excitations of the ground state.

3 Consistent truncation from 5D to 2D

In this section we present the consistent truncation of 5D Einstein gravity with a negative

cosmological constant (2.1) to 2D. The resulting theory in two spacetime dimensions is

the setting for our holographic analysis presented in the following sections. However, the

dimensional reduction is also interesting in its own right. Similar reductions have been

discussed before in [38].

The reduction from 5D to 2D is effectuated by the simple ansatz :

ds25 = g(5)µν dx
µdxν = ds2(2) + e−U1dΩ2

2 + e−U2
(
σ3 +A

)2
. (3.1)

– 8 –
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Here ds2(2) describes a general 2D geometry. The scalar fields U1,2 and the one-form A

are functions on this 2D base, but independent of the angular variables. Our notation for

angles was introduced in (2.5)–(2.6).

Given the background (3.1), it is straightforward to perform a dimensional reduction

of the 5D action (2.1) down to 2D. The resulting effective action is

I2D =
π2

κ25

∫
d2x

√
−g(2) e−U1− 1

2
U2

(
R(2) − 1

4
e−U2FabF

ab +
1

2
∂aU1∂

aU1 + ∂aU2∂
aU1

−1

2
e−U2+2U1 + 2eU1 +

12

ℓ25

)
. (3.2)

The indices (a, b) run over the two dimensional directions, and all geometrical quantities

are defined with respect to the 2D metric ds2(2) = g
(2)
ab dx

adxb. The field strength is given

as usual by Fab = ∂aAb−∂bAa, with A the one-form defined by the reduction ansatz (3.1).

Since the rest of our discussion will mostly focus on two dimensions, we will henceforth

drop the index “(2)”.

It is important to emphasize that the effective action I2D is a consistent truncation

of I5D. Any field configuration that solves the equations of motion derived from the 2D

action (3.2) is also a solution to the five dimensional theory. We proved this claim in

the most straightforward way possible: we worked out all components of the 5D Einstein

equations for the ansatz (3.1) and showed that, using the 2D equations of motion, they were

all satisfied. The details are rather messy, but they are manageable using Mathematica.

As we will see, it is not difficult to find time-dependent solutions to the 2D theory

and all such solutions will automatically have constant Ricci curvature in 5D, approaching

Ricci flat geometries as ℓ5 → ∞. Another example that will play an important role is the

existence of solutions with constant scalars and pure AdS2 geometry. It is interesting that

in our construction the AdS2 geometry is not supported by flux from the higher dimensional

view, but by pure geometry.

The most important example of all is the 5D Kerr-AdS black with one rotational pa-

rameter. It was introduced as a 5D geometry in (2.2). From the 2D perspective it has metric

ds2 = − 1

Ξ
∆(r)eU2−U1dt2 +

r2dr2

(r2 + a2)∆(r)
, (3.3)

where Ξ,∆ were introduced in (2.4). The variables U1, U2 are the same as the scalars fields

that, along with the one-form gauge field A, support the solutions. These variables were

introduced in (2.3), as notation defining the 5D geometry, but from the 2D perspective

they are matter fields.

4 2D equations of motion and solutions

In this section we initiate our study of the effective action (3.2). We make our notation more

convenient and present the equations of motion. We find a static solution that describes

the IR of the dual theory, study perturbations around it, and compare those results with

the dimensional reduction of the 5D black hole to 2D.

– 9 –
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4.1 Field redefinitions

Our metric ansatz (3.1) and action (3.2) were presented in variables mimicking dimensional

reduction in other contexts, for easy comparison. However, it is awkward that the scalars

e−Ui carry units of length squared, and from the 2D perspective it is suboptimal that the

couplings in the action (3.2) have off diagonal kinetic terms. To address these issues, we

recast our metric (3.1) as

g(5)µν dx
µdxν = e2V ds2(2) +R2e−2ψ+χdΩ2

2 +R2e−2χ
(
σ3 +A

)2
. (4.1)

We introduced a scale R that makes all scalars dimensionless and we redefined the scalar

fields U1,2 as

eχ = ReU2/2 , e2ψ = R3eU1+U2/2 . (4.2)

We also performed a Weyl rescaling of the 2D metric by a conformal factor

e2V = eψ+χ , (4.3)

that was chosen such that the kinetic term of the field ψ is absent in the action. The new

variables realized by the ansatz (4.1) give the 2D action

I2D =
1

2κ22

∫
d2x

√−g e−2ψ

(
R−R2

4
e−3χ−ψF 2−3

2
(∇χ)2+

1

2R2

(
4e3ψ − e5ψ−3χ

)
+
12

ℓ25
eψ+χ

)
,

(4.4)

where 1
κ2
2
= 16π2R3

κ2
5

. This effective action is equivalent to (3.2) and it will be our main

focus for the remainder of this paper. It is a generalization of the Jackiw-Teitelboim

theory considered e.g. in [9]. Different generalizations of the Jackiw-Teitelboim model were

obtained recently via Kaluza-Klein reduction from a higher dimensional theory in [16, 21–

23, 39–41]. In comparisons with work on 2D dilaton gravity it may be useful to identify ψ

as “the” dilaton field. The field χ then represents the “additional” field that parameterizes

the deformation of S3 that is needed to accommodate rotation in 5D.

4.2 2D bulk equations of motion

The equations of motion for the 2D metric gab, the scalars ψ, χ, and the 2D gauge field Aa

read

e2ψ(∇a∇b − gab�)e−2ψ + gab

(
1

4R2

(
4e3ψ − e5ψ−3χ

)
+

R2

8
e−3χ−ψF 2 +

6

ℓ25
eψ+χ

)
(4.5)

+
3

2

(
∇aχ∇bχ− 1

2
gab(∇χ)2

)
= 0 ,

R+
3

4
e−3χ+5ψ

(
1

R2
− R2

2
F 2e−6ψ

)
− 1

R2
e3ψ +

6

ℓ25
eψ+χ − 3

2
(∇χ)2 = 0 ,

e2ψ∇a(e
−2ψ∇aχ) +

R2

4
e−3χ−ψF 2 +

1

2R2
e5ψ−3χ +

4

ℓ25
eψ+χ = 0 ,

∇a

(
e−3ψ−3χF ab

)
= 0 .

These equations of motion are generally rather complicated and we will proceed in stages.
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The simplest first step is to note that Maxwell’s equations in 2D can be integrated in

covariant form

Fab = Qe3ψ+3χǫab , F 2 = −2Q2e6ψ+6χ . (4.6)

Here ǫab is the volume form and the charge Q is an integration constant that is proportional

to the angular momentum of the 5D black hole with a constant of proportionality we

determine later.3

The next step is to fix diffeomorphism invariance. We use Fefferman-Graham coordi-

nates:

ds2 = dρ2 + γtt(ρ, t)dt
2 . (4.7)

The solution for the gauge field (4.6) and the coordinate system (4.7) simplify the equations

of motion (4.5) to

(
∂2
ρ−K∂ρ−�t+

3

2
χ̇2− 3

2
γtt(∂tχ)

2

)
e−2ψ =0 ,

(
∂ρ∂t−K∂t+

3

2
χ̇∂tχ

)
e−2ψ =0 ,

(
∂2
ρ+K∂ρ+�t+

1

2R2
e−3χ+5ψ(1+R4Q2e6χ)− 2

R2
e3ψ− 12

ℓ25
eψ+χ

)
e−2ψ =0 ,

(
∂2
ρ−

3

8R2
e−3χ+5ψ(1+R4Q2e6χ)+

1

2R2
e3ψ− 3

ℓ25
eψ+χ+

3

4
χ̇2+

3

4
γtt(∂tχ)

2

)√−γ=0 ,

χ̈+Kχ̇+�tχ−2ψ̇χ̇−2γtt∂tψ∂tχ+
1

2R2
e−3χ+5ψ(1−R4Q2e6χ)+

4

ℓ25
eψ+χ=0 . (4.8)

The dot denotes the radial derivative χ̇ ≡ ∂ρχ. The metric variable enters implicitly

through
√−γ =

√−γtt and

K ≡ ∂ρ log
√−γ ,

�t ≡
1√−γ

∂t
(√−γ γtt∂t

)
. (4.9)

Therefore (4.8) is a system of differential equations for just three functions ψ, χ, γtt. How-

ever, these are coupled nonlinear equations so generally it is difficult to find exact solutions.

In some 2D gravity models the analogous equations can be integrated entirely, yielding the

full classical phase space even far from any fixed points. That is the situation for the

Jackiw-Teitelboim model and some of its generalizations [3, 13, 14, 16, 18, 20, 42]. The

present case is more complicated and we cannot fully integrate the equations. However,

there are several classes of exact solutions that are worth highlighting:

1. Attractor solutions: solutions with constant scalar fields. These describe the very

near horizon region of 5D Kerr-AdS.

2. Dilaton gravity: take ℓ−1
5 = 0 and χ the constant that minimizes its potential. From

a 5D perspective this theory arises naturally from an asymptotically Taub-NUT ge-

ometry, where the four dimensional base allows for a Reissner-Nordström black hole.

3Our conventions are ǫtρ =
√−g.
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The resulting 2D model resembles the models considered in, e.g., [1, 14, 16, 43, 44].

In appendix A.1 we discuss aspects of this truncation.

3. Kerr-AdS: the static solution (3.3) of the 2D theory with two non-trivial scalars and

a gauge field. Some special cases are Schwarzschild-AdS5 and the limit ℓ−1
5 = 0 that

gives asymptotically flat space (and so Myers-Perry black holes).

4. Neutral solutions: setting the charge Q = 0 gives 2D gravity coupled to two scalars

U1,2. We can find the general time dependent solutions for these scalars in AdS2
geometry. One special case is global AdS5. See appendix C for an example.

This list is clearly not exhaustive, but these represent some significant examples.

Interestingly, the last equation in (4.8) shows that if χ is constant it must be that either

ψ is also constant or ℓ5 → ∞. Importantly, this is not an artifact of our parameterization

of the fields: we need two scalar fields to describe a running dilaton background if ℓ5 is

finite. The resulting interplay between the two scalars is an interesting feature of our study

that we have not seen discussed in other recent examples.

In the remainder of this section we focus on the attractor solutions and the perturba-

tions around them. This setting allows us to study the near horizon region of Kerr-AdS5
black holes from the 2D point of view.

4.3 The IR fixed point

We define the IR fixed point as solutions to our equations with constant scalars. This

corresponds to the attractor fixed point of the black hole background and, as we will see

shortly, the metric at the fixed point is locally AdS2.

The equations that determine the fixed value of the scalars as functions of the param-

eters (Q,R, ℓ5) are

e−2ψ0 = e−3χ0 − R4Q2

2
e3χ0 , (4.10)

and

1−R4Q2e6χ0 +
2R2

ℓ25
e−2χ0

(
2−R4Q2e6χ0

)2
= 0 . (4.11)

We introduced the subscript “0” on the fields χ0 and ψ0 as a reference to their values at the

attractor point. At the IR fixed point the scalars are thus constant on the 2D spacetime,

by definition, but the equations of motion then allow for non trivial metric and gauge field

√−γ0 = α(t)eρ/ℓ2 + β(t)e−ρ/ℓ2 ,

A0
t = µ(t)−Qℓ2e

3χ0+3ψ0

(
α(t)eρ/ℓ2 − β(t)e−ρ/ℓ2

)
, (4.12)

where we imposed the radial gauge

Aρ = 0 , (4.13)

on the gauge field. Importantly, the integration “constants” α(t), β(t), and µ(t) are arbi-

trary functions of the temporal variable t.
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With this field configuration the equations of motion show that the background geom-

etry is (at least) locally AdS2, with the AdS2 radius given by

ℓ−2
2 =

1

R2
e3ψ0 (1 + 12q) , (4.14)

where

q ≡ 1

8
e2ψ0(R4Q2e3χ0 − e−3χ0) . (4.15)

It follows from (4.11) that the dimensionless variable q is related to the AdS5 radius as

ℓ−2
5 =

qe2ψ0−χ0

R2
, (4.16)

such that q → 0 in the limit ℓ−1
5 → 0 where the 5D geometry changes from asymptotically

AdS5 to asymptotically flat space.

4.4 Perturbations around the IR fixed point

We now begin the study of small perturbations away from the IR fixed point. To parameter-

ize the deviation of the fields away from their constant values at the IR fixed point we define

Y ≡ e−2ψ − e−2ψ0 ,

X ≡ χ− χ0 ,√−γ1 ≡ √−γ −√−γ0 . (4.17)

Although both Y and X are assumed small they need not be of the same order since their

fluctuations can be driven by independent couplings. We will revisit this point below.

Expanding the field equations (4.8) around the IR fixed point we find

(
∂2
ρ −K0∂ρ −�

0
t

)
Y = 0 ,

(
∂ρ∂t −K0∂t

)
Y = 0 ,

(
∂2
ρ +K0∂ρ +�

0
t − 2ℓ−2

2

)
Y = 0 ,

(
∂2
ρ − ℓ−2

2

)√−γ1 +R−2
(
3e5ψ0(1 + 8q)Y − 12qe3ψ0X

)√−γ0 = 0 ,
(
∂2
ρ +K0∂ρ +�

0
t −

(
6 + 32q

1 + 12q

)
ℓ−2
2

)
X + 8

q

R2
e5ψ0Y = 0 , (4.18)

to linear order in Y, X and
√−γ1. The extrinsic curvature K0 and the d’Alembertian �

0
t

were defined in (4.9), except for the index “0” indicating that here they are evaluated in

the IR geometry with metric γ0.

We begin the analysis of the system of equations (4.18) by reading off the AdS2 mass

of the scalar fields. These values determine the conformal dimensions of the dual scalar

operators at the IR fixed point.

The third equation in (4.18) implies that the scalar operator dual to the dilaton ψ,

now represented by the perturbation Y, has conformal dimension ∆Y = 2 for any value of
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the AdS5 radius ℓ5. Our nomenclature that this is “the” dilaton is based on the fact that

this is also the value in simple linear dilaton gravity.

The last equation in (4.18) similarly determines the conformal dimension of the scalar

operator dual to X as

∆X =
1

2


1 + 5

√
1 + 28

5 q

1 + 12q


 . (4.19)

The value of ∆X decreases monotonically as q varies from the asymptotically flat space

q = 0 to strongly coupled AdS5 q = ∞. It satisfies

2 <
1

6
(3 +

√
105) ≤ ∆X ≤ 3 . (4.20)

It follows that ∆X > ∆Y for any value of the AdS5 radius ℓ5 and so the near IR dynamics

is generically dominated by the dilaton fluctuation Y.

Motivated by this observation we will solve the remainder of the linear equations (4.18)

with boundary conditions corresponding to a non-zero source for the dilaton Y but no

independent source for the fluctuation X .4 Since the last equation in (4.18) has a term

proportional to Y, the operator dual to X nevertheless will be subject to a source, but only

indirectly through the source of Y.

It is interesting to note that the linearized equations (4.18) are qualitatively similar

to those in e.g. eq. (3.33) of [23]. In particular, in both cases there is a dilaton field that

satisfies a decoupled equation and is dual to a dimension 2 scalar operator. Moreover, in

both cases there is a second scalar field that is sourced by the dilaton for generic values of

the parameters of the theory. However, in our case the operator dual to this second scalar

is always more irrelevant in the IR than the dilaton, i.e. ∆X > ∆Y , and hence there is a

well defined effective IR theory that is dominated by the dilaton dynamics. This is not

always the case in [23], where the second scalar can even be massless for certain values of

the parameters of the theory.

We start by solving for Y. Adding the first and third equations in (4.18) we find the

constraint (
∂2
ρ − ℓ−2

2

)
Y = 0 , (4.21)

with the solution

Y = ν(t)eρ/ℓ2 + ϑ(t)e−ρ/ℓ2 . (4.22)

We must require that |ν(t)| ≪ e−2ψ0 since only then there is a non trivial spatial region

satisfying |ν(t)|eρ/ℓ2 ≪ e−2ψ0 and that is the condition that perturbation theory is valid.

The second equation in (4.18) can be recast as the constraint

∂ρ

(
∂tY√−γ0

)
= 0 . (4.23)

4It is in principle straightforward to turn on an independent source for X , but as we will see in sub-

section 4.5 it is not important for our application to the black hole background. However, we do turn on

such a source later on in subsection 5.4, where it is necessary for developing the holographic dictionary.

Moreover, the full homogeneous solution for the fluctuation X leads to a dynamical two-point function in

the dual theory, which would be interesting to explore.
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The leading order metric
√−γ0 was given in (4.12) where it was parameterized in terms of

two coefficients α(t), β(t). The constraint (4.23) now relates these two functions to their

analogues ν(t), ϑ(t) in the dilaton profile Y. We find

β(t) = −ℓ22
4

α

∂tν
∂t

(
1

ν

(
c0 +

(∂tν)
2

α2

))
,

ϑ(t) = − ℓ22
4ν

(
c0 +

(∂tν)
2

α2

)
, (4.24)

with the integration constant c0 spacetime independent. These constraints express the

damped (e−ρ/ℓ2) terms in the background metric
√−γ0 and in the dilaton fluctuation Y

in terms of the arbitrary (finite) boundary source α(t) for the metric and the arbitrary

(infinitesimal) source ν(t) for the irrelevant operator dual to the dilaton.

The inhomogeneous solution for X can be determined by comparing the last and third

equations in (4.18). We find

X inhom =
2q

1 + 2q
e2ψ0Y . (4.25)

This inhomogeneous solution is a novel feature of our model. In the presence of a non-trivial

AdS5 cosmological constant q 6= 0 so turning on an irrelevant deformation for the dilaton Y
requires a non-trivial profile for the matter field X . This non-minimal coupling is a radical

departure from the other recent examples of AdS2 holography, where additional matter

fields are minimally coupled or ignored altogether. We stress that the solution in (4.25)

does not have an independent source for X . This would arise from the homogeneous

solutions to the last equation in (4.18).

We can now finally use the fourth equation in (4.18) to determine the metric pertur-

bation. Inserting the inhomogeneous solution (4.25) for X we find

(
∂2
ρ − ℓ−2

2

)√−γ1 +
3

R2
e5ψ0

(1 + 10q + 8q2)

(1 + 2q)(1 + 12q)

√−γ0Y = 0 . (4.26)

The homogeneous equation for
√−γ1 in this case is identical to the zero order solution

for
√−γ0 and, without loss of generality, can be absorbed in the arbitrary functions α(t)

and β(t) parameterizing the zero order solution. We are therefore only interested in the

inhomogeneous solution for
√−γ1. Inserting the explicit solutions (4.12) and (4.22) for√−γ0 and Y it is straightforward to integrate and find the inhomogeneous solution5

√−γ1 = − (1 + 10q + 8q2)

(1 + 2q)(1 + 12q)
e2ψ0

[√−γ0 Y + 2ℓ22∂t

(
∂tν

α

)]
. (4.27)

In summary, we have solved our linearized system of equations of motion (4.18) assum-

ing only that there is no source term for X . The solutions for the fields Y, X , and
√−γ1

are given by equations (4.22), (4.25), and (4.27). Recalling the expression (4.12) for the

leading order metric
√−γ0 and the constraint (4.24) on the time dependent coefficients,

all three fields have been determined in terms of the two sources α(t), ν(t).

5The final term in the square bracket is a rewrite of −4(αϑ+ βν) using the constraints (4.24).
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4.5 2D black holes from AdS5 black holes

In this subsection we identify the near-horizon geometry of near extreme Kerr-AdS5 black

holes starting from the complete 5D solution reviewed in subsection 2.1. This will illuminate

our perturbative expansion around the IR fixed point and motivate the boundary conditions

we imposed on the fluctuations Y and X in subsection 4.3.

The Hawking temperature T vanishes at extremality. At T = 0 the expression (2.9)

for the temperature gives

a20 =
ℓ25
2
x2(x2 − 1) , (4.28)

where x = a0/r0 is defined in terms of r0, the radial coordinate at the extremal horizon,

and a0, the extremal value of the rotational parameter. The dimensionless variable x

introduced here is not identical to x = a/r+ defined in subsection 2.3 but, to the precision

we work, we will not need to distinguish them.

Near extremality is a small departure of (r+, a) from (r0, a0), such that we increase

slightly the temperature of the black hole (and its mass) while keeping the angular mo-

mentum J and ℓ5 fixed. We parameterize this departure as

r+ = r0 + ελ , a = a0 +O(λ2) , (4.29)

with λε ≪ r0 and ε dimensionless. The deviation of a away from extremality is determined

by requiring that J is fixed in the near extremal limit; its precise form is not important for

the purpose of this section.6 The entire near-horizon region has r− r0 ∼ λ and we describe

it using a radial coordinate ρ introduced as

r = r0 +
λ

2
(eρ/ℓ2 + ε2e−ρ/ℓ2) . (4.30)

The coordinate ρ is adapted to the scale ℓ2 of the near-horizon region. This scale will

shortly be identified as the radius of an AdS2 factor with (t, ρ) coordinates.

The near horizon geometry is isolated by expanding the 5D geometry (2.2) to the

leading significant order in λε/r0. Expanding first the function ∆ defined in (2.4), we

readily find the general form of the near-horizon metric

g(5)µν dx
µdxν = e2V ds2(2) +R2e−2ψ+χdΩ2

2 +R2e−2χ
(
σ3 +A

)2
(4.31)

→ e2V0

(
−γbhtt dt

2 + dρ2
)
+R2e−2ψ0+χ0dΩ2

2 +R2e−2χ0

(
σ3 +Abh

t dt
)2

+O(λ) ,

with the identification

1

ℓ22
=

√
8R5x9

a90
(2− x2)2(2x2 − 1) . (4.32)

6In the near extremal limit, the matter fields (ψ, χ) respond linearly with λ and this will suffice for later

applications.
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Straightforward expansion to the leading order also determines the attractor values of the

scalars

e2ψ0 =
25/2R3

ℓ35

(2− x2)2

(x2 − 1)3/2
,

e2χ0 =
2R2

ℓ25

(2− x2)2

(x2 − 1)
. (4.33)

The expansion of the remaining functions in (2.3)–(2.4) shows that the formal near-

horizon limit λε/r0 → 0 does not exist except if we first redefine coordinates

t → λ0

λ
t ,

ψ → ψ +
Ω0

λ
t , (4.34)

where

λ0 =
ℓ25
2ℓ2

x4 − 1

2x2 − 1
,

Ω0 =
λ0

a0
x2(2− x2) , (4.35)

and only then take the limit with the new (t, ψ) coordinates fixed. This limiting procedure

determines the rescaled metric factor γbhtt and gauge field Abh
t introduced in (4.31). They are

γbhtt = −(eρ/ℓ2 − ε2e−ρ/ℓ2)2 ,

Abh
t =

x3(2− x2)

a20(1 + x2)
λ0(e

ρ/ℓ2 + ε2e−ρ/ℓ2) . (4.36)

The result for γbhtt shows that the 2D geometry is AdS2 with radius ℓ2, as promised. The

intermingling of the near horizon limit with a coordinate transformation (4.34) is charac-

teristic of rotating black holes and well-known from the near horizon Kerr geometry [30].

The parameter λ0 in (4.34) reflects that there is a non-trivial redshift between the UV

notion of time, measured in units of the AdS5 radius, and the IR time which is naturally

measured relative to the AdS2 radius. The non-trivial dependence of λ0 on the parameters

of the black hole will play an important role in subsection 7.3.

The near-horizon limit of the 5D Kerr black hole implemented above has constant

scalar fields so it must correspond to a 2D geometry at its IR fixed point. Those were

discussed in subsection 4.3. The near horizon Kerr metric (4.36) and the IR fixed point

metric (4.12) indeed have the same form with the identification.

α(t) = 1 ,

β(t) = −ε2 . (4.37)

Comparing the expressions (4.12) and (4.36) for the near-horizon gauge field we identify

the 2D charge

Q = − a30
R5x2(2− x2)3

= − κ22
R2

J . (4.38)
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The absolute value of this expression for the charge also follows by equating the horizon val-

ues of the scalars for the 5D Kerr in (4.33) with the corresponding 2D values (4.10)–(4.11).

That this computation agrees with (4.38) gives one more consistency check on our algebra.

The “smallness” of the black hole relative to the AdS5 scale was parameterized near the

IR fixed point geometry by q in (4.15) and by the parameter x in the 5D thermodynamics.

They are related as

q =
x2 − 1

4(2− x2)
, (4.39)

with q = 0 and x = 1 both corresponding to the limit ℓ−1
5 → 0 where the 5D black hole is

asymptotically flat.

The nAdS2/nCFT1 correspondence would have no dynamics were it not for the small

explicit breaking of conformal symmetry captured by the expansion away from the IR fixed

point. Starting from the 5D black hole given in (2.3), and expanding it according to the

near extremal limit (4.29)–(4.30) and (4.34) we find

e2χ = e2χ0

(
1 +

x(x2 − 1)

a0(1 + x2)
λ
(
eρ/ℓ2 + ε2e−ρ/ℓ2

)
+O(λ2)

)
,

e2ψ = e2ψ0

(
1− x(3− x2)

2a0(1 + x2)
λ
(
eρ/ℓ2 + ε2e−ρ/ℓ2

)
+O(λ2)

)
. (4.40)

We can compare these expressions with our perturbative expansion around the IR fixed

point carried out in subsection 4.3. The symmetry breaking was introduced in (4.22) as the

leading perturbation to the dilaton Y = e−2ψ − e−2ψ0 . Comparison with (4.40) identifies

the dilaton source

ν(t) =
x(3− x2)

2a0(1 + x2)
e−2ψ0λ , (4.41)

for the 5D Kerr black hole. The subleading term in the dilaton perturbation (4.40) tran-

scribes to ϑ(t) = ε2ν(t) so the integration constant c0 defined in (4.24) becomes

c0 = −4ν2

ℓ22
ε2 . (4.42)

It is then a consistency check that the perturbative formula for β(t) given in (4.24) is

satisfied with β(t) = −ε2, as we found in (4.37) by expansion of the Kerr-AdS solution.

The perturbative expansion of Kerr-AdS5 in (4.40) shows that generally the “addi-

tional” χ field is sourced at the same order as the dilaton field ψ. The perturbation of

χ away from its IR fixed point value vanishes in the flat space limit of the Kerr-AdS5
solution where x = 1 but not in general. However, the perturbation of χ reported in (4.40)

for Kerr-AdS5 coincides precisely with the inhomogeneous solution (4.25) computed by

the perturbative expansion. In our perturbative analysis in subsection 4.3 we imposed

boundary conditions that removed the homogeneous solution. We see here that this is the

appropriate choice, at least for the Kerr-AdS5 black hole.

This result nicely illustrates a general feature of effective quantum field theory. Since

∆X > ∆Y we expect that the dilaton fluctuation Y is driving the departure from the

IR fixed point. Importantly, this does not mean that other perturbations, such as X , are
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altogether negligible. Rather, effective field theory predicts that their dual operators do not

have independent coefficients, their strengths are determined by the dominant operators.

That is precisely what we find here.

5 Hamilton-Jacobi formalism

In this section we provide an alternative route to the perturbative solutions near the IR

fixed point presented in subsection 4.4 and, in the process, determine the local covariant

boundary terms that are needed to holographically renormalize the 2D theory and to

construct the related holographic dictionary.

This alternative route involves a radial Hamiltonian formulation of the bulk dynamics

and the associated Hamilton-Jacobi equation. The solution of the radial Hamilton-Jacobi

equation determines the “effective superpotential” that not only generates first order equa-

tions of motion that integrate to the solutions previously found using Lagrangian methods,

it is also the covariant and local functional of dynamical fields that will serve as holographic

counterterms in the next section. The reader familiar with the Hamilton-Jacobi formalism

in the context of holography can skip this section.

5.1 Radial Hamiltonian dynamics

The first order flow equations that govern the perturbative solutions near the IR fixed point

can be derived systematically by formulating the 2D theory (4.4) in radial Hamiltonian

language, which we now briefly review.

In order to formulate the dynamics of the 2D theory in radial Hamiltonian language

we add to the 2D bulk action (4.4) the Gibbons-Hawking term

IGH =
1

2κ22

∫

∂M
dt
√−γ e−2ψ2K , (5.1)

and decompose the 2D metric in the ADM form

ds2 = N2dρ2 + γtt(dt+N tdρ)2 , (5.2)

in terms of the radial lapse and shift functions, respectively N and N t, as well as the

induced metric γtt on the one dimensional slices of constant radial coordinate ρ.

Inserting the metric decomposition (5.2) in the action (4.4) we find that the total

regularized action, i.e. evaluated with a radial cutoff ρc, takes the form [45]

Ireg = I2D + IGH =
1

2κ22

∫

ρ=ρh

dt
√−γ e−2ψ2K +

ρc∫

ρh

dρ L , (5.3)

where the radial Lagrangian L is given by

L=
1

2κ22

∫
dt
√−γN

(
− 4

N
K(ψ̇−N t∂tψ)−

3

2N2
(χ̇−N t∂tχ)

2− 3

2
γtt(∂tχ)

2 (5.4)

− R2

2N2
e−ψ−3χFρtFρ

t+
2

R2
e3ψ− 1

2R2
e5ψ−3χ+

12

ℓ25
eψ+χ−2�t

)
e−2ψ ,
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and K = γttKtt refers to the trace of the extrinsic curvature Ktt, given by

Ktt =
1

2N

(
γ̇tt − 2DtNt

)
. (5.5)

As in the Lagrangian equations of motion (4.8), a dot denotes a derivative with respect

to the radial coordinate ρ and Dt stands for the covariant derivative with respect to the

induced metric γtt. The extrinsic curvature and the covariant Laplacian on the radial

slice reduce to (4.9) in the Fefferman-Graham gauge N = 1, Nt = 0 that was used in

subsection 4.2. We stress that, in writing (5.3), we have explicitly included the possible

contributions from the presence of a horizon located at ρ = ρh, which will be important

when we evaluate the on-shell action later on.

It is interesting that the radial Lagrangian for 2D gravity (5.4) is qualitatively differ-

ent from its higher dimensional analogues in that it contains no quadratic terms in the

“velocities” ψ̇ or K, but rather a mixed term of the form Kψ̇. This is a special property

of 2D theories that leads to mixing between the canonical structure of the 1D metric γtt
and of the dilaton ψ.

From the radial Lagrangian (5.4) we obtain the canonical momenta

πtt =
δL

δγ̇tt
= − 1

2κ22

√−γe−2ψ 2

N
γtt(ψ̇ −N t∂tψ) ,

πt =
δL

δȦt

= − 1

2κ22

√−γe−3ψ−3χR
2

N
γttFρt ,

πψ =
δL

δψ̇
= − 1

κ22

√−γe−2ψ2K ,

πχ =
δL

δχ̇
= − 3

2κ22

√−γ e−2ψ 1

N
(χ̇−N t∂tχ) . (5.6)

The canonical momenta conjugate to N , Nt and Aρ vanish identically so these fields are

non dynamical Lagrange multipliers. The Legendre transform of the Lagrangian (5.4)

determines the Hamiltonian

H =

∫
dt

(
γ̇ttπ

tt + Ȧtπ
t + ψ̇πψ + χ̇πχ

)
− L =

∫
dt

(
NH+NtHt +AρF

)
, (5.7)

where

H = − κ22√−γ
e2ψ

(
γttπ

ttπψ +
1

R2
eψ+3χπtπt +

1

3
π2
χ

)

−
√−γ

κ22

(
1

R2
e3ψ − 1

4R2
e5ψ−3χ +

6

ℓ25
eψ+χ − 3

4
γtt(∂tχ)

2 −�t

)
e−2ψ ,

Ht = −2Dtπ
tt + πψ∂

tψ + πχ∂
tχ ,

F = −Dtπ
t . (5.8)

Hamilton’s equations for the Lagrange multipliers N , Nt and Aρ are the first class con-

straints

H = Ht = F = 0 , (5.9)
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which reflect the diffeomorphism invariance and U(1) gauge symmetry of the bulk theory.

As a result, the Hamiltonian (5.7) vanishes identically on the constraint surface, for any

choice of the auxiliary fields N , Nt and Aρ. In the subsequent analysis we will work in the

Fefferman-Graham gauge (4.7), which corresponds to setting N = 1, Nt = 0, and Aρ = 0.

In this gauge, the expressions (5.6) for the canonical momenta can be inverted to obtain

γ̇tt =
δH

δπtt
= − κ22√−γ

e2ψπψγtt ,

Ȧt =
δH

δπt
= − 2κ22√−γ

1

R2
e3ψ+3χπt ,

ψ̇ =
δH

δπψ
= − κ22√−γ

e2ψγttπ
tt ,

χ̇ =
δH

δπχ
= − 2κ22

3
√−γ

e2ψπχ . (5.10)

These equations are half of all of Hamilton’s equations. The other half are equations

involving the radial derivative of the canonical momenta, derived by varying the Hamilto-

nian (5.7) with respect to the canonical coordinates. Together, all of Hamilton’s equations

are equivalent to the second order equations of motion (4.8) obtained from the Lagrangian.

We do not write Hamilton equations involving the radial derivative of the canonical mo-

menta explicitly here because they are represented differently in Hamilton-Jacobi theory

which we develop in the following.

5.2 Hamilton-Jacobi formalism

In the radial Hamiltonian language Hamilton’s principal function S[γtt, ψ, χ,At] is a func-

tional of the canonical fields γtt, ψ, χ,At and their time derivatives, all evaluated at some

fixed radial coordinate ρ which we generally identify with the cutoff ρc. A defining prop-

erty of this functional is that all canonical momenta can be expressed as gradients of the

functional S with respect to their conjugate fields

πtt =
δS
δγtt

, πt =
δS
δAt

, πψ =
δS
δψ

, πχ =
δS
δχ

. (5.11)

Bulk diffeomorphism invariance guarantees that S depends on the cutoff ρc only through the

canonical fields γtt, ψ, χ,At. Together with the defining relations (5.11), this implies that

S|ρc =
ρc∫

ρh

dρ

∫
dt

(
γ̇ttπ

tt + Ȧtπ
t + ψ̇πψ + χ̇πχ

)
+ S|ρh , (5.12)

where the reference point ρh is introduced in order to fix the additive constant that is not

specified by (5.11). It will ultimately be identified with the position of a possible horizon.

Hamilton’s principal function is closely related to the on-shell value of the regularized

action Ireg. To see this we express the radial Lagrangian L in terms of the Hamiltonian

H through the Legendre transform (5.7) and then impose the on-shell constraint H = 0.

Integrating the resulting expression for the Lagrangian with respect to ρ gives the integral
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on the right hand side of (5.12). However, the integral of the Lagrangian also gives the

last term in the regularized action (5.3) and so we find [45]

Ireg = S|ρc +
1

2κ22

∫

ρ=ρh

dt
√−γ e−2ψ2K − S|ρh . (5.13)

Thus the regularized on-shell action (5.3) is almost identical to Hamilton’s principal func-

tion; they differ at most by the surface terms at a possible horizon. Powerful methods

of analytical mechanics that determine the functional S therefore allow us to find the

regularized action.

Inserting the canonical momenta in the form (5.11) into Hamilton’s equations (5.10)

we can express the radial derivatives of the canonical variables as a gradient flow generated

by the principal function S

γ̇tt = − κ22√−γ
e2ψγtt

δS
δψ

,

Ȧt = − 2κ22√−γ

1

R2
e3ψ+3χγtt

δS
δAt

,

ψ̇ = − κ22√−γ
e2ψγtt

δS
δγtt

,

χ̇ = − 2κ22
3
√−γ

e2ψ
δS
δχ

. (5.14)

These first order equations are reminiscent of those satisfied by BPS solutions in super-

gravity. This analogy motivates reference to S as the “effective superpotential”.

The Hamilton-Jacobi equations satisfied by Hamilton’s principal function

S[γtt, ψ, χ,At] are obtained by inserting the expressions (5.11) for the canonical mo-

menta into the first class constraints (5.9). In particular, the Hamiltonian constraint

H = 0 gives

− κ22√−γ
e2ψ

(
γtt

δS
δγtt

δS
δψ

+
1

R2
eψ+3χγtt

(
δS
δAt

)2

+
1

3

(
δS
δχ

)2
)

−
√−γ

κ22

(
1

R2
e3ψ − 1

4R2
e5ψ−3χ +

6

ℓ25
eψ+χ − 3

4
γtt(∂tχ)

2 −�t

)
e−2ψ = 0 . (5.15)

It is a standard result of Hamilton-Jacobi theory that a complete integral of the Hamilton-

Jacobi equation (5.15), together with the general solution of the corresponding first order

equations (5.14), are equivalent to the general solution of the second order equations of

motion.

5.3 General solution to the Hamilton-Jacobi equations

The dependence of Hamilton’s principal function S on the gauge field can be determined

once and for all due to the fact that the gauge field can be integrated out in two dimensions,

as we saw in (4.6). In the Hamiltonian formalism this can be seen from (5.7)–(5.8), which

imply that

π̇t = − δH

δAt
= 0 . (5.16)

– 22 –



J
H
E
P
1
0
(
2
0
1
8
)
0
4
2

Hence, the canonical momentum πt is conserved and so the 2D gauge field is entirely

captured by one quantum number, a “charge”. The expression (5.6) for the canonical

momentum in terms of the 2D field strength, combined with our convention for the 2D

electric charge Q introduced in (4.6), determine that

πt = −QR2

2κ22
. (5.17)

A conserved quantity conjugate to a cyclic variable appears in the Hamilton-Jacobi for-

malism as a separation constant when separating variables in the Hamilton-Jacobi equation.

Specifically, the normalization of momenta in (5.11) shows that we can write Hamilton’s

principal function as

S[γtt, ψ, χ,At] = U [γtt, ψ, χ] +
∫

dt

(
− QR2

2κ22

)
At , (5.18)

where U [γtt, ψ, χ] is a functional that is independent of the gauge field. The solution of the

Hamilton-Jacobi equations therefore simplifies to computing the reduced principal function

U [γtt, ψ, χ], aka. the reduced effective superpotential.

The system we consider is too complicated to solve completely in general. However, a

recursive technique for solving the Hamilton-Jacobi equations asymptotically was developed

in [46], as a generalization of the dilatation operator method [33]. It relies on a covariant

expansion in eigenfunctions of the functional operator

δγ =

∫
dt 2γtt

δ

δγtt
, (5.19)

namely,

U = U(0) + U(2) + · · · , (5.20)

where the terms U(2n) satisfy δγU(2n) = (d − 2n)U(2n). This is a covariant asymptotic

expansion in the sense that U(2n′) is asymptotically subleading relative to U(2n) for n
′ > n.

In two dimensions this expansion coincides with an expansion in time derivatives, but this

is not the case in general.

In order to obtain the asymptotic solutions of the equations of motion (4.8) and evalu-

ate the renormalized on-shell action it is sufficient to determine only the first two terms in

the covariant expansion (5.20). Covariance on the radial slice, imposed by the momentum

constraint in (5.8), and locality imply that U(0) and U(2) can be parameterized in general as

U(0) =
1

κ22

∫
dt
√−γ W (ψ, χ) ,

U(2) =
1

κ22

∫
dt
√−γ

(
Z1(ψ, χ)γ

tt(∂tψ)
2 + Z2(ψ, χ)γ

tt∂tψ∂tχ+ Z3(ψ, χ)γ
tt(∂tχ)

2
)
, (5.21)

where the functions W (ψ, χ), Z1(ψ, χ), Z2(ψ, χ) and Z3(ψ, χ) are to be determined. Insert-

ing these general forms for U(0) and U(2) in the Hamilton-Jacobi equation (5.15) and match-

ing terms of equal weight under δγ leads to a system of equations for the functions W (ψ, χ),
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Z1(ψ, χ), Z2(ψ, χ) and Z3(ψ, χ). We find that W and Z3 satisfy the system of equations

1

2
W∂ψW +

1

3
(∂χW )2 − Q2R2

4
eψ+3χ − 1

4R2
eψ−3χ + e−4ψ

(
1

R2
e3ψ +

6

ℓ25
eψ+χ

)
= 0 ,

4

3
∂χW∂ψ

(
Z3

W

)
+ ∂χ

[
2e−4ψ

W
+

(
4∂χW

3W

)2

Z3

]
= 0 , (5.22)

while the remaining functions Z1 and Z2 can be expressed in terms of W and Z3 as

Z1 =
2e−4ψ

W
+

(
4∂χW

3W

)2

Z3 , Z2 = −8∂χW

3W
Z3 . (5.23)

In principle, the two coupled equations (5.22), together with (5.23), solve the dynam-

ical problem completely up to second order in time derivatives, because the linear flow

equations (5.14) then determine the solutions of the equations of motion (4.8). An exact

solution of the Hamilton-Jacobi equation (5.15), i.e. valid to all orders in time derivatives

and throughout the RG flow, is presented in appendix A.1 for the case ℓ−1
5 = 0 and χ

constant. However, since the equations (5.22) are nonlinear, in general we must resort

to perturbation theory. Our primary interest is perturbation theory around the IR fixed

point, developed in the following subsection. The solution of (5.22) in the UV, i.e. far

away from the IR fixed point, is discussed in appendix A.2 where it is compared with the

well known solution of the radial Hamilton-Jacobi equation for pure AdS5 gravity. This

comparison allows us to determine also the four-derivative term U(4) near the UV.

5.4 Effective superpotential for near IR solutions

In this subsection we solve the two equations (5.22) near the IR fixed point. We verify

that the corresponding flow equations (5.14) lead to the perturbative near IR solutions

previously obtained in subsection 4.4 using Lagrangian methods. Importantly, the covariant

form of the asymptotic solution obtained here also determines the boundary counterterms

necessary to holographically renormalize the theory. This application is the subject of the

next section.

A solution of the two equations (5.22) near the IR fixed point can be sought in the

form of a Taylor expansion around the constant scalar values ψ0 and χ0 at the IR fixed

point, exhibited in (4.10) and (4.11). We denote the deviations of the scalar fields ψ and

χ away from their IR fixed point values by Y and X , respectively, as in (4.17). This gives

e−2ψ = e−2ψ0 + Y , ∂ψ = −2(e−2ψ0 + Y)∂Y , χ = χ0 + X , ∂χ = ∂X . (5.24)

Using these identities and inserting the Taylor expansion

W pert = w00 + w10Y + w01X + w20Y2 + w11YX + w02X 2 + · · · , (5.25)

in the first equation in (5.22) we determine

w00 = w01 = 0 , w10 =
1

ℓ2
, w11 =

3q

1 + 2q

(∆χ − 2)

ℓ2
, w02 =

3e−2ψ0(1−∆χ)

4ℓ2
,

w20 = − e2ψ0

ℓ2(1 + 2q)2

(
(1 + 8q)(1 + 4q − 16q2)

2(1 + 12q)
+ 3q2∆χ

)
,

(5.26)
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where ℓ2 and q are defined in (4.14) and (4.15), respectively, and ∆χ is given in (4.19).

The overall sign of W pert is not determined by the equations (5.22), but can be fixed

through the first order flow equations by demanding that the leading asymptotic form of

the solutions matches that of the near IR solutions in subsection 4.4 (see (5.32) below). The

perturbative solution W pert given in (5.25) with coefficients (5.26) is a particular solution

for the function W (φ, χ) near the IR fixed point.

The equation for W (φ, χ) in (5.22) is first order in derivatives with respect to both

fields φ and χ, and so a complete integral of this equation must contain two integration

constants. Of course, since W satisfies a partial differential equation, the general solution

for W contains an arbitrary function. However, a complete integral, i.e. a special two-

parameter family of solutions, suffices for obtaining the general solution of the equations

of motion. An important caveat to this statement is that typically it holds only locally

in configuration space. In particular, although a complete integral suffices to obtain the

general solution of the equations of motion in a specific neighborhood of configuration

space, a different complete integral may be necessary for another neighborhood.

The perturbative solution W pert given in (5.26) does not contain any integration con-

stants and so is uniquely determined. A complete integral in the neighborhood of configu-

ration space defined by W pert can be obtained by finding a two-parameter family of small

deformations around the perturbative solution (5.25). Inserting W = W pert + ∆W with

∆W small relative to W pert into (5.22) we find that ∆W satisfies the linear equation

∂ψ(W pert∆W ) +
4

3
∂χ(W pert)∂χ∆W = 0 . (5.27)

However, using the solution W pert in (5.25) we find the three-parameter family of small

deformations

∆W = c0
ℓ2
2

(
Y−1+O(1)

)
+c1

(
X− 1

∆χ−1+O(1)

)
+c2

(X 2

Y2
+
4ℓ2e

2ψ0w11

3(∆χ − 1)

X
Y +O(1)

)
, (5.28)

where c0, c1 and c2 are arbitrary integration constants and the ellipses again denote terms

subleading in the fluctuations around the IR fixed point. The first two terms in (5.28) are

similar in nature, as we see by recalling that the dilaton ψ, represented by the fluctuation

Y, has dimension ∆ψ = 2. We will see shortly that c0 is the same constant that was

introduced from a Lagrangian point of view in (4.24) when solving the equations of motion

near the IR fixed point. c1 is then an analogue for the fluctuation X . The role of the

integration constant c2 is less clear at this point, but we will see below that its value is

uniquely determined by requiring that W = W pert + ∆W , with ∆W given in (5.28), is a

complete integral for the near IR solutions obtained in subsection 4.4.

It is interesting that the family of small deformations (5.28) is non perturbative in the

field fluctuations Y and X , which is why it was not found using the Taylor expansion (5.25).

As we will see shortly, through the first order flow equations, the perturbative terms W pert

determine the sources for the system while the non perturbative terms ∆W are related to

the vacuum expectation values, i.e. the one-point functions.
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In summary, in this subsection we have found that to quadratic order in fluctuations

away from the IR fixed point the solution for the U(0) takes the form

U(0) =
1

κ22

∫
dt
√−γ

(
∆W + w10Y + w20Y2 + w11YX + w02X 2 + · · ·

)
, (5.29)

where ∆W is given in (5.28). Inserting W , the integrand of this solution for U(0), into the

second equation in (5.22) we find

Z3 = − 3ℓ2e
−2ψ0

4(2∆χ − 3)
+ · · · , (5.30)

where the ellipses denote terms that are higher order in fluctuations away from the IR fixed

point. The expressions (5.23) for Z1 and Z2 then determine that to quadratic order in the

fluctuations around the IR fixed point

U(2) =
1

κ22

∫
dt
√−γ

(
−
(

3ℓ2e
−2ψ0

4(2∆χ − 3)
+O(Y,X )

)
γtt(∂tX )2

+
ℓ2

(2∆χ − 3)

(
3

2
(∆χ − 1)e−2ψ0

X
Y − ℓ2w11 +O(Y,X )

)
γtt∂tX∂tY (5.31)

− ℓ2
2

(
3e−2ψ0(∆χ − 1)

4(2∆χ − 3)

X 2

Y2
− ℓ2w11

(2∆χ − 3)

X
Y

+ ℓ2

(
w20 +

2ℓ2e
2ψ0w2

11

3(2∆χ − 3)

)
− 1

Y +O(Y,X )

)
γtt(∂tY)2

)
.

The expressions (5.29, 5.31) give the reduced effective superpotential U in (5.20) to second

order in time derivatives and to quadratic order in the fluctuations near the IR fixed

point. Hamilton’s principal function S[γtt, ψ, χ,At] then follows from (5.18), by adding the

contribution from the gauge field.

Having determined Hamilton’s principal function, we can now use the relations (5.14)

to obtain the corresponding first order flow equations for the fluctuations of the fields. For

example, for the scalar fluctuations Y and X we obtain

Ẏ =
1

ℓ2
Y − ℓ2

2
Y−1γtt(∂tY)2 +

ℓ2c0
2Y + c1X− 1

∆χ−1 + · · · ,

− 3

2
e−2ψ0Ẋ = w11Y + 2w02X + c2

(
2X
Y2

+
4ℓ2e

2ψ0w11

3(∆χ − 1)

1

Y

)
− c1

(∆χ − 1)
X− 1

∆χ−1
−1

+
ℓ2
2

(
3e−2ψ0(∆χ − 1)

2(2∆χ − 3)

X
Y2

+
ℓ2w11

(2∆χ − 3)

1

Y

)
γtt(∂tY)2 (5.32)

+
3ℓ2e

−2ψ0

2(2∆χ − 3)
�tX +

(
− 3ℓ2e

−2ψ0(∆χ − 1)

2(2∆χ − 3)

X
Y +

ℓ22w11

(2∆χ − 3)

)
�tY + · · · .

Integrating this system of first order equations we find that the solution for X is of the

form X = X hom + X inhom. The inhomogeneous solution, X inhom, is given in (4.25), and in
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this context it corresponds to a solution of (5.32) provided the integration constant c2 is

related to c0 as

c2 = −3ℓ2e
−2ψ0(∆χ − 1)

8(2∆χ − 3)
c0 . (5.33)

In particular, for this value of c2 and c1 = 0, setting X = X inhom with X inhom given in (4.25)

the first order equation for X in (5.32) reduces to a multiple of the first order equation for

Y. Moreover, the homogeneous solution for X takes the form7

X hom = ζ(t)e(∆χ−1)ρ/ℓ2(1+· · · )− 2ℓ2e
2ψ0

3(∆χ − 1)(2∆χ − 1)
c1ζ(t)

∆χ
1−∆χ e−∆χρ/ℓ2(1+· · · ) . (5.34)

In subsection 4.4 we omitted the homogeneous solution for X , for brevity, so the integration

“constant” ζ(t) did not appear previously. It will soon be identified with the independent

source of the scalar operator dual to χ.

The solution of (5.32) for the dilaton fluctuation Y is the perturbative solution (4.22)

written in terms of the dilaton source ν(t) and the function ϑ(t) that agrees with (4.24),

except that there is now a term for the independent source ζ(t):

ϑ(t) = − ℓ22
4ν

(
c0 +

(∂tν)
2

α2

)
− ℓ2

2
c1ζ

1
1−∆χ . (5.35)

In particular, the integration constant c0 in the solution (5.29) is the same constant that

was introduced in subsection 4.4, as promised. Moreover, we should point out that although

the full homogeneous solution (5.34) for X can be obtained by solving the corresponding

linearized equation in (4.18), the backreaction of X on Y, which corresponds to the term

involving ζ(t) in (5.35), goes beyond the linearized approximation of the equations of

motion (4.8), which is why this term was not seen when solving the linearized equations.

Finally, the leading order metric was introduced in (4.12) in terms of the source α(t)

and the function β(t). The expression for β(t) given in (4.24) does not get modified in

the presence of ζ(t). The flow equation for the metric fluctuation can also be obtained

from (5.14). It reproduces the solution (4.27), except for additional terms related to the

independent source ζ(t) turned on by the homogeneous solution X hom, namely

√−γ1 = − (1 + 10q + 8q2)

(1 + 2q)(1 + 12q)
e2ψ0

[√−γ0 Y + 2ℓ22∂t

(
∂tν

α

)]
(5.36)

+
3q(∆χ − 2)

(1 + 2q)(∆χ − 1)

√−γ0 ζe
(∆χ−1)ρ

ℓ2 + · · · .

7The normalizable mode in the homogeneous solution (5.34) is in fact not the most general allowed by

the linearized equations of motion in (4.18). In the general solution of the linearized equations of motion

the normalizable mode of the homogeneous solution for X is non local in time derivatives, leading to a non

trivial two-point function for the operator dual to X . However, by writing (5.21) for the function U we

sought the solution in a derivative expansion, which is why we find the special homogeneous solution (5.34).

Of course, we will see in the next section that a derivative expansion for U is sufficient for determining the

boundary terms required to renormalize the theory.
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6 Holographic renormalization

Holographic renormalization is best understood as a canonical transformation on the space

of fields, here γtt, ψ, χ,At, and their conjugate radial momenta [34]. This canonical trans-

formation is generated by a specific boundary term that renders the variational problem

well posed. A well defined variational principle automatically ensures that the correspond-

ing on-shell action is finite [36]. In contrast, a boundary term that leads to a finite on-shell

action is not necessarily compatible with the symplectic structure of the theory and may

not lead to a well posed variational problem. Moreover, as we will see below, there are cases

where certain boundary terms do not contribute to the on-shell action, but are nevertheless

necessary for the renormalization of the canonical variables.

The boundary terms required to render the variational problem well posed can be

determined by solving the radial Hamilton-Jacobi equation [34]. In the present context, the

boundary terms can therefore be obtained from Hamilton’s principal function S in (5.18),

where the reduced principal function U is given in (5.29, 5.31). Specifically, only the

perturbative solution for S near the IR fixed point is required, since this solution for S
controls the asymptotic behavior of the fields near the IR fixed point.

There are two important subtleties in the holographic renormalization of nAdS2 back-

grounds which we need to address before delving into the structure of the renormalized

theory. The first concerns the special treatment required by gauge fields, which was also

discussed extensively in [16]; see also [20]. The second subtlety is related to the fact that we

are interested in the effective action near an IR fixed point, without making reference to any

possible UV completion.8 This requires a UV cutoff and involves conformal perturbation

theory in the presence of irrelevant couplings. The treatment of irrelevant deformations in

the context of holographic renormalization was first discussed in [47].

6.1 The gauge field in AdS2

The subtlety in the holographic renormalization of gauge fields in nAdS2 amounts to the

fact that the canonical transformation, and hence the boundary term, required to render

the variational problem well posed is qualitatively different from those typically arising in

higher dimensions. The reason for this is that the conserved electric charge dominates the

asymptotic behavior of a gauge field in nAdS2, as can be seen from the IR fixed point

solution (4.12). This is in contrast to the more familiar asymptotic behavior of Maxwell

fields in AdSd+1 with d ≥ 3, which is dominated by the chemical potential. The conserved

charge also dominates the asymptotic behavior of Maxwell fields in AdS3 [48], and more

generally of p-form fields in AdSd+1 with p ≥ [d/2] [49].

In order to render the variational problem well posed it is necessary to identify the

canonical transformation that diagonalizes the symplectic map from the space of fields and

8For finite AdS5 radius the UV completion is provided by pure 5D gravity, which is dual to a subsector

of N = 4 super Yang-Mills theory in four dimensions. Similarly, the UV completion of the 2D model

considered in [16] was provided by pure AdS3 gravity and its dual CFT2. However, our present analysis is

intended to address both asymptotically flat and asymptotically AdS5 Kerr black holes, which is why we

focus exclusively on the effective theory near the IR, without reference to any UV completion.
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momenta, here parameterized by At and πt, to the space of asymptotic solutions, here

parameterized by the conserved charge Q and the chemical potential µ(t) in (4.12) [34].

Since the canonical momentum πt is proportional to the conserved charge Q, the required

canonical transformation need only modify the gauge potential At. Taking also into account

that the electric charge is the leading term in two dimensions, it takes the form
(
At

πt

)
→

(
−πt

Aren
t

)
, (6.1)

where Aren
t is the canonically transformed gauge field. Moreover, in order for the canonical

transformation to diagonalize the aforementioned symplectic map, Aren
t must be asymp-

totically proportional to the chemical potential µ(t).

The canonical transformation (6.1) is generated by a boundary term of the form

Ib = −
∫

dt πtAt + Ic[γtt, ψ, χ, π
t] , (6.2)

where Ic[γtt, ψ, χ, π
t] is a yet undetermined local functional of its arguments. Note that the

first term in (6.2) implements a Legendre transform on the gauge field. Such a Legendre

transform for gauge fields in AdS2 has been considered before in various contexts, including

the quantum entropy functional on AdS2 [50], as well as dilaton-gravity models in [51].

Adding the boundary term (6.2) and the Gibbons-Hawking term (5.1) to the 2D bulk

action (4.4) results in the (on-shell) variational principle

δ(Ireg + Ib) =

∫
dt

(
πtt
renδγtt + πren

ψ δψ + πren
χ δχ−Aren

t δπt
)
, (6.3)

where the renormalized (i.e. canonically transformed) variables are given by

πtt
ren = πtt +

δIc
δγtt

, πren
ψ = πψ +

δIc
δψ

, πren
χ = πχ +

δIc
δχ

, Aren
t = At −

δIc
δπt

, (6.4)

while their canonical conjugates are not transformed.

Having established that the appropriate boundary term is of the form (6.2), it remains

to determine the functional Ic[γtt, ψ, χ, π
t] in a covariant expansion near the IR fixed point.

The dependence of Ic[γtt, ψ, χ, π
t] on πt in the vicinity of the IR fixed point can be deduced

from the IR solution (4.12) and its correction following from the linearized perturbations in

subsection 4.4. Since the leading asymptotic behavior of the renormalized gauge field Aren
t

must be proportional to the chemical potential µ(t), the term −δIc/δπ
t in the expression

for Aren
t in (6.4) must cancel the term proportional to the charge in the IR solution (4.12).

Using the value of the momentum πt given in terms of the electric charge in (5.17), we can

express the leading asymptotic behavior of the gauge potential At in (4.12) as

At ∼
2κ22ℓ2
R2

e3ψ0+3χ0
√−γ πt . (6.5)

In order for Aren
t ∼ µ(t) near the IR fixed point, therefore, Ic must satisfy

δIc
δπt

∼ 2κ22ℓ2
R2

e3ψ0+3χ0
√−γ πt . (6.6)
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Integrating this determines that to leading order asymptotically

Ic ∼
∫

dt
√−γ

κ22ℓ2
R2

e3ψ0+3χ0

(
(πt)2 − Q2R4

4κ42

)
+ I ′c[γtt, ψ, χ] , (6.7)

for some functional I ′c[γtt, ψ, χ] that does not depend on πt. The integration constant was

determined so that on-shell Ic and I ′c coincide on-shell due to the identity (5.17). Thus the

term in the parenthesis in (6.7) is an example of a boundary counterterm that vanishes on-

shell but is nevertheless crucial for renormalizing the canonical variables and rendering the

variational problem well posed. This illustrates the fact that it is the variational problem

that dictates the correct boundary terms, and not the divergences of the on-shell action.

The expression (6.7) for Ic holds only to leading asymptotic order near the IR fixed

point, since it was obtained through the leading asymptotic form of the gauge field in (6.5).

Perturbations away from the IR fixed point lead to additional terms in Ic, whose form can

be parameterized as

Ic[γtt, ψ, χ, π
t] =

∫
dt
√−γ G[γtt, ψ, χ]

(
(πt)2 − Q2R4

4κ42

)
+ I ′c[γtt, ψ, χ] , (6.8)

where G[γtt, ψ, χ] is a local function of its arguments and their time derivatives. An equa-

tion for this function can be derived by demanding that asymptotically At coincides with

δIc/δπ
t, i.e.

At =
δIc
δπt

= 2πt√−γ G[γtt, ψ, χ] . (6.9)

Since πt is a constant, taking the derivative with respect to ρ on both sides of this relation

gives

Ȧt = 2πt

(√−γ KG +

∫
dt
√−γ

(
2Ktt

δG
δγtt

+ ψ̇
δG
δψ

+ χ̇
δG
δχ

))
, (6.10)

where the extrinsic curvature Ktt was defined in (5.5). Using (5.18) and substituting the

first order equation for At in (5.10) and the first order equations for γtt, ψ and χ in (5.14)

leads to the functional differential equation

1

2
e2ψ

δU
δψ

G +

∫
dt e2ψ

(
γtt

δU
δψ

δG
δγtt

+ γtt
δU
δγtt

δG
δψ

+
2

3

δU
δχ

δG
δχ

)
+

1

R2

√−γ e3ψ+3χ = 0 . (6.11)

Using the near IR solution for U in (5.29), (5.31), this equation determines the near IR

expansion of the function G to any desired order. To first subleading order we find

G =
κ22ℓ2
R2

e3ψ0+3χ0

[
1−

(
3

4
e2ψ0 + ℓ2w20 +

e2ψ0ℓ2w11(ℓ2w11 − 3)

3∆χ

)
Y +

3− ℓ2w11

∆χ
X + · · ·

]
,

(6.12)

where the constants w are given in (5.26) and the ellipses denote asymptotically subleading

terms near the IR fixed point. As we will see in the next subsection, the terms shown

in (6.12) suffice in order to renormalize the gauge field At and so we need not determine

any higher order terms. Note that the leading term in (6.12) coincides with the leading

asymptotic expression in (6.7), as required.
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6.2 Conformal perturbation theory

Finally, we need to determine the form of the functional I ′c[γtt, ψ, χ] in (6.8) near the

IR fixed point. As we now show, this functional must agree asymptotically with − U|ρc ,
where U is the effective superpotential introduced in (5.18), and whose asymptotic form

we determined in the previous section by solving the Hamilton-Jacobi equation. To see

this we observe that adding the boundary term (6.2) to the regularized action (5.13) and

using (5.18) gives

Ireg + Ib = U|ρc + Ic −
∫

ρ=ρc

dt

(
πt +

QR2

2κ22

)
At + Iglobal , (6.13)

where

Iglobal =
1

2κ22

∫

ρ=ρh

dt
√−γ e−2ψ2K − U|ρh −

∫

ρ=ρh

dt

(
− QR2

2κ22

)
At , (6.14)

accounts for contributions from a possible horizon. The coefficient of the gauge field

in (6.13) vanishes identically on-shell due to (5.17) and so it does not contribute to the

divergences of the on-shell action. It follows that the counterterm Ic[γtt, ψ, χ, π
t], and hence

I ′c[γtt, ψ, χ] since the first term in (6.8) also vanishes identically on-shell, must asymptoti-

cally coincide with the effective superpotential − U|ρc .
The asymptotic form of the effective superpotential U near the IR fixed point was deter-

mined in the previous section and is given in (5.29) and (5.31). Not all terms in the solution

for U should be included in the counterterms I ′c[γtt, ψ, χ], however. In the more familiar

situation where irrelevant deformations are absent, the divergent terms of the on-shell ac-

tion are local, i.e. analytic in the fields and polynomial in boundary derivatives, and the

divergences of the on-shell action are in one to one correspondence with the divergences of

the one- and higher-point functions. In those cases only the local and divergent terms in the

solution of the Hamilton-Jacobi equation should be included in the counterterms. However,

in the presence of irrelevant deformations both of these properties cease to hold in general

and identifying the terms that should be included in the counterterms is more subtle.

First, the notion of “divergent” in this context must take into account that we deform

away from the IR fixed point by two irrelevant operators with couplings ∼ e2ψ0ν(t) and

∼ ζ(t), respectively. On the dual conformal quantum mechanics side the appropriate

formalism for dealing with this situation is conformal perturbation theory, which has a well

defined analogue in the bulk (see e.g. [47, 52] for other examples of conformal perturbation

theory in holography). Namely, we need to introduce a UV cutoff at ρ = ρc and work with

irrelevant couplings ν(t) and ζ(t) that satisfy

e2ψ0 |ν(t)|eρc/ℓ2 ≪ 1 , |ζ(t)|e(∆χ−1)ρc/ℓ2 ≪ 1 , (6.15)

i.e. each of these numbers are kept small even for large UV cutoff ρc. Therefore, the

divergent terms are those that grow faster, as ρc → ∞, than enρc/ℓ2 atO(νn) in perturbation

theory and/or em(∆χ−1)ρc/ℓ2 at order O(ζm). There are typically an infinite number of such

terms, but only a finite number at each order in the irrelevant couplings.
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Second, in the presence of irrelevant couplings, removing the divergences of the on-

shell action does not ensure that higher-point functions are finite. In particular, the more

insertions of an irrelevant operator there are in a correlation function, the more terms need

to be included in the boundary counterterms to cancel the divergences in the correlation

function. This is another example of a situation where vanishing terms in the on-shell

action are required in order to cancel divergences in higher-point functions, the divergent

terms cannot be identified from the on-shell action alone. The divergences of correlation

functions must be considered as well. In the subsequent analysis we are interested in

renormalizing the on-shell action and all one-point functions, and so we will identify the

terms in U that contribute to divergences in these observables only.

Starting from the on-shell action, the counting of divergences in conformal perturbation

theory is precisely such that the fluctuations Y, X defined in (5.24) are treated as finite and

small, due to the restrictions (6.15). The perturbative terms in the asymptotic solution

that were collected in Wpert (5.25) are therefore all finite. However, because the effective

superpotential U(0) defined in (5.21) includes an overall factor of the volume measure
√−γ,

the corresponding terms in U(0) are all divergent. In contrast, the two-derivative terms in

U(2), given in (5.31), are all finite, because there the volume divergence is compensated by

additional factors of γtt. This argument generalizes to higher derivative terms in U , i.e. U(2k)

with k > 1, none of which contain divergent terms in the sense of conformal perturbation

theory. The non perturbative terms ∆W in (5.28) also make a finite contribution to U(0)

because their coefficients c0, c1 are respectively O(ν2) and O(ζ∆χ/(∆χ−1)) in perturbation

theory, which is sufficient to compensate for the divergent volume measure. We conclude

that the counterterm I ′c must include all terms in U(0) that are contained in the perturbative

expansion Wpert (5.25). That is, up to quadratic terms in the fluctuations

I ′c = − 1

κ22

∫
dt
√−γ

(
w10Y + w20Y2 + w11YX + w02X 2

)
. (6.16)

The counterterms (6.16) cancel the divergences of the on-shell action up to second order

in conformal perturbation theory. As it turns out they also suffice in order to renormalize

the one-point functions of the operators dual to the fields ψ and γtt. However, additional

boundary terms are required to cancel the divergences of the one-point function of the

operator dual to χ. The full set of boundary counterterms necessary to renormalize the

on-shell action and all one-point functions is obtained by including those subleading terms

in the solution for U given in (5.29), (5.31) that depend on X :

I ′c = − 1

κ22

∫
dt
√−γ

(
w10Y + w20Y2 + w11YX + w02X 2

)
(6.17)

+
3ℓ2e

−2ψ0(∆χ − 1)

8(2∆χ − 3)κ22

∫
dt
√−γ

(
c0

(X 2

Y2
+

4ℓ2e
2ψ0w11

3(∆χ − 1)

X
Y

)
+

2

∆χ − 1
γtt(∂tX )2

− 4

(X
Y − 2ℓ2e

2ψ0w11

3(∆χ − 1)

)
γtt∂tX∂tY +

(
X 2

Y2
− 4ℓ2e

2ψ0w11

3(∆χ − 1)

X
Y

)
γtt(∂tY)2

)
.

Notice that these counterterms depend explicitly on the integration constant c0, which will

shortly be associated with the vacuum expectation value of operators in the dual conformal
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quantum mechanics. This is a well known property of conformal perturbation theory in

the presence of irrelevant operators [47].

6.3 The renormalized theory

At this point we can finally collect the results of holographic renormalization. The action

Ireg + Ib obtained by adding the boundary term (6.2) coincides with the renormalized on-

shell action obtained by integrating out the Maxwell field directly in (4.4). As can be seen

from (6.3), the variational problem for this action is well posed provided Neumann bound-

ary conditions are imposed on At, i.e. the charge Q is kept fixed by Dirichlet conditions on

the gauge momentum πt. In that case the dual 1D theory does not possess a U(1) current

operator. However, we can consider different boundary conditions for the gauge field by

adding the extra finite boundary term

I ′b =

∫
dt πtAren

t , (6.18)

so that the renormalized action becomes

Iren ≡ Ireg + Ib + I ′b . (6.19)

It follows from (6.3) that the variational principle for this action takes the form

δIren =

∫
dt

(
πtt
renδγtt + πren

ψ δψ + πren
χ δχ+ πtδAren

t

)
, (6.20)

and is therefore well posed provided Dirichlet boundary conditions are imposed on all fields.

The dual theory in this case contains a U(1) current and is the theory we will focus on in

our analysis.

The conformal perturbation theory developed in this subsection is equivalent to the

procedure for cutting-off AdS2 space described in the context of the Jackiw-Teitelboim

model in [4]. A more general effective action can be obtained if the irrelevant couplings are

not treated perturbatively. In the bulk, this is possible if the corresponding UV solutions

can be found. For the 2D model (4.4) we address this problem in appendix A. This analysis

illustrates that the dependence of the counterterm (6.17) on the charge Q (through the

AdS2 radius and other variables) is a feature of renormalization around the IR fixed point;

the UV boundary counterterms do not depend on Q. The non-perturbative renormalization

for the Jackiw-Teitelboim model with a Maxwell field obtained from the circle reduction of

pure AdS3 gravity was done in [16]. A special feature of that model is that the perturbative

renormalization near the IR fixed point and the non-perturbative one result in the same

effective actions.

Renormalized canonical variables. The asymptotic expansions of the fields and of

their conjugate momenta implement a symplectic map I from the space of fields and

momenta to the space of modes that can be identified with sources and one-point functions

in the dual theory. The goal of holographic renormalization is to diagonalize this map, thus
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rendering the variational problem well posed. This means that the pullback of the symplec-

tic potential (i.e. the variational principle) (6.20) by the map I is diagonal in the modes

parameterizing the asymptotic expansions and independent of the radial cutoff ρc [34].

Defining π̂t ≡ πt/α(t) and using the leading asymptotic expansions of the variables

that are not affected by the canonical transformation (6.2), namely

δγtt ∼ δ(−α2)e2ρc/ℓ2 , δψ ∼ δ(−e2ψ0δν/2)eρc/ℓ2 , δχ ∼ δζe(∆χ−1)ρc/ℓ2 , π̂t = −QR2

2κ22α
,

(6.21)

the pullback of the symplectic potential (6.20) takes the form

δIren =

∫
dt α

(
π̂ttδ(−α2) + π̂ψ(−e2ψ0δν/2) + π̂χδζ + π̂tδÂt

)
, (6.22)

where the hatted variables (other than π̂t) are defined as the symplectic conjugates of −α2,

−e2ψ0ν/2, ζ and π̂t, respectively. Inserting the leading asymptotic expansions (6.21) in the

symplectic potential (6.20) and comparing with (6.22) we determine that

π̂tt =
1

α
e2ρc/ℓ2πtt

ren , π̂ψ =
1

α
eρc/ℓ2πren

ψ , π̂χ =
1

α
e(∆χ−1)ρc/ℓ2πren

χ , Ât = Aren
t . (6.23)

These quantities can be evaluated explicitly using the expressions (6.4) for the renor-

malized momenta, the defining relations (5.6) for the canonical momenta, as well as the

boundary counterterms (6.17). The resulting values for the variables are finite in the sense

of conformal perturbation theory near the IR, as they must be:

π̂t
t = eρc/ℓ2

(
− 1

κ22
e−2ψψ̇ − 1

2κ22

(
w10Y + w20Y2 + w11YX + w02X 2

))
= −ϑ(t)

κ22ℓ2
,

π̂ψ = e2ρc/ℓ2
(
− 1

κ22
e−2ψ2K +

2(e−2ψ0 + Y)

κ22

(
w10 + 2w20Y + w11X

))
=

4e−2ψ0β(t)

κ22ℓ2α(t)
,

π̂χ = e∆χρc/ℓ2

(
− 3

2κ22
e−2ψχ̇− 1

κ22

(
w11Y + 2w02X

)
+ · · ·

)
=

c1ζ(t)
∆χ

1−∆χ

(1−∆χ)κ22
, (6.24)

where the ellipses in the last line stand for the remaining terms obtained from the countert-

erm action (6.17) and the functions β(t) and ϑ(t) are given in (4.24) and (5.35), respectively.

The final expression on the right hand side of each equation in (6.24) is finite and valid

to leading order in conformal perturbation theory. Similarly, using (6.23), (6.4) and the

asymptotic solution (6.12) for the function G we can evaluate the variable Ât conjugate to

π̂t. Up to terms subleading in conformal perturbation theory we obtain

Ât = At −
2κ22ℓ2
R2

e3ψ0+3χ0
√−γ πt

×
[
1−

(
3

4
e2ψ0 + ℓ2w20 +

e2ψ0ℓ2w11(ℓ2w11 − 3)

3∆χ

)
Y +

3− ℓ2w11

∆χ
X
]

= µ(t) , (6.25)

which is finite, as required.
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The variational principle (6.22) allows us to identify the arbitrary functions α(t), ν(t),

ζ(t) and µ(t) with sources of local operators in the dual quantum mechanics, and the

variables π̂tt, π̂ψ, π̂χ and π̂t with the corresponding operators. More precisely we define

the one-point functions

〈T 〉 ≡ 2π̂t
t =

δIren
δα

=
ℓ2

2κ22ν

(
c0 +

(∂tν)
2

α2

)
+

1

κ22
c1ζ(t)

1
1−∆χ ,

〈J t〉 ≡ −π̂t = − 1

α

δIren
δµ

=
QR2

2κ22α
,

〈Oψ〉 ≡ −π̂ψ = 2e−2ψ0
1

α

δIren
δν

=
ℓ2e

−2ψ0

κ22∂tν
∂t

(
1

ν

(
c0 +

(∂tν)
2

α2

))
,

〈Oχ〉 ≡ π̂χ =
1

α

δIren
δζ

=
c1

(1−∆χ)κ22
ζ

∆χ
1−∆χ , (6.26)

where we have used the expression for β(t) in (4.24) and for ϑ(t) in (5.35). As in (6.24, 6.25),

the final expressions on the right hand side hold up to terms subleading in conformal

perturbation theory in the irrelevant couplings.

Renormalized on-shell action. We previously wrote the regularized action including

boundary counterterms in (6.13). Taking the gauge field momentum πt on-shell it is

Ireg + Ib = U|ρc + Ic + Iglobal , (6.27)

where the terms from a possible horizon Iglobal were given in (6.14). We also saw that the

counterterm Ic, given in (6.8), on-shell coincides with I ′c given in (6.17). This counterterm

was constructed such that it cancels all divergent terms in the effective superpotential U|ρc .
Therefore, the sum U|ρc + Ic is given by the finite contributions to U|ρc .

As we discussed after (6.14), most of the terms in the leading superpotential U(0) (5.29)

are divergent and so they do not contribute to the sum U|ρc +Ic. The only exception is the

non perturbative contribution ∆W identified in (5.28). The higher derivative terms (5.31)

in the superpotential contain no divergences and so they all contribute to the renormalized

action, in principle, but the leading order of conformal perturbation theory retains only

the last term in (5.31). We therefore find

U|ρc + Ic =
1

κ22

∫
dt
√−γ

(
ℓ2
2
Y−1

(
c0 + γtt(∂tY)2

)
+ c1X− 1

∆χ−1 + · · ·
)
. (6.28)

The leading asymptotic behavior of these fields, namely
√−γ ∼ αeρc/ℓ2 , Y ∼ νeρc/ℓ2 ,

X ∼ ζe(∆X−1)ρc/ℓ2 are sufficient for evaluating this expression. Incorporating also the

finite boundary term (6.18), we then obtain the full renormalized on-shell action

Iren =
ℓ2
2κ22

∫
dt

(
αc0
ν

− (∂tν)
2

να
+

2c1
ℓ2

αζ
1

1−∆χ − QR2

ℓ2
µ

)
+ Iglobal , (6.29)

up to terms subleading in conformal perturbation theory. With the exception of Iglobal,

the renormalized action (6.29) can also be obtained by integrating the one-point func-

tions (6.26) with respect to the corresponding source.
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The renormalized action (6.29) is identical to the one found in [16] for the 2D dilaton

model obtained from a circle reduction of pure AdS3 gravity, except that (6.29) contains

an additional term due to the fluctuations of the second scalar χ. However, while in the

present context this effective action holds only in the vicinity of the IR fixed point, for the

model considered in [16] it was valid all the way to the UV, since the analysis there was

non perturbative in the dilaton coupling.

Ward identities and trace anomaly. By inspection, the one-point functions (6.26)

satisfy the Ward identities

∂t〈T 〉 − 1

2
e2ψ0∂tν 〈Oψ〉 − ∂tζ 〈Oχ〉 = 0 ,

〈T 〉+ 1

2
e2ψ0ν 〈Oψ〉+ (∆χ − 1)ζ 〈Oχ〉 =

ℓ2
κ22α

∂t

(
∂tν

α

)
= A ,

Dt〈J t〉 = 0 , (6.30)

where Dt stands for the covariant derivative with respect to the boundary metric −α2.

These identities reflect the global symmetries of the dual theory and can alternatively be

derived by renormalizing the first class constraints (5.9), without using the explicit form

of the one-point functions.

The Ward identity for the trace of the energy momentum tensor contains, in addition

to the beta functions for the two scalar operators of dimension ∆ψ = 2 and ∆χ, a conformal

anomaly A that is local in the sources α(t) and ν(t). This trace anomaly was previously

derived in [16], and it was identified as the origin of the Schwarzian effective action. In

particular, the term −(∂tν)
2/(να) in the renormalized on-shell action (6.29) corresponds

to the effective action of the conformal anomaly, i.e. the analogue of the non-local Polyakov

action ∼ c R�
−1R for a 2d CFT with central charge c [53]. Indeed, it was shown in [16]

that this term can be obtained by a circle reduction from the Polyakov action of the 2d

CFT at the UV. It is well known that in conformal gauge the Polyakov action reduces to

the 2d Liouville action with zero Liouville coupling. We will see in subsection 6.5 that in

conformal gauge the term −(∂tν)
2/(να) similarly reduces to the 1d Liouville action with

zero Liouville coupling, which can be mapped to the Schwarzian effective action. We revisit

this argument in the following two subsections, where now we incorporate the coupling ζ(t)

for the second scalar operator Oχ that was not present in the analysis of [16].

6.4 Residual gauge symmetries

The Fefferman-Graham gauge (4.7) for the geometry and the radial gauge Aρ = 0 for the

Maxwell field do not completely fix the local symmetries in the bulk. The residual bulk

diffeomorphisms, known as Penrose-Brown-Henneaux (PBH) diffeomorphisms [25, 54, 55],

and residual U(1) gauge transformations are interesting because they are directly related

to the asymptotic symmetry algebra and to the Ward identities (6.30).

In order to determine these residual local symmetries and how they act on the sources

and operators of the dual theory, we consider a generic infinitesimal bulk diffeomorphism
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generated by the vector field ξa(ρ, t) and a generic infinitesimal gauge transformation cor-

responding to the gauge parameter Λ(ρ, t). Under such a combined transformation the

bulk fields transform as

δξ+Λgρρ=Lξgρρ= ξ̇ρ , δξ+Λgtt=Lξgρt= γtt(ξ̇
t+γtt∂tξ

ρ) , δξ+Λgtt=Lξgtt=Lξγtt+2Kttξ
ρ ,

δξ+Λψ=Lξψ=Lξψ+ξρψ̇ , δξ+Λχ=Lξχ=Lξχ+ξρχ̇ , (6.31)

δξ+ΛAρ=LξA
Λ
ρ +δΛAρ= ξ̇tAt+Λ̇ , δξ+ΛAt=LξAt+δΛAt=LξAt+ξρȦt+∂tΛ ,

where Lξ is the bulk Lie derivative generated by the vector field ξµ and Lξ denotes the Lie

derivative with respect to the time component ξt. As in previous sections, a dot ˙ denotes a

derivative with respect to the radial coordinate ρ and Ktt is the extrinsic curvature (5.5).

The conditions that the Fefferman-Graham gauge (4.7) and the radial gauge Aρ = 0 are

preserved by the transformations (6.31) are

Lξgρρ = Lξgρt = 0 , (Lξ + δΛ)Aρ = 0 , (6.32)

which amounts to a set of differential equations for the gauge parameters ξµ(ρ, t) and Λ(ρ, t)

for the residual gauge symmetries. The general solution of these equations is [36]

ξρ = σ(t) , ξt = η(t) + ∂tσ(t)

∫ ∞

ρ
dρ′γtt(ρ′, t) ,

Λ = ϕ(t)− ∂tσ(t)

∫ ∞

ρ
dρ′γtt(ρ′, t)At(ρ

′, t) , (6.33)

where η(t), σ(t), and ϕ(t) are arbitrary functions of time. The boundary diffeomorphism

generated by η(t), the boundary Weyl transformation generated by σ(t), and the boundary

gauge transformation generated by ϕ(t) all act independently of one another.

The residual gauge symmetries transform the field components that were not fixed

by the gauge choices, such as γtt and At. The transformations (6.31) are such that the

solutions (4.12), (4.22), (5.34) retain their form, but with integration “constants” modified

according to

δPBHα = ∂t(ηα) + ασ/ℓ2 ,

δPBHν = η∂tν + νσ/ℓ2 ,

δPBHζ = η∂tζ + (∆χ − 1)ζσ/ℓ2 ,

δPBHµ = ∂t(ηµ+ ϕ) . (6.34)

Since we know the one-point functions in terms of these sources explicitly from (6.26), the

transformations (6.34) allow us to determine the transformations of the one-point functions

– 37 –



J
H
E
P
1
0
(
2
0
1
8
)
0
4
2

as well. We find

δPBH〈T 〉 = η∂t〈T 〉 − σ

ℓ2
〈T 〉+ ∂tν∂tσ

κ22α
2

,

δPBH〈Oψ〉 = η∂t〈Oψ〉 − 2
σ

ℓ2
〈Oψ〉+

e−2ψ0

κ22α
∂t

(
∂tσ

α

)
,

δPBH〈Oχ〉 = η∂t〈Oχ〉 −∆χ
σ

ℓ2
〈Oχ〉 ,

δPBH〈J t〉 = −
(
∂t(ηα)

α
+

σ

ℓ2

)
〈J t〉 . (6.35)

It is also instructive to consider the transformation of the renormalized on-shell action

under the residual gauge symmetries (6.34). Either using the explicit form of the action in

terms of the sources (6.29), or using the one-point functions (6.26) together with the Ward

identities (6.30), we find

δPBHIren =
1

κ22

∫
dt σ∂t

(
∂tν

α

)
=

∫
dt α

σ

ℓ2
A , (6.36)

where A is the trace anomaly that appears in the trace Ward identity in (6.30). It follows

that the renormalized action is invariant under time reparameterizations and U(1) gauge

transformations, but generally not under the boundary Weyl transformations.

6.5 The Schwarzian effective action

The residual gauge transformations are parameterized by three arbitrary functions of time:

η(t), σ(t), and ϕ(t). The sources α(t), ν(t), and µ(t) for the local operators in the dual

1D theory are scalar functions of time, so these sources can be generated entirely through

residual symmetries, at least locally. Therefore, all these sources can be formally interpreted

as pure gauge and it is illuminating to do so. However, the source ζ(t) for the squashing

mode is not pure gauge and cannot be traded for any local gauge symmetry.

The fact that the sources α(t), ν(t), and µ(t) can be traded for local symmetries

implies that the number of independent functions of time on which the renormalized on-

shell action (6.29) depends on can be reduced. We first recall that, as discussed after (6.36),

the renormalized action is invariant under infinitesimal time reparameterizations and U(1)

gauge transformations. From the explicit form of the renormalized action in (6.29) it is

clear that this invariance applies to the corresponding finite transformations as well, namely

α(t)→α(η(t))/∂tη(t) , ν(t)→ ν(η(t)) , µ(t)→µ(η(t))/∂tη(t)+∂tϕ(t), ζ(t)→ ζ(η(t)) ,

(6.37)

for any finite functions η(t) and ϕ(t). However, although a boundary Weyl transformation

generated by σ(t) corresponds to a bulk diffeomorphism, it is not a symmetry of the bound-

ary theory: the renormalized action does in fact depend on σ(t), as exhibited in (6.36).

This dependence is a manifestation of the conformal anomaly.

The fact that the sources α(t), ν(t), and µ(t) are pure gauge and can be traded for the

three independent functions η(t), σ(t), and ϕ(t) that generate residual gauge symmetries,
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together with the observation that the renormalized on-shell action is independent of η(t),

ϕ(t) but it does depend on σ(t), imply that the total dependence of the renormalized on-

shell action on the sources can be parameterized by the single function σ(t), as well as

the source ζ(t), which is not pure gauge. Without loss of generality, therefore, we can

parameterize the sources as a finite Weyl transformation starting from the reference point

with constant α = 1, ν = ν0, µ = µ0 and an arbitrary ζ0(t), namely

α(t) = eσ(t)/ℓ2 , ν(t) = ν0e
σ(t)/ℓ2 , µ = µ0 , ζ(t) = e(∆χ−1)σ(t)/ℓ2ζ0(t) . (6.38)

Inserting this form of the sources in (6.29) gives

Iren =
ℓ2
2κ22

∫
dt

(
c0
ν0

− ν0
ℓ22
(∂tσ)

2 +
2c1
ℓ2

ζ0(t)
1

1−∆χ − QR2

ℓ2
µ0

)
+ Iglobal . (6.39)

Thus the entire time dependence of the renormalized action (6.29) is due to the conformal

factor σ(t) and the dynamical scalar source ζ0(t). This form of the renormalized on-

shell action makes is manifest that the Weyl mode σ(t) can interpreted as the Goldstone

boson of spontaneous conformal symmetry breaking, i.e. the boundary dilaton, through

the matching of the conformal anomaly effective action in the spontaneously broken and

unbroken phases [56].

The effective action for the Weyl factor σ(t) in (6.39) is directly related to the

Schwarzian effective action. In particular, parameterizing σ(t) in terms of an arbitrary

auxiliary function τ(t) as

σ = ℓ2 log ∂tτ(t) , (6.40)

and adding a suitable total derivative term the effective action (6.39) becomes

Iren =
ℓ2
2κ22

∫
dt

(
c0
ν0

+ 2ν0{τ(t), t}+
2c1
ℓ2

ζ0(t)
1

1−∆χ − QR2

ℓ2
µ0

)
+ Iglobal , (6.41)

where {τ(t), t} denotes the Schwarzian derivative

{τ(t), t} = −1

2

(
∂2
t τ

∂tτ

)2

+

(
∂2
t τ

∂tτ

)′
=

∂3
t τ

∂tτ
− 3

2

(
∂2
t τ

∂tτ

)2

. (6.42)

7 Thermodynamics of 2D black holes

In this section we quantify the thermodynamic properties of the 2D backgrounds for our the-

ory with special emphasis on black holes. We use our results from section 6 to evaluate the

conserved charges and corresponding chemical potentials. We compare and contrast this

analysis with the near extremal results obtained from the 5D point of view in subsection 2.3.

7.1 Killing symmetries and conserved charges

In subsection 4.4, complemented with the Hamiltonian analysis in subsection 5.4, we pre-

sented the most general linearized solutions around the IR fixed point for our 2D theory. In

the following we identify which of those background solutions possess a Killing symmetry

and compute the corresponding conserved charges.
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It is useful to start from the PBH transformations in subsection 6.4. From this point of

view, a rigid symmetry is a transformation that leaves α(t), ν(t), ζ(t) and µ(t) unchanged,

i.e. setting the left hand side of (6.34) to zero. This simultaneously restricts the background,

such that a solution to δPBH(. . .) = 0 exists, and determines the Killing symmetry. There

are two background configurations that have a non-trivial symmetry. The first background

amounts to setting ζ(t) = 0, i.e. removing the source for χ, and keeping all other parameters

arbitrary. In this case the background is unchanged for the PBH transformations with

parameters9

η = k
ν

α
, σ = −kℓ2

∂tν

α
, ϕ = −k

νµ

α
, (7.1)

where k > 0 is an arbitrary dimensionless constant that accounts for an inherent ambiguity

in the normalization of the timelike Killing vector, as we will discuss shortly. From (6.33),

the generators of the corresponding residual symmetry transformation are

ξρ = −kℓ2
∂tν

α
, ξt = k

ν

α
+O(e−2ρ/ℓ2) , Λ = −k

νµ

α
+O(e−ρ/ℓ2) . (7.2)

This Killing transformation reduces to the bulk Killing vector ξa = −ℓ2kǫ
ab∇be

−2ψ [57] in

the special case of vanishing chemical potential µ.

The second background with a rigid symmetry corresponds to setting the sources for

ψ and χ to be time independent and non-zero, i.e. ν(t) = ν0 and ζ(t) = ζ0, while α and µ

are arbitrary functions. Solving for δPBH(. . .) = 0 in (6.34) for this situation gives

η = k
ν0
α

, σ = 0 , ϕ = −k
ν0µ

α
. (7.3)

We have chosen the constants here such that the two backgrounds with Killing symmetry

can be discussed as one: (7.3) is simply obtained by setting ν(t) = ν0 in (7.1).

Having identified (7.1) and (7.3) as the relevant Killing symmetries, we turn to the

corresponding conserved charges, which can be derived from the Ward identities (6.30).

Starting with the conservation of the U(1) current in (6.30),

Dt〈J t〉 = 1

α
∂t
(
α〈J t〉

)
= 0 , (7.4)

which leads to the conserved electric charge

Q ≡ −α〈J t〉 = πt = −QR2

2κ22
. (7.5)

To obtain the conserved charge associated with the conformal Killing symmetry (7.1)

(and (7.3) as a special case) we multiply the first Ward identity in (6.30) with η in (7.1)

to get

η∂t〈T 〉 − 1

2
e2ψ0η∂tν 〈Oψ〉 − η∂tζ 〈Oχ〉 = 0 . (7.6)

9The parameters ξa and Λ as defined in (6.31), or σ, η and ϕ defined in (6.33), have dimensions of length.

However, the Killing symmetry parameters should be dimensionless in order for the corresponding conserved

charges to be correctly normalized. The Killing symmetry parameters are therefore only proportional to

the corresponding local symmetry parameters. To avoid introducing additional notation, however, in this

section we will use ξa and Λ, as well as σ, η and ϕ, to refer to the dimensionless Killing parameters, rather

than the dimensionful local symmetry parameters.
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Note that this is the correct Ward identity that generates the combined diffeomorphism

and U(1) gauge transformation that is compatible with the Killing symmetry (7.1). Using

the fact that η is a conformal Killing symmetry and hence satisfies (6.34) with zero on the

left hand side, this identity becomes

η∂t〈T 〉+
(
1

2
e2ψ0ν 〈Oψ〉+ (∆χ − 1)ζ 〈Oχ〉

)
σ

ℓ2
= 0 . (7.7)

The trace Ward identity in (6.30) and the explicit form of the conformal Killing parameters

in (7.1) then allow us to rewrite this identity as

k
ν

α
∂t〈T 〉+

(
〈T 〉 − A

)
k
∂tν

α
= 0 ⇔ 1

α
∂t
(
kν〈T 〉

)
= k

∂tν

α
A =

kℓ2
2κ22α

∂t

(
∂tν

α

)2

. (7.8)

This identity implies that the quantity

M2D = −kν

(
〈T 〉 − ℓ2

2κ22ν

(
∂tν

α

)2
)

= −αη

(
〈T 〉 − ℓ2

2κ22ν

(
∂tν

α

)2
)

, (7.9)

is independent of time for arbitrary sources, i.e. it is a conserved charge. This is indeed

the Noether charge that generates the conformal Killing symmetry (7.1) (see e.g. (5.12)–

(5.16) in [16]). The charge is simply the time component of the corresponding current

since a spatial slice of the boundary is just a point. Moreover, notice that it is only

because the conformal anomaly is a total derivative that we can always define a conserved

charge associated with the conformal Killing symmetry (7.1), even when the anomaly does

not vanish numerically. In more generic situations conformal Killing symmetries lead to

conserved charges only in the absence of a conformal anomaly [36].

Using the one point function of the stress tensor in (6.26) and the conformal Killing

symmetry (7.1) we can evaluate the mass (7.9), namely

M2D = − kℓ2
2κ22

c0 , (7.10)

which applies for backgrounds with ζ(t) = 0 and arbitrary α(t), ν(t) and µ(t). For our

second configuration, ν(t) = ν0 and ζ(t) = ζ0, the rigid Killing symmetry (7.3) in (7.9)

leads to

M2D = − kℓ2
2κ22

(
c0 +

2ν0
ℓ2

c1ζ
1

1−∆χ

0

)
. (7.11)

In black hole applications explicit expressions such as (4.42) have c0 < 0. The equations

for M2D given here establish |c0| as a measure of the excitation energy, as expected.

7.2 Thermodynamics of 2D black holes

In this subsection we study the thermodynamics of static configurations in the 2D theory

and in particular focus on black holes. To simplify the analysis, and since the 5D black

holes we are interested in have c1 = 0, we will set c1 = 0 throughout our discussion of the

thermodynamics.
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The static limit of the IR fixed point solution introduced in subsection 4.3,

ds2 = dρ2 − (α0e
ρ/ℓ2 + β0e

−ρ/ℓ2)2dt2 , (7.12)

is the canonical example of a 2D black hole geometry. The outer horizon is located at ρh
given by

eρh/ℓ2 =
√
−β0/α0 . (7.13)

The black hole is generally not extremal: the extremal limit corresponds to β0 → 0 or

ρh → −∞. In these formulae (and others below) the subscript “0” emphasizes the point

that the coefficients of the solution are time independent.

We study the black hole near the IR fixed point so the time dependent dilaton is

engaged. The resulting backreaction on the geometry modifies the metric so that
√−γ0 →√−γ0 +

√−γ1, but for static backgrounds the linear fluctuation
√−γ1 given in (4.27) (or

more generally in (5.36) when the source ζ(t) is turned on) is proportional to the zero

order solution
√−γ0. The position of the horizon (7.13) determined from the leading order

solution therefore applies also to linear order in the fluctuations around the IR fixed point.

In the following we evaluate the thermodynamic variables of our 2D black hole. We

start with the temperature and the electric potential, the potentials conjugate to the con-

served charges M2D and Q, respectively; and then proceed to evaluate the entropy and the

Gibbs free energy around the IR fixed point.

Temperature. Expanding the metric around the horizon radius (7.13) and demanding

that the Euclidean section has no conical singularity gives the periodicity condition

t̃E ≡ tE ∂ρ
√−γ

∣∣
ρh

, t̃E ∼ t̃E + 2π , (7.14)

where tE is the analytic continuation of the time coordinate t. This periodicity condition

is unambiguous, but the relation between the time coordinate “t” and the appropriate

physical time may not be the same from the IR and UV viewpoints. The physical time in the

IR defined by the timelike Killing vector η in (7.1) is tη−1 and so the physical temperature is

determined by the periodicity condition tEη
−1 ∼ tEη

−1+T−1
2D. Therefore (7.14) determines

the 2D temperature

T 2D =
η

2π
∂ρ
√−γ

∣∣
ρh

. (7.15)

In appendix B we show that this expression for the temperature is proportional to the

value of the scalar potential at the horizon. Evaluating the expression (7.15) at the horizon

radius (7.13) we find

T 2D =
k

2π

√−c0 + · · · , (7.16)

where the ellipses denote higher order terms in the expansion near the IR fixed point and we

have used the linearized solution (4.22), as well as the static limit of the expression (4.24)

for β(t).
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Electric potential. From the solution for the gauge field in (4.12) and the horizon radius

in (7.13) follows that the value of the gauge potential on the horizon is

At(ρh) = µ0 − 2Qℓ2e
3χ0+3ψ0

√
−α0β0 . (7.17)

The electric potential is therefore given by

Φe = η (µ0 −At(ρh)) = 2πQℓ22e
3χ0+3ψ0T 2D . (7.18)

Entropy. The entropy of the 2D black hole is given by the value of the dilaton on the

horizon [58–60]

S =
2π

κ22
e−2ψ(ρh) =

2π

κ22

(
e−2ψ0 + ℓ2

√−c0 + · · ·
)
, (7.19)

where we used the perturbative solution for Y in (4.22), as well as the expression for β and

ϑ in (4.24).

Gibbs free energy. Our expression (6.29) for the renormalized on-shell action comprises

a conventional term that controls the boundary dynamics and a “global” term that is due to

the black hole horizon. The boundary term receives contributions from the 2D mass (7.11)

and the renormalized gauge potential µ0. The global term was presented in (6.14) with a

contribution from the extrinsic curvature at the horizon

1

κ22

√−γ e−2ψK
∣∣∣
ρh

=
1

κ22
e−2ψ∂ρ

√−γ
∣∣∣
ρh

= ST 2Dη
−1 , (7.20)

a contribution from the reduced Hamilton’s principal function at the horizon that happens

to vanish U|ρh = 0 (see footnote 12 in appendix B), and a term proportional to value of the

gauge potential at the horizon. After continuation to Euclidean signature we can recast

the three non vanishing contributions to (6.29) as

IEren =

∫ T−1
2Dη

0
dtEη

−1M2D −
∫ T−1

2Dη

0
dtEη

−1ST 2D −Q
∫ T−1

2Dη

0
dtEη

−1Φe , (7.21)

or

IEren = T−1
2D(M2D − T 2DS − ΦeQ) . (7.22)

This is the expected relation between the Euclidean renormalized on-shell action and the

Gibbs free energy. It is interesting that the mass term is due to the dynamical term in

the renormalized action (6.29) while the entropy is entirely due to the global contribution.

The term involving the electric charge gets contributions from both the dynamical and

global parts, since the gauge invariant electric potential Φe is the difference between the

(renormalized) gauge potential at the boundary and the horizon.

Mass gap. The entropy (7.19) can be expressed in the form

S = Sext +
2

Mgap
T 2D , (7.23)

where

Sext =
2π

κ22
e−2ψ0 , (7.24)
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and the “mass gap” is given by

Mgap =
kκ22
2π2ℓ2

. (7.25)

The temperature independent term Sext corresponds to the entropy at the IR fixed point

which is interpreted as the entropy at extremality, i.e. ground state entropy. As we move

away from the fixed point, the entropy depends linearly on T2D with a strength controlled

by Mgap [61]. If we pick the normalization constant k as a numerical constant of O(1) that

is independent of black hole parameters, our equation for the mass gap (7.25) agrees with

most other studies of nAdS2/CFT1 holography: it depends only on the AdS2 scale ℓ2 and

is proportional to the gravitational coupling κ22. This is also the coefficient in front of the

Schwarzian effective action (6.41) .

The black hole mass (7.11) can also be expressed in terms of the mass gap in the near

extremal limit and takes the form

M2D =
2π2ℓ2
kκ22

T 2
2D =

1

Mgap
T 2
2D . (7.26)

As we will see momentarily, this is consistent with the first law of black hole thermody-

namics.

First law. Since the AdS2 radius ℓ2, given in (4.14), depends on the electric charge Q,

this charge must be kept fixed in order to have a well defined first law near the IR fixed

point.10 Using the thermodynamic variables computed above it is straightforward to show

that the first law

δM2D = T 2DδS , (7.27)

holds provided the sources are kept fixed, along with the charge Q and the AdS2 radius ℓ2.

As promised, the near extremal behavior of the entropy (7.23) and the 2D mass (7.26) are

compatible with the first law (7.27), where Sext and Mgap are kept fixed.

7.3 5D versus 2D thermodynamics

In this subsection we confront our findings in 2D with the derivation of black hole ther-

modynamics near extremality from a 5D point of view presented in subsection 2.3. When

needed for comparison, we will denote with a subscript ‘(5D)’ or ‘(2D)’ to the quantities

in section 2 and section 7.2, respectively. The relation between these two sections relies on

the dictionary in subsection 4.5.11

We recall that the nearly extreme black hole has small temperature T5D ≪ M while

keeping the angular momentum J fixed. Fixing the angular momentum J in 5D corresponds

to keeping Q fixed in 2D, as we have done in this section. In this limit, the 5D Hawking

10It is interesting to note that the AdS2 radius for the near extremal BTZ black hole is half of the AdS3

radius and hence independent of the AdS2 electric charge [1, 16]. As a consequence, the thermodynamic

ensemble, as well as the boundary conditions on the AdS2 gauge field, is not fixed in that case.
11Note that we have set α0 = 1 in this and the subsequent relations since the 5D thermodynamic

expressions in subsection 4.5 are given for α0 = 1 only.
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temperature (2.9) becomes

T5D =
x2(2x2 − 1)

πa20(1 + x2)
ελ+O(λ2)

=

√−c0
2π|ν0|

λ

λ0
+O(λ2) , (7.28)

where in the first line we used the result from the near extreme limit in 5D (4.29) and in

the second line we translated the expression to 2D variables via (4.32), (4.35), and (4.42).

Comparison with the 2D result (7.15) leads to

T5D

T2D
=

1

kν0

λ

λ0
. (7.29)

Similarly, if we compare the mass gap given by (2.21) to the one deduced in (7.25), we have

M
(5D)
gap

M
(2D)
gap

=
1

kν0

λ

λ0
. (7.30)

We can trace these apparent discrepancies to our normalization (7.2) of the 2D Killing

vector in the IR as ξt∂t = η∂t = kν0∂t, while in the UV we normalize it as ∂t. Moreover,

in taking the near horizon/near extreme limit of the 5D solution (4.34) we rescale the

temporal coordinate t → λ0
λ t.

A possible remedy for the discrepancy between the 5D thermodynamic variables and

their 2D counterparts is to fix the normalization k as

k =
λ0

λ
ν0 . (7.31)

After all, the variable k was introduced in (7.1) precisely to parameterize the ambiguity in

the normalization of the timelike Killing vector. However, this choice is awkward from a

2D perspective: it amounts to boundary conditions on nAdS2 that depend on the strength

of the dilaton source and other parameters that are not specified at the IR fixed point.

Instead, the deviations away from AdS2 depend on the asymptotic data at the UV fixed

point, and hence Mgap is not dictated by considerations intrinsic to nAdS2/nCFT1.

It is the interplay between the AdS5 radius and angular momentum that causes this

discrepancy. More concretely, for finite values of ℓ5 (x 6= 1) the rescaling parameter λ0

in (4.34) reflects that there is a different notion of time in the UV versus the IR. The

variable x measures the strength of the AdS5 curvature relative to the black hole rotation

and a proper understanding of the near extreme black hole entropy must account for this

dependence physically rather than inserting it as an input. The dependence of nAdS2 on

UV data and the resulting lack of universality was also discussed in [62].

The effect we encounter here does not arise in the coupling between the AdS5 radius

and a electric/magnetic charge studied in [14, 22]. Thus the Kerr-AdS5 black holes are not

in the same universality class as their charged counterparts. However, in the absence of a

5D cosmological constant, there is only one relevant scale ℓ2 so then k ∼ ℓ2 and we recover

the notion of universality advocated in [4].
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It is worth stressing that the entropy does not suffer from the ambiguity discussed

here:

S2D = Sext +
2

M
(2D)
gap

T2D

= Sext +
2

M
(5D)
gap

T5D

= S5D . (7.32)

This agreement is expected since the entropy in (2.8) and (7.19) are just the area of the

horizon which is not sensitive to the normalization of a timelike Killing vector.

8 Summary and future directions

We have used the nAdS2/nCFT1 correspondence to study aspects of Kerr-AdS5 black holes

with their two rotation parameters equal. We derived a 2D effective theory that is a consis-

tent truncation of 5D Einstein gravity with and without cosmological constant, for which

this black hole is one solution. This truncation contains the ingredients needed to discuss

physics near the IR fixed point (i.e. the nAdS2 region), the dynamics near the UV theory

(i.e. either the asymptotically flat or the AdS5 region), and the flow between these limits.

Our 2D model contains two scalar fields {ψ, χ} in addition to the 2D metric and a

U(1) gauge field. We identify ψ as the dilaton field and view χ as additional matter. A

central aspect of our analysis is to develop the AdS2/CFT1 holographic dictionary for this

theory near its IR fixed point, which we carry out in detail. A novel feature of our setup

is the coupling between ψ and χ in the nAdS2 region that forces us to keep track of χ

as ψ breaks the conformal symmetry of the AdS2 background. From a five dimensional

perspective, the persistence of χ is due to the coupling between the angular momentum of

the black hole and the five dimensional cosmological constant.

Some aspects of our 2D model are conventional and expected: after appropriately

diagonalizing the linearized fluctuations around the IR, we find a Goldstone mode in nAdS2
whose effective action is a Schwarzian. The coefficient of the Schwarzian in (6.41) depends

on the AdS2 radius in Planck units and the source of the dilaton. It leads to an entropy

that is a linear function of the temperature with mass gap (7.25) given by the AdS2 radius

in Planck units. These features fall into the universality class captured by the 2D Jackiw-

Teitelboim (and related) models studied recently in, for example, [4, 12–23].

However, our discussion in subsection 7.3 exhibits this situation as unsatisfactory for

the Kerr-AdS5 black hole: the 2D theory does not capture the value of the mass gap (and

hence the heat capacity) derived from the five dimensional black hole thermodynamics.

The reason is a mismatch between the natural unit for time in the UV and in the IR. The

black hole thermodynamics depends on the former and the nAdS2 theory on the latter.

This disagreement on units depends on physical quantities and is a consequence of the

coupling between angular momentum and the AdS5 radius. From the perspective of the

dual nCFT, the 5D thermodynamics indicate that there are two scales –ν0 and λ0– in the
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near IR, while the nAdS2 determines the value of only one intrinsic scale –ν0. Finding a way

how to predict the value of λ0 in the nCFT is an open question that we leave for future work.

There are several interesting open directions that we leave for future research, includ-

ing:

1. Explore the dual nCFT1: the SYK model stands as the preeminent example of a

nCFT1. Various variants of the model include global symmetries, supersymmetry,

tensor models, among other properties (see [5] for a partial list of references). It

would be interesting to find within all these models the ones that can capture the

couplings between ψ and χ. A step in this direction would be to evaluate holographic

correlation functions of these fields and study their characteristic features.

2. Explore the RG flow: our 2D model is embedded in AdS5 so we have significant

control over the dual theory in the UV. It would be interesting to characterize the

sector of N = 4 SYM that accommodates our consistent truncation and cast it in

terms of a suitable nCFT1, as was done for different truncations in [40].

3. Explore the black hole zoo: our analysis highlights a striking difference between Kerr-

AdS5 black holes and their charged cousins, the RN-AdS black holes. It would be

interesting to generalize our study to other black holes (or black rings) and classify

which of them display similar, or more general, features as those uncovered here.

4. Explore the phase diagram: black holes present a rich arena to study phase transitions

and critical phenomena. It is an important goal to account for the renowned phase

diagram of AdS black holes in terms of the nCFT1. An interesting direction was

pursued in [63] for the four dimensional Kerr-Newman solution.

5. Explore quantum corrections: the IR modes of the effective theory of quantum gravity

control not just the area law, but also the logarithmic corrections to the Bekenstein-

Hawking entropy [64]. Recent developments [65–67] show non-trivial patterns in the

coefficients that accompany these log-terms. It would be interesting to account for

such patterns through the nAdS2/nCFT1 correspondence.
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A Asymptotic solutions and superpotentials in the UV

In this appendix we solve the Hamilton-Jacobi equation (5.15) away from the IR fixed

point. The first order equations (5.14) can then be integrated to obtain the corresponding

solutions of the second order equations of motion. We will consider two cases corresponding

to two opposite limits. Firstly, we set ℓ5 = ∞ with constant χ, in which case the exact

solution can be obtained throughout the RG flow. Secondly, we solve the Hamilton-Jacobi

equation for ℓ5/R ≪ 1 and show that the solution coincides with the Kaluza-Klein reduction

of the known boundary counterterms for AdS5.

A.1 Asymptotically flat solutions with constant χ

Setting ℓ5 = ∞ and χ constant, equations (5.22)–(5.23) can be solved exactly to obtain

W = ±
√

4

R2
e−ψ + 2Q2R2e3χ0+ψ − 4m, Z1 =

2e−4ψ

W
, Z2 = Z3 = 0 , (A.1)

where m is an integration constant. This determines the Hamilton-Jacobi functional U up

to two derivatives in time. However, in this case we can do much better: an exact solution

of the Hamilton-Jacobi equation (5.15) to all orders in time derivatives can be obtained.

Up to a choice of sign in front of the square roots the solution takes the form

U =
1

κ22

∫
dt
√−γ

[√
4

R2
e−ψ − γtt(∂te−2ψ)2 + 2Q2R2e3χ0+ψ − 4m

− ∂te
−2ψ

√−γ
log

( ∂te−2ψ
√
−γ

+
√

4
R2 e−ψ − γtt(∂te−2ψ)2 + 2Q2R2e3χ0+ψ − 4m
√

4
R2 e−ψ + 2Q2R2e3χ0+ψ − 4m

)]
. (A.2)

In order to confirm that (A.2) is an exact solution of the Hamilton-Jacobi equa-

tion (5.15) it is instructive to first evaluate the functional derivatives of U with respect

to the fields ψ and γtt, namely

δU
δψ

= −

√−γ e−2ψ

(
1
R2 e

3ψ − 1
2Q

2R2e3χ0+5ψ −�t

)
e−2ψ

κ22

√
1
R2 e−ψ − 1

4γ
tt(∂te−2ψ)2 + 1

2Q
2R2e3χ0+ψ −m

,

γtt
δU
δγtt

=

√−γ

κ22

√
1

R2
e−ψ − 1

4
γtt(∂te−2ψ)2 +

1

2
Q2R2e3χ0+ψ −m. (A.3)

Using these expressions for the functional derivatives of U , together with the relation

between the Hamilton-Jacobi functionals S and U in (5.18), it is straightforward to show

that (A.2) solves (5.15).
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The exact solution (A.2) for U allows us to obtain the general solution of the equations

of motion by solving the first order equations (5.14), which can be expressed in the form

∂ρ
√−γ = −κ22

2
e2ψ

δU
δψ

,

∂ρe
−2ψ =

2κ22√−γ
γtt

δU
δγtt

,

∂ρAt = −Qe3ψ+3χ0
√−γ . (A.4)

Using the functional derivatives (A.3) these first order equations imply that the combi-

nation ∂te
−2ψ/

√−γ is independent of the radial coordinate ρ. As a result, the general

solution for the dilaton ψ(ρ, t) can be expressed in the form

∫ ψ(ρ,t) −2e−2ψ̃dψ̃√
4
R2 e−ψ̃ + 2Q2R2e3χ0+ψ̃ + 4(∂tϕ)2 − 4m

= ρ+ ω(t) , (A.5)

where ϕ(t) and ω(t) are arbitrary functions of time only. The solution for the metric then is

√−γ =





1
2∂tϕ

∂te
−2ψ, ∂te

−2ψ 6= 0 ,

α0

√
4
R2 e−ψ + 2Q2R2e3χ0+ψ − 4m , ∂te

−2ψ = 0 ,
(A.6)

where α0 is a positive constant. Finally, the gauge field is determined from the last equation

in (A.4). The 5D uplift of the static solution is an asymptotically Taub-NUT geometry

with a four dimensional Reissner-Nordström black hole base, which becomes extremal when

m =
√
2e3χ0/2Q . (A.7)

In addition to determining the general solution of the equations of motion, the exact

solution (A.2) of the Hamilton-Jacobi equation allows one to determine the boundary terms

that render the variational problem well posed for asymptotically Taub-NUT solutions in

5D, or asymptotically flat solutions in 4D, far away from the AdS2 IR region that was the

focus of this paper. Moreover, the residual asymptotic local symmetries in this case are

likely related to the BMS group in four and five dimensions and would be interesting to

study how this is encoded in the effective action (A.2). We hope to address these questions

in future work.

A.2 Asymptotically AdS5 solutions

In the limit ℓ5/R ≪ 1 the solution of the system of equations (5.22)–(5.23) takes the form

W =
3

ℓ5
e−3ψ/2+χ/2+

ℓ5
8R2

(
4eψ/2−χ/2−e5ψ/2−7χ/2

)
− ℓ35
18R4

e5ψ/2−3χ/2(e2ψ−3χ−1)2ψ+ · · · ,

Z1=
ℓ5
2
e−5ψ/2−χ/2− 5ℓ35

18R2
e3ψ/2−9χ/2ψ+ · · · ,

Z2=
ℓ5
2
e−5ψ/2−χ/2+

5ℓ35
6R2

e3ψ/2−9χ/2ψ+ · · · ,

Z3=−3ℓ5
8

e−5ψ/2−χ/2− 5ℓ35
8R2

e3ψ/2−9χ/2ψ+ · · · , (A.8)
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where the ellipses indicate subleading terms. The first order equations (5.14) then imply

that

e−2ψ ∼ e−3χ ∼ ρ12/5, e(ψ+χ)/2 =
4

5
(ρ/ℓ5)

−1 + · · · , (A.9)

to leading order as ρ → ∞.

However, the asymptotic solution of the Hamilton-Jacobi equation for the 5D pure

gravity action (2.1) is well known [68]

S(5) =
1

κ25

∫
d4x

√
−γ(4)

(
3

ℓ5
+

ℓ5
4
R[γ(4)]− ℓ35

16

(
R[γ(4)]ijR[γ(4)]ij − 1

3
R[γ(4)]2

)
log(e−2ρ5/ℓ5)

)
,

(A.10)

where ρ5 is the canonical radial coordinate in five dimensions and γ
(4)
ij denotes the induced

metric on the radial slice, i.e.

ds25 = dρ25 + γ
(4)
ij dxidxj . (A.11)

Reducing this solution to two dimensions using the Kaluza-Klein ansatz (4.1) we reproduce

exactly the solution (A.8) of the Hamilton-Jacobi equation in two dimensions, up to second

order in time derivatives. However, the reduction also provides the four-derivatives terms

U(4) = − ℓ35
16κ22

∫
dt
√−γ e−7ψ/2−3χ/2 (A.12)

×
(
1

6
(2�tψ − 3�tχ)

2 +
3

2

(
∂ψ · ∂ψ − 3∂ψ · ∂χ

)
�tχ− 11

18
(∂ψ · ∂ψ)2 + 9

8
(∂χ · ∂χ)2

+
69

8
(∂ψ · ∂χ)2 − 19

12
(∂ψ · ∂ψ)(∂ψ · ∂χ)− 3(∂χ · ∂χ)(∂ψ · ∂χ)

)
log(e−2ρ5/ℓ5),

where we have introduced the shorthand notation ∂ψ · ∂χ ≡ γtt∂tψ∂tχ. The Kaluza-Klein

ansatz (4.1) relates the 5D and 2D radial coordinates as dρ5 = e(ψ+χ)/2dρ, which implies

that as ρ5 → ∞
ρ ∼ e

5ρ5
4ℓ5 , (A.13)

and so

e−2ψ ∼ e−3χ ∼ e3ρ5/ℓ5 . (A.14)

It is straightforward to verify that this asymptotic behavior of the 2D scalars renders the

5D metric (4.1) asymptotically locally AdS5.

B Black hole temperature from scalar potential

In this appendix we demonstrate that the temperature of any black hole solution of the

2D model (4.4) is given by the value of the scalar potential on the horizon. We expect this

result to hold more generally for 2D dilaton gravity theories.

It is instructive to first consider the case of constant χ, and so necessarily ℓ5 = ∞,

since in that case the global timelike Killing vector can be expressed covariantly as ξa =
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−ℓ2kǫ
ab∇be

−2ψ. The Hawking temperature can then be easily obtained from the surface

gravity κ̂, namely

T 2D =
κ̂

2π
, (B.1)

where

κ̂2 ≡ −1

2
(∇aξb)(∇aξb)

∣∣∣
ρh

. (B.2)

Using the expression for the Killing vector and the first equation in (4.5)

T 2D =
kℓ2
2πR2

(
eψ(ρh) − |Q|R2

2
e3ψ(ρh)

)
. (B.3)

The above result can be generalized to non-constant χ and ℓ5 < ∞. To this end let us

consider the general static, near-horizon solution of the equations of motion in an expansion

in the deviation v of the radial coordinate away from the horizon, i.e. ρ = ρh + v. The

horizon at ρ = ρh is not assumed to be extremal. A straightforward calculation determines

that in the vicinity of the horizon12

ψ = ψ(ρh) +O(v2), χ = χ(ρh) +O(v4), ∂ρe
−2ψ = h0

√−γ +O(v8) , (B.4)

where h0 6= 0 is a dimensionful integration constant, and by the definition of the horizon,√−γ = O(v). The constant h0 can be determined by inserting the near IR solutions (4.12)

and (4.22), giving h0 = ν0/(α0ℓ2), where the subscripts “0” denote that we are consid-

ering static solutions in two dimensions. From the expression (7.15) for the black hole

temperature and (7.1) then follows that

T 2D =
η

2π
∂ρ
√−γ

∣∣
ρh

=
η

2πh0
∂2
ρe

−2ψ
∣∣∣
ρh

=
kℓ2
2π

∂2
ρe

−2ψ
∣∣∣
ρh

. (B.5)

The expression (B.5) for the temperature not only implies that ξa = −ℓ2kǫ
ab∇be

−2ψ

remains a Killing vector in the vicinity of the horizon even when χ is not constant, but also

it allows us to express the temperature in terms of the values of the scalars on the horizon.

Namely, for static solutions the third equation in (4.8) can be rewritten in the form

1√−γ
∂ρ(

√−γ ∂ρe
−2ψ) = − 1

2R2
e−3χ+3ψ(1 +R4Q2e6χ) +

2

R2
eψ +

12

ℓ25
e−ψ+χ. (B.6)

Notice that the expression on the right hand side is the scalar potential in the 2D ac-

tion (4.4). Evaluating the same expression using the near horizon solution (B.4) gives

1√−γ
∂ρ(

√−γ ∂ρe
−2ψ) =

h0√−γ
∂v((

√−γ)2 +O(v9))

= 2h0∂v
√−γ +O(v7) = 2∂2

ve
−2ψ +O(v7) , (B.7)

from which we conclude that

T 2D =
kℓ2
4π

(
− 1

2R2
e−3χ(ρh)+3ψ(ρh)(1+R4Q2e6χ(ρh))+

2

R2
eψ(ρh)+

12

ℓ25
e−ψ(ρh)+χ(ρh)

)
. (B.8)

12From (5.14), (5.18) and (5.21) follows that for static solutions ∂ρe
−2ψ = W . The near-horizon solu-

tion (B.4), therefore, implies that W |ρh=0.
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Therefore, even when χ is not constant, the temperature is given by the value of the scalar

potential at the horizon. Moreover, extremizing the scalar potential with respect to χ(ρh)

leads to the relation

Q2R4e6χ(ρh) − 8R2

ℓ25
e−4ψ(ρh)+4χ(ρh) − 1 = 0 . (B.9)

Using this relation and sending ℓ5 → ∞ we recover the expression (B.3) for constant χ.

C A neutral solution

One exact solution to the equations of motion (4.5) with Q = 0 is

ds22 = −
(
1 +

r2

ℓ2

)
dt2 +

dr2

1 + r2

ℓ2

, (C.1)

and

eχ = R
(
f(t)

√
r2 + ℓ2 + κ r

)−1
,

e2ψ = R3
(
f(t)

√
r2 + ℓ2 + κ r

)−3
, (C.2)

where

f(t) = f1 cos(t/L) + f2 sin(t/L) , κ2 = f2
1 + f2

2 +
1

4
. (C.3)

Here f1,2 and κ are constants. The case of global AdS5 corresponds to f1 = f2 = 0. This is

a rather simple representative of a neutral solution to our effective 2D theory in section 4,

but by no means general nor exhaustive.
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