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1 Introduction and summary of results

The AdS/CFT correspondence [1–3] has led to marvelous insights in quantum gravity and

large N gauge theories. Most progress has been made (see [4] and references therein) re-

lating weakly coupled gravity or string theories in AdS spaces of large radii to strongly

coupled gauge theories. On the other hand, a weakly coupled large N gauge theory is ex-

pected to be dual to a weakly coupled string theory in AdS space of small radius compared
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to the string length scale (see for instance [5–15]). In practice, while it is straightforward

to understand a large N gauge theory at weak ’t Hooft coupling perturbatively, the string

theory side involves a strongly coupled sigma model in the worldsheet description. It is

difficult in general to understand the string spectrum in the small radius limit, let alone

the full string field theory in AdS. In general, one expects the free limit of the boundary

gauge theory to be dual to a higher spin gauge theory in the bulk. In this limit, the bulk

strings become tensionless in AdS units [16–21], and the string spectrum should contain a

tower of higher spin gauge fields.

A remarkable conjecture made by Klebanov and Polyakov [22], closely related to earlier

ideas put forth in [5, 6, 23–27] and in particular [28], has provided the first example of

a potential dual pair that involves a weakly coupled (possibly free) large N gauge theory

on one side, and an explicitly known bulk theory on the other side. More precisely, the

conjecture states that Vasiliev’s minimal bosonic higher spin gauge theory in AdS4 [31–33],

which contains gauge fields of all non-negative even integer spins, is dual to either the three-

dimensional free field theory of N massless scalar fields, in its O(N)-singlet sector (we will

refer to this as the “free O(N) vector theory”), or the critical O(N) vector model, depending

on the choice of the boundary condition for the bulk scalar field.1 The bulk theory contains

one scalar field, of mass square m2 = −2/R2, R being the AdS radius. Depending on the

choice of the boundary condition for this scalar, its dual operator has either dimension

∆ = 1 or ∆ = 2, classically. We will refer to them as ∆ = 1 and ∆ = 2 boundary conditions,

respectively. The conjecture is that Vasiliev theory with ∆ = 1 boundary condition is dual

to the free O(N) vector theory, which contains a scalar operator of dimension 1, and the

Vasiliev theory with ∆ = 2 boundary condition is dual to the critical O(N) vector model,

the latter containing a scalar operator of classical dimension 2 (plus 1/N corrections).

Thus far there has been little evidence for the conjecture of [22] beyond the N = ∞
limit, which involves free higher spin gauge theory in the bulk. The only nontrivial piece

of evidence we are aware of that involves the detailed structure of Vasiliev theory has been

the observation of [37, 39] that the cubic coupling of the scalar field in the bulk theory

vanishes identically. This implies that, with the choice of ∆ = 2 boundary condition, the

three-point function of scalar operators in the leading 1/N expansion of the dual CFT

vanishes. This is indeed the case for the critical O(N) model, that is special to dimension

3 (and is not the case if one works in dimension 2 < d < 4 with d 6= 3). One may then be

puzzled by the ∆ = 1 case, where the dual CFT is expected to be the free O(N) vector

theory, in which the three-point function of scalar operators do not vanish. A potential

resolution to this, analogous to the “extremal correlators” of [41],2 is that the integration

over the boundary-to-bulk propagators on AdS4 is divergent for the ∆ = 1 scalar, hence

even though the bulk interaction Lagrangian vanishes, a subtle regularization is needed to

compute the three-point function. Such a regularization is not previously known in Vasiliev

1To be a bit more precise, the restriction to the O(N)-singlet sector in the dual boundary CFT should

be implemented by gauging the O(N) global symmetry, at zero coupling. In order to preserve conformal in-

variance, we can couple the scalars to O(N) Chern-Simons gauge fields at level k, and take the limit k → ∞.
2The correlation function of the ∆ = 1 scalar operator in the large N limit may also be understood in

terms of the ∆ = 2 case using the Legendre transform [29, 30, 42].

– 2 –



J
H
E
P
0
9
(
2
0
1
0
)
1
1
5

theory. It will be explained in section 4 and section 6 of this paper, as a byproduct of our

results on three-point functions involving more general spins.

It has been shown in [27] that in a CFT with higher spin symmetry, if the OPEs of

the conserved higher spin currents (or equivalently, the three-point functions) have the

same structure as in a free massless scalar field theory, then all the n-point functions of

the currents are determined by the higher spin symmetry up to finitely many constants for

each n. It is however far from obvious, a priori, that the three point functions in Vasiliev

theory are those of a free field CFT. One of the main goals of our paper is to establish this.

In this paper, we will calculate tree level three-point functions of the scalar and higher

spin currents of Vasiliev theory in AdS4. As we will review in section 2, this is highly

nontrivial because, while Vasiliev’s theory is formulated in terms of nonlinear equations

of motion, there is no known Lagrangian from which these equations are derived (see for

instance [40] and references therein for works on the Lagrangian approach to higher spin

gauge theories). Further, in Vasiliev’s formalism, each physical degree of freedom is in-

troduced along with infinitely many auxiliary fields, which are determined in terms of the

physical fields recursively and nonlinearly. We will develop the tools for the computation of

correlation functions in section 3 and 4. In particular, we will derive the relevant boundary-

to-bulk propagators in terms of Vasiliev’s master fields in section 3, and use the second

order nonlinear fields in the perturbation theory to derive the three-point functions. In

some cases, there are superficial divergences due to the nonlocal nature of Vasiliev theory,

and suitable regularization in the bulk will be needed.

More concretely, our strategy is as follows. For the three-point function of currents

Js1 , Js2 , Js3 , of spin s1, s2 and s3, we choose two of them to be sources on the boundary.

We will first solve for the boundary-to-bulk propagators of the master fields sourced by the

two currents, say Js1 and Js2 . Then we will solve for the master fields at second order in

perturbation theory, using Vasiliev’s equations of motion. Finally, we examine the bound-

ary expectation value of the spin-s3 components of this second order field, and read off the

coefficient of the three point function 〈Js1Js2Js3〉. In fact, through this procedure, we can

only determine the ratio
〈Js1Js2Js3〉
〈Js3Js3〉

∼ C(s1, s2; s3), (1.1)

with some a priori unknown normalization of Js. In particular, the coupling constant of

Vasiliev theory must be put in by hand at the end, which multiplies all three-point func-

tions. The normalization of Js can be determined by comparing different computations of

the same three-point function, grouping different pairs of currents as sources.

Note that the spatial and polarization dependence of the three point function

〈Js1Js2Js3〉 is constrained by conformal symmetry and the conservation of the currents,

to a linear combination of finitely many possible structures [36].3 All we need to calculate

is the coefficients, as a function of the three spins. Our C(s1, s2; s3) will be defined us-

ing (1.1) in the limit where the first two currents, Js1 and Js2 , approach one another. In

other words, we will be computing the coefficient of Js3 in the OPE of Js1 with Js2.

3We thank J. Maldacena and I. Klebanov for discussions on this point.
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Throughout this paper, we will take our default boundary condition for the bulk

scalar field to be the ∆ = 1 boundary condition. This is because classically, the higher spin

currents Js have scaling dimension s + 1; with the choice of ∆ = 1 boundary condition,

the scalar field is treated on equal footing as the higher spin currents. The “standard”

∆ = 2 will be considered separately.

In section 4 and section 6.1, we will explicitly calculate C(s1, s2; 0) and C(0, s1; s2) for

s1 > s2. In our normalization convention, which will be explained in section 3 and 4, we find

C(s1, s2; 0) = −
√
π

2
Γ

(
s1 + s2 +

1

2

)
, (1.2)

and that

C(0, s1; s2) = −
√
π

2
2−s2

Γ(s1 + 1
2)

s2!
, s1 > s2. (1.3)

This are in fact precisely consistent with taking two different limits of the same three-point

function of conserved higher spin currents, which by itself is a nontrivial consistency check

on Vasiliev’s equations. The results allow us to fix the relative normalization of Js, and

to determine the tree-level three-point functions of the normalized currents, involving one

scalar operator and two general spin operators, as we show in section 6.1. Much more

strikingly, we will find complete agreement with the corresponding three-point functions

in the free O(N) vector theory. We regard this as a substantial evidence for the duality

between the two theories.

In section 5, we study the same tree level correlators in Vasiliev theory, but with

∆ = 2 boundary condition on the bulk scalar field. We will find that the three point

function coefficient C(s1, s2; 0) in the ∆ = 2 case is in precise agreement with that of the

critical O(N) vector model, at the leading nontrivial order in the 1/N expansion.

Let us emphasize that from the perspective of the bulk higher spin gauge theory, the

computations of, say C(s1, s2; 0), C(0, s1; s2) with s1 > s2, and C(0, s1; s2) with s1 < s2,

are very different. For instance, when the two spins coincide, C(s, s; 0) is naively identically

zero from the nonlinear equations of motion. However, our result for C(s1, s2; 0) with

general s1 6= s2 suggests that the seeming vanishing of C(s, s; 0) is an artifact due to the

highly nonlocal and singular nature of Vasiliev theory, and in fact a proper way to regular-

ize the computation is to start with different spins s1, s2, analytically continue in the result

and take the limit s2 → s1. In section 6, we also attempt to calculate C(0, 0; s), for s > 0.

Somewhat unexpectedly, this in fact involves a qualitatively different computation than the

cases mentioned above. Our result on C(0, 0; s) appear to be inconsistent with the general

properties of the three-point functions, and we believe that this is because the computation

is singular, similarly to the case of C(s, s; 0), where the spins of the two sources coincide.

We hope to revisit this and the more general C(s1, s2; s3) in the near future.

The story has a few important loose ends. First of all, Vasiliev’s minimal bosonic higher

spin gauge theory, as a classical field theory in AdS4, has an ambiguity in its interaction

that involve quartic and higher order couplings [35]. This ambiguity is entirely captured by

a single function of one complex variable. It does not affect our computation of tree level

three point functions, but will affect higher point correlation functions as well as loop con-

tributions. Presumably, this interaction ambiguity is uniquely determined by requiring that
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the bulk theory is dual to the free O(N) vector theory. Further, it is conceivable that this is

the only pure bosonic higher even-spin gauge theory that is consistent at the quantum level.

Secondly, there is an important missing ingredient in the case of Vasiliev theory with

∆ = 2 boundary condition, which is expected to be dual to the critical O(N) vector

model. While higher spin symmetries are symmetries of the O(N) model in the N = ∞
limit, and hence at tree level in 1/N expansion, they are not exact symmetries of the

theory at finite N . The bulk Vasiliev theory, on the other hand, has exact higher spin

gauge symmetry. One possibility is that at loop level, an effective Lagrangian is generated

for the scalar field, such that the scalar field will condense in a new AdS4 vacuum, and

spontaneously break the higher spin gauge symmetries (see [43, 44]). We will comment on

these points in section 7, leaving the details to future works.

2 General structure of Vasiliev theory

In this section we shall review the construction of Vasiliev theory and set up the notations.

Throughout this paper we will be considering the minimal bosonic higher spin gauge

theory in AdS4, which contains one spin-s gauge field of each even spin s = 0, 2, 4, . . ..

We will denote by xµ = (~x, z) the Poincaré coordinates of AdS4, and write x2 = ~x2 + z2,

x = xµσµ, etc. Our spinor convention is as follows.

uα = ǫαβuβ , uα = uβǫβα, ǫ12 = ǫ12 = 1, (2.1)

and the same for the dotted indices. When two spinor indexed matrices M and N are

multiplied, it is understood that the indices are contracted as M···
αNα···. TrM = Mα

α.

We define Vαβ̇ = Vµσ
µ

αβ̇
, and hence Vµ = −1

2Vαβ̇σ
αβ̇
µ , Vαβ̇V

αβ̇ = −Tr(Vµσ
µ)2 = −2V µVµ.

Following Vasiliev we introduce the auxiliary variables yα, ȳα̇, zα, z̄α̇, where ȳ and z̄ are

complex conjugates of y, z. When there is possible confusion, we shall distinguish zα from

the Poincaré radial coordinate by adding a hat, and write ẑα instead. While we will mostly

be working with ordinary functions of y, ȳ, z, z̄, in writing down the equations of motion of

Vasiliev theory we need to define a star product, ∗, through

f(y, z) ∗ g(y, z) =

∫
d2ud2veu

αvαf(y + u, z + u)g(y + v, z − v), (2.2)

where the integral is normalized such that f∗1 = f , and similarly for the conjugate variables

ȳ, z̄. The star product between functions of the unbarred variables and the barred variables

is the same as the ordinary product. In particular, for y and ȳ, we have

yα ∗ yβ = yαyβ + ǫαβ ,

yα ∗ yβ = yαyβ + ǫαβ,

ȳα̇ ∗ ȳβ̇ = ȳα̇ȳβ̇ + ǫα̇β̇,

ȳα̇ ∗ ȳβ̇ = ȳα̇ȳβ̇ + ǫα̇β̇.

(2.3)

whereas z and z̄ have similar ∗-contractions with opposite signs. Note that although zα
and yβ ∗-commute, their ∗-product is not the same as the ordinary product, i.e. the ∗-
contraction between zα and yβ is ǫαβ rather than zero.

– 5 –



J
H
E
P
0
9
(
2
0
1
0
)
1
1
5

It will be useful to define the Kleinian of the star algebra, K = ez
αyα , and K̄ = ez̄

α̇ȳα̇ .

For convenience we will also define K(t) = etz
αyα , and K̄(t) = etz̄

α̇ȳα̇ . They have the

property under ∗-product

f(y) ∗K(t) = f((1− t)y − tz)K(t),

K(t) ∗ f(y) = f((1− t)y + tz)K(t),

F (y, z) ∗K(t) = F ((1− t)y − tz, (1 − t)z − ty)K(t),

K(t) ∗ F (y, z) = F ((1− t)y + tz, (1 − t)z + ty)K(t).

(2.4)

In particular, K ∗-anti-commutes with y, z, K̄ ∗-anti-commutes with ȳ, z̄, and

K ∗K = K̄ ∗ K̄ = 1.

We are now ready to introduce the master fields, W = Wµ(x|y, ȳ, z, z̄)dxµ,

S = Sα(x|y, ȳ, z, z̄)dzα + Sα̇(x|y, ȳ, z, z̄)dz̄α̇, and B = B(x|y, ȳ, z, z̄). Here dzα and dz̄α̇

behave as ordinary 1-forms under ∗-product. Our convention is slightly different from

Vasiliev’s in that we will be writing zα + Sα for Vasiliev’s Sα, and similarly for Sα̇. We

begin by presenting a fully covariant form of Vasiliev’s equations of motion. To do this,

we shall further define

Â = W + (zα + Sα)dzα + (z̄α̇ + Sα̇)dz̄α̇,

A = W + Sαdz
α + Sα̇dz̄

α̇,

d̂ = dx + dZ , d = dx,

Ψ = B ∗K, Ψ̄ = B ∗ K̄,
Θ = Kdz2 + K̄dz̄2, R = KK̄.

(2.5)

where dx is the exterior derivative in xµ and dZ is the exterior derivative in (zα, z̄α̇),

dz2 = dzαdzα, dz̄2 = dz̄α̇dz̄α̇. The equation of motion of Vasiliev theory can be written as

dÂ + Â ∗ Â = f(Ψ)dz2 + f(Ψ)dz̄2,

Ψ̄ = Ψ ∗R, [R,W ]∗ = {R,S}∗ = 0.
(2.6)

where f is a complex ∗-function of one variable, and A and Ψ are understood here as

otherwise unconstrained fields, A being a 1-form in (x, ẑ, ˆ̄z). For instance, Ψ̄ = Ψ ∗ R is

just a rewriting of the statement that both Ψ and Ψ̄ are related to the real field B. (2.6)

the admits gauge symmetry

δÂ = dǫ+ [Â, ǫ]∗ = d̂ǫ+ [A, ǫ]∗,
δΨ = [Ψ, ǫ]∗.

(2.7)

With field redefinitions of S and Ψ, one can put f(Ψ) in the form f(Ψ) = 1 + Ψ +

icΨ ∗Ψ ∗ Ψ + · · · where c is a real constant and · · · are a remaining ∗-odd function in Ψ.

The ∗-cubic and higher order terms in f(Ψ) will not affect the computation of tree level

three-point function, and may be ignored in most of this paper. We will comment on them

later. It was observed in [39] that if one imposes parity invariance one can in fact fix4

4We thank Per Sundell for pointing this out to us.
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f(Ψ) = 1+Ψ. We will work with this choice in this paper, and refer to it as the “minimal”

Vasiliev theory [39].5 In this case the equations of motion can be written simply as6

FA ≡ d̂A+A ∗ A = B ∗Θ. (2.8)

Note in particular it follows from (2.8) that dB∗Θ+[W,B∗Θ]∗ = 0 and [zα+Sα, B∗K̄ ]∗ = 0.

In terms of W,S,B, in a more digestable form, the equations are

dxW +W ∗W = 0,

dZW + dxS + {W,S}∗ = 0,

dZS + S ∗ S = B ∗Kdz2 +B ∗ K̄dz̄2,

dxB +W ∗B −B ∗ π(W ) = 0,

dZB + S ∗B −B ∗ π(S) = 0.

(2.9)

Here π and π̄ is defined by

π(f(y, ȳ, z, z̄, dz, dz̄)) = f(−y, ȳ,−z, z̄,−dz, dz̄),
π̄(f(y, ȳ, z, z̄, dz, dz̄)) = f(y,−ȳ, z,−z̄, dz,−dz̄).

(2.10)

Note that because of the constraints [W,R]∗ = {S,R}∗ = [B,R]∗ = 0, π and π̄ in fact act

the same way on W,S and B. The gauge symmetry is now written as

δW = dǫ+ [W, ǫ]∗,

δS = dZǫ+ [S, ǫ]∗,

δB = B ∗ π(ǫ)− ǫ ∗B,
(2.11)

for some ǫ(x|y, ȳ, z, z̄).
Note that the overall coupling constant of Vasiliev theory is absent from the equations,

which will need to be put in by hand in computing correlation functions using the AdS/CFT

dictionary. While one may verify the consistency of the equations of motion, we do not

know the explicit form of the Lagrangian from which these equations can be derived.

The AdS4 vacuum is given by

W = W0, S = 0, B = 0. (2.12)

where W0 = ωL
0 + e0 satisfies the equation dW0 +W0 ∗W0 = 0. Here ωL

0 and e0 are the

AdS4 spin connection and vierbein written in terms of the ∗-noncommutative variables y

and ȳ, in Poincaré coordinates,

ωL
0 =

1

8

dxi

z

[
(σiz)αβy

αyβ + (σiz)α̇β̇ ȳ
α̇ȳβ̇

]
,

e0 =
1

4

dxµ

z
σµ

αβ̇
yαȳβ̇.

(2.13)

5We may assume that the scalar is even under parity. If the scalar is taken to be parity odd, the resulting

bulk theory was proposed to be dual to 3d free O(N) fermions/critical Gross-Neveu model [38, 39].
6This form of the equation of motion may appear similar to the string field theory equation of the form

QA + A ∗ A = 0 [45]. However, due to the r.h.s. of (2.8), and the fact that B field transforms in the

twisted adjoint representation with respect to the star algebra, we do not see an obvious way to cast the

equation (2.8) in the form of a cubic string field theory equation with some BRST operator.

– 7 –
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We will often use the notations

dL = d+ [ωL
0 , · ]∗,

D0 = d+ [W0, · ]∗,
D̃0 = d+W0 ∗ · − · ∗ π(W ).

(2.14)

Writing W = W0 + Ŵ , we can write the equations of motion in a perturbative form as

D0Ŵ = −Ŵ ∗ Ŵ ,

dZŴ +D0S = −{Ŵ , S}∗,
dZS −B ∗Θ = −S ∗ S,

D̃0B = −Ŵ ∗B +B ∗ π(Ŵ ),

dZB = −S ∗B +B ∗ π(S).

(2.15)

The linearized equations are simply obtained from (2.15) by setting the r.h.s. to zero. The

strategy to solving the equations perturbations is as follows. First, using the last line

of (2.15) we solve for the ẑ-dependence of B. Then using the third equation of (2.15)

we solve for the ẑ-dependence of S in terms of B. One can always gauge away the ẑ-

independent part of S. Using the second equation, one solves for the ẑ-dependence of Ŵ

in terms of B. We shall write Ŵ = Ω + W ′, where Ω = Ŵ |ẑ=¯̂z=0, and W ′ contains the

ẑ-dependent part of Ŵ . The first equation will now give a relation between Ω and B,

either one will contain all the physical degrees of freedom (except the scalar, which is only

contained in B). Finally one can recover the equation of motion for the physical higher spin

fields from either the fourth equation (which is often easier) or the first equation in (2.15).

We will defer a discussion on the explicit relation between the linearized fields and the

“physical” symmetric traceless s-tensor gauge fields to the next section, where we will solve

for the boundary-to-bulk propagator for the master fields both using the “conventional”

symmetric traceless tensor field and directly using Vasiliev’s equations for the master fields.

For now, let us point out that that the physical degrees of freedom are entirely contained

in Ŵ and B restricted to zα = z̄α̇ = 0. In fact, writing the Taylor expansion

Ω = Ŵ |z=z̄=0 =

∞∑

n,m=0

Ω
(n,m)

α1···αnβ̇1···β̇m
yα1 · · · yαn ȳβ̇1 · · · ȳβ̇m,

B|z=z̄=0 =

∞∑

n,m=0

B
(n,m)

α1···αnβ̇1···β̇m
yα1 · · · yαn ȳβ̇1 · · · ȳβ̇m,

(2.16)

the spin-s degrees of freedom are entirely contained in Ω(s−1+n,s−1−n) (|n| ≤ s − 1),

B(2s+m,m) and B(m,2s+m) (m ≥ 0). In particular, Ω(s−1,s−1) will be the symmetric s-tensor

field, and B(2s,0), related to up to s spacetime derivatives of Ω(s−1,s−1), plays the role of

the higher spin analog of Weyl curvature tensor.

3 The boundary-to-bulk propagator

The goal of this section is to derive the boundary-to-bulk propagator for the Vasiliev master

fields corresponding to a spin-s current in the boundary CFT. In the first subsection, we

– 8 –
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will derive the boundary-to-bulk propagator for a free higher spin gauge field described by

a traceless symmetric tensor. We will then recover the same result in the linearized Vasiliev

theory, while providing explicit formulae for the propagator of the master fields as well.

3.1 The spin-s traceless symmetric tensor field

Let us consider a traceless symmetric s-tensor gauge field ϕµ1···µs in AdSd+1. The equation

of motion is given by

−(�−m2)ϕµ1···µs + s∇(µ1
∇νϕµ2···µs)ν −

s(s− 1)

2(d+ 2s− 3)
g(µ1µ2

∇ν1∇ν2ϕµ3···µs)ν1ν2
= 0,

(3.1)

where m2 = (s− 2)(d+ s− 3)− 2. This equation can be derived using the linearized form

of Vasiliev’s equation in AdSd+1 for general d in the Sp(2)-invariant formalism [33, 34] (see

also [27]). In this paper we will not use this formalism. Instead we will directly recover

the result of this section by starting with Vasiliev’s master equations in AdS4 in the next

subsections.

Under the gauge condition ∇νϕνµ1···µs−1 = 0, (3.1) simplifies to

(�−m2)ϕµ1···µs = 0. (3.2)

A solution to this equation has the boundary behavior as z → 0,

ϕi1···is(~x, z) ∼ zδ, (δ + s)(δ + s− d)− s = m2. (3.3)

where the indices ik are along the boundary directions, running from 0 to d− 1. From this

we read off the dimension of the dual operator, a spin-s current Ji1···is ,

∆ = d− δ − s =
d

2
+

√

m2 + s+

(
d

2

)2

= d− 2 + s (3.4)

This scaling dimension also follows from the conformal algebra under the assumption that

Ji1···is is a conserved current and a primary operator. In particular, in a free scalar field the-

ory in d dimensions, the currents of the form φ∂i1 · · · ∂isφ+· · · have dimension ∆ = d−2+s.

Now let us study the boundary-to-bulk propagator for ϕµ1···µs . Using the traceless

condition on ϕ, the gauge condition ∇νϕνµ1···µs−1 = 0 can be written in Poincaré

coordinates explicitly as

(
∂z −

d− 1

z

)
ϕzµ1···µs−1 + ∂iϕiµ1···µs−1 = 0. (3.5)

where the index i is summed over 0, . . . , d− 1, while µk runs through 0, . . . , d.

– 9 –
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The operator � = ∇a∇a acts on ϕµ1···µs as

�ϕµ1···µs =

[
z2

(
∂z +

s− d+ 1

z

)(
∂z +

s

z

)
+ z2∂i∂i − s

]
ϕµ1···µs

− 2sz∂(µ1
ϕµ2···µs)z + s(s− 1)η(µ1µ2

ϕµ3···µs)zz

− s(d+ 2s − 3)δz(µ1
ϕµ2···µs)z + 2sz∂ρδz(µ1

ϕµ2···µs)ρ

=

[
z2

(
∂z +

s− d+ 1

z

)(
∂z +

s

z

)
+ z2∂i∂i − s

]
ϕµ1···µs

− 2sz∂(µ1
ϕµ2···µs)z + s(s− 1)η(µ1µ2

ϕµ3···µs)zz + s(d− 2s + 1)δz(µ1
ϕµ2···µs)z.

(3.6)

where in the second step we used the gauge condition. Now splitting the indices according

to boundary and radial directions, (µ1 · · · µs) = (i1 · · · irz · · · z), 0 ≤ r ≤ s, we have

�ϕi1···irz···z =

[
z2

(
∂z +

s− d+ 1

z

)(
∂z +

s

z

)
+ z2∂i∂i − 2(s − r)z∂z

+ (s−r)(d−s−r)−s
]
ϕi1···irz···z−2rz∂(i1ϕi2···ir)z···z+r(r−1)η(i1i2ϕi3···ir)z···z.

(3.7)

Define the generating function

Φs(x, z|Y ) = zs
∑

ϕµ1···µs(x, z)Y
µ1 · · · Y µs

= zs
∑(

s

r

)
ϕi1···irz···z(x, z)Y

i1 · · ·Y ir(Y z)s−r,
(3.8)

with auxiliary variables Y µ. We can express the equation of motion for ϕ in terms of the

generating function Φs as
[
z2

(
∂z +

s− d+ 1

z

)(
∂z +

s

z

)
+ z2∂i∂i − 2zY z∂z∂Y z + (d− 2s+ Y z∂Y z)Y z∂Y z

− s− 2zY µ∂µ∂Y z + Y 2∂2
Y z −m2

]
z−sΦs = 0.

(3.9)

Now we perform a Fourier transform on the variables (~x, Y z), into (~p, v), and write the

Fourier transformed generating function as Φ̃s(~p, z|~Y , v). Then the equation of motion

simplifies to [
(z∂z + v∂v)

2 + (2s − d+ 2)(z∂z + v∂v)− (z~p− v~Y )2

+ s(s− d+ 1) + 1− d−m2
]
z−sΦ̃s(~p, z|~Y , v) = 0.

(3.10)

In solving this equation, we must take into the traceless condition and the gauge condition,

which are expressed in terms of Φ̃s as
[
v(z∂z + 1− d) + z~p · ~∂Y

]
z−sΦ̃s = 0,

(~∂2
Y − v2)Φ̃s = 0.

(3.11)

(3.10) is essentially the Bessel equation, solved by

Φ̃s = zsψs(|z~p − v~Y |)f
(
v

z
, ~Y − z

v
~p, ~p

)
(3.12)

– 10 –
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for some arbitrary function f , where

ψs(t) = t
d
2
−s−1K d

2
+s−2(t) (3.13)

solves the equation

[
(t∂t)

2 + (2s− d+ 2)t∂t − t2 + s(s− d+ 1) + 1− d−m2
]
ψs(t) = 0. (3.14)

To solve the gauge condition (first equation of (3.11)), we may take f to be of the form

f

(
v

z
, ~Y − z

v
~p, ~p

)
=

(
v

z

)1−d

F

(
~Y − z

v
~p, ~p

)
(3.15)

Now we shall specializing to the case of AdS4, i.e. d = 3. Replace the variable v by

u = v/z. Fourier transforming back, we can turn the integration over u into a contour

integral around u = 0, and write the generating function for the spin-s field as

Φs = zs+1

∫
d3~p

∮
du

u2
ei~p·~x+izuY z

ψs(z|~p − u~Y |)F
(
~Y − ~p

u
, ~p

)

= zs+1

∫
d3~p

∮
du

u2
ei~p·~x+iuxµYµψs(z|~p|)F

(
− ~p

u
, ~p+ u~Y

)

=

∮
du

u2
eiuxµYµF

(
i~∂

u
,−i~∂ + u~Y

)
|∂|1−2s

(
z

x2 + z2

)s+1

(3.16)

The traceless condition, i.e. second line of (3.11), can be expressed as a condition on F (~q, ~p),

~q · ~∂qF = (s− 1)F, ~∂2
qF = 0. (3.17)

We can therefore write F as

F (~q, ~p) = |~q|s−1G

(
~q

|q| , ~p
)

(3.18)

and the generating function as

Φs =

∮
du

us+1
eiuxµYµG

(
i
~∂

|∂| ,−i
~∂ + u~Y

)
|∂|−s

(
z

x2 + z2

)s+1

(3.19)

The traceless condition now says G(~q/|q|, ~p) is a (singular) spherical harmonic on S2 with

spin s− 1 (or 0 for s = 0).

Without loss of generality, we only need to consider the boundary-to-bulk propagator

corresponding to a spin-s current contracted with a null polarization vector ε. It turns out

that the solution that gives the desired boundary behavior is

G(q̂, ~p) = const× (~ε · ~p)2s

(~ε · q̂)s (3.20)

and so

Φs = Ñs e
iuxµYµ

(ε · (−i~∂ + u~Y ))2s

(iε · ~∂)s

∣∣∣∣∣
us

(
z

x2 + z2

)s+1

(3.21)
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for some normalization constant Ñs. Here |us means to pick out the coefficient of us in a

series expansion in u. Near the boundary z → 0, Φs(~x, z|Y ) behaves as

Φs(x, z|Y )→ Ñs

s∑

t=0

(
2s

t

)
(~ε · ~Y )t(~x · ~Y )s−t (~ε · ~∂)t

(s− t)!

[
π

3
2
Γ(s− 1

2)

s!
z2−s(ε·~Y )sδ3(~x)

]

= Ñsπ
3
2
Γ(s− 1

2)

s!

s∑

t=0

(−)t
(

2s

t

)
z2−s(ε · ~Y )sδ3(~x)

= Ñsπ
3
2
Γ(s− 1

2)(2s)!

2(s!)3
z2−s(ε · ~Y )sδ3(~x)

(3.22)

where we have dropped terms of the form ∂n

[
(~x · ~Y )n

(
z

x2+z2

)s+1
]

which vanish at order

z2−s near the boundary. s will be assumed to be an even integer from now on. By requiring

the coefficient of z2−s(ε·~Y )sδ3(~x) to be 1, the normalization constant Ñs is determined to be

Ñs =
2π−

3
2 (s!)3

Γ(s− 1
2 )(2s)!

. (3.23)

It is sometimes convenient to work in light cone coordinates on the boundary ~x =

(x+, x−, x⊥), with ~x2 = x+x− + x2
⊥ and ~ε · ~∂ = ∂+, i.e. ε+ = 1, ε− = 0. We can then write

the boundary-to-bulk propagator for Φs simply as

Φs = isÑse
iuxµYµ(−i∂+ + uY+)2s 1

∂s
+

(
z

x+x− + x2
⊥ + z2

)s+1

= is
Ñs

s!
eiuxµYµ(−i∂+ + uY+)2s 1

x+x− + x2
⊥ + z2

= is
Ñsz

s+1

s!(x−)s
∂2s

+

eiuxµYµ

x+x− + x2
⊥ + z2

∣∣∣∣∣
us

= Ñs
zs+1

(s!)2(x−)s
∂2s

+

(xµYµ)s

~x2 + z2
.

(3.24)

3.2 The boundary-to-bulk propagator for the master field B

In this subsection, we will begin with the linearized equation for B in Vasiliev theory, and

derive its boundary-to-bulk propagator. Recall that B contains the higher spin analogs

of Weyl curvature. One of the linearized equations, dZB = 0, simply says that at the

linearized order, B = B(x|y, ȳ) is independent of zα and z̄α̇.

The other linearized equation, D̃0B = 0, can be written explicitly as

dB + [ωL
0 , B]∗ + {e0, B}∗

= dB − dxi

2z

[
(σiz)α

βyα∂β + (σiz)α̇
β̇ ȳα̇∂β̇

]
B +

dxµ

2z
σαβ̇

µ

(
yαȳβ̇ + ∂α∂β̇

)
B

= 0,

(3.25)
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or in components,

∂

∂xαβ̇
B+

1

2z

[
(σz)γ β̇yα∂γ +(σz)α

γ̇ ȳβ̇∂γ̇

]
B−

σz
αβ̇

4z

(
yγ∂γ+ȳγ̇∂γ̇

)
B+

1

2z
(yαȳβ̇+∂α∂β̇)B=0.

(3.26)

Recall our convention dxµ = −1
2dx

αβ̇σµ

αβ̇
. By contracting (3.26) with yαȳβ̇ or by acting

on (3.26) with ∂α∂β̇ , we obtain

yαȳβ̇∂αβ̇B −
σz

αβ̇
yαȳβ̇

4z

(
yγ∂γ + ȳγ̇∂γ̇

)
B +

1

2z
(yα∂α)(ȳβ̇∂β̇)B = 0,

∂α∂β̇∂αβ̇B +
σz

αβ̇
∂α∂β̇

4z

(
yγ∂γ + ȳγ̇∂γ̇ + 4

)
B +

1

2z
(yα∂α + 2)(ȳβ̇∂β̇ + 2)B = 0,

(3.27)

or rather, expanded in powers of y and ȳ,

yαȳβ̇∂αβ̇B
(n,m) −

σz
αβ̇
yαȳβ̇

4z
(n+m)B(n,m) +

1

2z
(n+ 1)(m+ 1)B(n+1,m+1) = 0,

∂α∂β̇∂αβ̇B
(n,m) +

σz
αβ̇
∂α∂β̇

4z
(n+m+ 4)B(n,m) +

1

2z
(n+ 1)(m+ 1)B(n−1,m−1) = 0.

(3.28)

The scalar field and its derivatives are contained in B(n,n). In particular, it follows from the

first line of (3.28) that B(1,1) = −2zyαȳβ̇∂αβ̇B
(0,0), and from the second line of (3.28) that

∂α∂β̇∂αβ̇B
(1,1) +

3σz
αβ̇
∂α∂β̇

2z
B(1,1) +

2

z
B(0,0)

=

(
−2∂αβ̇z∂αβ̇ − 3σαβ̇

z ∂αβ̇ +
2

z

)
B(0,0)

=

(
z∂µ∂µ − 2∂z +

2

z

)
B(0,0)

= 0.

(3.29)

This is solved by scalar boundary-to-bulk propagator B(0,0) = K(x, z)∆ for ∆ = 1 or

∆ = 2, where K(x, z) ≡ z
x2+z2 . This verifies that the linearized equation for B indeed

produces the correct boundary-to-bulk propagator for the scalar field B(0,0).

Further solving for the higher components B(n,n) using (3.28), we recover the

boundary-to-bulk propagator for the scalar component of the master field B. The answer

for the ∆ = 1 scalar is

B = Ke−y(σz−2xK)ȳ = Ke−yΣȳ (3.30)

where we recall the notation x ≡ xµσµ = xiσi + zσz. We also defined Σ = σz − 2z
x2 x. It

is straightforward to check that (3.25) is indeed solved by (3.30). The boundary-to-bulk

propagator for the scalar component of B field in the ∆ = 2 case will be given in section 5.

Now let us generalize to the spin s components of B. Consider an ansatz to the

linearized B-equation of motion of the form

B =
1

2
Ke−yΣȳT (y)s + c.c. (3.31)
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where T (y) is a quadratic function in y, so that (3.31) indeed corresponds to the spin-s

degrees of freedom. Our normalization convention is such that for s = 0 (3.31) agrees with

the scalar component of the boundary-to-bulk propagator (3.30). This ansatz solves (3.25)

if T (y) obeys

dT − dz

z
T +

K

z
yxdx∂yT = 0. (3.32)

The solution is given by

T =
K2

z
yx~ε · ~σσzxy, (3.33)

for an arbitrary polarization vector ~ε along the 3-dimensional boundary. We will verify in

the next subsection that this is indeed the master field corresponding to the boundary-to-

bulk propagator for the spin-s tensor gauge field derived in the previous subsection, with

polarization vector ε. (3.31) together with (3.33) give the boundary-to-bulk propagator

for B of general spin.

Sometimes we will write C(x|y) = B|ȳ=0. It is useful to invert this relation and recover

B from C, using (3.28). For the spin s components,

B(2s+m,m) = − 1

m(2s+m)
y
[
z/∂ + (s+m− 1)σz

]
ȳB(2s+m−1,m−1)

= − 1

m(2s+m)
z2−s−m(y/∂ȳ)zs+m−1B(2s+m−1,m−1)

= (−)m
(2s)!

m!(2s +m)!
z−s−m(z2y/∂ȳ)mzsC(x|y)

(3.34)

where our convention for /∂ is /∂αβ̇ ≡ σµ

αβ̇
∂µ = −2∂αβ̇ . The entire spin s part of B is then

given by

B =

∞∑

m=0

(−)m
(2s)!

m!(2s +m)!
z−s−m(z2y/∂ȳ)mzsC(x|y) + c.c. (3.35)

3.3 The master field W

As discussed earlier, our strategy of solving Vasiliev’s equations perturbatively is to

solve for the master fields and then restrict to zα = z̄α̇ = 0 at the end to extract the

physical degrees of freedom. Writing Ŵ for the fluctuation of W away from the vacuum

configuration W0, it will be useful to split it into two parts,

Ŵ (x|y, ȳ, z, z̄) = Ω(x|y, ȳ) +W ′(x|y, ȳ, z, z̄), (3.36)

where Ω = Ŵ |z=z̄=0, and W ′ is the remaining ẑ-dependent part of W . At the linearized

level, W |z=0 ≡ Ω will be expressed in terms of the traceless symmetric s-tensor gauge

fields and their derivatives, whereas W ′ is determined by B through the equations of

motion. Let us first consider Ω. Expanding in a power series in y and ȳ, we will denote

by Ω(n,m) the part of Ω of degree n in yα and degree m in ȳα̇. Recall the generating

function Φs(x|Y ) for which we derived the boundary-to-bulk propagator in section 3.1. If

we identify Y µ = σµ

αβ̇
yαȳβ̇, then the component Ω(s−1,s−1) is related to Φs by

Ω(s−1,s−1) ∼ dxµ

z

∂

∂Y µ
Φs (3.37)
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We will fix our convention for the relative normalization later. The linearized equation

D0Ŵ = 0, or D0Ω = −D0W
′ = −D0W

′|z=z̄=0, relates the other spin-s components of Ω

to Ω(s−1,s−1) as well as to B.

Let us start with the linearized field B(x|y, ȳ). Using the linearized equation dZS = B∗
Kdz2+B∗K̄dz̄2, we can solve for the z-dependence of the master field S by integrating dZS,

S = −zαdzα

∫ 1

0
dt t(B ∗K)|ẑ→tẑ + c.c.

= −zαdzα

∫ 1

0
dt tB(−tẑ, ȳ)K(t) + c.c.

(3.38)

where K(t) = etz
αyα . Define

s(y, ȳ, z) =

∫ 1

0
dt tB(−tz, ȳ)K(t) (3.39)

so that we can write S = −zαs(y, ȳ, z)dzα + c.c. Note that although S may a priori

have a z-independent part, it can be gauged away using a z-dependent gauge parameter

ǫ(x|y, ȳ, z, z̄). Next, using dZŴ = −D0S, we can solve for W ′ by integrating again in zα

and z̄α̇,

W ′ = zα

∫ 1

0
dtD0Sα|z→tz + c.c.

= −
∫ 1

0
dtzα ([W0, zαs]∗|z→tz) + c.c.

= −
∫ 1

0
dtzα

([
∂W0

∂yα
, s

]

∗

|z→tz

)
+ c.c.

=
zα

2z

(
dxi(σiz)α

β∂β + dxµ(σµ)α
β̇∂β̇

)∫ 1

0
dt s(y, ȳ, tz) + c.c.

=
zα

2z

[
dxα

β̇
(
∂β̇ + (σz)γβ̇∂γ

)
− dz∂α

] ∫ 1

0
dt s(y, ȳ, tz) + c.c.

=
zα

2z

[
dxα

β̇
(
∂β̇ + (σz)γβ̇∂γ

)
− dz∂α

] ∫ 1

0
dt (1− t)B(−tz, ȳ)K(t) + c.c.

=
zαdxα

β̇

2z

∫ 1

0
dt (1− t)

(
∂β̇ − t(σz)γ β̇zγ

)
B(−tz, ȳ)K(t) + c.c.

(3.40)

In the above we used the notation ∂α ≡ ∂
∂yα , ∂α̇ ≡ ∂

∂ȳα̇ . The relation (3.40) between the

linearized fields W ′ and B will be repeatedly used throughout this paper.

Now, we can write

D0Ω = −D0W
′|z=z̄=0

= −{W0,W
′}∗
∣∣
z=z̄=0

=− 1

2z

[
W0, z

α

∫ 1

0
dt (1−t)

(
∂β̇−t(σz)γβ̇zγ

)
B(−tz, ȳ)K(t)

]

∗

∣∣∣∣
z=z̄=0

∧ dxα
β̇+c.c.

=
1

2z

[
∂W0

∂yα
,

∫ 1

0
dt (1− t)

(
∂β̇ − t(σz)γβ̇zγ

)
B(−tz, ȳ)K(t)

]

∗

∣∣∣∣
z=z̄=0

∧ dxαβ̇ + c.c.

(3.41)
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Note that ∂αW is linear in y or ȳ; its ∗-commutator acts by taking a derivative on y or

ȳ. In the first term in the last line of (3.41), the y-derivative only acts on K(t), and the

result is zero after setting zα = z̄α̇ = 0. So we have

D0Ω =
1

8z2

[
ȳγ̇ ,

∫ 1

0
dt (1−t)

(
∂β̇ − t(σz)γ β̇zγ

)
B(−tz, ȳ)K(t)

]

∗

∣∣∣∣
ẑ=¯̂z=0

dxαγ̇ ∧ dxαβ̇ + c.c.

=
1

8z2

[
∂β̇∂γ̇B(0, ȳ)dxαβ̇ ∧ dxα

γ̇ + ∂β∂γB(y, 0)dxβα̇ ∧ dxγ
α̇

]

(3.42)

In other words, the linearized equation for the spin-s component of Ω takes the form

dLΩ = −dx
αβ̇

2z

(
yα∂β̇ + ȳβ̇∂α

)
Ω + C(2s−2,0) + C(0,2s−2). (3.43)

where C(2s−2,0) and C(0,2s−2) are functions of only y and only ȳ, respectively, of degree

2s − 2. Expanding (3.43) in powers of y and ȳ, we have

(dLΩ(n,m))αβ = − 1

2z

[
y(α∂

γ̇(Ω(n−1,m+1))β)γ̇ + ȳγ̇∂(α(Ω(n+1,m−1))β)γ̇

]
,

(dLΩ(n,m))α̇β̇ = − 1

2z

[
ȳ(α̇∂

γ(Ω(n+1,m−1))γβ̇) + yγ∂(α̇(Ω(n−1,m+1))γβ̇)

]
,

(3.44)

for n,m ≥ 1, where dLΩ can be explicitly written in Poincaré coordinates as

(dLΩ)αβ =

[
∂α

γ̇ +
1

2z

(
yα(σz∂y)

γ̇ + ȳγ̇(σz∂ȳ)α
)
− (σz)α

γ̇

4z
(y∂y + ȳ∂ȳ)

]
Ωβγ̇

∣∣∣∣
(αβ)

.

(3.45)

We will now solve for Ω(s−1+n,s−1−n), for n = 1− s, . . . , s−1, n 6= 0, in terms of Ω(s−1,s−1),

or Φs, using (3.43). The following useful relations follow from (3.44),

yαyβ(dLΩ(n,m))αβ = −n+ 1

2z
yαȳβ̇Ω

(n+1,m−1)

αβ̇
,

∂α̇∂β̇(dLΩ(n,m))α̇β̇ =
m+ 1

2z
∂α∂β̇Ω

(n+1,m−1)

αβ̇
,

yα∂β(dLΩ(n,m))αβ =
n+ 2

4z
yα∂β̇Ω

(n−1,m+1)

αβ̇
− n

4z
ȳβ̇∂αΩ

(n+1,m−1)

αβ̇
,

ȳα̇∂β̇(dLΩ(n,m))α̇β̇ =
m+ 2

4z
ȳβ̇∂αΩ

(n+1,m−1)

αβ̇
− m

4z
yα∂β̇Ω

(n−1,m+1)

αβ̇
.

(3.46)

For now we will restrict ourselves to the spin-s sector. Define the shorthand notation

Ωn = Ω(s−1+n,s−1−n). We will split Ωn
αβ̇

into four terms, Ωn
±±, defined as

Ωn
++ = yαȳβ̇Ωn

αβ̇
,

Ωn
−− = ∂α∂β̇Ωn

αβ̇
,

Ωn
−+ = ȳβ̇∂αΩn

αβ̇
,

Ωn
+− = yα∂β̇Ωn

αβ̇
,

Ωn
αβ̇

=
1

s2 − n2

(
∂α∂β̇Ωn

++ − ȳβ̇∂αΩn
+− − yα∂β̇Ωn

−+ + yαȳβ̇Ωn
−−

)
.

(3.47)
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We can now invert (3.46) and express Ωn
±± in terms of dL acting on Ωn+1 or Ωn−1 as

Ωn
++ = − 2z

s+ n− 1
yαyβ(dLΩn−1)αβ ,

Ωn
−− =

2z

s− n+ 1
∂α̇∂β̇(dLΩn−1)α̇β̇,

Ωn
−+ =

z

s

[
(s− n)yα∂β(dLΩn−1)αβ + (s+ n)ȳα̇∂β̇(dLΩn−1)α̇β̇

]
,

Ωn
+− =

z

s

[
(s− n)yα∂β(dLΩn+1)αβ + (s+ n)ȳα̇∂β̇(dLΩn+1)α̇β̇

]
.

(3.48)

These relations allow us to raise or lower the index n, hence relating different components of

Ω, all of which containing the spin-s field. To proceed we must now fix some gauge degrees of

freedom. The gauge transformations with a ẑ-independent parameter ε(x|y, ȳ) act on Ω as

δΩn = dLε
n + dxαβ̇(yα∂̄β̇ε

n−1 + ȳβ̇∂αε
n+1),

δΩn
+− = yα∂β̇(dLε

n)αβ̇ + (s2 − n2)εn+1,

δΩn
−+ = ȳβ̇∂α(dLε

n)αβ̇ + (s2 − n2)εn−1.

(3.49)

where we used the notation εn ≡ ε(s−1+n,s−1−n), analogously to Ωn. We can use

ε1, . . . , εs−1 to gauge away Ωn
+− for n ≥ 0, and use ε−1, . . . , ε1−s to gauge away Ωn

−+ for

n ≤ 0. In the n = 0 case, this is simply the statement that we can gauge away the trace

part of the symmetric s-tensor field obtained from Ω(s−1,s−1), which is a priori double

traceless rather than traceless. This allows us to fix all Ωn’s in terms of Ω0 = Ω(s−1,s−1),

and hence in terms of Φs. Schematically, these relations take the form

Ωn = T̂+Ωn−1, n > 0,

Ωn = T̂−Ωn+1, n < 0,

Ω =

(
1 +

s−1∑

n=1

T̂ n
+ +

s−1∑

n=1

T̂ n
−

)
Ω0.

(3.50)

for some raising and lowering operators T̂±. More explicitly, for n > 0, we have

Ωn
++ = − 2z

s+ n− 1
yαyβ(dLΩn−1)αβ

= − 2z

s+n−1
yαyβ

[
∂α

γ̇ +
1

2z
yα(σz∂y)

γ̇ +
1

2z
ȳγ̇(σz∂ȳ)α−

(σz)α
γ̇

4z
(2s−2)

]
Ωn−1

βγ̇

= − 2z

s+ n− 1
yα

[
∂α

γ̇ +
1

2z
ȳγ̇(σz∂ȳ)α −

s− 1

2z
(σz)α

γ̇

]
Ωn−1

+γ̇

= − 2z

s2 − (n − 1)2
yα

[
∂α

γ̇ +
1− n
2z

(σz)α
γ̇

]
∂γ̇Ωn−1

++

=
z

s2 − (n− 1)2
y

(
/∂ +

n− 1

z
σz

)
∂ȳΩ

n−1
++

≡ L̂++Ωn−1
++

(3.51)
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Recall that /∂αβ̇ ≡ σ
µ

αβ̇
∂µ = −2∂αβ̇ . The operator L̂++ can also be written as

L̂++Ωn
++ =

1

s2 − n2
z1−n(y/∂ ∂ȳ)z

nΩn
++. (3.52)

Analogously, we can write down recursive formulae relating Ωn
−+ and Ωn

−− to those of

index n− 1, for n > 0,

Ωn
−− =

2z

s− n+ 1
∂α̇∂β̇(dLΩn−1)α̇β̇

=
2z

s−n+1
∂α̇∂β̇

[
∂γ

α̇+
1

2z
yγ(σz∂y)α̇+

1

2z
ȳα̇(σz∂ȳ)

γ− (σz)γα̇

4z
(2s−2)

]
Ωn−1

γβ̇

=
2z

s− n+ 1
∂α̇

[
∂γ

α̇ +
1− n
2z

(σz)γα̇

]
Ωn−1

γ−

=
z

s2 − (n− 1)2
y

(
/∂ +

n− 1

z
σz

)
∂ȳΩ

n−1
−−

= L̂++Ωn−1
−− ,

(3.53)

and

Ωn
−+ =

z

s

[
(s− n)yα∂β(dLΩn−1)αβ + (s+ n)ȳα̇∂β̇(dLΩn−1)α̇β̇

]

=
z

2s

{
(s− n)(∂αyβ + ∂βyα)

[
∂α

γ̇ +
1

2z
yα(σz∂y)

γ̇ +
1

2z
ȳγ̇(σz∂ȳ)α −

s− 1

2z
(σz)α

γ̇

]
Ωn−1

βγ̇

+ (s+n)(∂α̇ȳβ̇+∂β̇ ȳα̇)

[
∂γ

α̇+
1

2z
yγ(σz∂y)α̇+

1

2z
ȳα̇(σz∂ȳ)

γ− s−1

2z
(σz)γα̇

]
Ωn−1

γβ̇

}

=
z

2s

{
(s− n)

[
∂βγ̇ +

1

2z
ȳγ̇(σz∂ȳ)

β − s− 1

2z
(σz)βγ̇

]
Ωn−1

βγ̇

+ (s− n)yα

[
∂α

γ̇ +
1

2z
ȳγ̇(σz∂ȳ)α −

s− 1

2z
(σz)α

γ̇

]
Ωn−1
−γ̇

+ (s− n)∂α

[
∂α

γ̇ +
1

2z
ȳγ̇(σz∂ȳ)α −

s− 1

2z
(σz)α

γ̇

]
Ωn−1

+γ̇

+
s2 − n2

2z

[
(σz)αβ̇Ωn−1

αβ̇
− (σz∂y)

γ̇Ωn−1
+γ̇

]

+ (s+ n)

[
∂γβ̇ +

1

2z
yγ(σz∂y)

β̇ − s− 1

2z
(σz)γβ̇

]
Ωn−1

γβ̇

+ (s+ n)ȳα̇

[
∂γ

α̇ +
1

2z
yγ(σz∂y)α̇ −

s− 1

2z
(σz)γα̇

]
Ωn−1

γ−

+ (s+ n)∂α̇

[
∂γ

α̇ +
1

2z
yγ(σz∂y)α̇ −

s− 1

2z
(σz)γα̇

]
Ωn−1

γ+

+
(s+ n)(s− n+ 2)

2z

[
(σz)αβ̇Ωn−1

αβ̇
− (σz∂ȳ)

γΩn−1
γ+

]}

=
z

2s

{
2s

[
∂αβ̇ − s

2z
(σz)αβ̇

]
Ωn−1

αβ̇
+
s− n
2z

(σz∂ȳ)
βΩn−1

β+ +
s+ n

2z
(σz∂y)

β̇Ωn−1

+β̇

+ (s− n)yα

[
∂α

γ̇ − s

2z
(σz)α

γ̇

]
Ωn−1
−γ̇ +

s− n
2z

yσz∂ȳΩ
n−1
−+
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+ (s+ n)ȳα̇

[
∂γ

α̇ −
s

2z
(σz)γα̇

]
Ωn−1

γ−

+ (s− n)∂α

[
∂α

γ̇ +
n

2z
(σz)α

γ̇

]
Ωn−1

+γ̇ + (s+ n)∂α̇

[
∂γ

α̇ −
n− 2

2z
(σz)γα̇

]
Ωn−1

γ+

+
s

z
∂yσ

z∂ȳΩ
n−1
++ +

(s+ n)(s− n+ 1)

z
(σz)αβ̇Ωn−1

αβ̇

}

=
z

2s

{
2s

[
∂αβ̇ − s

2z
(σz)αβ̇

]
Ωn−1

αβ̇
− s− n

2(s+ n− 1)z
(∂yσ

z∂ȳΩ
n−1
++ − yσz∂ȳΩ

n−1
−+ )

− s+ n

2(s− n+ 1)z
∂yσ

z∂ȳΩ
n−1
++ −

s− n
2(s − n+ 1)

y

(
/∂ +

s

z
σz

)
(∂ȳΩ

n−1
−+ − ȳΩn−1

−− )

+
s− n
2z

yσz∂ȳΩ
n−1
−+ +

s+ n

2(s + n− 1)
y

(
/∂ +

s

z
σz

)
ȳΩn−1
−−

− s− n
2(s− n+ 1)

∂y

(
/∂ − n

z
σz

)
∂ȳΩ

n−1
++

− s+ n

2(s+ n− 1)
∂ȳ

(
/∂ +

n− 2

z
σz

)
(∂yΩ

n−1
++ − yΩn−1

−+ )

+
s

z
∂yσ

z∂ȳΩ
n−1
++ +

(s+ n)(s− n+ 1)

z
(σz)αβ̇Ωn−1

αβ̇

}
(3.54)

where we have used Ωn−1
+− = 0. Finally, we arrive at recursive formula for Ωn

−+,

Ωn
−+ = − (s− n)z

2s(s−n+1)
∂y

(
/∂ − s+ 1

z
σz

)
∂ȳΩ

n−1
++ +

(s+ n)z

2s(s+ n− 1)
y

(
/∂ +

s− 1

z
σz

)
ȳΩn−1
−−

(3.55)

In the case Ω0
αβ̇
∼ ∂α∂β̇Φ, Ωn

−− = 0 for all n ≥ 0 (and by the complex conjugate relations,

for n ≤ 0 as well), and Ω0
−+ = 0. Therefore, to solve for Ωn with n > 0 we only need the

recursive relations

Ωn
++ =

z

s2 − (n− 1)2
y

(
/∂ +

n− 1

z
σz

)
∂ȳΩ

n−1
++ ,

Ωn
−+ = − (s− n)z

2s(s− n+ 1)
∂y

(
/∂ − s+ 1

z
σz

)
∂ȳΩ

n−1
++ .

(3.56)

Similarly, to solve for Ωn with n < 0, we only need the analogous relations for Ω++ and Ω+−.

Now using the (2s − 2, 0) component of (3.43), C(x|y) = B|ȳ=0 is related to Ω by

(dLΩs−1)αβ +
1

2z
y(α∂

γ̇Ωs−2
β)γ̇ = (dLΩs−1)αβ −

1

(2s − 2)2z
yαyβΩs−2

−−

=
1

4z2
∂α∂βC(x, z|y)

(3.57)
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and so

C(x, z|y) =
2z2

s(2s− 1)
yαyβ(dLΩs−1)αβ

=
2z2

s(2s− 1)
yαyβ

[
∂α

γ̇ +
1

2z
yα(σz∂y)

γ̇ +
1

2z
ȳγ̇(σz∂ȳ)α −

(σz)α
γ̇

4z
(2s − 2)

]
Ωs−1

βγ̇

=
2z2

s(2s− 1)
yα

[
∂α

γ̇ − s− 1

2z
(σz)α

γ̇

]
Ωs−1

+γ̇

=
z2

s(2s− 1)
y(/∂ +

s− 1

z
σz)∂ȳΩ

s−1
++ .

(3.58)

We will choose a normalization convention for Ω(s−1,s−1) in terms of Φs, such that the

boundary-to-bulk propagator for C(x|y) takes the simple form in the previous section,

C(x|y) = KT (y)s. This is given by

Ω
(s−1,s−1)

αβ̇
=

(s!)2

2Ñs(2s)!

1

sz
∂α∂β̇Φs,

Ω0
++ =

(s!)2

2Ñs(2s)!

s

z
Φs

=
szs

2(2s)!(x−)s
∂2s

+

(yxȳ)s

x2
.

(3.59)

We can then express the generalized Weyl curvature C(x|y) in terms of Φs,

C(x|y) =
z

s
L̂++Ωs−1

++

=
(s!)2

2Ñs(2s)!
zL̂s

++z
−1Φs

=
(s!)2

Ñs(2s)!

1

(2s)!
z1−s(z2y/∂ ∂ȳ)

sz−1Φs

=
(s!)2

Ñs(2s)!

s!

(2s)!
z1−sez

2y/∂ ∂ȳz−1Φs

∣∣∣∣
ȳ=0

.

(3.60)

Using the boundary-to-bulk propagator for Φs derived in the first subsection, we have

C(x|y) =
s!

((2s)!)2
z1−sez

2y/∂ ∂ȳz−1 z
s+1

(x−)s
∂2s

+

(yxȳ)s

x2

∣∣∣∣
ȳ=0

=
1

((2s)!)2
z1−s∂2s

+ (z2y/∂ ∂ȳ)
s(ȳxy)s

zs

(x−)s
1

x2

∣∣∣∣
ȳ=0

=
s!

((2s)!)2
z1−s∂2s

+

[
1

x2
(z2yx/∂y)s

zs

(x−)s

]
(3.61)

Recall that we are now working in the light cone coordinate, with the polarization vector

given by ε+ = 1, ε− = ε⊥ = 0. To proceed, observe that

(z2yx/∂y)
zn

(x−)n
= n(yx(x−σz − zσ−)y)

zn+1

(x−)n+1
= nQ

zn+1

(x−)n+1
(3.62)
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where Q is defined by

Q ≡ yx(x−σz − zσ−)y

=
1

2
(x2yσ−zy − yxσ−zxy)

(3.63)

We shall also make use of the property
[
z2yx/∂y,Q

]
= 0. Continuing on (3.61), we can write

C(x, z|y) =
1

2(2s)!

zs+1

(x−)2s
∂2s

+

Qs

x2

=
2−s−1

(2s)!

zs+1

(x−)2s
∂2s

+

(yxσ−zxy)s

x2

=
2−s−1

(2s)!

zs+1

(x−)2s
(yxσ−zxy)s∂2s

+

1

x2

= 2−s−1(yxσ−zxy)s
zs+1

(x2)2s+1

=
1

2
K

[
z

2(x2)2
yxσ−zxy

]s

=
1

2
KT (y)s

(3.64)

where T (y) is defined as in section 3.1. We can then recover the entire spin-s part of the

linearized master field B,

B(x|y, ȳ) = (2s)!
∞∑

n=0

1

n!(n+ 2s)!

1

zn+s
(−z2y/∂ȳ)nzsC(x|y) + c.c.

=
1

2
(2s)!

∞∑

n=0

2n

n!(n+ 2s)!

(1
2yxσ

−zxy)s

zn+s
(−z2y/∂ȳ)n(K2s+1) + c.c.

(3.65)

The following relations are useful,

(−z2y/∂ȳ)K(x) = (−zyΣȳ)K(x),

(−z2y/∂ȳ)nK(x)m =
(n +m− 1)!

(m− 1)!
(−zyΣȳ)nK(x)m,

(3.66)

where we used the fact (−z2y/∂ȳ)(−zyΣȳ) = (−zyΣȳ)2. Now we arrive at the expression

B(x, z|y, ȳ) =
1

2

∞∑

n=0

1

n!

(1
2yxσ

−zxy)s

zn+s
(−zyΣȳ)nK2s+1 + c.c.

=
1

2

(
yxσ−zxy

2z

)s

K2s+1e−yΣȳ + c.c.

(3.67)

This is the result we claimed in the previous subsection, the boundary-to-bulk propagator

for B.
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Finally, let us derive the formulae for the boundary to bulk propagator of Ωn for

n = 1, . . . , s − 1. Using (3.59), we obtain

Ωn
++ =

(s− n)!

s(s+ n− 1)!
z−n(z2y/∂∂ȳ)

nΩ0
++

=
(s − n)!

2(2s)!(s + n− 1)!
z−n∂2s

+ (z2y/∂∂ȳ)
n(yxȳ)s

zs

(x−)s
1

x2

=
(s − n)!

2(2s)!(s + n− 1)!

(−)ns!

(s− n)!
z−n∂2s

+ (yxȳ)s−n(z2yx/∂y)n
zs

(x−)s
1

x2

=
(−)n

4(2s − 1)!

zs

(x−)s+n
∂2s

+

[
(yxȳ)s−nQ

n

x2

]

=
2−n−2

(2s − 1)!

zs

(x−)s+n
(yxσ−zxy)n∂2s

+

(yxȳ)s−n

x2

(3.68)

Recall Q = 1
2(x2yσ−zy − yxσ−zxy). On the other hand, for Ωn

−+,

Ωn
−+ =

(s− n)z

2s(s− n+ 1)
∂y(/∂ −

s+ 1

z
σz)∂ȳΩ

n−1
++

=
2−n(s − n)

(2s)!(s − n+ 1)
∂2s

+ z
s+2(∂y /∂∂ȳ)(yxȳ)

s−n+1(yxσ−zxy)n−1 z−1

(x−)s+n−1x2

= −2−n−1(s− n)

(2s)!
∂2s

+ z
s+2(∂y /∂xy)(yxȳ)

s−n(yxσ−zxy)n−1 z−1

(x−)s+n−1x2

=
2−n(s− n)

(2s)!
∂2s

+ z
s+2∂µ

[
xµ(yxȳ)s−n(yxσ−zxy)n−1 z−1

(x−)s+n−1x2

]

= 0.

(3.69)

So in fact the boundary-to-bulk propagator for Ωn
−+ vanishes identically for all n. We can

therefore recover the boundary-to-bulk propagator for Ω entirely from Ωn
++,

4 Three point functions

In this section we will study three point functions of currents dual to higher spin gauge

fields in AdS4, at tree level in Vasiliev theory. While we do not know the explicit

Lagrangian of Vasiliev theory, we can compute the correlation functions directly using

the equation of motion, up to certain normalization factors. In general, an n-point

function 〈J1(~x1) · · · Jn(~xn)〉 can be computed by solving for the expectation value of the

field dual to Jn, ϕn(~x, z), at ~x = ~xn near the boundary z → 0, sourced by the currents

J1(~x1), . . . , Jn−1(~xn−1). Strictly speaking, this computation gives the n-point function up

to a normalization factor that depends only on the field ϕn.

Let us analyze this more closely. Suppose a boundary operator J(~x) is dual to a bulk

field ϕ. We can express the AdS/CFT dictionary in a Schwinger-Dyson form

〈J(~x0)e
R

d3~xJ(~x)φ(~x)〉=
∫
d3~x〈J(~x0)J(~x)〉freeφ(~x)−

∫
Dϕ|φe−S

∫
d4x
√
g Kϕ(x; ~x0)

δSint

δϕ(x)
(4.1)
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s1

s2s3

Figure 1. C(s1, s2; s3) will be computed by sewing two boundary-to-bulk propagators, correspond-

ing to sources of currents of spin s1 and s2, into a spin-s3 field via the nonlinear equations of motion.

where (· · · )|φ refers to the boundary condition ϕ(~x, z → 0) → zδ−φ(~x), δ− being the

appropriate scaling exponent associated to the boundary source of the field ϕ. Kϕ(x; ~x0)

is the boundary-to-bulk propagator for ϕ. We have separated the bulk action S into a

free action for ϕ and the interaction part Sint; 〈J(~x0)J(~x)〉free stands for the two-point

function computed from the free action in the bulk. Here we assume that φ(~x) is supported

away from ~x0. On the other hand, the expectation value of ϕ near the boundary point

(~x0, z = 0) is given by

〈ϕ(~x0, z)〉φ =

∫
d3~x′Kϕ(~x0, z; ~x

′)φ(~x′)−
∫
Dϕ|φe−S

∫
d4x′
√
g Gϕ(~x0, z;x

′)
δSint

δϕ(x′)
(4.2)

where Gϕ(x;x′) is the bulk propagator for ϕ. The boundary-to-bulk propagator is related

by

Gϕ(~x, z → 0; ~x′, z′)→ zδ+Kϕ(~x′, z′; ~x). (4.3)

Therefore, we have

〈ϕ(~x0, z → 0)〉φ → zδ+〈J(~x0)e
R

d3~xJ(~x)φ(~x)〉 (4.4)

In Vasiliev theory, however, we do not know a priori the normalization of the kinetic

terms of the spin-s gauge fields, in terms of components of the master fields. Each spin-s

field ϕs is dual to the current Js in the boundary CFT with a certain normalization

constant as. Here the currents Js are understood to have appropriately normalized

two-point functions. Furthermore, we have chosen an arbitrary normalization for the

boundary-to-bulk propagator for ϕs. So the boundary expectation value of ϕs in the

presence of sources is related to the correlation function of the currents by

〈ϕs(~x0, z → 0)〉φ → zs+1Cs〈Js(~x0)e
P

ai

R

d3~xJi(~x)φi(~x)〉CFT, (4.5)

or for the n-point function,

〈ϕs(~x0, z → 0)〉(si;~xi), i=1,...,n−1 → zs+1

(
Cs

n−1∏

i=1

asi

)
〈Js(~x0)Js1(~x1) · · · Jsn−1(~xn−1)〉CFT.

(4.6)
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Here Cs is an undetermined normalization constant that depends entirely on the normaliza-

tion of the field ϕs. By comparing with the boundary-to-bulk propagator Kϕs , one deduces

〈ϕs(~x, z → 0)〉(si;~xi), i=1,...,n−1

〈ϕs(~x, z → 0)〉(s;~x′)
→
∏n−1

i=1 asi

as

〈Js(~x)Js1(~x1) · · · Jsn−1(~xn−1)〉CFT

〈Js(~x)Js(~x′)〉CFT
. (4.7)

Combining various expectation values of ϕ with sources, we can determine all the

normalized correlation functions of the currents up to an overall constant, which may be

identified with the coupling constant of Vasiliev theory.

The spatial and polarization dependence of the three point functions of the form

〈Js1(~x1, ε1)Js2(~x2, ε2)Js3(~x3, ε3)〉 is fixed by conformal symmetry and the conservation of

the currents up to a linear combination of finitely many possible structures. The coeffi-

cients characterize Vasiliev theory, and we would like to compute them and compare with

free and critical O(N) vector models. In the current paper, as a first step toward verifying

the conjectured duality, we will assume that the spatial and polarization dependence of

〈Js1Js2Js3〉 is proportional to that of free or critical O(N) vector models, and compute the

overall coefficient as a function of the three spins, which we denote by Cs1s2s3 . A general

argument has been provided in [27] stating that if the three point functions of the currents

(in other words, the OPEs of the currents) have the same structure as in the free scalar

field theory, then the structure of the n-point function of the conserved higher spin currents

〈Js1(~x1) · · · Jsn(~xn)〉 is determined in terms of the corresponding currents φ∂µ1 · · · ∂µsφ+· · ·
in the free scalar field theory, with the fields φ contracted in a cyclic order, and summed over

permutations of these free field currents, with constant coefficients Aσ that may depend

on the particular permutation σ ∈ Sn. It is far from obvious, a priori, that the assumption

of [27] that the three point functions have the same structure as in free field theory, holds

for the currents in Vasiliev theory. To demonstrate this is the main goal of this paper.

What we can compute using Vasiliev’s equations of motion is the l.h.s. of (4.7). For

three-point function 〈Js(~x, ε)Js1(~x1, ε1)Js2(~x2, ε2)〉, where ε, ε1, ε2 are null polarization

vectors, it suffices to consider the case ε1 = ε2 = ε, and in the limit ~x12 → 0. The l.h.s.

of (4.7) in this limit, after stripping off the standard ~x and polarization dependence, will be

denoted C(s1, s2; s). This is computed by the Witten diagram with two boundary-to-bulk

propagators corresponding to spin s1 and s2 respectively, sewed together using the

interaction terms in the equation of motion, and solving for the outcoming second order

field of spin s near the boundary. We will now carry out this computation explicitly.

4.1 Some generalities

We have seen that at the linearized level, Ω(s−1,s−1) contains the symmetric traceless s-

tensor gauge field, and B(2s,0) contains the generalized Weyl curvature. Either field can

be used to extract the correlation functions of the spin-s current in the boundary CFT. It

will be more convenient to work with B(2s,0). Our strategy for computing C(s1, s2; s3) will

be to compute the expectation value of B(2s3,0) at the second order in perturbation theory,

with two sources on the boundary corresponding to the currents Js1 and Js2 respectively.

To do so, we make use of the equation of motion

D̃0B = −Ŵ ∗B +B ∗ π(Ŵ ), (4.8)
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While the linearized field B does not depend on zα, z̄α̇, at the second order the B field in

general does. From now on we will use the notation B to indicate the ẑ-dependence, and

write B = B|z=z̄=0. It suffices to consider (4.8) restricted to z = z̄ = 0,

D̃0B|z=z̄=0 = −Ŵ ∗B +B ∗ π(Ŵ )
∣∣∣
z=z̄=0

≡ JY (4.9)

In order to solve for B at the second order, we split B into B and the z-dependent part B′,
D̃0Bz=z̄=0 = D̃0B + D̃0B′|z=z̄=0. B′ is solved from the equation

dZB′ = −S ∗B +B ∗ π(S̃). (4.10)

We will write JZ = −D̃0B′|z=z̄=0, and so

D̃0B = JY + JZ ≡ J = Jµdx
µ. (4.11)

This allows us to solve for B(x|y, ȳ) from Jµ. More explicitly, in Poincaré coordinates,

[
∇αβ̇ +

1

2z
(yαȳβ̇ + ∂α∂β̇)

]
B(x|y, ȳ) = Jαβ̇(x|y, ȳ) (4.12)

where we have split D̃0 into the Lorentz derivative ∇L = d + [ωL
0 , . . . ]∗ and {e0, · }∗. We

have previously encountered the homogeneous form of (4.12) in solving for the boundary-to-

bulk propagator, but now with source J . By contracting (4.12) with yαȳβ̇, and extracting

the degree (2s + 1, 1) term in the expansion in y and ȳ, we obtain

yαȳβ̇∇αβ̇B
(2s,0) +

2s+ 1

2z
B(2s+1,1) = J

(2s,0)

αβ̇
yαyβ̇ (4.13)

On the other hand, by acting on (4.12) with ∂α∂β̇ , we have

∂α∂β̇∇αβ̇B
(2s+1,1) +

2(s+ 1)

z
B(2s,0) = ∂α∂β̇J

(2s+1,1)

αβ̇
(4.14)

Putting them together, we obtain a second order differential equation on B(2s,0) only,

[
∂α∂β̇∇αβ̇zy

γ ȳδ̇∇γδ̇ −
(s+ 1)(2s + 1)

z

]
B(2s,0)

= ∂α∂β̇∇αβ̇zJ
(2s,0)

γδ̇
yγ ȳδ̇ − 2s+ 1

2
∂α∂β̇J

(2s+1,1)

αβ̇
≡ J(y).

(4.15)

The following formula for the first term on the r.h.s. of (4.15) will be useful,

∂α∂β̇∇αβ̇zJ
(2s,0)

γδ̇
yγ ȳδ̇

= ∂α∂β̇

[
∂αβ̇ +

1

2z
(σz)τ β̇yα∂τ +

1

2z
(σz)α

τ̇ ȳβ̇∂τ̇ −
s+ 1

2z
σz

αβ̇

]
zJ

(2s,0)

γδ̇
yγ ȳδ̇

=

[
∂α∂β̇∂αβ̇ −

s+ 3

2z
(∂yσ

z∂ȳ)

]
zJ

(2s,0)

γδ̇
yγ ȳδ̇

= −z
2
∂y

(
/∂ − s+ 2

z
σz

)
/J

(2s,0)
y

(4.16)
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We will defer the solution to B(2s,0) from (4.15) to the next subsection. Now we will

consider the computation of J(y) at the second order in perturbation theory, from the

boundary-to-bulk propagators of the linearized fields. As clear from (4.15) we only need

to know Jµ|ȳ=0 and ∂α∂β̇Jαβ̇ |ȳ=0.

Explicitly, JZ is expressed in terms of B′ as

JZ
αβ̇

=
1

2z

[
∂zα(σz)γ β̇∂γ + ∂

z̄β̇(σz)α
γ̇∂γ̇

]
B|z=z̄=0 −

1

4z
σz

αβ̇
(∂z∂y + ∂z̄∂ȳ)B|z=z̄=0

+
1

2z
(∂zα ȳβ̇ + ∂

z̄β̇yα − ∂zα∂
z̄β̇)B|z=z̄=0

(4.17)

In components, (4.10) can be written as

∂zαB = −Sα ∗B +B ∗ π̄(Sα)

=

∫ 1

0
dt t [(zαB(−tz, ȳ)K(t)) ∗B −B ∗ (zαB(−tz,−ȳ)K(t))] ,

∂
z̄β̇B = −Sβ̇ ∗B +B ∗ π(Sβ̇)

=

∫ 1

0
dt t
[(
z̄β̇B(y,−tz̄)K̄(t)

)
∗B −B ∗

(
z̄β̇B(−y,−tz̄)K̄(t)

)]
.

(4.18)

where we have used the linearized relation between S and B, (3.38), and we have suppressed

the spacetime dependence of the fields in writing the above equations. Note that ∂zα∂
z̄β̇B =

0 at the second order. Also observe that ∂y∂zB|z=0 = ∂ȳ∂z̄B|z̄=0 = 0, where the indices are

contract, i.e. ∂y∂z = ǫβα ∂
∂yα

∂
∂zβ etc. It follows that

∂α∂β̇JZ
αβ̇
|z=z̄=0 = 0, (4.19)

in fact, without the need to set ȳ to zero. If we further set ȳ = 0, it is not hard to see that

∂zαB|z=z̄=ȳ=0 = 0. (4.20)

This is because z, z̄ and ȳ are completely contracted under ∗-product in the first equation

of (4.18); while the yα in K(t) are not entirely contracted with B, we may replace either

(zαyα) ∗ (· · · )|z=0 or (· · · ) ∗ (zαyα)|z=0 by yα∂
α
y (· · · )|z=0. One then observes that the two

terms in the integrand in the first equation of (4.18) in fact cancel each other, when z, z̄, ȳ

are all set to zero at the end. Note however that ∂
z̄β̇B|z=z̄=ȳ=0 does not vanish, according

to the second equation of (4.18). Collecting these properties of B′, we can simplify (4.17)

when ȳ is set to zero,

JZ
αβ̇
|ȳ=0 =

1

2z
(y + σz∂ȳ)α ∂z̄β̇B|z=z̄=ȳ=0, (4.21)

and therefore

yαJZ
αβ̇
|ȳ=0 =

1

2z
(yσz∂ȳ)∂z̄β̇B|z=z̄=ȳ=0

=
1

2z

∫ 1

0
dt t(yσz∂ȳ)

[(
z̄β̇B(y,−tz̄)K̄(t)

)
∗B −B ∗

(
z̄β̇B(−y,−tz̄)K̄(t)

)]∣∣∣∣
z̄=ȳ=0
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= − 1

2z

∫ 1

0
dt t2(yσz)γ̇

[(
z̄β̇ z̄γ̇B(y,−tz̄)K̄(t)

)
∗B −B ∗

(
z̄β̇ z̄γ̇B(−y,−tz̄)K̄(t)

)]∣∣∣∣
z̄=ȳ=0

+
1

2z

∫ 1

0
dt t(yσz)γ̇

[(
z̄β̇B(y,−tz̄)K̄(t)

)
∗ ∂γ̇B − ∂γ̇B ∗

(
z̄β̇B(−y,−tz̄)K̄(t)

)]∣∣∣∣
z̄=ȳ=0

= − 1

2z

∫ 1

0
dt t(yσz)γ̇

{
t
[
ȳβ̇ ȳγ̇B(y,−tȳ), B

]
∗
−
{
ȳβ̇B(y,−tȳ), ∂γ̇B

}
∗

}∣∣∣∣
ȳ=0

=
1

2z

∫ 1

0
dt t(1− t)(yσz)γ̇

[
ȳβ̇ ȳγ̇B(y,−tȳ), B

]
∗

∣∣∣∣
ȳ=0

. (4.22)

In the above manipulation, we have frequently replaced the star product with ȳ or z̄ by

derivatives on ȳ and z̄, or vice versa, as these variables are set to zero in the end. (4.22)

and (4.19) are all we need for the JZ contribution to J(y) in (4.15).

Now let us turn to JY . It can be split into to terms, JY = JΩ + J ′Y , where

JΩ = −Ω ∗B +B ∗ π(Ω),

J ′Y = −W ′ ∗B +B ∗ π(W ′)
∣∣
z=z̄=0

.
(4.23)

We will also write J ′ = JZ + JY , and Jµ = JΩ
µ + J ′µ.

Let us examine the structure of J ′Y . At the linearized order, recall from (3.40)

W ′ =
ẑαdxα

β̇

2z

∫ 1

0
dt (1 − t)(∂β̇ − t(σz)γ β̇ ẑγ)B(−tẑ, ȳ)K(t) + c.c. (4.24)

We have

J ′Y
αβ̇
|ȳ=0dx

αβ̇ = −W ′ ∗B +B ∗ π(W ′)
∣∣
z=z̄=ȳ=0

= − 1

2z

∫ 1

0
dt(1 − t) [ȳdx(∂y − tσz ȳ)B(y,−tȳ), B]∗

∣∣
ȳ=0

(4.25)

It immediately follows that ∂α∂β̇J ′Y
αβ̇
|ȳ=0 = 0, as in the case of JZ , because it involves

expression of the form

∂yα

[
(zαf(z, ȳ, zy)) ∗ B̃

]∣∣∣
z=z̄=0

= 0

and the analogous complex conjugate expressions. On the other hand, when restricting

J ′Y itself to ȳ = 0, we have

yαJ ′Y
αβ̇
|ȳ=0 =

1

2z

∫ 1

0
dt(1− t) yα

[
ȳβ̇(∂y − tσz ȳ)αB(y,−tȳ), B

]
∗

∣∣∣
ȳ=0

. (4.26)

Combining this with (4.22),

yαJZ
αβ̇
|ȳ=0 =

1

2z

∫ 1

0
dt t(1− t)yα

[
ȳβ̇(σz ȳ)αB(y,−tȳ), B

]
∗

∣∣∣∣
ȳ=0

, (4.27)

we obtain the contributions from J ′µ,

yαJ ′
αβ̇
|ȳ=0 =

1

2z

∫ 1

0
dt(1− t) yα

[
ȳβ̇∂αB(y,−tȳ), B

]
∗

∣∣∣
ȳ=0

,

∂α∂β̇J ′
αβ̇
|ȳ=0 = 0.

(4.28)

– 27 –



J
H
E
P
0
9
(
2
0
1
0
)
1
1
5

Suppose we have two sources on the boundary, at points ~x = 0 and ~x = ~x1, of spin and

polarization (s, ε) and (s̃, ǫ̃) respectively. We will denote x̃ = x − ~x1, ~̃x = ~x − ~x1, and

similarly use the “∼” notation for all the variables associated with the spin s̃ current.

Recall the expressions for the spin-s boundary-to-bulk propagator for the master field B,

B(x|y, ȳ) =
1

2
Ke−yΣȳT (x|y, ε)s + c.c.,

Σ = σz − 2z

x2
x,

T (x|y, ε) =
K2

z
yx/εσzxy =

1

8z
(y(1 −Σσz)λ)2.

(4.29)

In the last step above, we traded the null polarization vector ε for a spinor λ, defined by

2(/εσz)αβ = λαλβ, 2(/εσz)α̇β̇ = λ̄α̇λ̄β̇, with λ̄ = σzλ (the factor of 2 here is just our choice of

convention). Similarly, we must include the boundary-to-bulk propagators for the source

of spin s̃ at ~x1. Plugging these into (4.28), we arrive at the expression

yαJ ′
αβ̇
|ȳ=0 =

z

8x2x̃2

∫ 1

0
dt (1 − t)yα

[
ȳβ̇∂α

{
etȳΣy

(
T (y)s + T̄ (−tȳ)s

)}
,

e−yΣ̃ȳ
(
T̃ (y)s̃ + ¯̃T (ȳ)s̃

)]
∗,ȳ=0

+ (x↔ x̃, s↔ s̃).

(4.30)

We will defer the explicit computation of JΩ
µ to later. For now, let us point out that

∂α∂β̇JΩ
αβ̇
|ȳ=0 in general does not vanish, unlike for J ′µ.

Now we would like to compute C(s, s̃; s′), by extracting the (2s′, 0) term in the (y, ȳ)

expansion of J(y). By counting powers of y while contracting all ȳ’s, it is not hard to see

that J ′µ contributes to the spin s′ field if s′ ≥ |s − s̃|, while JΩ
µ contributes if s′ < s + s̃.

We may encounter three different cases:

(1) s′ ≥ s+ s̃. Only J ′ contributes.

(2) s′ < |s− s̃|. Only JΩ contributes.

(3) |s− s̃| ≤ s′ < s+ s̃. Both J ′ and JΩ contribute.

There is also a special exceptional case:

(4) s = s̃, s′ = 0.

In this case, the contributions from both J ′ and JΩ vanish, so that naively we would

conclude C(s, s; 0) = 0 for all s. We will see later that this is in fact not the case, by

“analytically continuing” from C(s1, s2; 0) for s1 6= s2. This is presumably due to a singular

behavior related to the nonlocality of Vasiliev theory, which we do not fully understand.

There is a particularly simple case, when the triangular inequality among the three

spins is strictly not obeyed: if s′ > s + s̃, then s̃ < s′ − s, and s < s′ − s̃. So C(s, s̃; s′)

receives contribution only from J ′, while C(s, s′; s̃) and C(s̃, s′; s) receive contribution

only from JΩ. We expect

Cs1s2s3 =
as3

as1as2

C(s1, s2; s3) (4.31)
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to be the coefficient of the normalized three-point function, which should be symmetric in

(s1, s2, s3).

In this section, we will compute explicitly C(s, s̃; 0), which receives contribution from

JΩ only. They determine the three-point function coefficients C0ss̃ up to a normalization

factor of the form a(s)a(s̃). We will find agreement with the conjecture that the dual CFT

is the free O(N) vector theory, or the critical O(N) model when the boundary condition

for the scalar field is such that the dual operator has dimension ∆ = 2 instead of ∆ = 1.

Later, in section 6, we will consider the case when the outcoming field is of nonzero spin.

In particular, we will compute C(0, s; s′) in the case s > s′, which receives contribution from

JΩ only. The result will allow us to determine the ratio among the normalization factor

a(s)’s, when combined with our result for C(s, s′; 0). We will find that the two results

are consistent with the structure of the three-point function constrained by higher spin

symmetry, and further, strikingly, in complete agreement with the free O(N) vector theory.

At the end of section 6, we will also consider the computation of C(0, 0; s) for both

∆ = 1 and ∆ = 2 boundary conditions on the bulk scalar field. This coefficient receives

contribution from J ′ alone. Our result for C∆=1(0, 0; s) is however inconsistent with

the other three-point function computations, and our result for C∆=2(0, 0; s) simply

vanishes. We believe that this is an artifact due to the singularly nonlocal behavior of

Vasiliev theory, which requires a subtle regularization which we do not fully understand.

Presumably, the correct answer will be obtained if we take the two source spins to be

different, then analytically continue in the spins, and take the limit when the two spins

coincide (both being zero in this case).

4.2 Solving for B at second order

In this section, we will solve for B(~x, z|y, ȳ) near the boundary z → 0, from (4.15). Let us

write the l.h.s. of (4.15) explicitly in Poincaré coordinates. First, using our formula for ωL
0 ,

yγ ȳδ̇∇γδ̇B
(2s,0) = yαȳβ̇

[
∂αβ̇ +

1

2z
(σz)γ β̇yα∂γ −

s

2z
σz

αβ̇

]
B(2s,0)

=
(
yαȳβ̇∂αβ̇ +

s

2z
yσz ȳ

)
B(2s,0),

(4.32)

and then

∂α∂β̇∇αβ̇zy
γ ȳδ̇∇γδ̇B

(2s,0) = ∂α∂β̇∇αβ̇z
(
yγ ȳδ̇∂γδ̇ +

s

2z
yσz ȳ

)
B(2s,0)

= ∂α∂β̇

[
∂αβ̇ +

1

2z
(σz)τ β̇yα∂τ +

1

2z
(σz)α

τ̇ ȳβ̇∂τ̇−
s+1

2z
σz

αβ̇

]
z
(
yγ ȳδ̇∂γδ̇+

s

2z
yσz ȳ

)
B(2s,0)

=

[
∂α∂β̇∂αβ̇ −

s+ 3

2z
(∂yσ

z∂ȳ)

]
z
(
yγ ȳδ̇∂γδ̇ +

s

2z
yσz ȳ

)
B(2s,0)

=

[
−∂αyγ∂α

β̇z∂γβ̇ −
s+ 3

4
∂yσ

z /∂ y +
s

4
∂y /∂σ

zy +
s(s+ 1)(s + 3)

2z

]
B(2s,0)

=

[
−z∂αyγ∂α

β̇∂γβ̇+
1

2
∂αyγ(σz)α

β̇∂γβ̇−
s+3

4
∂yσ

z /∂ y+
s

4
∂y /∂σ

zy+
s(s+1)(s+3)

2z

]
B(2s,0)
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=

[
−s+ 1

2
z∂µ∂µ −

s+ 2

4
∂yσ

z /∂ y +
s

4
∂y /∂σ

zy +
s(s+ 1)(s + 3)

2z

]
B(2s,0)

= (s+ 1)

[
−1

2
z∂µ∂µ + ∂z −

1

2
yσz /̂∂ ∂y +

s(s+ 3)

2z

]
B(2s,0) (4.33)

Note that our convention for /∂ is ∂αβ̇ = −1
2σ

µ

αβ̇
∂µ = −1

2
/∂αβ̇ . The equation (4.15) is now

[
z2∂µ∂µ − 2z∂z + zyσz /̂∂ ∂y − (s− 2)(s + 1)

]
B(2s,0) = − 2z

s+ 1
J (4.34)

The solution takes the form

B(2s,0)(~x, z|y) =

∫
d3~x0dz0
z4
0

G(~x, z; ~x0, z0|y, ∂y0)

[
− 2z0
s+ 1

J(x0, z0|y0)

]
(4.35)

where G(~x, z; ~x0, z0|y, ∂y0) is the Green’s function for B(2s,0). Define

L = z2∂µ∂µ − 2z∂z + zyσz /̂∂ ∂y − (s − 2)(s + 1). (4.36)

The Green’s function obeys

L ·G(x, z;x′, z′|y, ∂y′) = (z′)4δ(z − z′)δ3(~x− ~x′)ey∂y′ |y′=0. (4.37)

In momentum space, we can write (4.37) as

[
z2∂2

z − 2z∂z − (s− 2)(s + 1)− z2p2 + izyσz
/p∂y

]
G̃(z, z′; p|y, ∂y′)

= (z′)4δ(z − z′)(y∂y′)2s

(2s)!
,

(4.38)

The small z, z′ limit is equivalent to the p→ 0 limit, where the equation reduces to

[
z2∂2

z − 2z∂z − (s− 2)(s + 1)
]
G̃(z, z′; 0|y, ∂y′ ) = (z′)4δ(z − z′)(y∂y′)2s

(2s)!
, (4.39)

The solution is

G(z, z′; 0|y, ∂y′) =
zs+1(z′)2−s

2s− 1

(y∂y′)2s

(2s)!
, z < z′;

G(z, z′; 0|y, ∂y′) =
z2−s(z′)s+1

2s− 1

(y∂y′)2s

(2s)!
, z > z′.

(4.40)

Fourier transforming back to position space, it follows that in the limit z, z′ → 0, z > z′,

G(~x, z; ~x′, z′|y, ∂y′)→ (z′)s+1 z2−s

2s− 1
δ3(~x− ~x′)(y∂y′)2s

(2s)!
. (4.41)

We will not need the explicit form of G(~x, z; ~x0, z0|y, ∂y0), since we are only interested

in the behavior of B(2s,0) near a point ~x on the boundary. In the z′ → 0 limit, the Green’s

function reduces to,

G(~x, z; ~x′, z′|y, ∂y′)→ (z′)s+1K(~x− ~x′, z|y, ∂y′), (4.42)
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where K is understood to act on a function homogenous in y′α of degree 2s. It satisfies the

equation and boundary condition

L · K(~x, z|y, ∂y′) = 0,

K(~x, z|y, ∂y′)→ z2−s

2s− 1
δ3(~x)

(y∂y′)2s

(2s)!
, z → 0.

(4.43)

Importantly, we note that while in the case s = 0, K is the boundary-to-bulk propagator

for the scalar field, for s > 0 K is not the same as the boundary-to-bulk propagator

of B(2s,0)(~x, z|y) we derived earlier. While the latter is also annihilated by L, it does

not obey the boundary condition of (4.43), and in particular its integral over ~x vanishes

(unlike Φs(~x, z|y, ȳ)).
Working in momentum space, we have

[
∂2

z − 2s∂z
1

z
− p2 − i

z
y/pσ

z∂y

]
zs−1K̃(~p, z|y, λ) = 0,

K̃(~p, z|y, λ)→ z2−s

2s− 1

(yλ)2s

(2s)!
, z → 0.

(4.44)

We may write i
2y/pσ

z∂y = ~p · ~ℓ, where ~ℓ acts on K̃ as an angular momentum operator of

total spin s. The “states” of angular momentum p̂ ·~ℓ = m along p̂ = ~p
p direction is given by

(yλ+ iy/̂pσ
zλ)s+m(yλ− iy/̂pσzλ)s−m (4.45)

On each p̂ ·~ℓ = m state, the equation (4.44) is solved by confluent hypergeometric functions

of the second kind. The p̂ · ~ℓ = m component of K̃ takes the form

ψ̃m(~p, z|y, λ)=
2−2sz2−se−pz

2s − 1

U(m+1−s, 2−2s|2pz)
U(m+ 1− s, 2− 2s|0)

(yλ+ iy/̂pσzλ)s+m

(s +m)!

(yλ− iy/̂pσzλ)s−m

(s−m)!

=
2−2sz2−s

2s− 1

∫ ∞

0
dt e−pz(1+2t) tm−s(1 + t)−m−s

B(m+ 1− s, 2s− 1)

(yλ+ iy/̂pσzλ)s+m

(s+m)!

(yλ− iy/̂pσzλ)s−m

(s−m)!
,

(4.46)

for m = −s+ 1, . . . , s. When m 6= s, the integral representation in the second line should

be understood as defined by analytic continuation in s. The m = −s case is special. In

momentum space, there seems to be no solution with the desired boundary condition (4.44)

at z = 0. Rather, there is a solution that dies off at z →∞ and behaves like zs+1 near z = 0,

ψ̃′−s(~p, z|y, λ) = zs+1e−pzf(p)
(yλ− iy/̂pσzλ)2s

(2s)!
. (4.47)

where f(p) is an arbitrary function of the momentum. For f(p) = p2s−1, the Fourier

transform of ψ̃−s gives

ψ′−s(~x, z|y, λ) =
1

2π2
zs+1 (y/∂σzλ)2s

(2s)!

1

x2
=

22s+1

π2
(yxσzλ)2s zs+1

(x2)2s+1
. (4.48)

This is nothing but the boundary-to-bulk propagator for B(2s,0)(~x, z|y) we derived

previously.
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Let us return to (4.46), and Fourier transform back to position space,

ψm(~x, z|y, λ) =
2−2sz2−s

2s− 1

∫ ∞

0
dt

tm−s(1 + t)−m−s

B(m+ 1− s, 2s− 1)

×
(− 1

2t+1y∂zλ+ y /̂∂σzλ)s+m

(s+m)!

(− 1
2t+1y∂zλ− y /̂∂σzλ)s−m

(s−m)!

∫
d3~p

(2π)3
e−pz(1+2t)+i~p·~x

p2s

=
2−2sz2−s

2s − 1

∫ ∞

0
dt

tm−s(1 + t)−m−s

B(m+1−s, 2s−1)

[
(yσz /∂λ)s+m

(s+m)!

(y/∂σzλ)s−m

(s−m)!

∫
d3~p

(2π)3
e−pz+i~p·~x

p2s

]∣∣∣∣
z→(2t+1)z

=
2−2sz2−s

2s − 1

∫ ∞

0
dt

tm−s(1 + t)−m−s

B(m+ 1− s, 2s− 1)

×
{

(yσz /∂λ)s+m

(s +m)!

(y/∂σzλ)s−m

(s−m)!

[
−Γ(2− 2s)(x2)s−1

2π2|~x| sin

(
2(s− 1) arctan

|~x|
z

)]}∣∣∣∣
z→(2t+1)z

(4.49)

Note that although the factor Γ(2− 2s) seems to diverge for positive integer s, the above

expression should be understood as defined via analytic continuation in s; upon taking 2s

derivatives (yσz /∂λ)s+m(y/∂σzλ)s−m, the divergent term vanishes, leaving a finite result at

integer values of s.

The behavior of the outcoming spin-s field near the boundary is now given by

B(2s,0)(~x, z → 0)→zs+1

∫
dz0d

3~x0

z4
0

K(~x− ~x0, z0|y, ∂y0)

[
− 2z0
s+ 1

J(~x0, z0; ~x1, ~x2|y0)

]
.

(4.50)

where ~x1, ~x2 represent the positions of the two boundary sources. Here we have suppressed

the polarization of the source currents. We will see that the three point function coeffi-

cient of the spin-s current, 〈Js · · · 〉, receives contribution from only the helicity-s part of

B(2s,0)(~x, z → 0). This is extracted from the p̂ · ℓ = s part of K above. We will denote the

helicity-s part of the propagator K by K(s), which is given explicitly by

K(s)(~x, z|y, λ) = 2−2sz2−s

∫ ∞

0
dt(1 + t)−2s

×
{

(yσz /∂λ)2s

(2s)!

[
−Γ(2− 2s)(x2)s−1

2π2|~x| sin

(
2(s − 1) arctan

|~x|
z

)]}∣∣∣∣
z→(2t+1)z

(4.51)

Away from ~x = 0, K(s) has an expansion around z = 0 of the form

K(s)(~x, z|y, λ) = z2−s
∞∑

n=0

a(s)
n (~x|y, λ)zn + zs+1 log(z)

∞∑

n=0

b(s)n (~x|y, λ). (4.52)

Importantly, b
(s)
0 (~x|y, λ) is given by

b
(s)
0 (~x|y, λ) = Ns

(yx̂σzλ)2s

(2s)!(x2)2s+1
, Ns =

22s−1s

π2
. (4.53)

where x̂ ≡ ~x·~σ. The other helicity components K(m), for m < s, when expanded near z = 0,

will only have the first branch of (4.52) and not the second branch with the log(z) factor.
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The scalar field is a special case. For s = 0, the dual operator can have dimension

∆ = 1 or ∆ = 2. K(0) is simply given by

K∆=1
(0) (~x, z) =

1

2π2

z

~x2 + z2
,

K∆=2
(0) (~x, z) =

1

π2

z2

(~x2 + z2)2
,

(4.54)

The three-point function coefficient C(s1, s2; s) will be computed from

lim
z→0

z−s−1B
(2s,0)
h=s (~x, z)=

∫
dz0d

3~x0

z4
0

K(s)(~x− ~x0, z0|y, ∂y0)

[
− 2z0
s+1

J(~x0, z0; ~x1, ~x2|y0)

]
.

(4.55)

A particularly interesting limit is when the two sources collide, ~δ = ~x2 − ~x1 → 0. We

can extract the coefficient of the three-point function from this limit alone. Let us rescale

the coordinates by defining δ̂ = ~δ/δ, z0 = δz′, ~x0 = δ~x′. Then

lim
z→0

z−s−1B
(2s,0)
h=s (~x, z)=− 2δ

s+1

∫
dz′d3~x′

(z′)3
K(s)(~x− δ~x′, δz′|y, ∂y′)J(δ~x′, δz′; ~x1, ~x2|y′)

→ −2δ−s1−s2−2

s+ 1

∫
dz′d3~x′

(z′)3
K(s)(~x, δz

′|y, ∂y′)J(~x′, z′; 0, δ̂|y′)
(4.56)

in the δ → 0 limit. In the second step we used the scaling property of J which follows from

our boundary-to-bulk propagators, and we used translational invariance to set ~x1 = 0.

For the scalar, this is given by

lim
z→0

z−1B
(0,0)
∆=1(~x, z)→ −

δ−s1−s2−1

π2|~x|2
∫
dz′d3~x′(z′)−2J(~x′, z′; 0, δ̂),

lim
z→0

z−1B
(0,0)
∆=2(~x, z)→ −

2δ−s1−s2

π2|~x|4
∫
dz′d3~x′(z′)−1J(~x′, z′; 0, δ̂), δ → 0.

(4.57)

On the other hand, in the s > 0 case, it will turn out that in the δ → 0 limit, the only

term in (4.52) that contributes is the term of order zs+1 log(z),

lim
z→0

z−s−1B
(2s,0)
h=s (~x, z|y)

→ −Ns
2δs−s1−s2−1

(s+ 1)(~x2)2s+1

∫
dz′d3~x′(z′)s−2 log(z′)

(yx̂σz∂y′)2s

(2s)!
J(~x′, z′; 0, δ̂|y′)

= −Ns
2δs−s1−s2−1

(s+ 1)(~x2)2s+1

∫
dz′d3~x′(z′)s−2 log(z′)J(~x′, z′; 0, δ̂|x̂σzy), δ → 0.

(4.58)

We will see that the terms of order (z′)−s−1, . . . , (z′)s−2, multiplied by J , integrate to zero.

In particular, K(m) for m < s will not contribute to (4.58) in the limit δ/|~x| → 0, and

it is sufficient to consider the m = s component alone. Note that the scaling in δ and

|~x| of (4.57) and (4.58) are the ones expected of the three-point function of spin s1, s2
currents are ~x1 = 0, ~x2 = δ̂ with a spin-s current at ~x in the boundary CFT. To extract
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the coefficients C(s1, s2; s), it remains to compute the integrals

I∆=1(δ̂) =

∫
d3~x′dz′(z′)−2J(~x′, z′; 0, δ̂),

I∆=2(δ̂) =

∫
d3~x′dz′(z′)−1J(~x′, z′; 0, δ̂),

(4.59)

in the s = 0 case, and

Is(δ̂, y) =

∫
d3~x′dz′(z′)s−2 log(z′)J(~x′, z′; 0, δ̂|y) (4.60)

in the s > 0 case. In the next subsections, we will carry out the computation of three-point

functions in detail. The formal consistency of the AdS/CFT dictionary for Vasiliev theory

is discussed in appendix A.

4.3 The computation of C(0, s; 0)

In this subsection, we will carry out the explicit computation of the three-point function

of two scalars and one spin-s current. More precisely, we will take the spin-s field to be

the outcoming field, i.e. we will compute C(0, s; 0). As discussed before, this coefficient

only receives contribution from JΩ, and is simpler than the computation of C(0, 0; s),

which we will defer to later sections.

We will take the spin-s source to be at ~x = 0 on the boundary, and the scalar

source at ~x = ~δ. When we write the first fields B,Ω etc. we mean the boundary-to-bulk

propagators sourced by the spin-s operator. On the other hand, we write x̃ = x − ~δ, and

denote by B̃(x̃|y, ȳ) etc. the fields sourced by the scalar operator. We shall first compute

Jµdx
µ = −Ŵ ∗ B̃ + B̃ ∗ π(Ŵ ) − ˆ̃

W ∗ B + B ∗ π(
ˆ̃
W ), and then J(y)|y=0 ≡ J (0) which is

the source for the outcoming scalar master field B at the second order. As we have seen,

there is no contribution from the terms involving W ′ and W̃ ′ to the scalar components of

J (0), and the only contribution comes from JΩ
µ dx

µ = −Ω(s) ∗ B̃(0) + B̃(0) ∗ π(Ω(s)), where

the superscripts indicate the corresponding spins.

Recall our normalization convention Ω
(s−1,s−1)

αβ̇
= ns

z ∂α∂β̇Φs, where ns = (s!)2

2Ñs(2s)!
1
s =

π
3
2

4s

Γ(s− 1
2
)

s! . J
(0)

αβ̇
= J

(0)
µ σµ

αβ̇
is given by

J
(0)

αβ̇
= −ns

z

(
∂α∂β̇Φs ∗ B̃ − B̃ ∗ π(∂α∂β̇Φs)

)
− (Ω1

αβ̇
+ Ω−1

αβ̇
) ∗ B̃ + B̃ ∗ π(Ω1

αβ̇
+ Ω−1

αβ̇
) + · · ·

= −ns

z
{∂α∂β̇Φs, B̃}∗ − [Ω1

αβ̇
+ Ω−1

αβ̇
, B]∗ + · · ·

(4.61)

where · · · stands for terms that appear only at degree (2, 2) and higher in (y, ȳ), and will

not contribute in our computation of J(y) below. In the second line, we used the fact that

Φs is of degree (s, s) in (y, ȳ), hence ∂α∂β̇Φs is odd under π, for even spin s; Ω1
αβ̇

= Ω
(s,s−2)

αβ̇

and Ω−1
αβ̇

, on the other hand, are even under π. Note that the term [Ω1
αβ̇

+ Ω−1
αβ̇
, B]∗

only contributes at degree (1, 1) in (y, ȳ), via the term ∂α∂β̇ [Ω1
αβ̇

+ Ω−1

αβ̇
, B]∗|y=ȳ=0 ∼

[Ω1
++ + Ω−1

++, B]∗|y=ȳ=0. By counting powers in y and ȳ, one sees that the latter vanishes

identically. So in fact only the first term in the second line of (4.61) will contribute to J(y).
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Now from the definition of J(y) (4.15), we have

J (0) = ∂α∂β̇∇αβ̇zJ
(0,0)

γδ̇
yαȳβ̇ − 1

2
∂α∂β̇J

(1,1)

αβ̇

= −z
2
∂y

(
/∂ − 2

z
σz

)
/Jy − 1

2
∂α∂β̇Jαβ̇

∣∣∣∣
y=ȳ=0

= −ns

[
−1

2

(
/∂ − 3

z
σz

)αβ̇

{∂α∂β̇Φs, B̃}∗ −
1

2z
{∂α∂β̇Φs, ∂

α∂β̇B̃}∗
]∣∣∣∣∣

y=ȳ=0

= −ns

[
−1

2

(
/∂ − 3

z
σz

)αβ̇

{∂α∂β̇Φs, B̃}∗ −
s2

2z
{Φs, B̃}∗

]∣∣∣∣∣
y=ȳ=0

= −ns

∫
d4ud4v(euv+ūv̄ + e−uv−ūv̄)

[
1

2
∂u

(
/∂− 3

z
σz

)
∂ū−

s2

2z

]
Φs(x|u, ū)B̃(x̃|v, v̄)

= −ns

∫
d4ud4v(euv+ūv̄ + e−uv−ūv̄)

[
1

2
v

(
/∂ − 3

z
σz

)
v̄ − s2

2z

]
Φs(x|u, ū)B̃(x̃|v, v̄)

(4.62)

In the second line we used the notation /J = Jµσ
µ, and the formula (4.16). Note that

unlike in J ′, here ∂α∂β̇JΩ
αβ̇

does not vanish. In the last two lines above, we used the

integral representation of the star product, and traded ∂u for v via integration by part.

Recall the boundary-to-bulk propagators for Φs(x|y, ȳ) and B̃(x̃|y, ȳ),

Φs(x|y, ȳ) =
Ñs

(s!)2
zs+1

(x−)s
∂2s

+

(yxȳ)s

x2
,

B̃(x̃|y, ȳ) = K̃e−yΣ̃ȳ.

(4.63)

Using these, (4.62) becomes

J (0) =− 1

2s(2s)!

∫
d4ud4v(euv+ūv̄+e−uv−ūv̄)

[
1

2
v

(
/∂− 3

z
σz

)
v̄− s

2

2z

]
zs+2

(x−)sx̃2
e−vΣ̃v̄∂2s

+

(uxū)s

x2

(4.64)

In order to extract the three point function, we only need to calculate the integral (4.59),

I∆=1(δ̂) =

∫
d3~xdz z−2J (0)(~x, z; 0, δ̂)

=
1

2s(2s)!

∫
d3~xdz

2z3

∫
d4ud4v(euv+ūv̄ + e−uv−ūv̄)(vσz v̄ + s2)

zs+2

(x−)sx̃2
e−vΣ̃v̄∂2s

+

(uxū)s

x2

=
1

2s(2s)!

∫
d3~xdz

2z3

∫
d4ud4v(euv+ūv̄+e−uv−ūv̄)e−vσz v̄(vσz v̄+s2)

zs+2

(x−)sx̃2
e

2z

x̃2 vx̃v̄∂2s
+

(uxū)s

x2
,

(4.65)

where in the first step we have integrated by part on z. To proceed, we need a generating
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function

Iλ ≡
∫
d4ud4v(euv+ūv̄ + e−uv−ūv̄)(vσz v̄ + s2)eλuxū−vΣ̃v̄

= (∂jσ
z∂j̄ + s2)

∣∣
j=j̄=0

∫
d4ud4v(euv+ūv̄ + e−uv−ūv̄)eλuxū−vΣ̃v̄+jv+j̄v̄

=
2

det(1− λΣ̃x)
(∂jσ

z∂j̄ + s2)
∣∣
j=j̄=0

eλjx(1−λΣ̃x)−1 j̄

=
2

det(1− λΣ̃x)

(
−λTr

[
σzx(1− λΣ̃x)−1

]
+ s2

)

=
2

det(1− λΣ̃x)

[
−2λ

z − λx2(1− 2z2

x̃2 )

det(1− λΣ̃x)
+ s2

]
.

(4.66)

In the fourth line, Tr is the trace over chiral spinors. Later on when there is ambiguity,

we will denote by Tr+ the trace over chiral indices and Tr− for the trace over anti-chiral

indices. Similarly, det here is understood as the determinant of 2×2 matrix. Further define

Ξ = det(1− λΣ̃x) = 1− 2λz + 4λz
x · x̃
x̃2

+ λ2x2,

ξ = 1− 2λz + 4λz
x · x̃
x̃2

.

(4.67)

We can write the integral (4.65) as

I∆=1(δ̂) =
s!

2s(2s)!

∫
d3~xdz

2z3

zs+2

(x−)sx̃2
∂2s

+

(
1

x2
Iλ|λs

)

=
s!

2s(2s)!

∫
d3~xdz

zs−1

(x−)sx̃2
∂2s

x+

1

x2Ξ

[
−2λ

z − λx2(1− 2z2

x̃2 )

Ξ
+ s2

]∣∣∣∣∣
λs

=
(s− 1)!

2(2s)!

∫
d3~xdz

zs−1

(x−)sx̃2
∂2s

x+

1

x2

(
−2

λz

ξ2
+
s2

ξ

)∣∣∣∣
λs

,

(4.68)

where |λs means to take the coefficient of λs, when expanded in powers of λ. In the second

and the third line, note that ∂x+ , as opposed to ∂+, by definition acts on x+ only and not

on x̃+. In the last step we made use of the simple fact that no polynomials of degree ≥ 2s

in x appear on the r.h.s. of ∂2s
x+ . So, we have

I∆=1(δ̂) =
(s− 1)!

2(2s)!

∫
d3~xdz

z2s−1

(x−)sx̃2
∂2s

x+

1

x2

[
−s2s

(
1− 2

x · x̃
x̃2

)s−1

+ s22s

(
1− 2

x · x̃
x̃2

)s
]

=
(s− 1)!

2(2s)!

∫
d3~xdz

z2s−1

(x−)sx̃2

2s∑

n=0

(
2s

n

)(
∂2s−n

x+

1

x2

)
∂n

x+

×
[
−s2s

(
1− 2

x · x̃
x̃2

)s−1

+ s22s

(
1− 2

x · x̃
x̃2

)s
]

=
(s− 1)!

2

∫
d3~xdz z2s−1

s∑

n=0

(
s

n

)
(x−)s−n(x̃−)n

(x2)2s−n+1(x̃2)n+1

×
[
−(s− n)2s

(
1− 2

x · x̃
x̃2

)s−n−1

+ s22s

(
1− 2

x · x̃
x̃2

)s−n
]
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= s22s−1s!

∫
d3~xdz

z2s−1

(x2)s+1x̃2

[(
1

2
− 1

2s

)
x−

x2
− x−(x · x̃)

x2x̃2
+
x̃−

2x̃2

]

×
[
x−

2x2
− x−(x · x̃)

x2x̃2
+
x̃−

2x̃2

]s−1

= s2s−1s!

∫
d3~xdz

z2s−1

(x2)s+1(x̃2)s+1

[
x−

x2

(
1− x̃2

s

)
− δ−

](
x−

x2
− δ−

)s−1

(4.69)

Using the integral formula derived in appendix B,

∫
d3~xdz

z2s−1(x−)k

(x2)s+1+k(x̃2)s+1+n
= J(2s − 1, s + 1 + n, s+ 1 + k, k, 0)(δ−)k, (4.70)

with J(· · · ) given by (B.7), we arrive at

I∆=1(δ̂) = 2−s−1π
5
2 Γ

(
s+

1

2

)
(δ−)s =

π
5
2

2
Γ

(
s+

1

2

)
(δ̂ · ~ε)s. (4.71)

In the last step we restored the null polarization vector ~ε of the spin-s current. Now

using (4.57), we find the behavior of the outcoming scalar field near the boundary z → 0,

lim
z→0

z−1B(0,0)(~x, z)→ −I
∆=1(δ̂)

π2

δ−s−1

|~x|2

≡ C(0, s; 0)
(~δ · ~ε)s
|~x|2δ2s+1

(4.72)

in the limit δ/|~x| → 0. The coefficient C(0, s; 0) is given by

C(0, s; 0) = −π
1
2

2
Γ

(
s+

1

2

)
. (4.73)

Let us compare (4.72) with the boundary behavior of the boundary-to-bulk propagator

for B(0,0)(~x, z),

lim
z→0

z−1B(0,0)
prop (~x, z)→ 1

|~x|2 . (4.74)

The relative coefficient between (4.72) and (4.74) determines the coefficient of the three-

point function up to certain factors that depends only on our normalization convention

of the boundary-to-bulk propagators. More precisely, in the limit where the two sources

collide, the corresponding three-point function in the boundary CFT has the form

〈J0(0)Js(~δ; ~ε)J0(~x)〉 →
g

as
C(0, s; 0)

(~δ · ~ε)s
|~x|2δ2s+1

,
δ

|~x| → 0. (4.75)

where the position dependence on the r.h.s. is fixed by conformal symmetry. More

generally, before taking the limit δ
|~x| → 0, the structure of the above three point function,

up to the overall coefficient, is fixed by conformal symmetry, which we will derive explicitly

using free field theory. The factor as in (4.75) is a normalization factor associated to the

boundary-to-bulk propagator for the spin-s current. This is a priori not determined, since
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we do not know the normalization of the two-point function of the operator dual to the

spin-s gauge field. g is the overall coupling constant of Vasiliev theory, which must be put

in by hand, since we have been using only the bulk equation of motion, and not the action.

While (4.75) does not by itself give the three point function 〈J0(0)Js(~δ; ~ε)J0(~x)〉, due

to the ambiguity in as, we note that as is a normalization factor that has to do with only

boundary-to-bulk propagator. We will be able to fix the relative normalization of as’s by

computing, say, C(0, 0; s), which is related to C(0, s; 0) by the symmetry properties of the

three-point function of higher spin currents.

4.4 C(s, s̃; 0)

We will now compute the three-point function coefficient of one scalar with two higher

spin currents, in particular C(s, s̃; 0). Alternatively, we could also consider C(0, s; s̃),

whose computation is more involved and will be deferred to later sections. Note that as

in the previous subsection, even though we have not yet fixed the normalization factor

as, knowing C(s, s̃; 0) we will be able to determine the normalized three-point function

coefficient up to a factor of the form f(s)f(s̃), i.e. factorized normalization factors. The

comparison of the non-factorized part of C(s, s̃; 0) to that of the free O(N) theory would

provide a highly nontrivial check of Klebanov-Polyakov conjecture.

We have seen that only JΩ contributes to the computation of C(s, s̃; 0). Without loss

of generality, let us assume s > s̃. We are interested in the outcoming scalar field near the

boundary. For this purpose we only need to consider the (0, 0) and (1, 1) components of

J
(0)

αβ̇
(superscript 0 indicating the scalar component) in its (y, ȳ) expansion.

J
(0)

αβ̇
= −Ωs̃

αβ̇
∗ B̃(s−1+s̃,s−1−s̃) + B̃(s−1+s̃,s−1−s̃) ∗ π(Ωs̃

αβ̇
)

− Ω−s̃

αβ̇
∗ B̃(s−1−s̃,s−1+s̃) + B̃(s−1−s̃,s−1+s̃) ∗ π(Ω−s̃

αβ̇
) + · · ·

= −
{
Ωs̃

αβ̇
+ Ω−s̃

αβ̇
, B̃
}
∗
+ · · ·

(4.76)

where · · · are terms involving other components of Ωαβ̇, which do not contribute to J(y)

for the same reason as discussed in the previous subsection. In particular, the analogous

terms with the spin s and s̃ fields exchanged do not contribute. By our gauge choice,

Ωs̃
α− = Ω−s̃

−β̇
= 0, and so

J (0) = −z
2
∂y

(
/∂ − 2

z
σz

)
/Jy − 1

2
∂α∂β̇Jαβ̇

∣∣∣∣
y=ȳ=0

=
z

2

(
/∂ − 2

z
σz

)αβ̇ {
Ωs̃

αβ̇
+ Ω−s̃

αβ̇
, B̃
}
∗
+

1

2
∂α∂β̇

{
Ωs̃

αβ̇
+ Ω−s̃

αβ̇
, B̃
}
∗

∣∣∣∣∣
y=ȳ=0

=
z

2

(
/∂ − 2

z
σz

)αβ̇ {
Ωs̃

αβ̇
+ Ω−s̃

αβ̇
, B̃
}
∗
+

1

2
∂α
{

Ωs̃
αβ̇
, ∂β̇B̃

}
∗
+

1

2
∂β̇
{

Ω−s̃
αβ̇
, ∂αB̃

}
∗

∣∣∣∣∣
y=ȳ=0

=
z

2

(
/∂ − 2

z
σz

)αβ̇ {
Ωs̃

αβ̇
+ Ω−s̃

αβ̇
, B̃
}
∗
+

1

2
∂α
[
Ωs̃

α+, B̃
]
∗
+

1

2
∂β̇
[
Ω−s̃

+β̇
, B̃
]
∗

∣∣∣∣∣
y=ȳ=0
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=
z

2(s2 − s̃2)

(
/∂ − 2

z
σz

)αβ̇ {
∂α∂β̇Ωs̃

++ − yα∂β̇Ωs̃
−+ + ∂α∂β̇Ω−s̃

++ − ȳβ̇∂αΩ−s̃
+−, B̃

}
∗

+
1

2

[
Ωs̃
−+ + Ω−s̃

+−, B̃
]
∗
+

1

2

{
Ωs̃

++ + Ω−s̃
++, B̃

}
∗

∣∣∣∣
y=ȳ=0

(4.77)

where we have repeatedly traded ∂y, ∂ȳ with y, ȳ under ∗ product, as y, ȳ are set to zero

in the end. Let us split J into two parts, J+ and J−, with

J+ =
z

2(s2−s̃2)

(
/∂− 2

z
σz

)αβ̇{
∂α∂β̇Ωs̃

++−yα∂β̇Ωs̃
−+, B̃

}
∗
+

1

2

[
Ωs̃
−+, B̃

]
∗
+

1

2

{
Ωs̃

++, B̃
}
∗

∣∣∣∣∣
y=ȳ=0

(4.78)

and J− the analogous expression with s̃ → −s̃, y and ȳ exchanged. Note that[
Ωs̃
−+, B̃

]
∗

∣∣∣
y=ȳ=0

= 0. In fact, as we have seen earlier, the boundary-to-bulk propagators

for Ωn
−+ are zero in our gauge choice, and so

J+ =
z

2(s2 − s̃2)

(
/∂ − 2

z
σz

)αβ̇ {
∂α∂β̇Ωs̃

++, B̃
}
∗
+

1

2

{
Ωs̃

++, B̃
}
∗

∣∣∣∣∣
y=ȳ=0

(4.79)

Now we shall make use of the formula

Ωs̃
++ =

2−s̃−2

(2s − 1)!

zs

(x−)s+s̃
(yxσ−zxy)s̃∂2s

+

(yxȳ)s−s̃

x2
,

B̃ =
1

2
K̃e−yΣ̃ȳ(T (y)s̃ + T̄ (ȳ)s̃),

(4.80)

for the boundary-to-bulk propagator of the spin-s field at ~x = 0 (be aware that in our

notation, Ωs̃ ≡ Ω(s−1+s̃,s−1−s̃) is a spin-s component of the W master field, with grading

s̃), and for the B master field of the spin-s̃ field at ~x = ~δ. Using the integral representation

of the star product, J+ can be written as

J+ = −1

2

∫
d4ud4v cosh(uv + ūv̄)

[
∂u

z

s2−s̃2
(
/∂− 2

z
σz

)
∂ū−1

]
Ωs̃

++(x|u, ū)K̃e−vΣ̃v̄T (v)s̃

= − 2−s̃−3

(2s− 1)!

∫
d4ud4v cosh(uv + ūv̄)

[
v

z

s2 − s̃2
(
/∂ − 2

z
σz

)
v̄ − 1

]

× zs+s̃+1

(x−)s+s̃(x̃2)2s̃+1
e−vΣ̃v̄(vx̃/̃εσzx̃v)s̃(uxσ−zxu)s̃∂2s

+

(uxū)s−s̃

x2

(4.81)

For simplicity, we will now assume that the polarization vector ~ε of the spin-s current

coincides with the polarization vector ~̃ε, namely ε̃ = ε, and therefore in the light cone

coordinates, /̃ε = 1
2σ
−. This is all we need in order to extract the coefficient of the
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corresponding three-point function. Now we have

J+ = − 2−2s̃−3

(2s− 1)!

∫
d4ud4v cosh(uv + ūv̄)

[
v

z

s2 − s̃2
(
/∂ − 2

z
σz

)
v̄ − 1

]

× zs+s̃+1

(x−)s+s̃(x̃2)2s̃+1
e−vΣ̃v̄(vx̃σ−zx̃v)s̃(uxσ−zxu)s̃∂2s

+

(uxū)s−s̃

x2

= −s · 2−s−s̃−2

∫
d4ud4v cosh(uv + ūv̄)

[
v

z

s2 − s̃2
(
/∂ − 2

z
σz

)
v̄ − 1

]

× zs+s̃+1

(x2)2s+1(x̃2)2s̃+1
e−vΣ̃v̄(vx̃σ−zx̃v)s̃(uxσ−zxu)s̃(uxσ−xū)s−s̃.

(4.82)

Then, the integral (4.59) is given by

I∆=1
+ (δ̂) =

∫
d3xdz z−2J+

= s · 2−s−s̃−2

∫
d3xdz

zs+s̃−1

(x2)2s+1(x̃2)2s̃+1

∫
d4ud4v cosh(uv + ūv̄)

(
vσz v̄

s2 − s̃2 + 1

)

× e−vΣ̃v̄(vx̃σ−zx̃v)s̃(uxσ−zxu)s̃(uxσ−xū)s−s̃

= s2−s−s̃−2(s− s̃)!((2s̃)!)2
∫
d3xdz

zs+s̃−1

(x2)2s+1(x̃2)2s̃+1

×
(
∂jσ

z∂j̄

s2−s̃2 +1

)∣∣∣∣
j=j̄=0

∫
d4ud4v cosh(uv+ūv̄)e−vΣ̃v̄+jv+j̄v̄eζ(vx̃+ux)λ̄eη(uxσ−xū)

∣∣∣∣∣
ζ4s̃ηs−s̃

.

(4.83)

In the first step above, we integrated by part in z. In the second step, we turned the

integral into a generating function that involves a Gaussian integral only, and extract the

coefficient of ζ4s̃ηs−s̃ in the end. We have also introduced a “polarization spinor” λ, or

λ̄ = σzλ, which are related to the polarization vector by σ−z
αβ = λ̄αλ̄β , or equivalently

σ−z
α̇β̇

= λ̄α̇λ̄β̇. For instance, we can then write (uxσ−zxu) = (uxλ̄)2.

After performing the Gaussian integral, we have

I∆=1
+ (δ̂) = s2−s−s̃−2(s − s̃)!((2s̃)!)2

∫
d3xdz

zs+s̃−1

(x2)2s+1(x̃2)2s̃+1

1

det(1− ηxσ−xΣ̃)

×
(
∂jσ

z∂j̄

s2−s̃2 +1

)∣∣∣∣
j=j̄=0

e(j+ζλ̄x̃)(1−ηxσ−xΣ̃)−1ηxσ−xj̄ cosh
[
(j+ζλ̄x̃)(1−ηxσ−xΣ̃)−1ζxλ̄

]∣∣∣∣∣
ζ4s̃ηs−s̃

= s2−s−s̃−2(s− s̃)!((2s̃)!)2
∫
d3xdz

zs+s̃−1

(x2)2s+1(x̃2)2s̃+1

1

det(1− ηxσ−xΣ̃)

× exp
[
ζ2λ̄x̃(1− ηxσ−xΣ̃)−1xλ̄

]{
1− η

s2 − s̃2 Tr−

[
σz(1− ηxσ−xΣ̃)−1xσ−x

]

− ζ2η

s2 − s̃2 λ̄x̃(1− ηxσ−xΣ̃)−1xσ−xσz(1− ηxσ−xΣ̃)−1xλ̄

}∣∣∣∣
ζ4s̃ηs−s̃

= s2−s−s̃−2(s− s̃)!((2s̃)!)2
∫
d3xdz

zs+s̃−1

(x2)2s+1(x̃2)2s̃+1

1

det(1− ηxσ−xΣ̃)
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× exp
[
ζ2Tr+

(
(1− ηxσ−xΣ̃)−1xσ−zx̃

)]{
1− η

s2 − s̃2 Tr−

[
(1− ηxσ−xΣ̃)−1xσ−xσz

]

− ζ2η

s2 − s̃2 Tr+

[
(1− ηxσ−xΣ̃)−1xσ−xσz(1− ηxσ−xΣ̃)−1xσ−zx̃

]}∣∣∣∣
ζ4s̃ηs−s̃

(4.84)

where Tr+ and Tr− stand for the trace over the chiral and the anti-chiral sector, respectively.

To proceed, let us collect the following useful formulae,

Ξ ≡ det(1− ηxσ−xΣ̃) = 1− η{Σ̃,xσ−x}

= 1− η{σz − 2zx̃

x̃2
, 2x−x− x2σ−}

= 1− 4zη

[
x− − 2x−(x · x̃)

x̃2
+
x2x̃−

x̃2

]

= 1 + 2zη

[(
1− 2x · x̃

x̃2
+
x2

x̃2

)
λ̄xσzλ̄− x2

x̃2
λ̄/δσzλ̄

]

= 1 + η
2z

x̃2

(
λ̄xσz λ̄− x2λ̄/δσzλ̄

)
,

Tr+

[
(1− ηxσ−xΣ̃)T xσ−zx̃

]
= Tr+

[
xσ−zx̃− ηΣ̃xσ−xxσ−zx̃

]
= λ̄x̃xλ̄,

Tr
[
(1− ηxσ−xΣ̃)Txσ−xσz

]
= 2zTr

[
(1− ηxσ−xΣ̃)Txσ−

]
= 4zx−,

Tr+

[
(1− ηxσ−xΣ̃)T xσ−xσz(1−ηxσ−xΣ̃)T xσ−zx̃

]
=Tr+

(
xσ−xσzxσ−zx̃

)
=4zx−(λ̄x̃xλ̄).

(4.85)

Using them, we can simplify the expression for I∆=1
+ (δ̂) drastically,

I∆=1
+ (δ̂) = s2−s−s̃−2(s− s̃)!((2s̃)!)2

∫
d3xdz

zs+s̃−1

(x2)2s+1(x̃2)2s̃+1

1

det(1− ηxσ−xΣ̃)

× exp

(
ζ2λ̄x̃xλ̄

det(1−ηxσ−xΣ̃)

)[
1− η

s2−s̃2
4zx−

det(1−ηxσ−xΣ̃)

(
1+

ζ2λ̄x̃xλ̄

det(1−ηxσ−xΣ̃)

)]∣∣∣∣
ζ4s̃ηs−s̃

= s2−s−s̃−2(s−s̃)!(2s̃)!
∫
d3xdz

zs+̃s−1

(x2)2s+1(x̃2)2s̃+1

(λ̄x/δλ̄)2s̃

Ξ2s̃+1

[
1+

η

s2−s̃2
2z(λ̄xσzλ̄)

Ξ
(1+2s̃)

]∣∣∣∣
ηs−s̃

= s2−2s̃−2(s+ s̃)!

∫
d3xdz

z2s−1(λ̄x/δλ̄)2s̃

(x2)2s+1(x̃2)s+s̃+1

[ (
λ̄xσzλ̄− x2λ̄/δσzλ̄

)s−s̃

− x̃2(λ̄xσz λ̄)

s+ s̃

(
λ̄xσzλ̄− x2λ̄/δσzλ̄

)s−s̃−1
]

= 2−2s−2s̃−2π
5
2 Γ

(
s+ s̃+

1

2

)
(λ̄/δσzλ̄)s+s̃.

(4.86)

In the last step, we have again used the integration formulae in appendix B. Similarly,

we have an identical contribution from I∆=1
− (δ̂) = 2−2s−2s̃−2π

5
2 Γ(s + s̃ + 1

2)(λ̄/δσzλ̄)s+s̃.

Putting them together, we find

I∆=1(δ̂) = 2−2s−2s̃−1π
5
2 Γ

(
s+ s̃+

1

2

)
(λ̄/δσzλ̄)s+s̃

=
π

5
2

2
Γ

(
s+ s̃+

1

2

)
(δ̂ · ~ε)s+s̃

(4.87)
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where in the last step we replaced λ̄λ̄ by σ−z = 2/εσz. Now we have the boundary behavior

of the outcoming scalar field B(0,0)(~x, z),

lim
z→0

z−1B(0,0)(~x|z)→ C(s, s̃; 0)
(~δ · ~ε)s+s̃

|~x|2δ2s+2s̃+1
(4.88)

in the δ/|~x| → 0 limit, where the coefficient C(s, s̃; 0) is given by

C(s, s̃; 0) = −π
1
2

2
Γ

(
s+ s̃+

1

2

)
(4.89)

Note that even though we have assumed s > s̃ in the computation, the result for C(s, s̃; 0)

is symmetric in s and s̃ by a naive “analytic continuation” in the spins. A particularly

intriguing case is when s̃ = s. Naively, the three point function C(s, s; 0) vanishes

identically, as discussed earlier. In fact, there are no such cubic couplings in the bulk

Lagrangian! But a formal extrapolation from C(s, s̃; 0) for s 6= s̃ suggests that in fact

C(s, s; 0) = −π
1
2

2 Γ(2s + 1
2). We believe that this is a singular feature of Vasiliev theory.

For instance, if we assume that there is a non-derivative cubic coupling involving three

scalar fields, with boundary condition such that they have dual dimension ∆ = 1, then

the corresponding tree level three-point function would diverge, from the integration of

the product of three ∆ = 1 boundary-to-bulk propagators over AdS4. While it is a priori

unclear how to regularize such a computation, we have seen that by a formal analytic

continuation we can compute such three point functions in Vasiliev theory. Similarly,

we suspect that there are “vanishing” derivative couplings involving a scalar and a pair

of spin-s fields, together with a divergent bulk integral gives the nonzero coefficients

C(s, s; 0). Potentially, if one can extend Vasiliev theory to AdSd for d = 4 − ǫ, such

three-point functions could be computed using dimensional regularization.

We expect that corresponding three-point function in the dual CFT to behave as

〈Js(0; ~ε)Js̃(~δ; ~ε)J0(~x)〉 → g
a0

asas̃
C(s, s̃; 0)

(~δ · ~ε)s+s̃

|~x|2δ2s+2s̃+1
,

δ

|~x| → 0. (4.90)

In the next section, we will compare our result (4.89) to that of the free O(N) vector theory

in three dimensions.

4.5 Comparison to the free O(N) vector theory

In this section, we consider the free CFT of N massless scalar fields in three dimensions, in

the O(N) singlet sector. We may alternatively think of the theory as defined by gauging

the O(N) symmetry and then taking the gauge coupling to zero. We will first examine

the spectrum of operators, which consists of higher spin currents, and compute their

correlation functions.

Let us denote the N massless scalar fields by φi, i = 1, . . . , N . A class of primary

operators are spin-s currents of the form

Jµ1···µs = φi∂(µ1
· · · ∂µs)φ

i + · · · (4.91)
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where · · · stands for similar terms with the derivatives distributed in various ways on the

two φi’s. We demand that Js are conserved currents, with the indices µ1, . . . , µs symmetric

and traceless. These conditions fix Jµ1···µs up to an overall normalization. It is convenient

to introduce a polarization vector ~ε and write Js(~ε) = Jµ1···µsε
µ
1 · · · ε

µ
n, or Js for short. The

explicit form of Js will be determined shortly. Note that in the O(N) theory only the even

spin conserved currents exists; the φi bilinear operators with an odd number of derivatives

are always descendants of the even spin currents.

The currents can be packaged in a generating function

Of (~x; ε) = φi(~x)f(εµ,
−→
∂ µ,
←−
∂ µ)φi(~x) =

∞∑

s=0

Jµ1···µs(~x)εµ1 · · · εµs . (4.92)

The conservation and traceless condition on the currents can be implement on the function

f(~ε, ~u,~v) as

(~u+ ~v) · ~∂εf = ~∂2
εf = 0. (4.93)

Further, by the massless equations of motion, we may assume u2 = v2 = 0 in f(~ε, ~u,~v).

The equations (4.93) can be solved in three dimensions by

e~α±·~ε, ~α± = ~u− ~v ±
√
−2

u · v~u× ~v. (4.94)

In particular, we may take the function f to be

f(~ε, ~u,~v) =
e~α+·~ε + e~α−·~ε

2
= e(u−v)·ε cosh

[√
2(u · v)ε2 − 4(u · ε)(v · ε)

]
. (4.95)

Correspondingly, the generating operator O(~x; ~ε) is given by

O(~x; ~ε) =φi(x− ε)
∞∑

n=0

(
2ε2
←−
∂ x ·
−→
∂ x − 4(ε · ←−∂ x)(ε · −→∂ x)

)n

(2n)!
φi(x+ ε)

=φiφi(x) + φi(x)
←→
∂ µφ

i(x)εµ

+
1

2

[
φi(x)

←→
∂ µ
←→
∂ νφ

i(x)− 2∂(µφ
i(x)∂ν)φ

i(x) + 2δµν∂
ρφi(x)∂ρφ

i(x)
]
εµεν + · · ·

(4.96)

In the second line, we exhibited the spin 0, spin 1 (which vanishes identically in the O(N)

theory) and spin 2 (the stress-energy tensor) currents explicitly. The connected n-point

functions of the currents can be easily computed via

〈
n∏

i=1

O(~xi; ~εi)〉 =
2n−1N

n

∑

σ∈Sn

Pσ

−→
n∏

i=1

[
cosh

(√
2ε2i
←−
∂ i ·
−→
∂ i − 4(εi ·

←−
∂ i)(εi ·

−→
∂ i)

)

× 1

|xi − xi+1 + εi + εi+1|

] (4.97)

where Pσ stands for the permutation on (~xi; ~εi) by σ, and the product is understood to

be of cyclic order;
←−
∂ and

−→
∂ act on their neighboring propagators only. In particular, the
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two-point function can be written as

〈O(~x1; ~ε1)O(~x2; ~ε2)〉 =2N
1

|x12 + ε1 + ε2|
cosh

(√
2ε21
←−
∂ 1 ·
−→
∂ 1 − 4(ε1 ·

←−
∂ 1)(ε1 ·

−→
∂ 1)

)

× cosh

(√
2ε22
←−
∂ 2 ·
−→
∂ 2 − 4(ε2 ·

←−
∂ 2)(ε2 ·

−→
∂ 2)

)
1

|x12 − ε1 − ε2|
.

(4.98)

It is not immediately obvious that by expanding this expression in powers of ε1 and ε2, we

will find an orthogonal basis of currents. Without loss of generality, we can assume that ε

is a null polarization vector. We will sometimes work with the light cone coordinates, such

that ε+ = 1, ε− = ε⊥ = 0. Then the current Js can be written explicitly as

Js(~x, ~ε) =

s/2∑

n=0

(−4)n

(2n)!

s−2n∑

k=0

(−)k

k!(s − 2n− k)!∂
n+k
+ φi∂s−n−k

+ φi. (4.99)

We will assume s is even from now on. The two-point function is then evaluated as

〈Js1(~x, ~ε1)Js2(0, ~ε2)〉

= 2N
1

|x|e
(ε1+ε2)·

←−
∂ cos

(
2

√
ε1 ·
←−
∂ ε1 ·

−→
∂

)
cos

(
2

√
ε2 ·
←−
∂ ε2 ·

−→
∂

)
e−(ε1+ε2)·

−→
∂ 1

|x|

∣∣∣∣
ε
s1
1 ε

s2
2

= 2N

s1∑

k=0

s2∑

ℓ=0

4k+ℓ

(2k)!(2ℓ)!

s1−2k∑

n=0

s2−2ℓ∑

m=0

(−)m+n+k+ℓ

n!m!(s1 − 2k − n)!(s2 − 2ℓ−m)!

×
[
(ε1 · ∂)k+n(ε2 · ∂)ℓ+m 1

|x|

]
·
[
(ε1 · ∂)s1−k−n(ε2 · ∂)s2−ℓ−m 1

|x|

]

= 2N

s1∑

k=0

s2∑

ℓ=0

4k+ℓ

(2k)!(2ℓ)!

s1−2k∑

n=0

s2−2ℓ∑

m=0

(−)m+n+k+ℓ+a+b

n!m!(s1 − 2k − n)!(s2 − 2ℓ−m)!

k+n∑

a=0

s1−k−n∑

b=0

×
(
k + n

a

)(
s1 − k − n

b

)
2s1+s2−a−b

π
Γ

(
n+m+ k + ℓ− a+

1

2

)
(4.100)

× Γ

(
s1 + s2 − n−m− k − ℓ− b+

1

2

)
(ℓ+m)!

(ℓ+m− a)!
(s2 − ℓ−m)!

(s2 − ℓ−m− b)!

× (ε1 · ε2)a+b(ε1 · x)s1−a−b(ε2 · x)s2−a−b

(x2)s1+s2−a−b+1
,

The summation can be performed, giving the result

〈Js(~x, ~ε1)Js̃(0, ~ε2)〉 = Nδss̃cs
23sπ−

1
2 Γ(s+ 1

2 )

s!

(
ε1 · ε2 x2 − 2ε1 · x ε2 · x

)s

(x2)2s+1
. (4.101)

Here cs = 1 for s ≥ 2 and c0 = 2. It is often easier to work under the assumption

ε1 = ε2 = ε, in which case we simply have

〈Js(~x, ~ε)Js(0, ~ε)〉 = Ncs
22sπ−

1
2 Γ(s+ 1

2)

s!

(x−)2s

(x2)2s+1
, (4.102)

where we used the light cone variable x− = 2ε · x.
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Now we will calculate the three-point functions of these conserved currents. As a

warm up, let us first consider the correlation function of two scalar operators and one

spin-s current,

〈J0(~x1)J0(~x2)Js(0; ~ε)〉 = 8N
1

|x12|
1

|x2|
eλ
←−
∂ + cos

(
2λ

√←−
∂ +
−→
∂ +

)
e−λ
−→
∂ +

1

|x1|

∣∣∣∣
λs

= 8N
22sπ−

1
2 Γ(s+ 1

2)

|x12|
s∑

n=0

(−)n

(2n)!(2s − 2n)!

(
∂s−n

+

1

|x2|

)(
∂n

+

1

|x1|

)

= 8N
π−

1
2 Γ(s+ 1

2)

|x12|
s∑

n=0

(−)s−n

n!(s− n)!

(x−1 )n(x−2 )s−n

|x1|2n+1|x2|2s−2n+1

= 8N
π−

1
2 Γ(s+ 1

2)

s!|x12||x1||x2|

(
x−1
x2

1

− x−2
x2

2

)s

= 8N
2sπ−

1
2 Γ(s+ 1

2)

s!|x12||x1||x2|
(~ε · ~∆)s,

(4.103)

where in the first line, ∂+ is defined to act on both ~x1 and ~x2. In the last line, ~∆ = ~x1

x2
1
− ~x2

x2
2
.

In the limit where the two scalar operators collide, ~x12 = ~δ → 0, we have

〈J0(~x)J0(~x− ~δ)Js(0; ~ε)〉 → 8N
2sπ−

1
2 Γ(s+ 1

2)

s!|δ|(x2)s+1

[
~ε ·
(
~δ − 2δ · x

x2
~x

)]s

(4.104)

This will be compared to C(0, 0; s) in Vasiliev theory. On the other hand, in the limit

where one scalar collide with the spin-s current, say ~x2 = ~δ → 0, we have

〈J0(~x)J0(~δ)Js(0; ~ε)〉 → 8N
2sπ−

1
2 Γ(s+ 1

2)

s!|δ|(x2)s+1
(~ε · ~δ)s (4.105)

This coefficient should be compared to C(0, s; 0). Note the different polarization depen-

dence in the two limits (4.104) and (4.105). These indeed agree with the structure of the

propagator K(~x, z|y, ∂y′) we used to compute the boundary expectation value of the B

master field. We can normalize the two point function (4.102) to cs(~ε · ~x)2s(x2)−2s−1, by

defining a normalized current

Jnorm
s (~x; ~ε) = N−

1
2 2−2s

√√√√ π
1
2 s!

Γ(s+ 1
2 )
Js(~x; ~ε). (4.106)

The normalized three point function coefficients C00s for the free O(N) theory are given by

C free
00s = N−

1
2 23−sπ−

1
4

√
Γ(s+ 1

2 )

s!
. (4.107)
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Next, let us examine the three-point function of one scalar operator and two higher

spin currents.

〈Js1(~x1, ~ε1)Js2(~x2, ~ε2)J0(0)〉

= 8N
1

|x1|
e−ε1·

←−
∂1 cos

(
2

√
ε1 ·
←−
∂1ε1 ·

−→
∂1

)
eε1·
−→
∂1

1

|x12|
e−ε2·

←−
∂2 cos

(
2

√
ε2 ·
←−
∂2ε2 ·

−→
∂2

)
eε2·
−→
∂2

1

|x2|

∣∣∣∣
ε
s1
1 ε

s2
2

= 8N22s1+2s2π−1Γ

(
s1 +

1

2

)
Γ

(
s2 +

1

2

) s1∑

n=0

s2∑

m=0

(−)n+m

(2n)!(2m)!(2s1 − 2n)!(2s2 − 2m)!

×
[
(ε1 · ∂1)

s1−n 1

|x1|

] [
(ε2 · ∂2)

s2−m 1

|x2|

] [
(ε1 · ∂1)

n(ε2 · ∂2)
m 1

|x12|

]

= 8Nπ−1Γ

(
s1 +

1

2

)
Γ

(
s2 +

1

2

) s1∑

n=0

s2∑

m=0

2s1+s2+n

(2n)!m!(s1 − n)!(s2 −m)!

× (ε1 · x1)
s1−n(ε2 · x2)

s2−m

|x1|2s1−2n+1|x2|2s2−2m+1

[
(ε1 · ∂1)

n (ε2 · x12)
m

|x12|2m+1

]

= 8Nπ−1Γ

(
s1+

1

2

)
Γ

(
s2+

1

2

) s1∑

n=0

s2∑

m=0

2s1+s2+n

(2n)!m!(s1−n)!(s2−m)!

(ε1 · x1)
s1−n(ε2 · x2)

s2−m

|x1|2s1−2n+1|x2|2s2−2m+1

×
n∑

k=0

(−)k

2k

(
n

k

)
(m!)2(2m+ 2k)!

(2m)!(m+ k)!(m− n+ k)!

(ε1 · ε2)n−k(ε1 · x12)
k(ε2 · x12)

m−n+k

|x12|2m+2k+1

(4.108)

Let us focus on the special case ε1 = ε2 = ε,

〈Js1(~x1, ~ε)Js2(~x2, ~ε)J0(0)〉

= 8N2s1+s2π−1Γ

(
s1+

1

2

)
Γ

(
s2+

1

2

) s1∑

n=0

s2∑

m=0

(−)n(2m+ 2n)!

(2n)!(2m)!(s1−n)!(s2−m)!(n+m)!

× (ε · x1)
s1−n(ε · x2)

s2−m(ε · x12)
n+m

|x1|2s1−2n+1|x2|2s2−2m+1|x12|2m+2n+1

(4.109)

In the limit where the two higher spin currents collide, ~x12 = ~δ → 0, corresponding to the

coefficient C(s1, s2; 0), we have

〈Js1(~x, ~ε)Js2(~x− ~δ, ~ε)J0(0)〉 → 8N2s1+s2π−
1
2
Γ(s1 + s2 + 1

2)

s1!s2!

(~ε · ~δ)s1+s2

x2|δ|2s1+2s2+1
(4.110)

Observe that, modulo the factorized normalization factor associated with each current,

this three-point function has precisely the same dependence on s1 and s2 (namely,

Γ(s1 + s2 + 1
2)) as the tree-level three-point function coefficient C(s1, s2; 0) of Vasiliev

theory! We would like to emphasize that the computation of C(s1, s2; 0) in the previous

section was highly nontrivial: a priori, it wasn’t even obvious that C(s1, s2; 0) would be

an analytic function in s1 and s2. Also, recall C(s, s; 0) is naively zero in Vasiliev theory,

and we argued that its appropriately regularized answer should be given by the analytic

continuation from C(s1, s2; 0) for s1 6= s2. As expected, the coupling constant g of Vasiliev

theory scales like N−
1
2 of the free O(N) vector theory. Let us emphasize that the relative
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normalization on the spin-s currents in Vasiliev theory can be fixed independently, through

the computation of C(0, s1; s2), as we will perform in section 6.1. We will then see a

complete agreement with (4.110), and will determine the precise relation between g and N .

On the other hand, in the limit ~x2 = ~δ → 0, corresponding to C(0, s1; s2), we expect

〈Js1(~x, ε)Js2(
~δ, ε)J0(0)〉 to scale like |x|−2s1−2|δ|s1−s2−1. To simplify the expression let us

further restrict to the case ε · x = 0, so that (4.109) becomes

〈Js1(~x, ~ε)Js2(
~δ, ~ε)J0(0)〉~ε·~x=0 = 8N2s1+s2π−1Γ

(
s1 +

1

2

)
Γ

(
s2 +

1

2

)

×
s2∑

m=0

(−)m(2m+ 2s1)!

(2s1)!(2m)!(s2 −m)!(s1 +m)!

(ε · δ)s1+s2

|x||δ|2s2−2m+1|x− δ|2s1+2m+1

→ 8N2s1+s2π−1 Γ(s1 + 1
2)Γ(s2 + 1

2)

s1!s2!

(ε · δ)s1+s2

|x|2s1+2|δ|2s2+1
.

(4.111)

We will consider the corresponding computation in Vasiliev theory in later sections.

Finally, let us consider the case of three general spins (s1, s2, s3), but with the simpli-

fication that all the polarization vectors are the same.

〈Js1(~x1, ~ε1)Js2(~x2, ~ε)Js3(~x3, ~ε)〉

= 8N
1

|x1|
e−ε1·

←−
∂1 cos

(
2

√
ε1 ·
←−
∂1ε1 ·

−→
∂1

)
eε1·
−→
∂1

1

|x12|
e−ε2·

←−
∂2 cos

(
2

√
ε2 ·
←−
∂2ε2 ·

−→
∂2

)
eε2·
−→
∂2

1

|x2|

∣∣∣∣
ε
s1
1 ε

s2
2

= 8Nπ−
3
2

si∑

ni=0

3∏

i=1

22siΓ

(
si +

1

2

)
(−)ni

(2ni)!(2si − 2ni)!

×
[
(ε · ∂1)

n1(ε · ∂2)
s2−n2

1

|x12|

][
(ε · ∂2)

n2(ε · ∂3)
s3−n3

1

|x23|

][
(ε · ∂3)

n3(ε · ∂1)
s1−n1

1

|x31|

]

= 8Nπ−
3
2

si∑

ni=0

3∏

i=1

22siΓ

(
si +

1

2

)
1

(2ni)!(2si − 2ni)!

×
[
(ε · ∂1)

n1−n2+s2
1

|x12|

] [
(ε · ∂2)

n2−n3+s3
1

|x23|

] [
(ε · ∂3)

n3−n1+s1
1

|x31|

]
.

(4.112)

Further, writing ~x1 = ~x, ~x2 = ~x− ~δ, ~x3 = 0, and assuming ~ε · ~x = 0, we find the answer

〈Js1(~x, ~ε1)Js2(~x− ~δ, ~ε)Js3(0, ~ε)〉~ε·~x=0

= 8Nπ−
3
2

si∑

ni=0

3∏

i=1

22siΓ

(
si +

1

2

)
1

(2ni)!(2si − 2ni)!

×
[
(ε · ∂δ)

n1−n2+s2
1

|δ|

] [
(ε · ∂x)n2−n3+s3

1

|x− δ|

] [
(−ε · ∂x)n3−n1+s1

1

|x|

]

= 8Nπ−
3
2

3∏

i=1

22siΓ

(
si +

1

2

) s2∑

n2=0

1

(2n2)!(2s2 − 2n2)!(2s1)!(2s3)!

1

|x| (4.113)

×
[
(ε · ∂δ)

s1−n2+s2
1

|δ|

] [
(ε · ∂x)n2+s3

1

|x− δ|

]
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→ 8Nπ−
3
2

3∏

i=1

22siΓ(si + 1
2)

(2si)!

1

|x|

[
(ε · ∂δ)

s1+s2
1

|δ|

] [
(ε · ∂x)s3

1

|x− δ|

]

→ 8Nπ−
3
2

3∏

i=1

23siΓ(si + 1
2)

(2si)!

1

|x|
Γ(s1 + s2 + 1

2 )

Γ(1
2)

(ε · δ)s1+s2

|δ|2s1+2s2+1

Γ(s3 + 1
2)

Γ(1
2)

(ε · δ)s3

|x|2s3+1

= 8N2s1+s2+s3
Γ(s1 + s2 + 1

2 )Γ(s3 + 1
2)

π(s1)!(s2)!(s3)!

(ε · δ)s1+s2+s3

|x|2s3+2|δ|2s1+2s2+1
.

5 The ∆ = 2 scalar and the critical O(N) model

In this section we consider the alternative boundary condition for the bulk scalar field, such

that its dual operator has dimension ∆ = 2. The boundary-to-bulk propagator for the

scalar field has the form C(~x, z) = K2 = z2/(~x2 + z2)2. Let us now solve for the boundary-

to-bulk propagator for the scalar component of the master field B, analogously to section 3.

B∆=2(x|y, ȳ) =

∞∑

n=0

1

(n!)2
1

zn
(−z2y/∂ȳ)nC(x)

=

∞∑

n=0

n+ 1

n!

1

zn
(−zyΣȳ)nK2

= K2(1− yΣȳ)e−yΣȳ.

(5.1)

When the outcoming field is a ∆ = 2 scalar, we must also use the propagator K∆=2
(0) as

in (4.54) and (4.57). In the next two subsections, we will repeat our previous computation

of C(0, s; 0) and C(s, s̃; 0) with the ∆ = 2 scalars (note that for the ∆ = 2 scalar, C(0, s; 0)

is not a special case of C(s, s̃; 0)), and then compare with the leading 1/
√
N three-point

functions of the critical O(N) model.

5.1 C(0, s; 0)

Now let us compute the three-point function coefficient C(0, s; 0), where spin-0 refers to

the ∆ = 2 scalar, and s > 0. Note that unlike the ∆ = 1 case, where the scalar is treated

on equal footing as the higher spin fields, the ∆ = 2 scalar is distinguished from the higher

spin fields.

Analogously to the ∆ = 1 case, we need to compute the integral (4.57), or (4.59).

I∆=2(δ̂) is given by

I∆=2(δ̂) =

∫
d3~x′dz′ (z′)−1J(~x′, z′; 0, δ̂)

=
1

2s(2s)!

∫
d3~xdz

2z2

∫
d4ud4v

(
euv+ūv̄ + e−uv−ūv̄

)
(2vσz v̄ + s2)

× zs+3

(x−)s(x̃2)2
(1− vΣ̃v̄)e−vΣ̃v̄∂2s

+

(uxū)s

x2

=
s!

2s(2s)!

∫
d3~xdz

2z2

zs+3

(x−)s(x̃2)2
∂2s

x+

[
1

x2
I∆=2
λ |λs

]
.

(5.2)
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Note the additional factor of 2 in front of vσz v̄ in the second line, coming from integration

by part in z. Be aware that in the last line, ∂x+ acts only on x and not x̃. The generating

function I∆=2
λ is given by

I∆=2
λ =

∫
d4ud4v

(
euv+ūv̄ + e−uv−ūv̄

)
(2vσz v̄ + s2)(1− vΣ̃v̄)e−vΣ̃v̄+λ(uxū)

=
2

det(1− λΣ̃x)
(1− ∂jΣ̃∂j̄)(2∂jσ

z∂j̄ + s2)eλjx(1−λΣ̃x)−1 j̄

∣∣∣∣
j=j̄=0

=
2

det(1− λΣ̃x)

{[
1 + λTr(Σ̃x(1− λΣ̃x)−1)

] [
s2 − 2λTr(σzx(1− λΣ̃x)−1)

]

−2λ2Tr
[
Σ̃x(1 − λΣ̃x)−1σzx(1− λΣ̃x)−1

]}

=
2

Ξ

{[
1 + 2λ

z(1− 2x·x̃
x̃2 )− λx2

Ξ

][
s2 − 4λ

z − λx2(1− 2z2

x̃2 )

Ξ

]

− 2λ2

Ξ2

[
4z2

(
1− 2x · x̃

x̃2

)
− 4λzx2 + 2(λ2x2 − 1)x2

(
1− 2z2

x̃2

)]}

(5.3)

where we define, as before,

Ξ = 1− 2λz + 4λz
x · x̃
x̃2

+ λ2x2,

ξ = 1− 2λz + 4λz
x · x̃
x̃2

.

(5.4)

When acting on with ∂2s
x+ , we can equivalently replace Ξ by ξ in I∆=2

λ , and write

∂2s
x+

(
1

x2
I∆=2
λ

)∣∣∣∣
λs

= 2 ∂2s
x+

1

x2

(
s2 + 4λz

ξ2
− 8λz

ξ3

)∣∣∣∣
λs

= 2 ∂2s
x+

2szs

x2

[
s2 · (s+ 1)

(
1− 2x · x̃

x̃2

)s

− 2s2
(

1− 2x · x̃
x̃2

)s−1
]
.

(5.5)

Now continuing on the integral I∆=2(δ̂),

I∆=2(δ̂) =
s!

2s(2s)!

∫
d3~xdz

2sz2s+1

(x−)s(x̃2)2
∂2s

x+

1

x2

×
[
s2 · (s + 1)

(
1− 2x · x̃

x̃2

)s

− 2s2
(

1− 2x · x̃
x̃2

)s−1
]

=
s!

2s(2s)!

∫
d3~xdz

2sz2s+1

(x−)s(x̃2)2

2s∑

n=0

(
2s

n

)(
∂2s−n

x+

1

x2

)

× ∂n
x+

[
s2 · (s + 1)

(
1− 2x · x̃

x̃2

)s

− 2s2
(

1− 2x · x̃
x̃2

)s−1
]

= 2s−1 s!

s

∫
d3~xdz z2s+1

s∑

n=0

(
s

n

)
(x−)s−n(x̃−)n

(x2)2s−n+1(x̃2)n+2
(5.6)

×
[
s2 · (s + 1)

(
1− 2x · x̃

x̃2

)s−n

− 2
s − n
s

s2
(

1− 2x · x̃
x̃2

)s−n−1
]
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= 2s−1 s!

s

∫
d3~xdz

z2s+1

(x2)s+1(x̃2)s+2

×
[
s2 · (s + 1)

(
x−

x2
− δ−

)s

− 2s2
x−x̃2

x2

(
x−

x2
− δ−

)s−1
]

= 2−s−2π
5
2 sΓ

(
s+

1

2

)
(δ−)s

=
π

5
2

4
sΓ

(
s+

1

2

)
(δ̂ · ~ε)s.

Using (4.57), we find the boundary expectation value of the outgoing ∆ = 2 scalar,

lim
z→0

z−2B
(0,0)
∆=2(~x, z)→ −

2δ−s−1

π2|~x|4 I
∆=2(δ̂) = C∆=2(0, s; 0)

(~δ · ~ε)s
|~x|4δ2s+1

(5.7)

in the δ → 0 limit. The coefficient C∆=2(0, s; 0) is given by

C∆=2(0, s; 0) = −π
1
2

2
sΓ

(
s+

1

2

)
. (5.8)

Taking into account the still undetermined normalization factors on the boundary-to-bulk

propagators, the corresponding normalized three-point function in Vasiliev theory is

related by

C∆=2
00s = g

a′0as

a′0
C∆=2(0, s; 0) = gasC

∆=2(0, s; 0) (5.9)

where a′0 is the normalization factor associated with the ∆ = 2 scalar operator. Here g

and as are the same coupling constant and normalization factors as in the ∆ = 1 case.

5.2 C(s, s̃; 0)

Next, let us turn to the computation of C(s, s̃; 0), where s and s̃ are nonzero spins, and the

outgoing spin-0 field is subject to ∆ = 2 boundary condition. Without loss of generality,

we will assume s > s̃ > 0. The expression of the source J(0) of for the spin-0 component of

B(~x, z|y, ȳ) at second order is identical to the ∆ = 1 case. The only difference occurs when

we integrate J(0) with the propagator K∆=2 to obtain the boundary expectation value. We

perform the computation in the case where the polarization vectors ~ε of the the spin s and

spin s̃ currents are identical, with /ε = ~ε · ~σ = 1
2σ
−, σ−z

α̇β̇
= λ̄α̇λ̄β̇. Now we simply need to

replace the integral I∆=1
+ (δ̂) in section 4.4 by

I∆=2
+ (δ̂) =

∫
d3~xdz z−1J+

(0)(~x, z; 0, δ̂)

= s · 2−s−s̃−2

∫
d3xdz

zs+s̃

(x2)2s+1(x̃2)2s̃+1

∫
d4ud4v cosh(uv + ūv̄)

(
2vσz v̄

s2 − s̃2 + 1

)

× e−vΣ̃v̄(vx̃σ−zx̃v)s̃(uxσ−zxu)s̃(uxσ−xū)s−s̃

= s2−s−s̃−2(s− s̃)!(2s̃)!
∫
d3xdz

zs+s̃

(x2)2s+1(x̃2)2s̃+1

(λ̄x/δλ̄)2s̃

Ξ2s̃+1

×
[
1 +

2η

s2 − s̃2
2z(λ̄xσzλ̄)

Ξ
(1 + 2s̃)

] ∣∣∣∣
ηs−s̃
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= s2−2s̃−2(s+ s̃)!

∫
d3xdz

z2s(λ̄x/δλ̄)2s̃

(x2)2s+1(x̃2)s+s̃+1

[ (
λ̄xσzλ̄− x2λ̄/δσzλ̄

)s−s̃

− 2x̃2(λ̄xσzλ̄)

s+ s̃

(
λ̄xσzλ̄− x2λ̄/δσzλ̄

)s−s̃−1
]

= 2−2s−2s̃−2π2sΓ(s+ s̃)(λ̄/δσzλ̄)s+s̃

=
π2

4
sΓ(s+ s̃)(δ̂ · ~ε)s+s̃. (5.10)

In the second line, we again note the factor of 2 in front of vσz v̄, from integration by part

in z, which is different from the ∆ = 1 case. Similarly, there is an identical contribution

from I∆=2
− (δ̂). It then follows from (4.57) that

lim
z→0

z−2B
(0,0)
∆=2(~x, z)→ −

2δ−s−s̃

π2|~x|4 I
∆=2(δ̂) = C∆=2(s, s̃; 0)

(~δ · ~ε)s+s̃

|~x|4δ2s+2s̃
(5.11)

where the coefficient C∆=2(s, s̃; 0) is given by

C∆=2(s, s̃; 0) = −sΓ(s+ s̃), s > s̃. (5.12)

C∆=2(s, s̃; 0) is by definition symmetric in s and s̃, and so is given by 1
2 s̃Γ(s+ s̃) for s < s̃.

Note that unlike the ∆ = 1 case, C∆=2(s, s̃; 0) is not formally an analytic function in s and

s̃, as one takes s across s̃. However, our result does suggest a “regularized answer” for the

naively singular three-point function coefficient C∆=2(s, s; 0), as the two spins coincide.

As we will see in the next subsection, in the critical O(N) vector model, it is more

convenient to compute the three point function 〈Js(~x1)Js̃(~x2)α(~x3)〉 with ~x3 integrated

over the three-dimensional spacetime; here α is the scalar operator of classical scaling di-

mension ∆ = 2. To make the comparison, we would like to consider the same computation

in Vasiliev theory, namely
∫
d3~x〈Js(~δ, ~ε)Js̃(0, ~ε)O∆=2(~x)〉. (5.13)

For this purpose we can no longer take the δ/|~x| → 0 limit, but instead must use the full

expression of K∆=2(~x, z). We have

∫
d3~x lim

z→0
z−2B

(0,0)
∆=2(~x, z)=−2δ−s−s̃−1

π2

∫
d3~x

∫
d3~x′dz′

(z′)3

[
z′

(~x−~x′)2+(z′)2

]2

J(0)(~x
′, z′; 0, δ̂)

= −2δ−s−s̃−1

∫
d3~x′dz′

(z′)2
J(0)(~x

′, z′; 0, δ̂)

(5.14)

The integral in the last line is in fact identical to that in the computation of C(s, s̃; 0) in

the ∆ = 1 theory. We then obtain the result

∫
d3~x lim

z→0
z−2B

(0,0)
∆=2(~x, z) = −π 5

2 Γ(s+ s̃+
1

2
)
(~δ · ~ε)s+s̃

δ2s+2s̃+1
. (5.15)

Combined with the normalization factor g asas̃

a′
0

, this gives the integrated three-point

function
∫
d3~x〈Js(~δ, ~ε)Js̃(0, ~ε)O∆=2(~x)〉 in Vasiliev theory.
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5.3 Comparison with the critical O(N) vector model

In this subsection, we will consider the critical O(N) vector model in dimension 2 < d < 4,7

and calculate the three-point function of the scalar operator and higher spin currents to

leading order in the 1/N expansion, namely N−
1
2 . While the computation described in this

subsection have already appeared in [46–50], the explicit results are not immediately avail-

able. The goal of this subsection is to extract the three-point function coefficients and com-

pare to the conjectured dual Vasiliev theory, following the approach of Lang and Rühl [47].

The O(N) vector model in d-dimensions can be defined by the path integral
∫
D~SDα exp

{
−N

∫
ddx

[
1

2
(∂µ

~S)2 +
1

2
α

(
~S2 − 1

g

)]}

=

∫
Dα exp

{
−N

2

[
Tr ln(−∆ + α)− 1

g

∫
ddxα

]}
,

(5.16)

where ~S = (S1, . . . , SN ) are N scalar fields, and α(x) is a Lagrangian multiplier field. g is a

coupling constant that will be taken to infinity at the critical point. In the second step we

integrated out ~S to obtain an effective action in α. At the leading order in 1/N expansion,

the expectation value of α, which plays the role of mass square of the scalar fields ~S, is

given by the critical point of the α-effective action,

α = m2,

∫
ddp

(2π)d
1

p2 +m2
=

1

g
, (5.17)

where m2 is solved to be

m2 =

[
(4π)−

d
2 Γ

(
1− d

2

)
g

]− 2
d−2

(5.18)

by analytic continuation in dimension d. In d > 2, the critical point m = 0 is achieved

by sending g → ∞. The authors of [47] considered a field α̃ related to α by α = iα̃,

which should be thought of as a real field in the path integral description. From the

CFT perspective, it will be more convenient to work with α, which has positive two-point

function in position space. The effective propagator for α, after integrating out ~S, is8

G̃(p) =
γ̃

N
(p2)2−

d
2 , γ̃ = 2(4π)

d
2
sin πd

2

π

Γ(d− 2)

Γ(d
2 − 1)

, (5.19)

or in position space,

G(x) =

∫
ddp

(2π)d
G̃(p)eip·x =

1

N

2d+2 sin πd
2 Γ(d−1

2 )

π
3
2 Γ(d

2 − 2)

1

(x2)2
≡ γα

N

1

(x2)2
. (5.20)

Note that for d = 3, γ̃ = −16, γα = 16
π2 > 0. The propagator for ~S is the standard one,

δab

N

1

p2
, or

δab

N

Γ(d
2 − 1)

4π
d
2

1

(x2)
d
2
−1
≡ γS

N

δab

(x2)
d
2
−1
, (5.21)

7We will only need the results in d = 3 to compare with Vasiliev theory in this paper. It is nevertheless

useful to have the formulae in general d.
8Note that our γ̃ differs from the notation γ in [47] by a sign, since we are working with α instead of α̃.
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Figure 2. The 1-loop contribution to 〈ααα〉. The dotted lines represent the effective propagators

G(x) of α, while the solid lines are propagators of ~S.

and the αSaSb vertex comes with coefficient −Nδab.

We want to compute the three-point functions involving α(x) and higher spin currents

Js(x, ε), to the first nontrivial in the 1/N expansion. While in general we don’t know a

priori the expression of Js in terms of the fundamental fields, we will extract them from

the OPE of a pair of Sa(x) fields.

Let us start with the 3-point function 〈α(x1)α(x2)α(x3)〉. Our convention is such that

the two-point function of α(x) scales like 1/N . The leading contribution to 〈ααα〉 is of

order 1/N2, and so if we normalize the two-point function of α, the corresponding 3-point

function will scale like 1/
√
N . This comes from a 1-loop diagram as shown in figure 2. It

is evaluated as

〈α(x1)α(x2)α(x3)〉

= − 1

N2

∫
ddy1d

dy2d
dy3

γ3
αγ

3
S

(x1 − y1)4(x2 − y2)4(x3 − y3)4(y
2
12)

d
2
−1(y2

23)
d
2
−1(y2

31)
d
2
−1

= −γ
3
αγ

3
S

N2
v

(
2,
d

2
− 1,

d

2
− 1

)2

v(2, 1, d − 3)
1

x2
12x

2
23x

2
31

= −γ
3
αγ

3
S

N2
π

3d
2

Γ(d
2 − 2)2Γ(d

2 − 1)Γ(3 − d
2)

Γ(d
2 − 1)4Γ(d− 3)

1

x2
12x

2
23x

2
31

(5.22)

where we have used the graphical rules of [51] in the second line. We have used the

definitions in [51] for the coefficients

a(t) =
Γ(d

2 − t)
Γ(t)

,

v(t1, t2, t3) = π
d
2 a(t1)a(t2)a(t3).

(5.23)

Note that (5.22) vanishes at d = 3. This has been observed in [39] to match with the fact

that there is no scalar cubic coupling in the bulk Vasiliev theory.

Next, we will investigate the three point function of α with two higher spin currents,

Js and Js̃. The idea is to consider the five point function 〈Sa(x1)Sb(x2)Sc(x3)Sd(x4)α(x5)〉,
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Figure 3. The leading 1/N contributions to 〈SSSSα〉, from which we will extract 〈JsJs′α〉.

expanded around the limit x12, x34 → 0. The three point function 〈Js(x1, ε1)Js̃(x3, ε̃)α(x5)〉
will be extracted from the channel δabδcd(ε · x12)

s(ε̃ · x34)
s̃.9 The scaling in N in the SS

OPE is of the form SS ∼ N−
3
2
∑
Js. The leading nontrivial contribution in the 1/N ex-

pansion of 〈SSSSα〉 is of order N−4, corresponding to the normalized three-point function

〈JJ(
√
Nα)〉 at order N−

1
2 . The relevant diagrams are a 1-loop triangle diagram (figure

3(a)), a disconnected tree diagram (figure 3(b)), and a connected tree diagram (figure 3(c)).

The one-loop diagram in figure 3(a) is evaluated as

− δabδcd
N4

γ3
αγ

7
S

∫
ddy1d

dy2d
dy3d

dz1d
dz2

× 1

(x5−y3)4(y1−z1)4(y2−z2)4(x1−z1)d−2(x2−z1)d−2(x3−z2)d−2(x4−z2)d−2yd−2
12 yd−2

23 yd−2
31

= −δabδcd
N4

γ3
αγ

7
Sv(2, d/2 − 1, d/2 − 1)2v(2, 1, d − 3)

×
∫
ddz1d

dz2
1

(x5 − z1)2(x5 − z2)2z2
12(x1 − z1)d−2(x2 − z1)d−2(x3 − z2)d−2(x4 − z2)d−2

(5.24)

where we write xn for (x2)n/2 for short. We are interested in comparing the overall

coefficient of 〈JsJs̃α〉 to that of Vasiliev theory. For this purpose, it is sufficient to consider

the three-point function with the position of α(x) integrated out. Integrating over x5

drastically simplifies (5.24); it reduces to

− δabδcd
N4

γ3
αγ

7
Sv(2, d/2 − 1, d/2 − 1)2v(2, 1, d − 3)v(1, 1, d − 2)

×
∫
ddz1d

dz2
1

z6−d
12 (x1 − z1)d−2(x2 − z1)d−2(x3 − z2)d−2(x4 − z2)d−2

= −δabδcd
N4

γ3
αγ

3
Sv(2, d/2 − 1, d/2 − 1)2v(2, 1, d − 3)v(1, 1, d − 2)

(4π)d/22d−6

a(d− 3)

×
∫

ddP

(2π)d
I(x21, P )I(x34, P )(P 2)3−deiP ·x13

(5.25)

9Note that the higher spin primary currents in the critical O(N) model are not expressed in terms of
~S bilinear in the same way as in the free O(N) theory, even at leading order in 1/N , due to the exchange

of α. As pointed out in [46], even in the large N limit, the currents of the critical O(N) model cannot be

embedded in the Hilbert space of the free O(N) CFT.
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where we have Fourier transformed z12 into the momentum variable P , and defined

I(x, P ) ≡
∫

ddk

(2π)d
eik·x

k2(P − k)2

= (4π)−d/2 π

sin πd
2

(P 2)d/2−2

∫ 1

0
dξ [ξ(1− ξ)]d/2−2 eiP ·x(1−ξ)

×
∞∑

k=0

1

k!

[
1

Γ(k+3−d/2)

(
ξ(1−ξ)x2P 2

4

)k+2−d/2

− 1

Γ(k+d/2−1)

(
ξ(1−ξ)x2P 2

4

)k
]

(5.26)

where in the second line, we have integrated out k using Feynman parameterization, and

expanded the resulting Bessel function in powers of P 2. As pointed out in [47], the higher

spin currents Js arise from only the second branch, involving integer powers of x for

general non-integer values of dimension d. In fact, the correlation function involving the

primary fields Js come from the k = 0 terms in the second branch only, whereas the k > 0

terms are contributions from the descendants of Js. The spin-s component is therefore

extracted from the k = 0, O((x · P )s) term in I(x, P ), which we denote by

I(s)(x, P ) = − (4π)−d/2

Γ(d
2 − 1)

π

sin πd
2

(P 2)
d
2
−2

∫ 1

0
dξ [ξ(1− ξ)] d

2
−2 (iP · x(1− ξ))s

s!

= −2−dπ1− d
2 Γ(d

2 + s− 1)

sin(πd
2 )s!Γ(d+ s− 2)

(P 2)
d
2
−2(ix · P )s

(5.27)

The contribution to the integrated three-point function
∫
dd~x〈Js(~δ, ε)Js̃(0, ε̃)α(~x)〉 is

extracted from (5.25) to be

− δabδcd
N4

γ3
αγ

3
Sv(2, d/2 − 1, d/2 − 1)2v(2, 1, d − 3)v(1, 1, d − 2)

(4π)d/22d−6

a(d− 3)

×
∫

dd ~P

(2π)d
I(s)(ε, P )I(s̃)(ε̃, P )(P 2)3−dei

~P ·~δ

= −δabδcd
N4

γ3
αγ

3
Sv(2, d/2−1, d/2−1)2v(2, 1, d−3)v(1, 1, d−2)

(4π)d/22d−6

a(d−3)
· 2
−2dπ2−d

sin2(πd
2 )

× Γ(d
2 + s− 1)

s!Γ(d+ s− 2)

Γ(d
2 + s̃− 1)

s̃!Γ(d+ s̃− 2)
(ε · ∂)s(ε̃ · ∂)s̃

[
Γ(d

2 − 1)

4π
d
2

1

(δ2)
d
2
−1

]
.

(5.28)

Next, we consider the contribution from the disconnected tree diagram in figure

3(b), of the form 〈Sa(x1)Sc(x3)〉〈Sb(x2)Sd(x4)α(x5)〉. There are 4 such diagrams, related

by exchanging Sa(x1) with Sb(x2), and Sc(x3) with Sd(x4). After integration over the

position of α(x5), they give

− 1

N3
γαγ

3
Sv(2, d/2 − 1, d/2 − 1)v(1, 1, d − 2)

×
[
δacδbd

(
1

(x2
13)

d/2−1
+

1

(x2
24)

d/2−1

)
+ δadδbc

(
1

(x2
14)

d/2−1
+

1

(x2
23)

d/2−1

)] (5.29)
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Since we are only interested in O(N)-singlets, we will restrict to the δabδcd channel of (5.29),

which is obtained as N−2δabδcd
∑

e,f 〈Se(x1)Sf (x3)〉〈Se(x2)Sf (x4)α(x5)〉+ 3 more, namely

− δabδcd
N4

γαγ
3
Sv(2, d/2 − 1, d/2 − 1)v(1, 1, d − 2)

×
[

1

(x2
13)

d/2−1
+

1

((x13 + x21 + x34)2)d/2−1
+

1

((x13 + x34)2)d/2−1
+

1

((x13 + x21)2)d/2−1

]

(5.30)

The contribution to
∫
ddx〈Js(δ, ε)Js̃(0, ε̃)α(x)〉 is extracted as

− δabδcd
N4

γαγ
3
Sv(2, d/2 − 1, d/2 − 1)v(1, 1, d − 2)

1

s!s̃!
(ε · ∂)s(ε̃ · ∂)s̃

1

(δ2)d/2−1
(5.31)

Finally, let us consider the contribution from the 4 connected tree diagrams in figure 3(c).

After integrating out the position of α(x), applying repeatedly the graphical rules of [51],

we obtain

− δabδcd
N4

γ2
αγ

3
Sv(2, d/2 − 1, d/2 − 1)2v(1, 1, d − 2)

(4π)d/2

4a(d/2 − 1)

×
∫

ddP

(2π)d
(P 2)1−d/2

[
I(x34, P )(eiP ·x13 + eiP ·x23) + I(x21, P )(eiP ·x13 + eiP ·x14)

] (5.32)

Extracting the contribution to
∫
ddx〈Js(δ, ε)Js̃(0, ε̃)α(x)〉, we have

δabδcd
N4

γ2
αγ

3
Sv(2, d/2 − 1, d/2 − 1)2v(1, 1, d − 2)

(4π)d/2

4a(d/2 − 1)

× 2−dπ1− d
2

sin(πd
2 )s!s̃!

∫
ddP

(2π)d

[
Γ(d

2 + s− 1)

Γ(d+ s− 2)
(iP · x34)

s(iP · x12)
s̃ + (s↔ s̃, x34 ↔ x12)

]
eiP ·x13

P 2

→ δabδcd
N4

γ2
αγ

3
Sv(2, d/2 − 1, d/2 − 1)2v(1, 1, d − 2)

2d−4Γ(d/2− 1)

a(d/2 − 1)

× 2−dπ1− d
2

sin(πd
2 )s!s̃!

[
Γ(d

2 + s− 1)

Γ(d+ s− 2)
+

Γ(d
2 + s̃− 1)

Γ(d+ s̃− 2)

]
(ε · ∂)s(ε̃ · ∂)s̃

[
Γ(d

2 − 1)

4π
d
2

1

(δ2)
d
2
−1

]
.

(5.33)

Putting these together, the total contribution from the diagrams in figure 3 is given by

∫
ddx〈Js(δ, ε)J s̃(0, ε̃)α(x)〉

=
Cd

N
f(s)f(s̃)(ε · ∂)s(ε̃ · ∂)s̃

1

(δ2)
d
2
−1
,

(5.34)

where

Cd =
π−

d
2

2
Γ

(
d

2
− 1

)
,

f(s) =
1

s!

[
1− 2d−2π−

1
2
Γ(d−1

2 )Γ(d
2 + s− 1)

Γ(d+ s− 2)

]
.

(5.35)
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Here the notation Js(x) standards for the primary currents Js together with a linear

combination of descendants of lower spin currents, which appears on the r.h.s. of the OPE

Sa(x)Sb(0) ∼
δab

N
3
2

xµ1 · · · xµsJµ1···µs(0) + · · · (5.36)

If we further set ε̃ = ε to be null, and d = 3, we obtain

∫
d3~x〈Js(~δ, ε)J s̃(0, ε)α(~x)〉 =

1

2πN
f(s)f(s̃)(ε · ∂)s+s̃ 1

|~δ|

=
1

2π
3
2N

f(s)f(s̃)2s+s̃Γ

(
s+ s̃+

1

2

)
(~ε · ~δ)s+s̃

δ2s+2s̃+1
,

(5.37)

where f(s) is now given by

f(s) =
1

s!

[
1− 2

Γ(s+ 1
2)

π
1
2 s!

]
. (5.38)

The mixed currents Js are related to the primaries in a general form Js(x, ε) =

Js(x, ε) +
∑s−2

r=0 c(s, r)(ε · ∂)s−rJr(x, ε). In order to determine the operator mixing,

we consider the two-point function of Js, by extracting from the four-point function

〈Sa(x1)Sb(x2)Sc(x3)Sd(x4)〉, expanding it in the channel δabδcdO(xs
12)O(xs̃

34). At leading

nontrivial order in 1/N , there are two disconnected tree diagrams related by exchanging

x3 and x4, and a connected tree diagram with an α propagator. The total contribution in

the δabδcd channel is

γ2
S

N3
δabδcd

[
1

(x2
13)

d
2
−1(x2

24)
d
2
−1

+
1

(x2
14)

d
2
−1(x2

23)
d
2
−1

]

+
γαγ

4
S

N3
δabδcd

∫
ddz1d

dz2
1

z4
12(x1 − z1)d−2(x2 − z1)d−2(x3 − z2)d−2(x4 − z2)d−2

.

(5.39)

As before, we can turn the integration over z1, z2 in the second line into a momentum

integral of the form
∫

ddP
(2π)d I(x21, P )I(x34, P )(P 2)2−

d
2 eiP ·x13. Expanding this in x12, x34,

we can extract the two-point function

〈Js(x, ε)J s̃(0, ε̃)〉 =
γ2

S

s!s̃!

{
1

xd−2
(ε · ∂)s(ε̃ · ∂)s̃

1

xd−2
+

[
(ε · ∂)s

1

xd−2

] [
(ε̃ · ∂)s̃

1

xd−2

]}

+ γα
22d−8Γ(d−2)Γ(d

2−2)

Γ(2− d
2 )

2−2dπ2−d

sin2(πd
2 )

Γ(s+ d
2 − 1)

s!Γ(s+ d− 2)

Γ(s̃+ d
2 − 1)

s̃!Γ(s̃ + d− 2)
(ε · ∂)s(ε̃ · ∂)s̃

1

x2d−4
.

(5.40)

Restricting to d = 3, and setting ε̃ = ε, we have

〈Js(x, ε)J s̃(0, ε)〉=
2s+s̃−4Γ(s+ 1

2)Γ(s̃+ 1
2 )

π3s!s̃!

[
1−2

(s + s̃)!

s!s̃!
+

√
πΓ(s+s̃+ 1

2)

Γ(s+ 1
2 )Γ(s̃+ 1

2 )

]
(ε · x)s+s̃

(x2)s+s̃+1
.

(5.41)

– 57 –



J
H
E
P
0
9
(
2
0
1
0
)
1
1
5

This allows us to determine the operator mixing,

Js(x, ε) =
1√
N

Γ(s+ 1
2)

2π
3
2

s/2∑

r=1

(2r)!

(s− 2r)!(s + 2r)!
(ε · ∂)s−2rJ2r(x, ε) (5.42)

where Js(x, ε) are normalized such that

〈Js(x, ε)Js̃(0, ε)〉 = δss̃N24sπ−
1
2
Γ(s+ 1

2)

s!

(ε · x)2s

(x2)2s+1
, (5.43)

i.e. the same normalization convention as the current Js in the free O(N) theory in section

4.5. The normalization factor f(s) in (5.38) can be written as

f(s) =
4Γ(s + 1

2)√
π

s/2∑

r=1

1

(s+ 2r)!(s − 2r)!
. (5.44)

From this, we determine the integrated three point function of the primary currents,
∫
d3~x〈Js(~δ, ε)Js̃(0, ε)α(~x)〉 =

32π

s!s̃!
(ε · ∂)s+s̃ 1

|~δ|

= 32π
1
2
2s+s̃Γ(s+ s̃+ 1

2)

s!s̃!

(~ε · ~δ)s+s̃

δ2s+2s̃+1
.

(5.45)

To make comparison with our result (5.15) in Vasiliev theory, let us define

J ′0(~x) = Nγ
− 1

2
α α(~x), so that the two-point function of J ′0(~x) is normalized in the

same way as Js’s. Now we expect
∫
d3~x〈Js(~δ, ε)Js̃(0, ε)J

′
0(~x)〉

〈J ′0J ′0〉
= g

a′0
asas̃

∫
d3~x lim

z→0
z−2B

(0,0)
∆=2(~x, z), (5.46)

where 〈J ′0J ′0〉 = N is the coefficient of the two point function of J ′0 (follows from (5.20)).

Recall that as is the normalization constant associated to the spin-s boundary-to-bulk

propagators, and a′0 is that of the ∆ = 2 scalar. We will determine in section 6.1 that

as/a0 = 2−ss!, and that g/a0 = −16/π. We then see that (5.46) precisely holds provided

the identification a′0 = 1
2a0. We conclude that our result for the integrated three-point

function of two higher spin currents with the ∆ = 2 scalar from Vasiliev theory indeed

agrees with that of the critical O(N) model.

6 More three-point functions

In this section, we will compute the tree level three-point function coefficients of Vasiliev

theory via the boundary expectation value of a higher spin outcoming field at second

order in perturbation theory. These computations are more involved than the cases we

considered previously, where the outcoming field is a scalar. In particular, the computation

of C(0, s; s′) for s > s′ in section 6.1, combined with earlier result on C(s, s′; 0), will allow

us to determine the relative normalization of the boundary-to-bulk propagators in Vasiliev

theory that correspond to the spin-s currents with normalized two-point function, and

consequently fix the normalization of all three-point functions up to one overall constant,

namely the coupling constant g of Vasiliev theory. We will find complete agreement with

the correlation function of one scalar and two higher spin currents in the free O(N) theory.
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6.1 C(0, s; s′) with s > s′, and fixing the normalization

Let us revisit the computation of the three-point function coefficients of one scalar operator

with two higher spin fields, but take the scalar operator to be a boundary source, rather

than the outcoming field. There are two distinct cases, C(0, s; s′) for s > s′ and for s ≤ s′.
The former receives contribution from the source JΩ(y) only (recall (4.23)), whereas the

latter comes entirely from J ′(y). It turns out that the computation in the first case, s > s′,

is easier, as we shall perform in this subsection.

To compute the spin-s′ component of J (s′)(y) = JΩ(y)|y2s′ , we need the (2s′, 0) and

(2s′ + 1, 1) components of Jαβ̇ in its (y, ȳ) expansion,

J (s′) = −z
2
∂y

(
/∂ − s′ + 2

z
σz

)
/Jy − 2s′ + 1

2
∂α∂β̇Jαβ̇

∣∣∣∣
y2s′ ,ȳ=0

= −z
2

[
∂y

(
/∂ − s′ + 2

z
σz

)]β̇

yα
[
Ωαβ̇ ∗ B̃ − B̃ ∗ π(Ωαβ̇)

]

+
2s′ + 1

2
∂α∂β̇

[
Ωαβ̇ ∗ B̃ − B̃ ∗ π(Ωαβ̇)

]∣∣∣∣
y2s′ ,ȳ=0

= −z
[
∂y

(
/∂ − s′ + 2

z
σz

)]β̇

yα(Ωαβ̇ ∗ B̃) + (2s′ + 1)∂α∂β̇(Ωαβ̇ ∗ B̃)

∣∣∣∣∣
y2s′ ,ȳ=0

=

s′∑

n=−s′

{
z

s2−n2

(
/∂− s

′+2

z
σz

)γβ̇

∂γ

[
yα(∂α∂β̇Ωn

++ ∗ B̃)
]
+

2s′+1

s+n
∂αΩn

++ ∗ ∂αB̃

}∣∣∣∣∣
y2s′ ,ȳ=0

=−
s′∑

n=−s′

∫
d4ud4veuv+ūv̄

{
z

s2−n2
∂y

(
/∂− s

′+2

z
σz

)
v̄
[
(yv)Ωn

++(x|y+u, ū)B̃(x|y+v, v̄)
]

+(2s′ + 1)
uv + 2

s+ n
Ωn

++(x|y + u, ū)B̃(x|y + v, v̄)

}∣∣∣∣
y2s′

(6.1)

In the third line, we have made the replacement −B̃ ∗ π(Ωαβ̇)|y2s′ ,ȳ=0 by Ωαβ̇ ∗ B̃|y2s′ ,ȳ=0.

This is because the contribution comes from taking the star product of Ω
(s−1+s′−n,s−1−s′+n)

αβ̇

and B(s−1−s′+n,s−1−s′+n), |n| ≤ s′, where s − s′ − 1 pairs of y’s and s − 1 − s′ + n

pairs of ȳ’s are contracted to get a term of order y2s′ . The sign is such that

−B̃ ∗ π(Ωαβ̇)|y2s′ ,ȳ=0 = Ωαβ̇ ∗ B̃|y2s′ ,ȳ=0. Similarly, for our gauge choice, Ωn
αβ̇
∼ ∂α∂β̇Ωn

++,

and ∂α∂β̇(Ωαβ̇ ∗B̃) = Ωαβ̇ ∗∂α∂β̇B̃, and so the same argument can be applied to the second

term in the third line of (6.1). In the fourth line, note that the sum is over n = −s′, . . . s′,
as these are the only components among the spin-s field Ω

(s−1+n,s−1−n)
++ to J (s′).

Let us recall the formulae for the boundary-to-bulk propagators of the relevant master

fields, Ωn
++ and Ω−n

++ with n ≥ 0 for the spin-s field sourced at ~x = 0, and B̃ for the scalar
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field sourced at ~x = ~δ.

Ωn
++ =

2−n−2

(2s − 1)!

zs

(x−)s+n
(yxσ−zxy)n∂2s

+

(yxȳ)s−n

x2

= s2−s−1 zs

(x2)2s+1
(yxσ−zxy)n(yxσ−xȳ)s−n,

Ω−n
++ = s2−s−1 zs

(x2)2s+1
(ȳxσ−zxȳ)n(yxσ−xȳ)s−n,

B̃ = K̃e−yΣ̃ȳ.

(6.2)

Here we have worked in the light cone coordinates in which the null polarization vector

of the spin-s current is ε+ = 1, ε− = ε⊥ = 0. Let us decompose J (s′) according to the

contributions from the components Ωn
++, J (s′) =

∑s′

n=−s′ J
(s′)
n . For each n ≥ 0, we have

J (s′)
n = −s2−s−1

∫
d4ud4v

[
z

s2 − n2
∂y(/∂ −

s′ + 2

z
σz)v̄(yv) + (2s′ + 1)

(u− y)(v − y) + 2

s+ n

]

×(uxσ−zxu)n(uxσ−xū)s−ne−vΣ̃v̄e(u−y)(v−y)+ūv̄ zs+1

(x2)2s+1x̃2

∣∣∣∣
y2s′

,

J
(s′)
−n = −s2−s−1

∫
d4ud4v

[
z

s2 − n2
∂y(/∂ −

s′ + 2

z
σz)v̄(yv) + (2s′ + 1)

(u− y)(v − y) + 2

s− n

]

×(ūxσ−zxū)n(uxσ−xū)s−ne−vΣ̃v̄e(u−y)(v−y)+ūv̄ zs+1

(x2)2s+1x̃2

∣∣∣∣
y2s′

,

(6.3)

where we have shifted the integration variables u, v in comparison to (6.1). We will

calculate (6.4) from a generating function. As before, we introduce a polarization spinor

λ = σzλ̄, with σ−z

α̇β̇
= λ̄α̇λ̄β̇ , so that (uxσ−zxu) = (uxλ̄)2. We will make use of the

generating function

I(ju, jv , j̄ū, j̄v̄) =

∫
d4ud4veτuv+ūv̄e−vΣ̃v̄+ηuxσ−

xū+juu+jvv+j̄ūū+j̄v̄ v̄

=
1

Ξ(τ)
exp



(
jv, j̄ū

)( τ ηxσ−x

−Σ̃ −1

)−1(
ju
j̄v̄

)


=
1

Ξ(τ)
exp

[
1

Ξ(τ)

(
jv , j̄ū

)( 1 ηxσ−x

−Σ̃ −τ

)(
(τ − ηΣ̃xσ−x)ju

(τ − ηxσ−xΣ̃)j̄v̄

)]
(6.4)

where Ξ(τ) ≡ det(τ − ηxσ−xΣ̃) = τ2 − τηTr(xσ−xΣ̃). Now for n ≥ 0, (6.4) can be

rewritten as

J (s′)
n = −(2n)!(s−n)!s2−s−1

[
z

s2 − n2
∂y

(
/∂− s

′+2

z
σz

)
∂j̄(y∂j)+(2s′+1)

2+∂τ

s+n

]∣∣∣∣
τ=1,j=j̄=0

×I(τy − ζxλ̄,−τy + j, 0, j̄)
∣∣
y2s′ζ2nηs−n

zs+1

(x2)2s+1x̃2
,

J
(s′)
−n = −(2n)!(s − n)!s2−s−1

[
z

s2−n2
∂y

(
/∂− s

′+2

z
σz

)
∂j̄(y∂j)+(2s′+1)

2+∂τ

s−n

]∣∣∣∣
τ=1,j=j̄=0

×I(τy,−τy + j,−ζxλ, j̄)|y2s′ζ2nηs−n

zs+1

(x2)2s+1x̃2
. (6.5)
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To proceed in the n ≥ 0 case, we shall collect some useful formulae involving special cases

of I(ju, jv , j̄ū, j̄v̄),

I(τy − ζxλ̄,−τy + j, 0, j̄)

=
1

Ξ(τ)
exp

{
1

Ξ(τ)
(j − τy)

[
(τ − ηΣ̃xσ−x)(τy − ζxλ̄) + ηxσ−x(τ − ηxσ−xΣ̃)j̄

]}

=
1

Ξ(τ)
exp

{
τ

Ξ(τ)
(j − τy)

[
(τ − ηΣ̃xσ−x)y − ζxλ̄+ ηxσ−xj̄

]}
,

I(τy − ζxλ̄,−τy, 0, 0) =
1

Ξ(τ)
exp

{
− τ2

Ξ(τ)
y
[
(τ − ηΣ̃xσ−x)y − ζxλ̄

]}

→ 1

Ξ(τ)
exp

[
τ2κ

Ξ(τ)
λ(κηΣ̃xσ−x + ζxσz)λ

]

=
1

Ξ(τ)
exp

[
2τ2κx−

Ξ(τ)

(
κηTr+(Σ̃xσ−z)− ζ

)]
,

(6.6)

and its derivatives,

(∂τ +2)I(τy−ζxλ̄,−τy, 0, 0)
∣∣
τ=1
→Ξ−1

Ξ2

[
1+

2κx−(κηTr+(Σ̃xσ−z)−ζ)
Ξ

]
e

2κx−(κηTr+(Σ̃xσ−z)−ζ)

Ξ

→ Ξ− 1

Ξ2

(
1 +

Λ

Ξ

)
e

Λ
Ξ ,

(6.7)

(∂yσ
z∂j̄)(y∂j)I(τy − ζxλ̄,−τy + j, 0, j̄)

∣∣
τ=1,j=j̄=0

= − 1

Ξ2
(∂yσ

z∂j̄)y
(
ηΣ̃xσ−xy+ζxλ̄−ηxσ−xj̄

)
exp

{
1

Ξ
y
(
ηΣ̃xσ−xy+ζxλ̄−ηxσ−xj̄

)}

=
η

Ξ2

(
∂yσ

zxσ−xy
)

1 +

y
(
ηΣ̃xσ−xy + ζxλ̄

)

Ξ


 e

y(ηΣ̃xσ−
xy+ζxλ̄)

Ξ

= −4ηzx−

Ξ2

(
1 +

Λ

Ξ

)
e

Λ
Ξ − η

Ξ3

{
yxσ−xσz

(
η[Σ̃,xσ−x]y + ζxλ̄

)}(
2 +

Λ

Ξ

)
e

Λ
Ξ

→ −4ηzx−

Ξ2

(
1+

Λ

Ξ

)
e

Λ
Ξ−κη

Ξ3
Tr+

{
xσ−xσz

(
κη[Σ̃,xσ−x]+ζxσz

)
σ−z

}(
2+

Λ

Ξ

)
e

Λ
Ξ

= −4ηzx−

Ξ2

[
1 +

Λ

Ξ
+

2

Ξ

(
κ2x−

Ξ− 1

2z
+ κζx− + Λ

)(
2 +

Λ

Ξ

)]
e

Λ
Ξ ,

(6.8)

where we wrote Ξ ≡ Ξ(1) = 1− ηTr(xσ−xΣ̃). Λ is defined as

Λ = y(ηΣ̃xσ−xy + ζxλ̄)

→ 2κx−(κηTr+(Σ̃xσ−z)− ζ),
(6.9)

In the second step, we restrict ourselves to the case that the null polarization vector of the

spin-s current source is the same as the polarization of the outcoming spin-s′ field. This is

also the special case we considered in the computation of C(s, s̃; 0) in the previous sections.

“→” here stands for identifying y = κλ, with λ = σzλ̄, λαλβ = σ−z
αβ ; and we will extract the
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coefficient of κ2s′ in the end. Note that we can only make this substitution after taking the

derivative on y, as in J (s′)(y), and not in JΩ
αβ̇

. Now we shall compute the integral (4.60),

for the n > 0 component of J (s′). It will be useful to consider a more general expression,

I(s′)
n (δ̂, y; ǫ) =

∫
d3~xdz zs′−2+ǫJ (s′)

n (~x, z; 0, δ̂|y)

= −(2n)!(s− n)!s2−s−1

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2

[
−2s′ + 1 + ǫ

s2 − n2
(∂yσ

z∂j̄)(y∂j)

∣∣∣∣
j=j̄=0

×I(y − ζxλ̄,−y + j, 0, j̄) + (2s′ + 1)
∂τ + 2

s+ n
I(τy − ζxλ̄,−τy, 0, 0)

∣∣∣∣
τ=1

]

= −(2n)!(s− n)!s2−s−1

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2
e

Λ
Ξ

{
2s′ + 1

s+ n

Ξ− 1

Ξ2

(
1 +

Λ

Ξ

)

+
2s′ + 1 + ǫ

s2 − n2

4ηzx−

Ξ2

[
1 +

Λ

Ξ
+

2

Ξ

(
κ2x−

Ξ− 1

2z
+ κζx− + Λ

)(
2 +

Λ

Ξ

)]}∣∣∣∣
κ2s′ζ2nηs−n

,

(6.10)

where ǫ is not assumed to be an integer. Recall that

x− = −1

2
λxσzλ,

Λ = κ(λxσzλ)

[
κη

(
λxσzλ+

2z

x̃2
λx/δλ

)
+ ζ

]
,

Ξ = 1 + η
2z

x̃2
(λxσzλ− x2λ/δσzλ).

(6.11)

We have then

I(s′)
n (δ̂, y; ǫ)=−(2n)!(s−n)!s2−s−1

(s′ + n)!

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2

(
Λ

Ξ

)s′+n{(2s′+1)(s′+n+1)

s+ n

Ξ−1

Ξ2

+
2s′+1+ǫ

s2−n2

4ηzx−

Ξ2

[
s′+n+1+2(s′+n)(s′+n+1)

(
κ2x− Ξ−1

2z +κζx−

Λ
+1

)]}∣∣∣∣
κ2s′ζ2nηs−n

=−(s−n)!s2−s−1

(s′ − n)!

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2

[
λxσzλ

(
λxσzλ+

2z

x̃2
λx/δλ

)]s′−n

(λxσzλ)2n 1

Ξs′+n+2

∣∣∣∣
ηs−s′−1

×
{

(2s′ + 1)(s′ + n+ 1)

s+ n

2z

x̃2
(λxσzλ− x2λ/δσzλ)

+
2s′ + 1 + ǫ

s2 − n2
4zx−

[
s′ + n+ 1 + 2(s′ + n)(s′ + n+ 1)

·
(
s′ − n
s′ + n

x−

x̃2

(λxσzλ− x2λ/δσzλ)

(λxσzλ)(λxσzλ+ 2z
x̃2λx/δλ)

+
2n

s′ + n

x−

λxσzλ
+ 1

)]}

= − s2−s′−1(s− n)!(s+ n− 1)!

(s− s′ − 1)!(s′ − n)!(s′ + n)!

∫
d3~xdz

z2s−1+ǫ

(x2)2s+1(x̃2)s−s′

× (λxσzλ)s
′+n

(
λxσzλ+

2z

x̃2
λx/δλ

)s′−n

(λxσzλ− x2λ/δσzλ)s−s′−1
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×
{
− (2s′ + 1)

λxσzλ− x2λ/δσzλ

x̃2
+

2s′ + 1 + ǫ

s− n (λxσzλ)

×
[
2s′ + 1− s′ − n

x̃2

(λxσzλ− x2λ/δσzλ)

(λxσzλ+ 2z
x̃2λx/δλ)

]}
(6.12)

The evaluation of I
(s′)
n (δ̂, y; ǫ) is now straightforward using our integration formulae, and

a tedious one. The result is

I(s′)
n (δ̂, y; ǫ) = 2−2−2s−3s′−2ǫπ

5
2
Γ(2s + ǫ)Γ(s + s′ + ǫ)Γ(s+ 1−ǫ

2 )

Γ(2s)Γ(s − s′)Γ(s′ + 1 + ǫ
2 )

(−)n

(s′ + n)!(s′ − n)!

× Γ(s+ n)

Γ(s+ n+ 1 + ǫ)

[
2(s + n)(2s′ + 1) + (3s′ + n+ 2)ǫ

]
.

(6.13)

In particular, we have at ǫ = 0

I(s′)
n (δ̂, y; ǫ = 0) =

2−2s−3s′−1π
5
2 (2s′ + 1)Γ(s + s′)Γ(s+ 1

2)

s′!Γ(s − s′)
(−)n

(s′ + n)!(s′ − n)!
. (6.14)

For the integral (4.60), we will need ∂ǫI
(s′)
n (δ̂, y; ǫ)

∣∣∣
ǫ=0

, whose expression is too tedious to

write explicitly here.

Let us now turn to I
(s′)
−n (δ̂, y; ǫ), with n > 0. We have the analogous formulae for the

generating function

I(τy,−τy + j,−ζxλ, j̄)

=
1

Ξ(τ)
exp

[
1

Ξ(τ)

(
j − τy, ζλx

)( 1 ηxσ−x

−Σ̃ −τ

)(
(τ − ηΣ̃xσ−x)τy

(τ − ηxσ−xΣ̃)j̄

)]
,

I(τy,−τy,−ζxλ, 0) =
1

Ξ(τ)
exp

[
τ

Ξ(τ)
(−τy − ζλxΣ̃)(τ − ηΣ̃xσ−x)y

]

=
1

Ξ(τ)
exp

[
τ2

Ξ(τ)
yΣ̃x(ησ−xy + ζλ)

]

→ 1

Ξ(τ)
exp

[
τ2κ

Ξ(τ)
λΣ̃x(κησ−x + ζ)λ

]

=
1

Ξ(τ)
exp

[
κτ2

Ξ(τ)
(2κηx− + ζ)Tr+(Σ̃xσ−z)

]
,

(6.15)

as well as its derivatives

(∂τ + 2)I(τy,−τy,−ζxλ, 0)|τ=1 →
Ξ− 1

Ξ2

(
1 +

Λ′

Ξ

)
e

Λ′

Ξ , (6.16)
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and

(∂yσ
z∂j̄)(y∂j)I(τy,−τy + j,−ζxλ, j̄)

∣∣
τ=1,j=j̄=0

=
η

Ξ2
(∂yσ

z∂j̄)
[
yxσ−x(Σ̃y + j̄)

]
exp

[
1

Ξ(τ)

(
−y, ζλx

)( 1 ηxσ−x

−Σ̃ −1

)(
(1−ηΣ̃xσ−x)y

(1−ηxσ−xΣ̃)j̄

)]

=
η

Ξ2

[
∂yσ

zxσ−xy − 1

Ξ
∂yσ

zx(ησ−xy + ζλ)(yxσ−xΣ̃y)

]
e

1
Ξ

yΣ̃x(ησ−
xy+ζλ)

→ −4ηzx−

Ξ2

(
1− κ2η

λxσ−xΣ̃λ

Ξ

)
e

Λ′

Ξ +
κη

Ξ3

{
4ζzx−λxΣ̃λ

+

[
2κηx− + ζ

Ξ
κ(λxσ−xΣ̃λ)− 4x−

]
λxσz(κη[Σ̃,xσ−x] + ζΣ̃x)λ

}
e

Λ′

Ξ

= −4ηzx−

Ξ2

(
1 +

2κ2ηx−Tr+(Σ̃xσ−z)

Ξ

)
e

Λ′

Ξ − κη

Ξ3

{
4ζzx−Tr+(Σ̃xσ−z)

+ 2x−
(

Λ′

Ξ
+ 2

)[
2zΛ′

κ
+ (2κηx− + ζ)

Ξ− 1

η
+ 4κηzx−Tr+(Σ̃xσ−z)

]}
e

Λ′

Ξ

= −4zηx−

Ξ2

{
1 +

Λ′

Ξ
+

1

Ξ

(
Λ′

Ξ
+2

)[
2Λ′+(2κ2ηx−+κζ)

Ξ−1

2zη
−κζTr+(Σ̃xσ−z)

]}
e

Λ′

Ξ .

(6.17)

Here we are writing Λ′ = yΣ̃x(ησ−xy + ζλ)→ κ(2κηx− + ζ)Tr+(Σ̃xσ−z).

The integral I
(s′)
−n (δ̂, y; ǫ) can now be computed as (n > 0)

I
(s′)
−n (δ̂, y; ǫ) =

∫
d3~xdz zs′−2+ǫJ

(s′)
−n

= −(2n)!(s − n)!s2−s−1

∫
d3~xdz

zs+s′−1

(x2)2s+1x̃2

×
[
− 2s′ + 1 + ǫ

s2 − n2
(∂yσ

z∂j̄)(y∂j)

∣∣∣∣
j=j̄=0

I(y,−y + j,−ζxλ, j̄)

+ (2s′ + 1)
∂τ + 2

s− n I(τy,−τy,−ζxλ, 0)
∣∣∣∣
τ=1

]

(6.18)

Using the formulae (6.16) and (6.16), we find

I
(s′)
−n (δ̂, y; ǫ) = −(2n)!(s − n)!s2−s−1

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2
e

Λ′

Ξ

{
2s′ + 1

s− n
Ξ− 1

Ξ2

(
1 +

Λ′

Ξ

)

+
2s′ + 1 + ǫ

s2 − n2

4ηzx−

Ξ2

[
1 +

Λ′

Ξ
+

1

Ξ

(
(2κ2ηx− + κζ)

Ξ− 1

2zη

−κζTr+(Σ̃xσ−z) + 2Λ′
)(

2 +
Λ′

Ξ

)]}∣∣∣∣
κ2s′ζ2nηs−n

= −(2n)!(s − n)!s2−s−1(s′ + n+ 1)

(s′ + n)!(s − n)

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2

(
Λ′

Ξ

)s′+n{
(2s′ + 1)

Ξ − 1

Ξ2

+
2s′+1+ǫ

s+ n

4ηzx−

Ξ2

[
1+(s′+n)

(
(2κ2ηx−+κζ)Ξ−1

2zη −κζTr+(Σ̃xσ−z)

Λ′
+2

)]}∣∣∣∣∣
κ2s′ζ2nηs−n
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= −(s− n− 1)!s2−s−1(s′ + n+ 1)

(s′ − n)!

∫
d3~xdz

zs+s′−1+ǫ

(x2)2s+1x̃2

[
Tr+(Σ̃xσ−z)

]s′+n
(2x−)s

′−n

×
{
(2s′+1)

Ξ−1

η
+

2s′+1+ǫ

s+n
4zx−

[
2s′+1+(s′+n)

Ξ−1

2zηTr+(Σ̃xσ−z)

]}
1

Ξs′+n+2

∣∣∣∣
ηs−s′−1

=
(s− n− 1)!(s + n)!s2−s′−1

(s− s′ − 1)!(s′ − n)!(s′ + n)!

∫
d3~xdz

z2s−1+ǫ

(x2)2s+1(x̃2)s−s′+1

× (λxσzλ)s
′−n

(
λxσzλ+

2z

x̃2
λx/δλ

)s′+n (
λxσzλ− x2λ/δσzλ

)s−s′

×
{

(2s′+1)− 2s′+1+ǫ

s+ n
(λxσzλ)

[
x̃2 2s′ + 1

λxσzλ− x2λ/δσzλ
− s′ + n

λxσzλ+ 2z
x̃2λx/δλ

]}
(6.19)

This is precisely the same analytic expression as I
(s′)
n (δ̂, y; ǫ) derived earlier for n > 0, with

n now replaced by −n.

Now I(s′)(δ̂, λ; ǫ) is given by

I(s′)(δ̂, λ; ǫ) =
s′∑

n=−s′

I(s′)
n (δ̂, λ; ǫ) (6.20)

In particular, one can show that at integer values of ǫ, I(s′)(δ̂, λ; ǫ) has the property

I(s′)(δ̂, λ; ǫ) = 0, ǫ = −2s′ + 1,−2s′ + 2, . . . ,−1, 0. (6.21)

This means that the first branch of the small z expansion of K(s′)(~x, z|y, λ) (4.52), involving

integers powers of z, starting at O(z2−s′) up to O(zs′+1), do not contribute to the integral

with J (s′). Therefore, only the term in K(s′)(~x, z|y, λ) will contribute, as claimed. We have

Is′(δ̂, λ) = ∂ǫI
(s′)(δ̂, y; ǫ)

∣∣∣
ǫ=0

=
2−2−2s−3s′π5/2(s′ + 1)Γ(s + 1

2)

s′s′!
(λ/δσzλ)s+s′

=
2−2−s′π5/2(s′ + 1)Γ(s + 1

2)

s′s′!
(δ̂ · ~ε)s+s′ .

(6.22)

Let us consider the boundary expectation value of the spin-s′ component of B field, in the

limit δ/|~x| → 0, and for the special polarization vector ε such that ~ε · ~x = 0. The latter

implies that λ is an eigen-spinor of x̂σz, with x̂σzλ = i|~x|λ. We then have

lim
z→0

z−s′−1B
(2s′,0)
h=s′ (~x, z|y = λ)→ −Ns′

2δs′−s−1

(s′ + 1)(~x2)2s′+1
Is′(δ̂, y = x̂σzλ;λ)

= −2s′−2π
1
2

s′!
Γ(s+

1

2
)

(~δ · ~ε)s+s′

(~x2)s′+1δ2s+1
.

(6.23)
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Taking into account the normalization factor from the z → 0 limit of the boundary-to-bulk

propagator of B(2s′,0)(~x, z|y) with one source,10 we conclude that

C(0, s; s′) = −2−2s′−1π
1
2

s′!
Γ(s+

1

2
). (6.24)

Recall our earlier result

C(s, s′; 0) = −π
1
2

2
Γ(s+ s′ +

1

2
). (6.25)

Let Os be the operator dual to the spin-s field in the boundary CFT, and denote by

〈OsOs〉 the two point function coefficient, after we strip off the polarization dependent

factor.11 In the δ/|~x| → 0 limit, we have

〈O0(0)Os(~δ, ~ε)Os′(~x, ~ε)〉
〈Os′Os′〉

→ gC(0, s; s′)
(~δ · ~ε)s+s′

(~x2)s′+1δ2s+1
,

〈Os(0, ~ε)Os′(~δ, ~ε)O0(~x)〉
〈O0O0〉

→ gC(s, s′; 0)
(~δ · ~ε)s+s′

(~x2)δ2s+2s′+1
.

(6.26)

where g is the coupling constant of Vasiliev theory. Under the identification Os = asJs, the

three-point functions of Js’s completely agree with that of the free field theory computed

in section 4.5, provided
as

a0
= 2−ss!. (6.27)

Comparison with free field theory fixes the relation between the normalization factor a0

and the coupling constant g in terms of N ,

a0 =
1√
N
, g = − 16

π
√
N
. (6.28)

6.2 C(0, 0; s), and a puzzle

Now let us turn to the computation of the three-point function coefficient sewing two

scalar sources into one outcoming spin-s field, C(0, 0; s). Unlike all the computations we

have explicitly so far, which involved only the contribution from JΩ(y), C(0, 0; s) receives

contribution from J ′(y) alone.

Recall that we have derived in section 4.1 the expression for yαJ ′
αβ̇
|ȳ=0, which for a

pair of scalar sources takes the form

yαJ
′(s)

αβ̇

∣∣∣
ȳ=0

=
z

2x2x̃2

∫ 1

0
dt t(1 − t)yα

[
(Σȳ)αȳβ̇e

tyΣȳ, e−yΣ̃ȳ
]
∗

∣∣∣∣
y2s+1,ȳ=0

+ (x↔ x̃)

=
z

x2x̃2

∫ 1

0
dt t(1− t)

∫
d4ud4v euv+ūv̄(yΣū)ūβ̇e

t(y+u)Σū−(y+v)Σ̃v̄ + (x↔ x̃)

=
z

x2x̃2

∫ 1

0
dt t(1− t)

∫
d4ud4v e(u−y)(v−y)+ūv̄(yΣū)ūβ̇e

tuΣū−vΣ̃v̄ + (x↔ x̃).

(6.29)

10In the z → 0 limit and upon replacing yy → λλ = σ−z, the boundary-to-bulk propagator (3.67) of

B(2s′,0)(~x, z|y) goes to 23s′−1zs′+1 (~ǫ·~x)2s
′

(~x2)2s
′+1

(assuming ~x is away from the origin).
11In our conventions, we define the polarization dependent factor to be cs(~ǫ · ~x)2s/(x2)2s+1, namely

〈Os(~x,~ǫ)Os(0,~ǫ)〉 ≡ 〈OsOs〉 · cs
(~ǫ·~x)2s

(x2)2s+1 . Here cs = 1 for s ≥ 2 and c0 = 2, see eq. (4.101).
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where in the second line, we used the fact that s is even. The integration over u, v can be

performed as

yαJ
′(s)

αβ̇

∣∣∣
ȳ=0

=
z

x2x̃2

∫ 1

0
dt t(1− t) (yΣ∂j̄)∂j̄β̇

∣∣∣
j̄=0

×
∫
d4ud4v exp

[(
u, v̄

)(
1 tΣ
−Σ̃ −1

)(v
ū

)]
ey(u−v)+j̄ ū + (x↔ x̃)

=
z

x2x̃2

∫ 1

0
dt

t(1− t)
det(1− tΣΣ̃)

(yΣ∂j̄)∂j̄β̇

∣∣∣
j̄=0

exp

[(
−y, j̄

)(
1 tΣ
−Σ̃ −1

)−1
(
y

0

)]
+ (x↔ x̃)

=
z

x2x̃2

∫ 1

0
dt

t(1− t)
det(1− tΣΣ̃)

(yΣ∂j̄)∂j̄β̇

∣∣∣
j̄=0

exp

[
−(y + j̄Σ̃)(1 − tΣ̃Σ)y

det(1− tΣΣ̃)

]
+ (x↔ x̃)

= − z

x2x̃2

∫ 1

0
dt
t(1− t)
Ω(t)3

(yΣ̃Σy)((Σ̃ − tΣ)y)β̇ exp

[
t

Ω(t)
yΣ̃Σy

]
+ (x↔ x̃)

→ − z

(s− 1)!x2x̃2

∫ 1

0
dt
ts(1− t)2
Ω(t)s+2

((Σ + Σ̃)y)β̇

(
yΣ̃Σy

)s
.

(6.30)

In the above, we have defined

Ω(t) ≡ det(1− tΣΣ̃) = (1− t)2 + 4t
z2

x2x̃2
. (6.31)

Here we have used x̃ = x − δ̂, δ̂2 = 1. In the last line of (6.30), we have restrict to the

O(y2s+1), which contribute to the outcoming spin-s components of the B field. Also recall

that

∂α∂β̇J ′
αβ̇

∣∣∣
ȳ=0

= 0, (6.32)

and that J (s)(y) is given by

J (s)(y) = −z
2
∂y

(
/∂ − s+ 2

z
σz

)
/J

(2s,0)
y. (6.33)

Let us now consider the generalized integral of (4.60),

Is(δ̂, y; ǫ) =

∫
d3~xdz zs−2+ǫJ (s)(~x, z; 0, δ̂|y)

=
2s+ 1 + ǫ

2

∫
d3~xdz zs−2+ǫ∂yσ

z /J
(s)

(x, z; 0, δ̂|y)y

=
2s+ 1 + ǫ

2(s− 1)!

∫
d3~xdz

zs−1+ǫ

x2x̃2

[
∂yσ

z(Σ + Σ̃)y
]
(yΣ̃Σy)s

∫ 1

0
dt
ts(1− t)2
Ω(t)s+2

= −2s+ 1 + ǫ

2(s − 1)!

∫
d3~xdz

zs−1+ǫ

x2x̃2

∫ 1

0
dt
ts(1− t)2
Ω(t)s+2

×
[
Tr
(
σz(Σ + Σ̃)

)
(yΣ̃Σy)s + s

(
y(Σ + Σ̃)σz [Σ̃,Σ]y

)
(yΣ̃Σy)s−1

]
.

(6.34)

We will make use of the formulae

Tr
(
σz(Σ + Σ̃)

)
= 4

(
1− z2

x2
− z2

x̃2

)
,

yΣ̃Σy = 2z

(
1

x2
− 1

x̃2

)
yx̂σzy +

2z

x̃2
y/δσzy +

4z2

x2x̃2
yx/δy.

(6.35)
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and

yΣσz[Σ̃,Σ]y = 4

(
1− 2z2

x2

)
yΣ̃Σy − 2y(Σ̃− Σ)σzy − 4z2

x2x̃2
yΣσzy,

yΣ̃σz[Σ̃,Σ]y = 4

(
1− 2z2

x̃2

)
yΣ̃Σy − 2y(Σ̃− Σ)σzy +

4z2

x2x̃2
yΣ̃σzy,

y(Σ + Σ̃)σz[Σ̃,Σ]y = 8

(
1− z2

x2
− z2

x̃2

)
yΣ̃Σy − 4

(
1− z2

x2x̃2

)
y(Σ̃− Σ)σzy.

(6.36)

The integral over t in the last line of (6.34) can formally be expanded in powers of z as

∫ 1

0
dt
ts(1− t)2
Ω(t)s+2

=

∞∑

n=0

(−)n
(
s+ n+ 1

n

)
B(s+ n+ 1,−2s − 2n− 1)

(
4z2

x2x̃2

)n

= −1

2

∞∑

n=0

(
s+ n+ 1

n

)
B(s+ n+ 1, s + n+ 1)

(
4z2

x2x̃2

)n

,

(6.37)

where we have performed analytic interpolation in s. We may now write

Is(δ̂, y; ǫ) =
2s + 1 + ǫ

4(s − 1)!

∞∑

n=0

(
s+ n+ 1

n

)
B(s+ n+ 1, s + n+ 1)4nAn(δ̂, y; ǫ), (6.38)

with An given by the integral

An(δ̂, y; ǫ) =

∫
d3~xdz

zs+2n−1+ǫ

(x2)n+1(x̃2)n+1

[
Tr
(
σz(Σ + Σ̃)

)
(yΣ̃Σy)s

+s
(
y(Σ + Σ̃)σz[Σ̃,Σ]y

)
(yΣ̃Σy)s−1

]
.

(6.39)

Using our integration formulae, we find that An(δ̂, y; ǫ = 0) = 0, and

∂ǫAn(δ̂, y; ǫ)
∣∣∣
ǫ=0

=
21−sπ2(s+ 1)Γ(s + 1

2)Γ(n+ 1
2)

s(s+ n)Γ(s+ n+ 2)
(y/δσzy)s. (6.40)

After performing the sum over n, we have

Is(δ̂, y) = ∂ǫIs(δ̂, y; ǫ)
∣∣∣
ǫ=0

=
2−3sπ

5
2 Γ(s+ 3

2 )

s(s!)2
(y/δσzy)s.

(6.41)

Finally, we arrive at the boundary expectation value of B, in the limit where the two

scalar sources collide, δ/|~x| → 0,

lim
z→0

z−s−1B
(2s,0)
h=s (~x, z|y)→ −Ns

2δs−1

(s+ 1)(~x2)2s+1
Is(δ̂, x̂σ

zy)

= −π
1
2 Γ(s+ 3

2)

s!(s+ 1)!

[
2(~δ · ~x)(~ε · x)− ~x2(~δ · ~ε)

]s

(~x2)2s+1δ
.

(6.42)
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This is however a different expression from with our previous result on C(0, s′; s), for

s′ > s. In particular, it is not consistent with the three-point function interpretation

when the normalization leg factors are taken into account, as opposed to our results

on C(s1, s2; 0) and C(0, s1; s2) (s1 > s2) which are consistent. We believe that this is

because the computation of C(0, 0; s) is singular, and one may need to examine the more

general C(s1, s2; s) case for s1 6= s2 and take the limit s1,2 → 0 in the end to recover the

regularized answer. This subtlety was already seen in the computation of C(s, s; 0) earlier.

We hope to return to this issue in future works.

6.3 C(0, 0; s) in the ∆ = 2 case

In this subsection, we consider the three-point function coefficient for a spin-s outcoming

field with two scalar sources with ∆ = 2 boundary conditions. Using the boundary-to-bulk

propagator for the ∆ = 2 scalar, we can compute J ′(s) as

yαJ
′(s)

αβ̇

∣∣∣
ȳ=0

=
z3

2(x2)2(x̃2)2

∫ 1

0
dt t(1− t)(1 + ∂τ1 |τ1=1)(1 + ∂τ2 |τ2=1)

× yα
[
(τ1Σȳ)αȳβ̇e

τ1tyΣȳ, e−τ2yΣ̃ȳ
]
∗

∣∣∣
y2s+1,ȳ=0

+ (x↔ x̃)

=
z3

2(x2)2(x̃2)2

∫ 1

0
dt (1 − t)(1 + t∂t)t

−1(1 + t∂t)t
2 yα

[
(Σȳ)αȳβ̇e

tyΣȳ , e−yΣ̃ȳ
]
∗

∣∣∣
y2s+1,ȳ=0

+ (x↔ x̃)

=
z3

2(x2)2(x̃2)2
yα
[
(Σȳ)αȳβ̇e

yΣȳ, e−yΣ̃ȳ
]
∗

∣∣∣
y2s+1,ȳ=0

+ (x↔ x̃)

(6.43)

where in the last step we have integrated by part in t, and picked up only the boundary

term at t = 1. Using the results from the previous subsection, we see that the two terms

in the last line, related by exchanging x and x̃, in fact cancel. Therefore, the contribution

from J ′ to C∆=2(0, 0; s) vanishes identically. This is of course not the case in the critical

O(N) model, at leading order in the 1/N expansion. For instance, the s = 2 case gives the

three point function of the stress-energy tensor with the scalar operator, which is nonzero.

Just like in the previous subsection, we suspect that our result C∆=2(0, 0; s) = 0 is due to

a singular behavior of Vasiliev theory when the two sources are both scalars, and should

be regularized in some way that we do not understand.

7 Discussion

We have computed the three-point functions of Vasiliev theory that involve one scalar

operator and two currents of general spins, with the ∆ = 1 boundary condition for the

bulk scalar field, and found complete agreement with the free O(N) vector theory. To be

precise, what we have computed is C(s, s′; 0) with s 6= s′, and C(0, s; s′) in the case s > s′.

The results can be extrapolated to s = s′ by a formal analytic continuation in the spins.

The coefficient C(0, s; s′) with s < s′ will presumably give the same answer, although

it involves a qualitatively different computation (contribution from J ′ rather than JΩ),

which we have not performed in this paper.
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In the case of ∆ = 2 boundary condition on the bulk scalar field, we have computed

C(s, s′; 0). On the critical O(N) vector model side, we considered the corresponding

three-point function, with the simplification that we integrate out the position of the

scalar operator. This is sufficient for extracting the coefficient of the three-point function.

We needed to extract the higher spin primary currents from the SS OPE by analyzing the

operator mixing at leading order in 1/N . After doing so, the result from the critical O(N)

vector model precisely agrees with that of Vasiliev theory with ∆ = 2 boundary condition.

In conclusion, we have found highly nontrivial agreement of the tree level three-point

functions of Vasiliev theory with free and critical O(N) vector model, at leading order in

their 1/N expansion. We have also been able to identify the relation between the coupling

constant of Vasiliev theory and N of the dual CFT.

Our computation of tree level three-point functions is not yet complete, as we have

not treated the most general case C(s1, s2; s3). This case requires a lengthier calculation,

which is left to future work. We expect the general answer for s1 6= s2 to provide a way to

regularize the case s1 = s2, when the computation in Vasiliev theory appears to be singular.

Let us emphasize that we only expect this duality to hold in the O(N)-singlet sector of

the dual CFT, for either ∆ = 1 or ∆ = 2 boundary conditions. In other words, the O(N)

symmetry of the boundary theory is gauged (with zero gauge coupling). An interesting

generalization is to couple the O(N) symmetry to a Chern-Simons gauge field at level k,

and fine tune the mass terms so that we obtain a family of CFTs parameterized by N and k

(see [52] for discussions on supersymmetric versions of such theories). The duality discussed

in this paper would be obtained in the k →∞ limit. Vasiliev’s minimal higher spin gauge

theory in AdS4 should then be a degenerate limit of a more general dual bulk theory.

As pointed out in [35] and in the introduction, however, Vasiliev’s minimal higher spin

gauge theory is subject to an ambiguity in its quartic and higher order interactions. These

are encoded in the function f(Ψ) = 1 + Ψ + icΨ ∗Ψ ∗Ψ + · · · , as in (2.6). Demanding that

Vasiliev theory is dual to the free O(N) vector theory should determine f(Ψ) entirely. This

requires analyzing higher point correlation functions. We have so far been considering only

the classical theory. In general, one may expect a nonlocal field theory, such as Vasiliev

theory which has arbitrarily high order derivatives at each given order in the fields, to have

poor UV behavior. However, on the other hand, the structure of Vasiliev theory appears to

be highly constrained by the higher spin gauge symmetry. While we do not have a proof,

it is conceivable that the loop corrections in Vasiliev theory can only modify the function

f(Ψ). The conjecture that one of such f(Ψ) leads to a holography dual of the free O(N)

theory is remarkable in that, it implies that such a nonlocal gauge theory in AdS4 is UV

complete and make sense as a full quantum theory of interacting higher spin gauge fields.

As shown in [27], once it is demonstrated that the three-point functions of the higher

spin currents have the same structure as in the free field theory, the n-point functions

are determined up to finitely many constants at given n. More concretely, the n-point

function takes the form

〈Js1(x1) · · · Jsn(xn)〉 =
∑

σ∈Sn

AσGfree,cyclic(xσ(1), . . . , xσ(n)), (7.1)
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where Gfree,cyclic(x1, . . . , xn) is the term in the correlation function of the corresponding

currents in the free field theory, with the scalar fields φ in the n currents contracted in a

cyclic order. Aσ are undetermined constants. Working at tree level, one can in principle

calculate Aσ in the boundary CFT of the Vasiliev theory with higher order interactions

specified by the function f(Ψ). By comparing this with the free field theory correlators,

it should be possible to fix f(Ψ) in the bulk theory dual to the free O(N) vector theory,

to leading nontrivial order in 1/N .

Another important aspect is the duality with the critical O(N) model. The latter does

not have exact higher spin symmetry at higher order in its 1/N expansion, and hence the

bulk dual should not have exact higher spin gauge symmetry either. Classically, there is

no known AdS4 solution of Vasiliev theory in which the scalar field acquires a vacuum

expectation value and spontaneously break the high spin gauge symmetries. However,

it has been suggested [43, 44] that the loop corrections in Vasiliev theory will generate

an effective action, such that the bulk scalar field may condense in a new AdS4 vacuum,

breaking all of the higher spin gauge symmetries. It is clearly essential to understand this

mechanism in detail. We hope to report on it in future works.
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A Consistency of the correlation function computation: B versus W

Our approach to computing the three point function coefficient C(s, s̃; s′) is by solving the

boundary expectation value of the master B = B|z=z̄=0 at the second order, using the

equation D̃0B = −Ŵ ∗ B + B ∗ π(Ŵ ). At the linearized level, the spin-s gauge field is

contained in both B and Ω = Ŵ |z=z̄=0 (for s > 0). Their relation has been described

in the previous section. In computing the correlation function, we could a priori extract

the answer from either B or Ω at the second order. As long as the sources (r.h.s. of the

perturbative equations (2.15)) are localized in the bulk, we expect the linearized relations

among B, S and W still hold near the boundary at nonlinear orders. However, Vasiliev

theory is highly nonlocal, and it is a priori not at all obvious that the sources in (2.15) are

localized away from the boundary in the appropriate sense. In this appendix we will argue

that this is indeed the case, by examining the equations in some more detail.
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The equations of motion for the second order master fields are

D̃0B(2) = −W (1) ∗B(1) +B ∗ π(W (1)),

dZB(2) = −S(1) ∗B(1) +B(1) ∗ π(S(1)),

dZS
(2) = −S(1) ∗ S(1) + B(2) ∗ (Kdz2 + K̄dz̄2),

dZW
′(2) = −{S(1),W (1)}∗ −D0S

(2),

D0Ω
(2) = −W (1) ∗W (1) −D0W

′(2).

(A.1)

To begin, recall the relations among the fields at linear order

S(1) = −zαdzα

∫ 1

0
dt tB(1)(−tz, ȳ)K(t) + c.c.,

W ′(1) = zα

∫ 1

0
dt [W0, S

(1)
α ]∗

∣∣∣
z→tz

+ c.c.

(A.2)

The ẑ-dependent part of B(2) is solved from the second equation of (A.1),

B′(2) = −zα

∫ 1

0
dt
[
S(1)

α ∗B(1) −B(1) ∗ π̄(S(1)
α )
]
z→tz

+ c.c. (A.3)

As before we will use the notation B(2) = B(2)|z=z̄=0. We now solve the third equation

of (A.1), and find

S(2) =dzα

{
zα

∫ 1

0
dt t
(
−S(1)

β ∗ S(1)β−B(2) ∗K
)∣∣∣

z→tz
+

1

2
z̄β̇

∫ 1

0
dt
[
S(1)

α , S
(1)

β̇

]
∗
|z̄→tz̄

}
+c.c.

(A.4)

The ẑ-independent part of S(2) is gauged away, as before. Now using the fourth equation

of (A.1), we can solve for the ẑ-dependent of W (2),

W ′(2) = zα

∫ 1

0
dt

{
−
[
S(1)

α ,W (1)
]
∗
+D0

[
zα

∫ 1

0
duu

(
−S(1)

β ∗ S(1)β − B(2) ∗K
) ∣∣∣∣

z→uz

+
1

2
z̄β̇

∫ 1

0
du
[
S(1)

α , S
(1)

β̇

]
∗
|z̄→uz̄

]}∣∣∣∣
z→tz

+ c.c.

= −zα

∫ 1

0
dt

{[
S(1)

α ,W (1)
]
∗
+

1

2

[
∂W0

∂ȳβ̇
,

∫ 1

0
du
[
S(1)

α , S(1)β̇
]
∗
|z̄→uz̄

]

∗

+

[
∂W0

∂yα
,

∫ 1

0
duu

(
S

(1)
β ∗ S(1)β + B(2) ∗K

)∣∣∣
z→uz

]

∗

}∣∣∣∣
z→tz

+ c.c.

≡ zαwα + z̄α̇w̄α̇ (A.5)
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We will shortly need the expressions for wα and w̄α̇ restrict to ẑ = ¯̂z = 0,

wα|z=z̄=0 = −
[
S(1)

α ,W (1)
]
∗

∣∣∣
z=z̄=0

− 1

2

[
∂W0

∂ȳβ̇
,
[
S(1)

α , S(1)β̇
]
∗

∣∣∣
z=z̄=0

]

∗

− 1

2

[
∂W0

∂yα
, S

(1)
β ∗ S(1)β

∣∣∣
z=z̄=0

+ B(2)
∣∣∣
y→0,z→−y,z̄=0

]

∗

= −
[
S(1)

α ,W (1)
]
∗

∣∣∣
z=z̄=0

− 1

2

[
∂W0

∂ȳβ̇
,
[
S(1)

α , S(1)β̇
]
∗

∣∣∣
z=z̄=0

]

∗

− 1

2

[
∂W0

∂yα
, S

(1)
β ∗ S(1)β

∣∣∣
z=z̄=0

+ yβ

∫ 1

0
dt
[
S

(1)
β ∗B(1) −B(1) ∗ π̄(S

(1)
β )
]∣∣∣

y→0,z→−ty,z̄=0

]

∗

− 1

2

[
∂W0

∂yα
, B(2)(0, ȳ)

]

∗

(A.6)

In the end, we would like to consider the equation that relates Ω(2) to B(2) as in the lin-

earized relation, plus additional source terms that are expressed in terms of first order fields,

D0Ω
(2) = −W (1) ∗W (1) −D0W

′(2)
∣∣∣
z=z̄=0

= −W (1) ∗W (1) − {W0,W
′(2)}∗

∣∣∣
z=z̄=0

= −W (1) ∗W (1)
∣∣∣
z=z̄=0

+

{
∂W0

∂yα
, wα|z=z̄=0

}

∗

+

{
∂W0

∂ȳα̇
, w̄α̇|z=z̄=0

}

∗

= ∆(2)+
1

2
ǫαβ

{
∂W0

∂yα
,

[
∂W0

∂yβ
, B(2)(0, ȳ)

]

∗

}

∗

+
1

2
ǫα̇β̇

{
∂W0

∂ȳα̇
,

[
∂W0

∂ȳβ̇
, B(2)(y, 0)

]

∗

}

∗
(A.7)

where ∆(2) represents the “corrections” to the linearized relation between Ω(2) and B(2).

As shown in the previous subsection, the three-point functions C(s, s̃; s′) are extracted

using the spin-s′ component of the boundary expectation value of B(2)|ȳ=0. The latter

scales like zs′+1 as the boundary coordinate z goes to zero (z is not to be confused with ẑ

which is the noncommutative variable in the master fields). We could alternatively extract

the three-point functions using Ω(2), which scales like zs near the boundary. They would

be consistent only if ∆(2) vanishes at this order in z, so that the linearized relation still

holds between Ω(2) and B(2) near the boundary.

To illustrate this, let us examine ∆(2) explicitly in the case s = s̃ = 0, i.e. in computing

the three-point function C(0, 0; s′). Given any function f(y, ȳ), we may write

[
∂W0

∂yα
, f

]

∗

= − 1

2z
[dx(∂ȳ + σz∂y)− dz∂y ]α f,

[
∂W0

∂ȳβ̇
, f

]

∗

= − 1

2z
[dx(∂y + σz∂ȳ)− dz∂ȳ ]β̇ f.

(A.8)

In the (0, 0; s) case, where both sources are scalars, the linearized fields have boundary-to-
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bulk propagators

B(1) = Ke−yΣȳ,

S(1) = −Kzαdzα

∫ 1

0
dt tetz(y+Σȳ) + c.c.,

W (1) = W ′(1) =
K

2z

∫ 1

0
dt t(1− t)(ẑdx(Σ− σz)ẑ)etẑ(y+Σȳ) + c.c.

(A.9)

for the field sourced at ~x = 0, and similarly for the other source at ~x = ~δ, given by the

same expression with x replaced by x̃ = x− ~δ, and Σ = σz − 2z
x2x by Σ̃ etc. Note that the

scalar does not enter Ω(1). In the z → 0 limit, the spin-s′ component of B(2)(y, 0) scales

like zs′+1 to leading order in z. Correspondingly, from section 3.3, Ωn
++ are of order zs′ ,

whereas D0Ω
(2) is of order zs′−1. We are thus asking if there are terms in ∆(2) of order

zs′−1ys′−1+nȳs′−1−n, |n| ≤ s− 1.

Let us consider one of the terms in ∆(2), of the form{
∂αW,

[
∂αW,S

(1)
β ∗ S̃(1)β |ẑ=¯̂z=0

]
∗

}
∗
, coming from wα. Using the second line of (A.9), we

have

S(1)
α ∗ S̃(1)α

∣∣∣
z=z̄=0

= KK̃

∫ 1

0
dt

∫ 1

0
dt̃ tt̃

(
zαe

tz(y+Σȳ)
)
∗
(
zαet̃z(y+Σ̃ȳ)

)∣∣∣
z=z̄=0

= −KK̃
∫ 1

0
dt

∫ 1

0
dt̃ tt̃

∫
d4ud4veuv+ūv̄(uv)etu(y+Σ(ȳ+ū))e−t̃v(y+Σ̃(ȳ+v̄))

(A.10)

where we used the integral representation of the star product. After performing the Gaus-

sian integration over u and v, we find

S(1)
α ∗ S̃(1)α

∣∣∣
z=z̄=0

=−KK̃
∫ 1

0
dt

∫ 1

0
dt̃ tt̃∂τ |τ=1

exp
[

tt̃
det(τ−tt̃ΣΣ̃)

(y−ȳΣ̃)(τ−tt̃Σ̃Σ)(y+Σȳ)
]

det(τ − tt̃ΣΣ̃)

= − z2

x2x̃2

∫ 1

0
dt

∫ 1

0
dt̃ tt̃∂τ |τ=1

exp
{

tt̃
det(τ−tt̃ΣΣ̃)

[
−tt̃yΣ̃Σy−τ ȳΣ̃Σȳ+(τ+tt̃)y(Σ−Σ̃)ȳ

]}

det(τ − tt̃ΣΣ̃)

= − z2

x2x̃2

∫ 1

0
dt

∫ 1

0
dt̃ tt̃∂τ |τ=1

exp
{
− 2ztt̃

(τ−tt̃)2

[
tt̃y∆σzy + τ ȳ∆σz ȳ + (τ + tt̃)y∆ȳ

]}

(τ − tt̃)2
+ higher order in z.

(A.11)

where det(τ−tt̃ΣΣ̃) is understood to be the determinant of a 2×2 matrix. We have defined

∆ =
x

x2
− x̃

x̃2
. (A.12)

Note that x and x2 contain z by definition, although they do not matter in the last line

of (A.11). There are potentially divergences from the t and t̃ integral near t = t̃ = 1.

Such divergences, if present, will be regularized using Gamma function regularization, as

discussed in section 6.

Now extracting the spin-s′ components of
{
∂αW,

[
∂αW,S

(1)
β ∗ S̃(1)β

ẑ=¯̂z=0

]
∗

}
∗
, we need

the ys′+nȳs′−n components of (A.11). By expanding the exponential in the last line
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of (A.11), we see that such terms in S ∗ S̃|ẑ=¯̂z=0 are of order z2s′+2, for ~x away from

0 and ~δ. Therefore to leading order in z,
{
∂αW,

[
∂αW,S

(1)
β ∗ S̃(1)β

ẑ=¯̂z=0

]
∗

}
∗

scales like

zs′ys′−1+nȳs′−1−n, one power of z higher than the terms in D0Ω
(2), and hence do not

affect the computation of the three-point function.

Similarly, the other terms in ∆(2) do not contribute at order zs′−1ys′−1+nȳs′−1−n either.

We conclude that to the leading nontrivial order in z, the linearized relation between Ω and

B holds for the second order fields Ω(2) and B(2) near the boundary, therefore one would

get the same answer for the three-point function from the boundary expectation value of

either field. In practice, it is simpler to consider B(2), as we analyzed in the section 4.2.

B An integration formula

In this section, we give some formulae for Feynman type integrals that we encounter

repeatedly in the computation of the three-point functions. These are integrals over ~x and

z that arise in (4.59) and (4.60).

In the following we use the notation x̂ = ~x · ~σ, as opposed to x = xµσµ. We will also

write /δ = δ̂ · ~σ. δ̂ is a unit vector, with its norm factored out. We will need the integral

I(k,m, n, a, b) ≡
∫
d3~xdz

zk

(x2)n(x̃2)m
(yx̂σzy)a(yx/δy)b

=

∫
d3~xdz

zk

(~x2 + z2)n((~x− δ̂)2 + z2)m
(yx̂σzy)a(yx/δy)b

=
Γ(n+m)

Γ(n)Γ(m)

∫ 1

0
duum−1(1−u)n−1

∫
d3~xdz

zk

((~x−uδ̂)2+z2+u(1−u))n+m
(yx̂σzy)a(yx/δy)b

=
Γ(n+m)

Γ(n)Γ(m)

∫ 1

0
duum−1(1− u)n−1

∫
d3~xdz

zk

(~x2+z2+u(1−u))n+m
(y(x̂+u/δ)σzy)a(yx/δy)b

(B.1)

Here a and b are assumed to be positive integers. We will need to apply it to the case

where k is a non-integer, in order to extract the integral with a log(z) factor in the

integrand. We observe that
∫
d3~xdz

zk

(~x2 + z2 + 1)n
(yx̂σzy)a(yx̂/δy)b = 0, for a 6= 0. (B.2)

Therefore

I(k,m, n, a, b) =
Γ(n+m)

Γ(n)Γ(m)

∫ 1

0
duum−1+a(1− u)n−1

∫
d3~xdz

zk(y/δσzy)a(yx/δy)b

(~x2 + z2 + u(1− u))n+m

(B.3)

It remains to compute
∫
d3~xdz

zk

(~x2 + z2 + 1)n
(yx̂/δy)a = J(k, n, a)(y/δσzy)a (B.4)

where J(k, n, a) is a numerical factor. It vanishes for odd a; for even a, using

∫
d3~xdz

zkxa
1

(~x2 + z2 + 1)n
=
πΓ(a+1

2 )Γ(k+1
2 )Γ(n− a+k

2 − 2)

2Γ(n)
, (B.5)
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we have

J(k, n, a) = (−)
a
2
πΓ(a+1

2 )Γ(k+1
2 )Γ(n− a+k

2 − 2)

2Γ(n)
. (B.6)

Plugging these back in (B.3), we arrive at

I(k,m, n, a, b) =
Γ(n+m)

Γ(n)Γ(m)

∫ 1

0
duum−1+a(1− u)n−1

b∑

ℓ=0

(−)b−ℓ

(
b

ℓ

)
(y/δσzy)a+b−ℓ

×
∫
d3~xdz

zk+b−ℓ(yx̂/δy)ℓ

(~x2 + z2 + u(1− u))n+m

= (−)b
Γ(n+m)

Γ(n)Γ(m)
(y/δσzy)a+bB

(
2− n+ a+

k + b

2
, 2−m+

k + b

2

)

×
b∑

ℓ=0,even

(
b

ℓ

)
J(k + b− ℓ, n+m, ℓ)

= (−)bk!
π2B(2− n+ a+ k+b

2 , 2 −m+ k+b
2 )Γ(m+ n− b+k

2 − 2)

2k+1Γ(k−b
2 + 1)Γ(m)Γ(n)

(y/δσzy)a+b

≡ J(k,m, n, a, b)(y/δσzy)a+b.

(B.7)
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