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1 Introduction

The direct observation of gravitational waves (GWs) by the Ligo-Virgo-Kagra collabora-
tion [1] opens a window onto the universe that can shed light on long-standing issues in
astro, particle and gravitational physics [2–7]. Yet, searching for the minute imprints of the
traveling ripples of spacetime on earth- and space-based detectors, and at the same time be
able to unravel the nature of the sources, requires accurate waveform models. Moreover,
next-generation GW observatories will be sensitive to even earlier phases of the two-body
dynamics of compact objects, covering many more cycles in the detectors’ band. The
expected empirical reach is thus inaccessible to current numerical simulations, often limited
to the near-merger phase of comparable masses and slowly spinning bodies [8–10]. Therefore,
analytic techniques [11–20] remain an essential tool toward the construction of high-precision
template banks for GW searches and parameter estimation with present [1] and — more
critically — future networks of GW interferometers such as the Laser interferometer Space
Antenna (LISA) [21], the Cosmic Explorer [22] and the Einstein Telescope (ET) [23].

For many years the weapon of choice to the binary problem has been the Post-Newtonian
(PN) expansion in small velocities and weak fields, following either traditional techniques
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in general relativity, e.g. [24–40], or effective field theory (EFT) methods, e.g [41–82].
More recently, motivated by the effective-one-body (EOB) formalism [83–86] and the
boundary-to-bound (B2B) dictionary [87–89], the study of scattering processes within the
Post-Minkowskian (PM) approximation — featuring an expansion in Newton’s constant but
to all orders in the velocity — has experienced a renaissance. After a long impasse [90], new
results have been rapidly achieved using both EFT-based, e.g. [91–110], as well as amplitude-
based approaches, e.g. [111–136]. Notably, using the EFT methodology introduced in [91, 95],
the total change of the relativistic momentum (a.k.a. the impulse), total radiated energy
and GW flux, have been recently obtained to the fourth PM (4PM) order for non-spinning
bodies [98], with several aspects of the complete results independently confirmed by partial
calculations in the PN [32, 36] and PM [96, 97, 126, 127, 135, 136] literature, as well as
numerical simulations [137]. The purpose of this paper is therefore to elaborate on the
various technical details behind the derivations in [96–98], in particular regarding the
integration problem.

When dealing with dissipative systems, the field equations must be solved using causality-
preserving (retarded) Green’s functions. As emphasized in [53], this is implemented through
the Schwinger-Keldysh (“in-in”) formalism. The in-in framework also allows for a natural
identification of conservative and dissipative effects [95, 138]. The former are obtained
via the more standard “in-out” approach, using Feynman propagators, and retaining the
real part of the answer [96, 97]; whereas the latter is derived either by subtracting the
conservative part from the full in-in solution with retarded propagators [98], or by explicitly
accounting for the mismatch between Green’s functions [95]. After the dust settles, the
binary problem transforms into computing a series of ‘multi-loop’-type integrals — featuring
Feynman and retarded propagators — similar to those in collider physics, even though in a
purely classical setting.

As in other paradigmatic examples in particle physics [139], it is often useful to split the
integration problem into regions [140]. For the two-body problem we encounter potential
(off-shell) and radiation (on-shell) modes [41]. The resulting mode factorization can be done
either at the level of the integrals, by performing an asymptotic expansion in momentum
space, or directly separating modes of the gravitational field [139]. We can then integrate out
the (near-zone) potential degrees of freedom by matching to an effective (far-zone) theory
featuring radiation fields coupled to a (source) stress-energy tensor, as well as (long-distance)
potential modes sourced by the binary system. This can be used, for instance, to directly
compute instantaneous contributions to the radiated (source) energy. See e.g. [103–106]
for some recent developments. In the PN approximation, it is further possible to perform
a multipole expansion, introducing a series of (time-dependent) mass- and current-type
moments [49, 50], which allows us to also systematically incorporate nonlinear effects in the
far zone, such as tail-type interactions [55] between the (multipolar) radiative field and the
background geometry. See e.g. [60–82] for some recent results.

The one-at-a-time integration technique is extremely useful to handle slowly-moving
sources, yielding a natural separation between far and near zones, and simplifying the
PN integration problem by reducing it to three-dimensional (mass-independent and static)
integrals, e.g. [72, 76, 141]. However, once we enter the PM regime, and moreover once
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nonlinear radiation-reaction effects start to contribute, unless one is able to resum an
infinite tower of velocity corrections, it seems hopeless to try to implement this strategy
for the relativistic case. As we shall see in detail, however, the key new idea is to replace
the resummation problem with solving a set of differential equations [92, 130]—somewhat
resembling a renormalization group flow — in the (incoming) relative velocity. It is
straightforward to show that, at a given PM order, there is a single relevant scale in
the (classical) relativistic scattering problem. Therefore, up to overall factors dictated by
dimensional analysis, the resulting (multi-loop) integrals can only depend on the scalar
product of the initial velocities, often denoted as γ. By using the methodology of differential
equations, the fully relativistic dynamics is then reduced to a set of boundary constants,
which can be conveniently evaluated in the limit γ → 1+. This is often referred in the
literature as the near-static or soft limit.

Furthermore, modulo the implementation of ‘symmetry relations’ connecting different
(master) integrals, these differential equations are insensitive to the choice of Green’s func-
tions, so that we simultaneously incorporate conservative and dissipative effects alike. The
distinction is simply translated to the boundary conditions [95]. This then promotes the
method of regions to a novel role, namely, the computation of boundary integrals in the
soft limit featuring retarded and Feynman propagators. Not only — by linking the number
of radiation modes to linear, nonlinear and/or hereditary radiation-reaction effects — we
isolate the various conservative and dissipative (radiative) contributions, this approach also
allows us to make direct contact with the vast literature in the EFT for the PN regime [19].
The complete solution to the relativistic two-body problem is thus bootstrapped to all orders
in the velocity from, often recycled, PN-type integrals.

Fortunately, the resulting (mass-independent) integrals involved in the (classical) scat-
tering problem turn out to be simpler than those arising in full-fledged (quantum) scattering
amplitudes, such that various other powerful techniques used in collider physics [140, 142–
171] can have an even bigger impact in PM computations. In addition to the use of
dimensional regularization (dim. reg.), in combination with advanced methods for handling
the differential equations [146–149], the reduction to master integrals using integration-
by-parts (IBP) relations [151–156] has emerged as an indispensable tool to tackle the PM
integration problem, allowing us to swiftly move forward in the perturbative expansion.
Unsurprisingly, these techniques have featured prominently in the solution to the two-
body problem to 4PM [96–98], which is akin of a (single-scale) ‘three-loop’ calculation in
particle physics.

In the remaining of this paper we go over several details behind the derivations in [96–98]
of the state-of-the-art at three-loop order. We have organized it as follows: in section 2
we briefly review the worldline EFT approach for PM dynamics [91], and its extension
to the in-in formalism needed to incorporate dissipative effects [95]. (For simplicity we
consider structureless non-spinning bodies, see [56, 57, 94, 106] and [91, 105] for the
inclusion of rotational degrees of freedom and tidal deformations in the worldline PM theory,
respectively.) We then illustrate how the standard method of regions, extensively used in
PN calculations [15–19], is promoted to a new role in a PM scheme: to tackle boundary
(master) integrals in the soft limit. We provide a few examples of the computation of some
paradigmatic integrals involving both Feynman and retarded propagators.
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In section 3 we discuss the construction of the integrand for the total impulse. We review
the Feynman rules and simplifications thereof, as well as the general structure. The
application of various integration tools is discussed in section 4, where we also go over
the 3PM and 4PM cases in more detail. Section 5 is devoted to the topic of differential
equations as the main methodology used to obtain the full velocity dependence of the
master integrals. After introducing the general ideas we discuss the specific examples at
two- and three-loop orders, emphasizing their canonical and non-canonical structures.

In section 6 we discuss the computation of the boundary integrals needed for the
total impulse to 4PM order. We discuss both the full in-in derivation involving retarded
propagators, as well as the conservative part constructed via Feynman’s i0-prescription.
We collect in section 7 results for the conservative and dissipative impulses, total radiated
spacetime momentum and GW energy flux. The latter can be readily used to compute
observables for generic (un)bound orbits. We also provide results for the relative scattering
angle and discuss Firsov’s resummation. We conclude in section 8 with overall remarks,
challenges, and future directions. Additional details are relegated to various appendices.
Explicit results are summarized in a file in the supplementary material containing ready-to-
use expressions.

Notation and conventions. We use the mostly minus signature: ηµν = diag(+,−,−,−).
The Minkowski product between four-vectors is denoted as k · x = ηµνk

µxν , while we use
k · x = δijkixj for the Euclidean version, with bold letters representing 3-vectors. We use
k⊥ for vectors in the plane perpendicular to the direction of the scattering particles. We
implement the shorthand notation∫

`
≡
∫
eεγEdd+1`

πd/2
,

∫
`
≡
∫
eεγEdd`
πd/2

, (1.1)

for the integral measure, with γE the Euler constant. We use dim. reg. in d = 3 − 2ε
dimensions. The Planck mass is given by M−1

Pl ≡
√

32πG in ~ = c = 1 units. We denote
M = m1 +m2 the total mass, µ = m1m2/M the reduced mass, and ν ≡ µ/M the symmetric
mass ratio. We also introduce the variables

∆m ≡
m1 −m2

M
, Γ ≡ E

M
, ξ ≡ E1E2

E2 , (1.2)

with E = E1 + E2 the total incoming energy.
For the space spanned by the external vectors we use the impact parameter b ≡ b1 − b2

and the 4-velocities, ua, of the incoming point-particles (with a ∈ {1, 2} the particle’s index)

b̂µ ≡ bµ√
−b2

, ǔµ1 ≡
γuµ2 − u

µ
1

γ2 − 1 , ǔµ2 ≡
γuµ1 − u

µ
2

γ2 − 1 , (1.3)

where
u2
a = 1 , γ ≡ u1 · u2 , (1.4)

such that ǔa · ǔb = δab. We will also extensively use the quantities v∞ and x defined through

v∞ ≡
√
γ2 − 1 , γ = x2 − 1

2x , (1.5)
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when performing near-static (v2
∞ � 1) expansions and solving differential equations. We

denote J ≡ p∞b the total angular momentum (without spin), p∞ ≡Mν v∞/Γ the incoming
momentum at infinity, and j ≡ J/(GM2ν) the reduced angular momentum.

2 Effective field theory approach

We review here the main ideas behind the EFT formalism in a PM scheme [91, 95], notably
the somewhat new role of the method of regions [41]. In what follows we restrict ourselves
to non-spinning bodies (see e.g. [56, 57, 94] for spin effects).

2.1 Schwinger-Keldysh

The in-in effective action is obtained by performing a closed-time-path integral [95]

exp
(
iSeff [xa(1), xa(2)]

)
=
∫
Dh1Dh2 exp

(
iSEH[h1]− iSEH[h2]+ iSpp[h1, xa,1]− iSpp[h2, xa,2]

)
,

(2.1)
where we integrate only over the metric degrees of freedom in a saddle-point approximation,

SEH = −2MPl

∫
d4x
√
−g R (2.2)

is the standard Einstein-Hilbert action, and the (point-like) particles are described by [91]

Spp = −
∑
a

ma

2

∫
dτa

(
v2
a + hµν

MPl
vµav

ν
a

)
, (2.3)

where gµν = ηµν+hµν/MPl, with hµν the metric perturbation, and vµa ≡ dxµa
dτa

. It is convenient
to use the Keldysh basis,

h−µν = 1
2(h1µν + h2µν)

h+
µν = h1µν − h2µν

⇐⇒
h1µν = h−µν + 1

2h
+
µν

h2µν = h−µν −
1
2h

+
µν ,

(2.4)

xαa,+ = 1
2(xαa,1 + xαa,2)

xαa,− = xαa,1 − xαa,2
⇐⇒

xαa,1 = xαa,+ + 1
2x

α
a,−

xαa,2 = xαa,+ −
1
2x

α
a,− ,

(2.5)

for which the matrix of (classical) propagators for the metric field becomes

KAB(x− y) = i

(
0 −∆adv(x− y)

−∆ret(x− y) 0

)
, (2.6)

with A,B ∈ {+,−} and ∆ret/adv the standard retarded/advanced Green’s functions.
The equations of motion for the classical worldline follow as usual,

mb
d

dτ
vµb (τ) = −ηµν δSeff[xa,+, xa,−]

δxνb,−(τ)

∣∣∣∣∣
PL

, (2.7)
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where ‘PL’ stands for the Physical Limit: {xa,− → 0, xa,+ → xa} [138]. The total impulse
is then given by

∆pµa = −ηµν
∫ ∞
−∞

dτ1
δSeff[xb,±]
δxνa,−(τa)

∣∣∣∣∣
PL

. (2.8)

The derivation of the impulse entails a series of Feynman diagrams constructed using
the rules that follow from (2.1) and the relationship in (2.8) [95].1 The total impulse in (2.8)
must be evaluated perturbatively on solutions to the equations of motion. This entails, for
the (n+ 1)PM impulse, the addition of iterations involving the trajectories to nPM order,

xµa(τa) = bµa + uµaτa +
n∑
k=1

δ(k)xµa(τa) , vµa (τa) = uµa +
n∑
k=1

δ(k)vµa (τa) . (2.9)

Although we can find, iteratively in Newton’s constant, explicit solutions to these equations,
for the purpose of constructing the integrand for the total (time-integrated) impulse, it is
sufficient to input the trajectories as integrals of products of Green’s functions. We return
to the construction of the full PM integrand in more detail momentarily, see also [91, 95]
for more details.

2.2 Method of regions

We will discuss the implementation of the methodology of differential equations in gory
detail in section 5. In order to illustrate the prominent role of the method of regions
in our EFT framework in the PM scheme, we illustrate the procedure below with a few
paradigmatic cases of the (boundary) integration problem. We will discuss this in a bit
more detail again in section 6.

Since the kinematical variables obey (with q the transfer momentum)

q · ua = 0, u2
a = 1 , (2.10)

prior to the last Fourier transform into impact parameter space, the result for the integrals
can only depend on q2 and u1 · u2 = γ. Moreover, in the soft limit we can set q = (0, q),
and the overall q2-dependence can be easily determined from dimensional analysis. For
simplicity, we will set q2 = 1 on some of the expressions below and reinstall overall factors
at the end.

2.2.1 3PM example

Let us consider the following integral which, as we shall see, appears in the derivation of
the impulse at 3PM order [92, 95],

I1 = `1 ↑ ↑`2 ≡
∫
`1`2

δ(`1 ·u1) δ(`2 ·u2)
`21 `

2
2 (`1 + `2 − q)2 . (2.11)

1Having the equations that follow from (2.7) at hand, we can in principle compute other observables. For
instance, it is straightforward to construct an integrand describing the total change of angular momentum.
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The diagram is meant to illustrate the type of scalar integral topologies involved, as well as
momentum routing, and must be understood as follows.2 The dashed lines on the top and
bottom describe each Dirac-δ function for the particles. (Later on we will also introduce
straight lines to represent the insertion of ‘linear propagators’, i.e. (±` · ua + i0)−1, which
appear due to iterations of lower order equations of motion [91, 95].) The wavy lines
represent the insertion of quadratic (graviton) propagators, i.e. 1/`2. We do not make any
assumption about a particular i0-prescription, but we will emphasize at which point the
result with Feynman and/or causal Green’s function begins to differ.

Parameter space. Let us start with Feynman propagators, such that `2a → (`2a + i0).
This integral then contributes to the conservative sector. In order to systematically isolate
the relevant regions of integration, it is convenient to use the following parametrization

I1,Fey = −e2εγEΓ(3− d)
( 3∏
i=1

∫ ∞
0

dαi
)
δ
(
1− α123

) U (7−3d)/2 U−1/2
δ

F3−d , (2.12)

with α123 = α1 + α2 + α3. (See appendix A for more generic cases.) The polynomials U , F ,
and Uδ are given by

F = α1α2α3, U = α1α2 + α2α3 + α1α3, Uδ = U − (γ2 − 1)α2
3. (2.13)

While U and F are the standard first and second Symanzik polynomials, Uδ encodes
the information of the Dirac-δ constraints on the topology. Notice that Uδ reduces to U
when v∞ → 0, such that the integral becomes of the standard parameterized form, with
U3−3d/2/F3−d. This is the case, for instance, when radiation is ignored.

An integration region in the soft limit is represented by a vector, ri, which corresponds
to a rescaling of the Feynman parameters, (recall v2

∞ ≡ γ2 − 1)

αi → v2ri
∞ αi , (2.14)

yielding a hierarchical structure for each given region. Notably, all except a finite number
of rescalings turn into scaleless integrals which in dim. reg. are set to zero. A proof via a
systematic procedure to identify non-trivial regions can be found in [157, 172].

It is straightforward to see that the above integral has only two non-vanishing regions,
which we isolate by means of the asy2.m code included in the FIESTA package [157, 158, 169],

rpot = (0, 0, 0) , rrad = (0, 0,−1) . (2.15)

Performing the above rescaling we find the following expressions in the soft limit:3

Ipot1,Fey = −e2εγEΓ(3− d)
( 3∏
i=1

∫ ∞
0

dαi
)
δ
(
1− α123

) U3−3d/2

F3−d +O(v2
∞), (2.16)

Irad1,Fey = −e2εγEΓ(3− d) vd−2
∞

( 3∏
i=1

∫ ∞
0

dαi
)

δ(1− α123) (α1α2)d−3α
−d/2
3

(α1 + α2)(3d−7)/2√α1 + α2 − α3
+O(vd∞).

2Overall factors and signs are not important for this discussion, which is centred around the relevant
(scalar) integrals, and therefore these diagrams are, for the most part, not directly related to the original
Feynman rules.

3Needless to say the i0-prescription is inconsequential in the potential region.
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The reader will immediately notice the factor of v−2ε
∞ , which is a trademark for radiation

modes [96–98]. This feature plays a key role, both via consistency conditions through the
differential equations as well as helping us identify the various different contributions to
generic boundary conditions [96–98].

The above integrals are straightforward to compute. However, the parameterization
in (2.16) is only valid for the case of Feynman propagators. In other words, it can be used
to compute conservative contributions, but not for the full case. The reason is the lack of a
similar representation with retarded Green’s functions, for which we must follow a different
strategy. As we show next, this is achieved by performing an expansion in momentum space,
which also provides us with a direct connection to EFT derivations in the PN regime.

Momentum space. It is easy to see that, due to the Dirac-δ functions, only the
(`1+`2−q)2 propagator can go on-shell. It is then useful to introduce new loop momenta,
k ≡ `1 +`2−q and ` ≡ `2, such that we can directly perform an expansion in k. Furthermore,
it is also convenient to evaluate the integral in the rest frame, say of particle 1, where

u1 = (1, 0, 0, 0) , u2 = (γ, 0, 0, v∞) , (2.17)

so that the product of Dirac-δ functions in (2.11) becomes

δ(`1 ·u1) δ(`2 ·u2) −→ δ(`0 − k0) δ
(
γ`0 − v∞`z

)
. (2.18)

We are now in position to follow the EFT methodology in the PN scheme [41], by identifying
the regions of integration in the soft limit according to the v∞-scaling of the components of
the loop momenta. The number of regions remains the same, as expected, and we find

potential : ` ∼ (v∞, 1)|q| , k ∼ (v∞, 1)|q| ,
radiation : ` ∼ (v∞, 1)|q| , k ∼ (v∞, v∞)|q| .

(2.19)

After using (2.18) to resolve the temporal components, these two regions can be isolated
via the following rescaling of the spatial momenta4

potential : (`→ `,k→ k) ,
radiation : (`→ `,k→ v∞k̃) , k̃ ∼ q ,

(2.20)

respectively. We then find

Ipot
1 = −

∫
`k

1
[(k − `+ q)2] [`2] [k2]

+O(v2
∞) ,

Irad
1 = −

∫
`

1
[(`− q)2] [`2]

∫
k̃

vd−2
∞

[k̃2 − (`z)2]
+O(vd∞) ,

(2.21)

where all momenta scale homogeneously. Notice the choice of i0-prescription is translated
to the (`z)2 term. Moreover, it is also transparent how the factors of v−2ε

∞ come about,
4Although technically speaking the temporal component must also be rescaled, the product of the time

measure and Dirac-δ function remains invariant.
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with the measure contributing a d-dependent factor in the radiation region. For the sake of
notation, from now on we will remove the tildes in the rescaled momenta.

So far we have been purposely agnostic about the choice of propagators. While the
potential region is trivially independent, the radiation region does depend on the choice of
Green’s function. Let us reinsert now its explicit i0 dependence, yielding

Irad
1,Fey = −

∫
`

1
[(`− q)2] [`2]

∫
k

vd−2
∞

[k2 − (`z)2 − i0]
+O(vd∞) ,

Irad
1,ret = −

∫
`

1
[(`− q)2] [`2]

∫
k

vd−2
∞

[k2 − (`z + i0)2]
+O(vd∞) .

(2.22)

These are most conveniently evaluated as a nest, loop by loop, integral. The inner one, in k,
is a simple tadpole which evaluates to [55]

∫
k

1
[k2 − (`z)2 ± i0]

=
eεγEΓ

(
1− d

2
)

[−(`z)2 ± i0]1−d/2
,

∫
k

1
[k2 − (`z ± i0)2]

=
eεγEΓ

(
1− d

2
)

[−(`z ± i0)2]1−d/2
=
e∓iπ(d/2−1)+εγEΓ

(
1− d

2
)

(`z ± i0)2−d .

(2.23)

For the leftover one-loop integral over `, the case of retarded propagators naturally falls
into the category of a 2PM (potential) boundary integral. The reader will immediately
notice that the term proportional to `z resembles the presence of a linear propagator (due
to a 1PM iteration [91]) evaluated in the static limit; this can be easily seen upon rewriting
`z = ` · n, with n ≡ (0, 0, 1). There is, however, an important caveat, which is manifest in
the d-dependent power in (2.23). Nevertheless, these type of one-loop integrals are known,
which allows us to directly obtain the answer using standard tools.

The Feynman version is a tad more involved. It can be computed, in this particular
case, by integration over a parametric representation. The result agrees with the direct
computation in (2.16). The final answers read (up to an overall (q2)d−3)

Ipot1 = −e2εγE Γ(3− d) Γ3(d
2 − 1

)
Γ
(3d

2 − 3
) ,

Irad1,Fey = eiπd/2+2εγE Γ(3− d) Γ
(
1− d

2
)

Γ(d− 2) Γ
(
d−1

2
)

Γ
(
d− 3

2
) vd−2

∞ +O(vd∞) ,

Irad1,ret = e2εγE 82−d√π Γ2(1− d
2
)

Γ(d− 1)
Γ
(
d− 3

2
) vd−2

∞ +O(vd−1
∞ ) .

(2.24)

Notice that, as expected, the Feynman and retarded answer differ due to the presence
of an imaginary part (in d = 3) for the former, while the latter is real. Hence, the
conservative sector does not include radiation modes at 3PM, and it is uniquely captured
by the potential-only part at this order [92]. As we shall see, this will not be the case at
4PM [96–98].

It is instructive to compare the above manipulations with the EFT philosophy in
the PN scheme. In principle, although the type of integrals are clearly linked, the above
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momentum expansion is done in reversed order. In the case of slowly moving sources,
one starts by integrating out the potential modes first, which in the above example would
correspond to performing the `-integration, followed by the integral over k, the radiation
modes. Pictorially, this process would be represented as

`1 ↑ ↑`2 −→
`− q↓ ↑`

(`·n,k)←

−→
(`·n,k)←

,

where the last diagram corresponds to the (one-loop) radiative contribution after the
potential modes have been matched into a series of (source) multipole moments, see e.g. [55].
In the PM scheme, on the other hand, we have found it more convenient to perform these
steps in reversed order, first performing the (spatial) integral over the radiation region, and
subsequently over the potential modes. At 3PM this distinction is perhaps only of academic
interest. However, as we show next, we find the order does alter the complexity of the
product at higher orders.

2.2.2 4PM example

We move now into a three-loop example, which we hope will make the general pattern some-
what obvious. Using the same diagrammatic rules, we consider the following master integral

I2 =
`1 ↑

`3 ↑

↓`2−q

↓`3−q
←

`2−`3
→

`3−`1

↓`1−`2
=
∫
`1`2`3

δ(`1 ·u1) δ(`2 ·u1) δ(`3 ·u2)
`21 `

2
3 (`2−q)2 (`3−q)2 (`1−`2)2 (`2−`3)2 (`3−`1)2 .

(2.25)

Parameter space. In order to isolate the (non-vanishing) regions we once again use the
Feynman parameterization and the asy2.m package, which identifies the following four:

rpot = (0, 0, 0, 0, 0, 0, 0) ,

r
(1)
1rad = (0, 0, 0, 0, 0, 0,−1) ,

r
(2)
1rad = (0, 0, 0, 0, 0,−1, 0) ,
r2rad = (0, 0, 0, 0,−1,−1,−1) ,

(2.26)

Although, in principle, we need to rescale three different parameters, we refer to the last
region as ‘2rad’.5 This will be clear momentarily, from the scaling in powers of v2

∞, and
more directly in momentum space (see below).

The explicit expressions for the αi integrals is not particularly illuminating. (Moreover,
for simplicity we also omit the result for the combined rad1 regions, which only contributes
an imaginary part with Feynman propagators.) Hence, using the methods described in

5In this particular example, the other possible 2rad-type regions r = (0, 0, 0, 0,−1,−1), r =
(0, 0, 0,−1,−1, 0), and r = (0, 0, 0,−1, 0,−1), are absent, although they feature in other integrals.
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appendix C, we find (up to an overall (q2)3d/2−6)

Ipot2 = e3εγE π
5/226−dΓ

(
d
2−1

)2
3(d−4)4Γ

(
d−1

2
)2
[
3csc

(3πd
2
)( 5 210−3dΓ(d−2)

Γ
(
d− 7

2
)
Γ
(3d

2 −5
)+

π csc
(
πd
2
)

Γ
(3

2−
d
2
)
Γ(2d−8)

)

+
√
π23−d(d−3)csc

(
πd
2
)
csc(πd)

Γ
(3d

2 −6
) ]

+O(v2
∞) ,

I2rad2,Fey = e3εγE−iπd 9 27−2d(d−4)cos
(
πd
2
)
Γ(3−d)Γ

(
1− d

2
)
Γ
(
d− 5

2
)
Γ
(
d−1

2
)

π sin
(3πd

2
)
Γ
(3d

2 −
7
2
) v2d−6

∞ +O(v2d−4
∞ ) .

(2.27)
As discussed in [96, 97], the potential and (real part of the) 2rad pieces are building blocks
for the conservative contributions.

Momentum space. Let us translate now our knowledge from parameter to momentum
space. From the scaling of αi-parameters one could have thought that all three propagators
could be on-shell. However, it is straightforward to show that the first two Dirac-δ functions
make it impossible for the third to last to have support on the on-shell condition. This is
easily seen by again choosing the rest frame of particle 1, in which case the vector `1 − `2
does not have a time component. Therefore, in this example, only two propagators can
be on-shell, with the third turning into a ‘long-wavelength’ potential mode, reminiscent of
tail-type interactions [49]. We perform the following relabeling, k1 = `3−`1 and k2 = `2−`3,
and upon rewriting ` = `3, the I2 integral can be expressed as

I2 =
∫
` k1k2

δ(k0
1 − `0)δ(k0

2 + `0)δ(γ`0 − v∞`z)
(`− k1)2 `2 (k2 + `− q)2 (`− q)2 (k1 + k2)2 k2

2 k
2
1
. (2.28)

Hence, applying the scalings rules for potential and radiation modes we find the regions

pot : k1 ∼ (v∞, 1)|q| , k2 ∼ (v∞, 1)|q| , ` ∼ (v∞, 1)|q| ,
1rad(1) : k1 ∼ (v∞, v∞)|q| , k2 ∼ (v∞, 1)|q| , ` ∼ (v∞, 1)|q| ,
1rad(2) : k1 ∼ (v∞, 1)|q| , k2 ∼ (v∞, v∞)|q| , ` ∼ (v∞, 1)|q| ,
2rad : k1 ∼ (v∞, v∞)|q| , k2 ∼ (v∞, v∞)|q| , ` ∼ (v∞, 1)|q| ,

(2.29)

which, performing similar rescaling as in (2.20), are in one-to-one correspondence with those
in (2.26). Expanding around each region we have

Ipot2 =
∫
` k1k2

1
[(`− k1)2] [`2] [(k2 + `− q)2] [(`− q)2] [(k1 + k2)2] [k2

2] [k2
1]

+O(v2
∞) ,

I
1rad,(1)
2 =

∫
` k2

1
[`2] [`2] [(k2 + `− q)2] [(`− q)2] [k2

2]2
∫
k1

vd−2
∞

k2
1 − (`z)2 +O(vd∞) ,

I
1rad,(2)
2 =

∫
` k1

1
[(`− k1)2] [`2] [(`− q)2] [(`− q)2] [k2

1]2
∫
k2

vd−2
∞

k2
2 − (`z)2 +O(vd∞) ,

I2rad2 =
∫
`

1
[`2] [`2] [(`− q)2]2

∫
k1k2

v2d−6
∞

[(k1 + k2)2] [k2
2 − (`z)2] [k2

1 − (`z)2]
+O(v2d−4

∞ ) .

(2.30)
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The analytic result for the potential-only modes is straightforward using the nested one-loop
integral, with the answer given in (2.27). For the others, let us concentrate on the case of
retarded propagators. For the 1rad contribution(s) in (2.30), the inner integral over k1 is
shown in (2.23), and the remaining two-loop integral becomes straightforward. Furthermore,
using IBP relations, we find that the two-fold inner integral in the 2rad contribution in (2.30)
can be fully factorized,∫

k1k2

1
[(k1 + k2)2] [k2

2 − (`z)2] [k2
1 − (`z)2]

= d− 2
2(d− 3) [(`z)2]

[ ∫
k

1
k2 − (`z)2

]2
, (2.31)

such that it can be readily evaluated following our previous 3PM example. The explicit
results are, up to an overall factor of (q2)3d/2−6,

I1rad2,ret = −e3εγE 3π226−d cot
(
πd
2
)

csc
(3πd

2
)
Γ(d− 2)

(d− 6)(d− 2)Γ
(5d

2 − 8
) vd−2

∞ +O(vd∞) ,

I2rad2,ret = e3εγE 9
√
π323−d(d− 2) sin(πd)Γ(5− d)Γ

(
1− d

2
)2Γ(2d− 6)

sin
(3πd

2
)
Γ
(3d

2 −
7
2
) v2d−6

∞ +O(v2d−4
∞ ) ,

(2.32)
where we combined the results for the two rad1-regions.

The alert reader will immediately notice that the inner integral for the I2rad
2 contribution

in (2.30) has a celebrated counterpart in the PN regime. After identifying `z with ω, the
frequency, the integral turns out to be equivalent to the tail-type computation in the
long-wavelength EFT approach [55], diagrammatically represented as

(`·n,k1)
↗

(`·n,k2)
↘

.

Notice also that all of the momenta in the two-loop radiation region descend from modes
rescaled by a factor of v∞, which are brought up to the numerator in (2.30). However, due
to the Dirac-δ functions, the one involving k1 + k2, i.e. the middle line in the above diagram,
has zero temporal component, thus corresponding to a soft potential mode.

Let us conclude this section with a few remarks. The simplest way to identify regions in
a given kinematic limit is in parametrized form, namely due to the existence of an algorithmic
procedure, implemented through the asy2.m code [157, 158, 169]. Unfortunately, retarded
Green’s functions do not enjoy the same type of parametrization as Feynman propagators,
which is one of the reasons we performed the above manipulations in momentum space. Yet,
for a given integral, using Feynman propagators allows us to find the relevant momentum-
space rescalings, which can then be readily transported to the case of causal Green’s
functions. We will discuss more details of the two- and three-loop derivations in section 6.

3 Building the integrand

Our goal is to derive an integrand for the impulse defined in (2.8), say of particle 1, expanded
to a given PM order,

∆pµ1 =
∞∑
n=1

Gn ∆(n)pµ1 . (3.1)
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We discuss here the generic procedure, using the variation of the effective in-in action
and Feynman rules described in [95]. Throughout this section we also elaborate on some
technical details regarding the overall construction.

3.1 Feynman rules

We compute the (variation of the) effective action in (2.1) by a saddle point approximation.
Diagrammatically, this corresponds to a set of tree-level Feynman-like diagrams built out
of graviton vertices and causally-directed edges, from SEH and SGF, coupled to (non-
propagating) worldline sources, from Spp, in the form of source- and sink-type vertices,
according to the causal flow [95]. The computational complexity can be significantly
decreased by optimizing the Feynman rules via a clever choice of the gauge fixing terms,
and adding total time-derivatives to the action [91]. In principle, we are allowed field
redefinitions, however, for the case of non-spinning structureless bodies we focus on, this
would lead to higher-point worldline (seagull-type) couplings in Spp, hence to more diagrams.
Therefore, we chose to keep the worldline coupling at linear order in hµν . We fix the O(h2)
Lagrangian to agree with the commonly used de Donder gauge

Lhh = 1
2∂αh

µν∂αhµν −
1
4∂µh∂

µh , (3.2)

where h ≡ hαα. Following ideas described in [173], we optimize the weak-field expansion
of the Einstein-Hilbert action to have the fewer number of terms up to O(h5). This is
achieved through FORM [174] and the Mathematica package xAct [175]. We find a version
of the Lagrangian that has following number of terms (per order in h):

Lh3 : 6 , Lh4 : 18 , Lh5 : 36 .

Extracting Feynman rules for the graviton vertices and edges follows in the standard fashion
using the in-in action in the Keldysh representation of (2.6). Since we are ultimately
interested in the impulse, there is only a single worldline vertex hit by the variation in (2.8)
that must be distinguished from the others. Such a sink vertex has the rule

↓k = − im

2MPl
ei k·x [i kαvµvν − i k · v ηµαvν − ηµαv̇ν − i k · v ηναvµ − ηναv̇µ] . (3.3)

All other worldline vertices take the same form as in the in-out formalism, represented by

↓k = − im

2MPl

∫
dτ ei k·xvµvν . (3.4)

From these rules we then compute the variation of the effective action. For instance, to
4PM order we have

δS1PMeff [x+,x−]
δxα1−

∣∣∣∣∣
PL

= + , (3.5)
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δS2PMeff [x+,x−]
δxα1−

∣∣∣∣∣
PL

= + + , (3.6)

δS3PMeff [x+,x−]
δxα1−

∣∣∣∣∣
PL

= + + + + + (3.7)

+ + + + ,

δS4PMeff [x+,x−]
δxα1−

∣∣∣∣∣
PL

= + + + + (3.8)

+ + + + + +

+ + + + + + +

+ + + + + + +

+ + + + + +

+ + + + +selfies ,

where, for simplicity, at three-loop order we have omitted all the self-energy diagrams
(“selfies”), where the graviton lines attach to only one of the particles.

3.2 Integrand structure

At a fixed nPM order, we start from the variation of the effective action including terms
up to O(Gn), evaluate them on solutions of the equations of motion up to order O(Gn−1),
see (2.9), and extract the O(Gn) contribution, yielding

∆(n)pµ1 = −ηµν
∫ ∞
−∞

dτ1

 n∑
`=1

δS`PMeff
δxν1−(τ1)

∣∣∣∣∣
PL

[
xa+(τa)→ ba + uaτa +

n−1∑
k=1

δ(k)xa(τa)
]
O(Gn)

.

(3.9)

– 14 –



J
H
E
P
0
8
(
2
0
2
3
)
1
0
9

In addition to the propagators for the gravitational field, the (recursive) solution for the
trajectories introduces also a new type of Green’s function, which can be associated with the
(time) propagation of the worldline sources. Since these are given by factors of (p ·ua± i0)−1

in Fourier space, with the i0-prescription determined by causality [91], we will loosely refer to
them as linear propagators. Performing the integrals over the proper times yields a series of
Dirac-δ functions which, as we discussed before, ultimately constrain the integration regions.

After Lorentz contractions, and various algebraic manipulations, the impulse acquires
the following simple tensorial structure

∆(n)pµ1 =
∫
q
e−ib·qδ(q ·u1)δ(q ·u2)

(
n−1∏
i=1

∫
`i

)[
Rq(`i, q,ua)qµ+

n−1∑
j=1

R`j (`i, q,ua)`
µ
j

]
. (3.10)

The scalar (Rq, R`j ) integrands are rational functions whose denominators are products of
linear and quadratic propagators, and carry numerators involving polynomials in scalar
products of loop, external momenta, as well as kinematical invariants. We will treat the
transfer momentum q as an external variable, and only perform the Fourier transform at
the end, after the `i integrals are obtained.

Following the standard Passarino-Veltman reduction [176], we bring all tensor integrals
proportional to `µi to linear combinations of scalar integrals. This is due to the simple fact
that the tensor structure in the final result must be expressible in terms of the external
data, see e.g. appendix B of [94]. This procedure then amounts to the following replacement
rule at the level of the integrand (see (1.3)),

`µi −→
`i · q
q2 qµ + `i · u2 ǔ

µ
2 + `i · u1 ǔ

µ
1 , (3.11)

(Notice that, due to the presence of Dirac-δ functions, only one of the two last terms can
appear in a given decomposition at a time.) The integrand for the impulse then becomes

∆(n)pµ1 =
∫
q

δ(q·u1)δ(q·u2)e−iq·b
(−q2)(d+(2−d)n)/2

[
−iqµIq(γ)+

√
−q2 (Iǔ1(γ)ǔµ1 +Iǔ2(γ)ǔµ2 )

]
, (3.12)

where the coefficients in terms of the transfer momentum are simply determined by dimen-
sional analysis. Using the formula, with b⊥ ≡ b− (b · u1)ǔ1 + (b · u2)ǔ2 ,

∫
q
e−i b·qδ(q · u1)δ(q · u2)(−q2)α = eεγE√

π

2d−1+2α√
γ2 − 1(−b2⊥)(d−1)/2+α

Γ
(
d−1

2 + α
)

Γ(−α) , (3.13)

the Fourier transform over q is straightforward, leaving behind the Iq,ǔa ’s, containing linear
combinations of scalar integrals which will be the subject of the next section.

3.3 Constraints

Let us conclude with a few comments on the various contributions to the impulse. In general,
we will parameterize it as follows,

∆(n)pµ1 = 1
|b|n

(
c

(n)
1b b̂

µ +
∑
a

c
(n)
1ǔa ǔ

µ
a

)
. (3.14)
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Because of the conservation of the on-shell condition (for the case of non-absorptive
dynamics), (pa + ∆pa)2 = p2

a, or the conservation of energy-momentum for non-dissipative
terms, ∑a (∆pa)cons = 0, not all the coefficients turn out to be independent. To exploit
this, it is convenient to make the mass dependence manifest, and write,

c
(n)
1b =

n∑
i=1

mn−i+1
1 mi

2 c
(n,i)
b , c

(n)
1ǔa =

n∑
i=1

mn−i+1
1 mi

2 c
(n,i)
ǔa

, (3.15)

where the c(n,i)
1X ’s, with i = 1, · · · , n, then encapsulate all the γ-dependence of the impulse.

It is then straightforward to show that the c(n,i)
ǔ1

coefficients can be recursively determined
by the on-shell condition through lower order contributions. We find,

n∑
i=1

mn−i+2
1 mi

2 c
(n,i)
ǔ1

= |b|n
n−1∑
k=1

∆(k)p1 ·∆(n−k)p1 . (3.16)

For conservative contributions, on the other hand, the fact that ∆p2 can be obtained
from ∆p1 by a simple relabelling b→ −b, u1 ↔ u2, together with m1 ↔ m2, we immediately
have additional constraints

c
(n,i)
1b,cons = c

(n,n−i+1)
1b,cons ,

c
(n,i)
1ǔ1,cons = −c(n,n−i+1)

1ǔ2,cons , or c(n,i)
1ǔ2,cons = −c(n,n−i+1)

1ǔ1,cons .
(3.17)

This implies that the c(n,i)
1ǔa,cons coefficients are uniquely determined by lower order values.

The above conditions allow us to conveniently write the conservative part of the impulse in
the b-direction as,

1
Mν

c
(n)cons
1b = Mn

dn/2e∑
i=1

c
(n,i)
1b,cons ν

i−1N (n,i)(ν) , (3.18)

with6

N (n,i)(ν) ≡ 2n−2i
bn−2i+1

2 c∑
k=0

(
n− 2i+ 1

2k

)
(1− 4ν)k , (3.19)

so that the c(n)
1b coefficients have the expected symmetry between the mp

1m
q
2 and mq

1m
p
2

contributions [86, 87]. Although the above manipulations streamline the derivation of
the impulse, particularly in the conservative sector, e.g. [92], we will use them instead as
nontrivial consistency checks of the complete results.

4 Master integrals

As in many standard computations in collider physics, our remaining task to obtain
an observable quantity, to a given order in the coupling (Newton’s) constant, consists
on evaluating a number of loop-type integrals; this time featuring linear and quadratic

6The reader will notice that the i-integer also counts the order in a self-force expansion, with the i = 1
case corresponding to the test-body (or Schwarzschild) limit.
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propagators, with either Feynman or retarded i0-prescriptions, as well as Dirac-δ functions.
We give here a few additional details regarding the separation into families and reduction
to a small(er) set of master integrals. As key examples we illustrate the procedure for the
two- and three-loop computations, at 3PM and 4PM order, respectively.

4.1 Integral families

After performing the manipulations described before, the computation of the impulse to
(n+ 1)PM order can be reduced to the following family of (n-loop) integrals:

M(a1···an;±···±)
α1···αn;β1···βm(γ) =

(
n∏
i=1

∫
`i

δ(`i ·uai)
(±`i · u/ai− i0)αi

)
(−q2)σ−nd/2

Dβ1
1 Dβ2

2 · · ·D
βm
m

, (4.1)

where {αi, βr} ∈ Z, σ = (α1 + · · · + αn)/2 + β1 + · · · + βm, and ai ∈ {1, 2} are particle
labels with /1 = 2, /2 = 1. At n-loop order we have m = n(n + 3)/2, which follows by
counting independent scalar products involving the loop momenta. The factors of Di

capture graviton propagators, as well as any other irreducible scalar product, that may
appear in the numerator, i.e.

Di = −P 2
i with Pi = λij`j + λiq, λij , λi ∈ {0,±1} for 1 6 i 6 m. (4.2)

The associated Green’s functions can be Feynman or retarded ones, namely

P 2 is either

P 2 + i0 for Feynman, or
(P 0 ± i0)2 − P 2 for retarded/advanced .

(4.3)

The external kinematical variables satisfy (2.10). Because the overall scaling is dictated by
dimensional analysis, we set −q2 = 1 thus rendering the integrals in (4.1) dimensionless
functions of a single kinematical invariant, γ, namely the product of the incoming velocities.

A notable feature is that each loop integral is constrained by a Dirac-δ functions,
δ(`i ·ua), linear in the loop momentum and velocity. For the purpose of utilizing pow-
erful collider-physics tools, it is convenient to resort to the so-called ‘reverse unitarity’
trick [177–179],

δ(`i ·ua) = 1
2πi

( 1
`i ·ua − i0

+ 1
−`i ·ua − i0

)
, (4.4)

which can then be interpreted as ‘cut’ linear propagators. This allows us to directly apply
the strategy of IBP reductions (and ultimately differential equations) to our integrals.7
The arguments of the cut linear propagators also provide a natural classification within
the set in (4.1). We will denote as (a1 · · · an) a given configuration featuring the product
δ(`1 · ua1) · · · δ(`n · uan) in the numerator.8

7Let us emphasize that higher powers of cut linear propagators will appear in (intermediate steps of) the
IBP reduction, corresponding to derivatives of the Dirac-δ functions. On the other hand, negative powers in
cut propagators automatically vanish, which leads to simplifications in the IBP relations.

8The reader will immediately recognize (11 · · · 1) and (22 · · · 2) as the test-body, or Schwarzschild
configuration. In this case we can readily solve all the constraints by going to the rest frame of the associated
particle, which resolves all of the `0i integrals.
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Figure 1. Sample integral topologies at 3PM. (See section 2.2.1 for the diagrammatic rules.)

Breaking it further down, a set of cut, linear, and square propagators defines an integral
family. Each family can be treated independently within the IBP reduction and differential
equations method. For a given family, we organize integrals into sectors SA, which are
the collections of integrals that share the same set of propagators with αi > 0 and βr > 0.
Similarly, a sector SB is said to be a sub-sector of SA if the set of positive {αi, βr}B of
sector SB is a subset of positive {αi, βr}A of sector SA.

4.2 IBP reduction

At the heart of the IBP reduction lies the fact that, in principle, there are many identities
among the integrals in (4.1) for different indices αi and βr. Schematically, IBP identities
can be obtained from the condition [151, 152, 180]

0 =
∫
{`i}

∂

∂`µj

(
vµ

(`1 ·ua)α1 · · ·Dβ1
1 Dβ2

2 · · ·

)
, (4.5)

where the `j ’s are any loop momenta, and vµ is a linear combination of loop and external
data (such as the transfer momentum and incoming velocities). In general, the IBP relations
generate, within a given family, a large system of homogeneous (linear) equations. There
are, however, various nontrivial symmetry relations, often found by performing linear shifts
of the loop momenta (with unit determinant), which can simplify the system. As we shall
see, the i0-prescription of squared propagators, namely whether we use Feynman or retarded
Green’s functions, will play a key role in the validity of these relations. (That is the case
because Feynman propagators are invariant under a flip of the momentum, p→ −p, whereas
causal propagators are not.)

After using all of these relations, we may then express any member of the integral
family as a linear combination of a finite number of basis integrals, referred to as master
integrals. Due to the conspicuous relevance of Feynman integrals in particle physics,
a large number of methods have been developed, following Laporta’s algorithm [181],
utilizing either algebraic properties of the IBP system [182–184], finite field techniques [185–
189], module intersection methods [190], and techniques for optimizations of the master
integral basis [154, 191–193]. On the practical side, these state-of-the-art tools have been
implemented in many publicly available computer programs, such as LiteRed [155, 156],
FIRE6 [153, 154] and Kira2 [194, 195]. We have used a combination of LiteRed and FIRE6
in all our computations.

4.3 Two loops

For the integral topologies at two-loop order, see figure 1, there are at most five propagators
with αi > 0 and βr > 0. For instance, the “H-diagram” has five quadratic and no linear
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Figure 2. Sample scalar integral topologies at 4PM. (See section 2.2.1 for the diagrammatic rules.)

propagator(s), while others may feature some linear propagators but fewer quadratic ones.
At this order it is straightforward to show that the full 3PM impulse (including also spin
and finite-size effects) can be immersed into the following set of square propagators [92, 93]

{Di} = {−`21,−`22,−(`1 + `2 − q)2,−(`1 − q)2,−(`2 − q)2} . (4.6)

Due to the invariance under u1 ↔ u2 only eight families of integrals, for this single set of
square propagators, need to be considered:

(11;−−) , (11;+−) , (11;−+) , (11;++) , (12;−−) , (12;+−) , (12,−+) , (12;++) ,
(4.7)

where we denoted a family by (a1a2;±±), corresponding to the superscript in (4.1).
For the case of Feynman-only propagators, we can use e.g. LiteRed to detect symmetry

relations. After performing an IBP reduction, using for instance FIRE6, we find a total of
21 master integrals appearing in the (spin-independent) impulse,

M(11;−−)
11;00111 M(11;+−)

01;00111 M(11;+−)
11;00111 M(11;++)

00;00111 M(11;++)
01;00111 M(11;++)

11;00111 M(12;−−)
11;00111

M(12;+−)
01;00111 M(12;+−)

11;00111 M(12;++)
00;00111 M(12;++)

00;00112 M(12;++)
00;00211 M(12;++)

00;01101 M(12;++)
00;11011

M(12;++)
00;11111 M(12;++)

00;11211 M(12;++)
01;00111 M(12;++)

11;00111 M(12;++)
910;00111 M(12;++)

910;01101 M(12;++)
910;11111 .

(4.8)

For the case of causal propagators, on the other hand, the lack of symmetry relations
yields a larger number. In particular, a reduction with FIRE6 returns 74 masters for the
spin-independent case.

At this point, this result applies to unspecified signs of the i0’s in the causal propa-
gators. Since we have not used any symmetry relations, which could exchange the order
of propagators, these signs will trivially go along for the ride through the IBP machinery.
This means, however, that the 74 master integrals need to be dressed, in principle, by 25

combinations of different i0-prescriptions for the five square propagators. Fortunately, the
number is drastically reduced by realizing that the method of regions implies that only the
i0-prescription for the D3 propagator ever matters at 3PM.

4.4 Three loops

At 4PM order, there are at most seven propagators, see figure 2. There are also 15
independent scalar products in total, involving the three loop momenta, the incoming
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velocity or the transfer momentum. We use the freedom in the choice of scalar products
to complete the {Di} set, such that our integrals can be collected into two sets of square
propagators. We found that all scalar integrals needed for computing the spin-independent
4PM impulse can be immersed into the following two sets of square propagators [96–98]

{DI
i}=

{
−`21,−`22,−`23,−(`1−q)2,−(`2−q)2,−(`3−q)2−(`1−`2)2,−(`2−`3)2,−(`1−`3)2},

{DII
i }=

{
−`21,−`22,−`23,−(`1−q)2,−(`2−q)2,−(`3−q)2,−(`12−q)2,−(`23−q)2,−(`123−q)2},

(4.9)
with `i...j ≡ `i+ · · ·+`j .

There is clearly a large overlap of integrals between these two sets. In general, we give
priority to the first set due to a larger number of symmetries. Using the invariance under
u1 ↔ u2, we have for each of these sets 16 families in which all integrals can be embedded.
After an IBP reduction, allowing for symmetry relations of Feynman-type propagators,
we find a total of 576 master integrals,9 of which 266 are needed for the determination
of the c(4),cons

1b coefficient, yielding the full 4PM conservative sector, see section 3.2. As a
consistency check, we have also computed the remaining 310 master integrals, along the
incoming velocities, which served as a powerful cross-check.

On the other hand, for causal propagators, not allowing for symmetry relations, FIRE6
returns a total of 1094 master integrals. Once again, all of these master integrals have to
be dressed with various i0-prescriptions for the given square propagators. Luckily, by the
method of regions, only the i0’s of the last three propagators in (4.9), and moreover not
concurrently, contribute at 4PM order.

5 Differential equations

The method of ordinary differential equations is a powerful way to determine the dependency
of loop integrals on kinematical variables. In the previous sections, we have shown that
in the worldline EFT formalism the key to solving the relativistic two-body problem boils
down to the evaluation of the γ-dependence of a number of master integrals. Therefore, this
method provides us with a novel way to bootstrap relativistic information using boundary
data computed in the near-static limit.

For a set of master integrals in a family, collected in a vector ~f , we take the derivative
of the basis integrals with respect to the kinematic variable and use IBP identities to write
the result again in terms of master integrals. This yields a system of first-order differential
equations of the form

∂

∂x
~f(x, ε) = A(x, ε) ~f(x, ε) , (5.1)

where the coefficient matrix A(x, ε) is rational in x and ε, and the variable x is introduced
in order to rationalize the square root

√
γ2−1 [130]:√

γ2 − 1 = 1− x2

2x , =⇒ dγ = x2 − 1
2x2 dx, 1 ≤ γ, 0 < x ≤ 1. (5.2)

9Let us point out that, by allowing various identities between families, it is in principle possible to reduce
the total number by around a factor of three. However, such identities, which we only worked out at the
level of master integrals, make the process of solving the differential equations (we discuss next) somewhat
harder. We have therefore decided not to use such relations, thus keeping the full set of 576 master integrals.
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5.1 General method

We start by discussing the general structure of the differential equations before we show
how to solve them through a particular choice of basis. We also cover the case of integrals
involving elliptic functions, appearing for the first time at 4PM order.

5.1.1 Block-triangular form

For a given family, we order its masters integrals in the vector ~f as follows:

~f =


~fS1
...
~fSs

 , (5.3)

where ~fSk denotes the master integrals in sector Sk and we ordered the sectors such that
the number of denominators (i.e. the number of positive indices αi and βr) of Sj is bigger
or equal to that of Sk when j > k. As a result, the differential equations will take the
following lower-block-triangular form:

∂

∂x


~fS1
~fS2
...
~fSs

 =


D1 0 . . . 0
C2,1 D2 . . . 0
...

... . . . ...
Cs,1 Cs,2 . . . Ds



~fS1
~fS2
...
~fSs

 (5.4)

The diagonal blocks, Di, and off-diagonal blocks, Ci,j , are matrices of size ni × ni and
ni × nj , respectively, with ni the number of master integrals in Si. In practice, because not
all integral sectors Sj with j < i are truly sub-sectors of Si, the matrix in (5.4) is usually
very sparse, in the sense that many of the off-diagonal blocks vanish. Note that, in the
context of differential equations, it is also natural to refer to the diagonal blocks themselves
as sectors.

5.1.2 The ε-form

A convenient way to solve the differential equations in (5.1) is by finding a transformation,
T , and basis,

~g(x, ε) = T (x, ε) ~f(x, ε), (5.5)

that bring the system into ε-form [146]:

∂

∂x
~g(x, ε) = εÃ(x)~g(x, ε) , (5.6)

where the coefficient matrix now depends on ε only through the overall factor, and moreover it
has only logarithmic singularities. The latter criterion means that the differential equations
have only regular and no essential singularities. The form in (5.6) is useful since it is
then straightforward to write down the solution for the integrals ~g in an expansion in ε,
concretely, with

~g(x, ε) =
∑
k

εk ~g(k)(x) , (5.7)

– 21 –



J
H
E
P
0
8
(
2
0
2
3
)
1
0
9

one finds from (5.6) that

~g(k)(x) =
∫ x

x0
Ã(x′)~g(k−1)(x′)dx′ + ~g

(k)
0 , (5.8)

where we expand also the boundary constants ~g0(ε) = ∑
k ε

k~g
(k)
0 .

The difficulty of computing master integrals (in an ε-expanded form) is hence reduced
to finding the transformation T . The latter task can be further simplified by utilizing the
lower-block-triangular form described in section 5.1.1, see also [149].

As an example, let us assume that there are only two sectors S1 and S2. Then, one
first uses transformations of the form(

~g diagS1

~g diagS2

)
=
(
T1 0
0 T2

)(
~fS1
~fS2

)
, (5.9)

to bring the Di blocks into ε-form

∂

∂x

(
~g diagS1

~g diagS2

)
=
(
εD̃1(x) 0
Ĉ2,1(ε, x) εD̃2(x)

)(
~g diagS1

~g diagS2

)
. (5.10)

After doing this for all diagonal blocks, one can then use transformations(
~gS1

~gS2

)
=
(

1 0
T2,1 1

)(
~g diagS1

~g diagS2

)
, (5.11)

to do the same for the off-diagonal blocks, such that

∂

∂x

(
~gS1

~gS2

)
=
(
εD̃1(x) 0
εC̃2,1(x) εD̃2(x)

)(
~gS1

~gS2

)
. (5.12)

Note that (5.9) amounts to finding a transformation on a homogeneous system, whereas (5.11)
only concerns transformations on the inhomogeneous part. For this reason, finding the
off-diagonal transformations Ti,j is usually much easier than finding the Ti’s.

5.1.3 The canonical form and multiple polylogarithms

In the majority of cases, the matrices D̃i(x) and C̃i,j(x) can be written in the form∑
l

Ml ∂x logαl(x) , (5.13)

where Ml are constant matrices. If this is the case, the differential equation or the block is
said to be in canonical form [146]. The algebraic functions αl(x) are then called the letters
and the set of all independent letters is called the alphabet.

As described in [149], finding a canonical form can be done in three steps: first, one
removes essential singularities, after which the differential equations matrix is in Fuchsian
form, ∑l M̂l(ε)∂x logαl(x). Then, one normalizes the eigenvalues of the coefficient-matrices
M̂l(ε) such that they are proportional to ε. Lastly, one finds an x-independent transformation
that simultaneously factorizes the ε-dependence from all coefficient matrices. We note
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that this is, in general, the simplest of all steps. Furthermore, for off-diagonal blocks, the
normalization of eigenvalues is not necessary and the Fuchsification is usually much easier.

There exist multiple implementations of this algorithm, of which we use the publicly
available Mathematica package Libra [148] and the C++ code epsilon [147]. We note,
however, that the algorithm of [149] can only find transformations that are rational in x
and ε. Whenever that is the case, the result in (5.8) can be expressed in terms of multiple
polylogarithms (MPLs) [164, 165]:

G(a1, . . . , an; z) =
∫ z

0

dt

t− a1
G(a2, . . . , an; t), G( ; z) = 1, (5.14)

where ai, z ∈ C. For the special case where all ai = 0, one defines

G(~0n; z) = 1
n! logn(z), (5.15)

with ~an = (a, . . . , a︸ ︷︷ ︸
n

). MPLs contain the ordinary logarithm,

G(~an; z) = 1
n! logn

(
1− z

a

)
, a 6= 0 (5.16)

and the well-known classical polylogarithm

Lin(z) ≡ −G(~0n−1, 1; z). (5.17)

Depending on the boundary point, we will also use the following relation recursively to
convert MPLs with argument 1− x to those with argument x:10

G(a1, a2, . . . , an; 1−x) = G(a1, a2, . . . , an; 1)+
∫ x

0

dt
t− (1− a1)G(a2, . . . , an; 1− t) . (5.18)

For more details on MPLs, see e.g. [166, 167].

5.1.4 Elliptic integrals

As stated above, the algorithm in [149] can find a canonical form whenever the transformation
involves only rational functions. At three-loop order the algorithm fails due to the presence
of elliptic integrals. In the following we describe a systematic procedure to bring sectors Sell
containing elliptic integrals into ε-form. We concentrate here on the diagonal blocks. The
procedure for the off-diagonal blocks is conceptually easier, and is discussed in appendix B.2.

Let us assume that there is a diagonal block, Dell, where the above algorithm fails.
Specifically, it fails to normalize the eigenvalues through rational transformations. In order
to find an alternative path forward, we multiply the master integrals in ~fSell by different
ε-dependent factors, such that the diagonal block starts at O(ε0):

Dell(x, ε) =
∞∑
k=0

εkD
(k)
ell (x) . (5.19)

10For a1 = 1, this formula is to be understood in a regularized way similar to (5.15).
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The main idea now is to remove the constant piece D(0)
ell (x) through the transformation

~f ′Sell
= T

(0)
ell

~fSell , defined by

∂

∂x
[T (0)

ell (x)]−1 = D
(0)
ell [T (0)

ell (x)]−1 . (5.20)

This system of differential equations is independent of ε, and therefore it can often be
solved directly in Mathematica by converting it to a higher-order differential (Picard-Fuchs)
equation. After implementing the transformation T (0)

ell , the diagonal block becomes

D̂ell(x, ε) =
∞∑
k=1

εkD̂
(k)
ell (x) . (5.21)

Although T (0)
ell does not quite transform the diagonal block into ε-form, it is safe to assume

that the functions entering in T
(0)
ell are nonetheless involved in the transformation that

produces an ε-form. That is because the step of removing D
(0)
ell is very similar to the

normalization of eigenvalues mentioned above, with the difference that we could still
encounter essential poles. In most cases, one finds that only rational functions, logarithms
and possibly square roots appear. For square roots, we can use rationalization through a
change of variables, as we did with the introduction of the x variable. However, it may
happen that more complicated functions appear, especially for second and third-order
differential equations. An important class of such functions is given by the complete elliptic
integrals of the first and second kind, i.e.

K(z) =
∫ 1

0

dt√
(1− t2)(1− zt2)

, and E(z) =
∫ 1

0
dt
√

1− zt2√
1− t2

, (5.22)

respectively. Even though, in principle, we can identify the class of functions needed to
achieve an ε-form, in practice, we cannot simply go back and modify the above-mentioned
algorithms to incorporate such cases. (At the time of this writing we are not aware of
an existent algorithm in the literature.) Instead, one can try to make an ansatz for the
ε-form, and subsequently fix the coefficients through suitable constraints, see e.g. [150, 196]
or [168, 197]. For our derivations, we have resorted to the INITIAL algorithm introduced
in [168, 197], see also section 5.3 for a few more details.

5.2 Two loops

Let us start with the integrals in (4.1) at 3PM order, and consider master integrals of
the sector M(12;++)

00;β1...β5
, with β1, . . . , β5 > 0, and its subsectors. For brevity, we omit in

what follows some of the indices, and write Mβ1...β5 ≡M
(12;++)
00;β1...β5

. There are seven master
integrals, which we choose as

~f =
(
M01101,M00111,M00112,M00211,M11011,M11111,M11211

)T
. (5.23)

As advertised, the differential equations have lower-block-triangular structure:

∂x ~f =

? 0 0 0 0 0 0
0 ? ? ? 0 0 0
0 ? ? ? 0 0 0
0 ? ? ? 0 0 0
0 0 0 0 0 0 0
? ? ? ? ? ? ?
? ? ? ? ? ? ?



~f , (5.24)
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where the ? indicates a non-zero element, and we have marked the diagonal blocks (sectors).
By analyzing the elements of (5.24), we find that the differential equations in x have the
singular points 0, 1,−1,∞, as well as i and −i. However, the latter two points are spurious,
because the eigenvalues of their coefficient matrices do not depend on ε, and therefore
will be removed during the second step of the canonicalization procedure. Both, Libra
and epsilon readily find a canonical basis for the diagonal and off-diagonal blocks. The
resulting differential equations become

∂x~g = ε

(
M̃0
x

+ M̃1
x− 1 + M̃−1

x+ 1

)
~g, (5.25)

with

M̃0 =



2 0 0 0 0 0 0
0 2 2 0 0 0 0
0 −2 0 −3 0 0 0
0 0 4 −6 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 2 −2
0 0 0 0 0 2 −2


, M̃±1 =



−2 0 0 0 0 0 0
0 −2 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 6 0 0 0
0 0 0 0 0 0 0
−1 1 −1 1 0 −2 0
2 0 0 −1 ±1 0 2


. (5.26)

Following (5.8), we can write down the solution as an expansion in ε to any desired order.
As an example, the result for the fourth integral to first order in ε is given by

g4(x,ε) = g
(0)
0,4 +ε

[
g

(1)
0,4 +4g(0)

0,3G(0;x)+6g(0)
0,4(G(−1;x)−G(0;x)+G(1;x)−log2)

]
+O(ε2) ,

(5.27)
where g(k)

0,j are the boundary constants in (5.8) at O(εk) and we take the integrals’ normaliza-
tion such that their ε-expansion starts at O(ε0). We return in section 6 to the computation
of the boundary constants.

5.3 Three loops

Blocks that do not contain elliptic integrals can be brought into canonical form using either
epsilon or Libra. However, we encounter a sector where both programs fail to normalize
all the eigenvalues. A possible choice for the three master integrals in this sector is given by

~f(x, ε) =


M(112;+++)

000;010101110
M(112;+++)

000;010101120
M(112;+++)

000;010102110

 . (5.28)

Multiplying the second and third integral with one power of ε−1 makes the diagonal block
of the differential equation matrix finite as ε→ 0:

A(x, ε) =


1−x2

2x(1+x2)
1+x2

4x(1−x2)
3x

(1−x2)(1+x2)

− 1−x2

x(1+x2)
3(1+x2)

2x(1−x2) − 6x
(1−x2)(1+x2)

1−x2

x(1+x2) −
1+x2

2x(1−x2) −
1−4x2+x4

x(1−x2)(1+x2)

+O(ε) . (5.29)
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Truncating at O(ε), the system of first-order differential equations is equivalent to a single
third-order differential equation (for the first integral f1(x, ε)):[

∂3
x −

6x
1− x2∂

2
x −

1− 4x2 + 7x4

x2(1− x2)2 ∂x −
1 + x2

x3(1− x2) +O(ε)
]
f1(x, ε) = 0 . (5.30)

As it turns out, the solutions can be found using Mathematica, yielding

xK2(1− x2) , xK(1− x2)K(x2) , xK2(x2) . (5.31)

Alternatively, we can solve (5.30) by noticing that it is the symmetric square of a second-order
differential equation, see e.g. [162].

The solutions in (5.31) confirm that the we must extend the class of functions used
in the transformation to ε-form. As described at the end of section 5.1.4, we can find the
transformation, e.g. through the INITIAL algorithm [168, 197], after making an ansatz for
the ε-form. Following the analysis in [197], as well as other known examples, see e.g. [150],
we take

D̃ell = π2

x(1− x2)K2(1− x2)
∑
k,l≥0

M̂k,l x
k

(
K2(1− x2)

π2

)l
, (5.32)

subject to the condition that essential singularities are not present. In order to build
constraints that determine the unknown constant matrices M̂k,l, the INITIAL algorithm
requires as a starting point an integral that is not changed by the transformation. We find
that π2f1(x, ε)/(xK2(1− x2)) is sufficient for this purpose. The INITIAL algorithm is then
able to find the ε-form of the diagonal block,

∂

∂x
~gell(x, ε) = εD̃ell(x)~gell(x, ε) + . . . , (5.33)

where

D̃ell =


− 4(1+x2)

3x(1−x2)
π2

x(1−x2)K2(1−x2) 0
2(1+110x2+x4)K2(1−x2)

3π2x(1−x2) − 4(1+x2)
3x(1−x2)

π2

x(1−x2)K2(1−x2)
16(1+x2)(1−18x+x2)(1+18x+x2)K4(1−x2)

27π2x(1−x2)
2(1+110x2+x4)K2(1−x2)

3π2x(1−x2) − 4(1+x2)
3x(1−x2)

 ,

(5.34)
and the ellipsis indicate off-diagonal contributions. See appendix B.2 and B.3 for the
treatment of the elliptic off-diagonal blocks as well as the final differential equations in
ε-form, respectively.

6 Soft boundary conditions

After having found a general solution to the differential equations, in order to fully solve
the problem we still need the boundary values around some (often singular) point, which
we take as the near-static limit, x→ 1−,11 corresponding to a small-velocity expansion in

v∞ ' (1− x) +O((1− x)2)� 1 . (6.1)
11Since this is a singular point of the differential equations, we need to regularize (5.8), see [170].

– 26 –



J
H
E
P
0
8
(
2
0
2
3
)
1
0
9

For this purpose, and to reduce the number of independent constants, it is useful to compare
the general solution to the specific values of the associated master integrals computed in
this particular (soft) limit. A systematic procedure for doing so can be found in [170],
and is implemented in Libra. However, since the latter package can only handle rational
differential equations, we implement a slightly modified version of the procedure, which
we briefly outline momentarily. We also provide here a more in-depth discussion on how
to systematically compute the small-velocity expansion of the master integrals in the soft
limit using the method of regions discussed in section 2.2. See appendix C for more details.

6.1 Boundary relations

Using Wasow’s method, see e.g. [198, 199], the master integrals can be written as

~f(v∞, ε) ' T−1P (v∞, ε)vεM̃1
∞ ~g0(ε) , (6.2)

where Ã(v∞) = M̃1/v∞ +O(v0
∞), and T is the transformation to the basis ~g which brings

the differential equations to ε-form. The matrix P (v∞, ε) = 1 + ∑∞
i=1 v

i
∞P

(i)(ε) can be
computed recursively by plugging (6.2) back into the differential equations. After evaluating
the matrix exponential in (6.2), we have

~f(v∞, ε) '
∑

n1,n2,k

vn1+n2ε
∞ logk v∞Hn1,n2,k(ε)~g0(ε) , (6.3)

which becomes the solution of the master integrals near v∞ ' 0, obtained through the
differential equations, where Hn1,n2,k(ε) is a matrix of coefficients with n1, n2 and k all
integers.12

For the specific evaluation of the boundary integrals, on the other hand, we can resort
to the method of regions (see section 2.2), yielding an expansion of the sort13

~f(v∞, ε) '
∑

n1,n2,k

vn1+n2ε
∞ logk v∞~hn1,n2,k(ε) . (6.4)

Comparing (6.3) and (6.4) we have,

~hn1,n2,k(ε) = Hn1,n2,k(ε)~g0(ε), for all n1, n2, k . (6.5)

It is then clear that not all boundary integral coefficients are linearly independent. In fact,
the expression in (6.5) allows us to find relations between them, such that there are exactly
as many independent coefficients as there are boundary constants in ~g0, which, in turn, is
equal to the number of master integrals.14

12If the canonical form involves square-roots, n1 and n2 can also be half-integers. Note that the possible
values for n2 can be inferred from the eigenvalues of M̃1.

13We find that all of the (explicit) logk v∞ in (6.4) with k > 0 do not contribute to 4PM. Notice that this
does not happen if one chooses x0 = 0 as a boundary point, in which case one would encounter ill-defined
boundary integrals coming from collinear regions, see e.g. [200].

14The number of independent boundary integrals can be reduced even further by performing an additional
IBP reduction in the soft limit.
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Let us assume that we have identified a set of linearly independent coefficients through
the linearly independent rows of the collection of all of the Hn1,n2,k(ε)’s. Denoting as
Hindep(ε) the square-matrix built from the corresponding linearly independent rows, and
~hindep(ε) the set of independent coefficients in (6.4), the vector of boundary constants, ~g0(ε),
is simply

~g0(ε) = Hindep(ε)−1~hindep(ε) . (6.6)

An explicit example leading to (6.6) at two-loop order is discussed in appendix C.1.
The expansion of every master integral around each region leads to a (γ-independent)

boundary integral which contributes to ~hindep(ε) according to its scaling behavior in v∞.
In what follows we discuss various relevant regions to 4PM order in more detail.

6.2 Potential modes

In momentum space the potential region corresponds to the following scaling of the loop
momenta `i ∼ (v∞, 1)|q|. By going to the rest frame of particle 1, see (2.17), we can find
simple rules for the expansion of a generic integral of the type in (4.1). The combination of
measure, Dirac-δ function, and linear propagator behaves as, where n ≡ (0, 0, 1),

dd+1`i
δ(`i ·u1)

(±`i ·u2)αi = dd+1`i v
−αi
∞

δ(`0i )
(∓`i ·n)αi ,

dd+1`j
δ(`j ·u2)

(±`j ·u1)αj = dd+1`j v∞
δ(γv∞`0j−`zjv∞)

(±γv∞`0j )αj
= dd+1`j v

−αj
∞

δ(`0j−`j ·n)
(∓`j ·n)αj +O(v−αj+1

∞ ) .

(6.7)
Resolving these Dirac-δ conditions, together with the rescaling of the energy component,
reduces all square propagators to their Euclidean d-dimensional version:

Di = −(λij`j + λiq)2 → (λij`j + λiq)2 +O(v∞) ≡Di +O(v∞) . (6.8)

Hence, a genericM in (4.1) can be simply expanded in the potential region as

M(a1···an;±···±)
α1···αn;β1···βm

∣∣∣(pot)
v∞→0

= v−α∞

(
n∏
i=1

∫
`i

1
(∓`i · n− i0)αi

)
1

Dβ1
1 D

β2
2 · · ·Dβm

m

+O(v−α+1
∞ ) ,

(6.9)
where α = ∑n

i=1 αi. Moreover, it is always possible to choose the set of independent boundary
integrals such that one never needs to compute any explicit subleading contribution.

It is clear that, for potential integrals, the i0-prescription of the square propagators
becomes irrelevant, such that the potential region contributes to the complete answer only
through conservative terms.15 Conveniently, these are Euclidean Feynman integrals (with
linear and square propagators) and any modern integration tool can be straightforwardly
applied to them. In particular, they can be easily Feynman- or Schwinger-parametrized and,

15Furthermore, the scaling in v∞ is always integer-powered, which means that the potential region
contributes to ~hn1,n2,0(ε) with n1 = −α and n2 = 0.
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most importantly, IBP reduced [96].16 The explicit computational methods and results for
two- and three- loop boundary integrals is discussed in appendix C.

6.3 Radiation modes

The radiation regions are characterized by propagators that can be on-shell. In principle,
the procedure and rules are similar as before, see section 2.2. For completeness, we
discuss below some generic features of the procedure for the particular cases at two- and
three-loop order.

6.3.1 Two loops

It is easy to see that integrals having only one of the incoming velocities appearing in the
Dirac-δ functions do not have radiative regions. That is the case because, upon going to the
rest frame of the corresponding particle, we can eradicate all time components of the loop
momenta. We thus only consider integrals of the typeM(12;±±)

α1α2;β1···β5
with the set of square

propagators given in (4.6).17 For notational simplicity we drop all indices, propagator
powers, and i0-prescriptions in the following paragraph, and reinstate them in the final
result.

At 3PM order, the only radiation region is found by the shift of loop momenta
k = `1 + `2 − q and ` = `1 leading (schematically) to

M∼
∫
` k

δ(` · u1)δ((k − `+ q) · u2)
[±` · u2][±(k − `+ q) · u1][−`2][−(k − `+ q)2][−k2][−(`− q)2][−(k − `)2] .

(6.10)
Upon going to the rest frame of particle 1, and applying the scaling of the radiation region,

k ∼ (v∞, v∞)|q| , ` ∼ (v∞, 1)|q| , (6.11)

we find

M∼
∫
` k

vd+2
∞ δ(v∞`0)δ(γv∞k0 − v2

∞k
z + v∞`

z))
[∓v∞`z][±v∞k0][`2][−(v∞k0)2 + (v∞k − `+ q)2][−(v∞k0)2 + v2

∞k
2]

× 1
[(`− q)2][−(v∞k0)2 + (v∞k − `)2]

=
∫
` k

vd∞
[∓v∞` · n][∓v∞` · n][`2][(`− q)2][−v2

∞((−` · n)2 − k2)][(`− q)2][`2]
+ . . . ,

(6.12)
where the ellipsis stands for higher order terms in the small velocity expansion. Note that
the d-dependent power of v∞ stems from the rescaling of the integral measure dd+1k →

16Albeit unnecessary, it is also straightforward to compute higher-order contributions in the small-velocity
expansion, which can be shown to belong to the same integral families as those in (6.9). This allows us to
PN expand the potential contributions to arbitrary order, with an answer that can always be IBP-reduced
to a finite set of master integrals.

17The “mirrored” versionM(21;±±)
α1α2;β1···β5

is obtained by a simple relabeling symmetry.
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vd+1
∞ dd+1k. In the soft limit we then arrive at

M(12;±±)
α1α2;β1···β5

∣∣∣(1rad)
v∞→0

=
∫
`

vd−α1−α2−2β3
∞

[∓` · n− i0]α1 [∓` · n− i0]α2 [`2]β1+β5 [(`− q)2]β2+β4

×
∫
k

1
[−((−` · n)2 − k2)]β3

+O(vd−α1−α2−β3+1
∞ ) ,

(6.13)

where the last (square) propagator must be understood as follows:

1
[−((−` · n)2 − k2)]β3

=


1

[k2−(`·n)2−i0]β3 conservative (Feynman) ,
1

[k2−(−`·n±i0)2]β3 causal (ret/adv) .
(6.14)

These integrals contribute to boundary constants ~hn1,n2,0 with n1 = 3 − α1 − α2 − 2β3
and n2 = −2. Notice also the overall scaling in v∞ becomes d-dependent, which is a
distinctive feature of on-shell propagators. Furthermore, since the result with the Feynman
propagator is purely imaginary, there is no conservative contribution from radiation modes
at 3PM order.

Let us add a few remarks. In comparison to common Euclidean Feynman integrals,
these integrals have the following non-standard features: i) The last propagator has a quartic
term in the vectorial quantities, i.e. (` · n)2. This is a problem for all IBP implementations
known to us, although in principle this should not be an obstacle. ii) The causal version
can be easily computed recursively using the tadpole formula in (2.23) and the one-loop
integral (C.19). However, the Feynman counterpart needs a somewhat careful handling of
the different types of i0-prescriptions for linear propagators, which appear after performing
the k tadpole integral using (2.23). In practice, the latter are more easily computed in
parameterized form.

6.3.2 Three loops

Since the (111) and (222) configurations are potential-only, we can concentrate on the
(112), with all others, i.e. (122), (212), (121), . . . , related by momentum relabeling and shift
symmetries. These integrals feature to two on-shell square propagators, as we discuss next.

Propagator set I. 2rad. Integral families with the set of {DI
i } propagators, see (4.9),

all have a region with two on-shell legs, associated to the shift k1 = `3 − `1, k2 = `2 − `3,
and ` = `3, such that (ignoring indices and i0’s for simplicity):

MI ∼
∫
k1k2 `

δ((`− k1) · u1)δ((k2 + `) · u1)δ(` · u2)
[±(`− k1) · u2][±(k2 + `) · u2][±` · u1][−(`− k1)2][−(k2 + `)2][−`2]

× 1
[−(`− k1 − q)2][−(k2 + `− q)2][−(`− q)2][−(−k1 − k2)2][−k2

2][−k2
1] .

(6.15)
By going to the rest frame of particle 1 and applying the scaling for this region:

k1 ∼ (v∞, v∞)|q| , k2 ∼ (v∞, v∞)|q| , ` ∼ (v∞, 1)|q| , (6.16)

– 30 –



J
H
E
P
0
8
(
2
0
2
3
)
1
0
9

we arrive, at the leading order, at

MI ∼
∫
`

v2d
∞

[∓v∞` · n][∓v∞` · n][±v∞` · n][`2][`2][`2][(`− q)2][(`− q)2][(`− q)2]

×
∫
k1k2

1
[v2
∞(−k1 − k2)2][−v2

∞((−` · n)2 − k2
2)][−v2

∞((` · n)2 − k2
1)]

+ . . . ,

(6.17)
which yields, reinstating indices and prescriptions,

MI,(112;±±±)
α1α2α3;β1···β9

∣∣∣(2rad)
v∞→0

=
∫
`

v2d−α1−α2−α3−2β7−2β8−2β9
∞

[∓` · n− i0]α1 [∓` · n− i0]α2 [±` · n− i0]α3

× 1
[`2]β1+β2+β3 [(`− q)2]β4+β5+β6

×
∫
k1,k2

1
[(−k1 − k2)2]β7 [−((−` · n)2 − k2

2)]β8 [−((` · n)2 − k2
1)]β9

.

(6.18)
Similarly to what we discussed before the last two propagators must be understood as
follows:

1
[−((σ` · n)2 − k2

i )]
=


1

[k2
i+(`·n)2−i0] conservative (Feynman) ,

1
[k2
i−(σ`·n±i0)2] causal (ret/adv) ,

(6.19)

with σ ∈ {−1, 1}. The scaling in v∞ tells us that this region contributes to boundary
constants ~hn1,n2,0 with n1 = 6−α1 −α2 −α3 − 2β7 − 2β8 − 2β9 and n2 = −4. Unlike 3PM,
radiation modes do contribute to both the conservative [97] and dissipative [98] sectors at
4PM order.

Propagator set I. 1rad. The same integral families have other regions with a single
on-shell propagator. The first contribution emerges from the last one. After the shift
`3 = k + `1,

MI ∼
∫
`1`2 k

δ(`1 · u1)δ(`2 · u1)δ((k + `1) · u2)
[±`1 · u2][±`2 · u2][±(k + `1) · u1][−`21][−`22][−(k + `1)2][−(`1 − q)2]

× 1
[−(`2 − q)2][−(k + `1 − q)2][−(`1 − `2)2][−(`2 − `1 − k)2][−k2] ,

(6.20)
and the relevant scaling now becomes,

k ∼ (v∞, v∞)|q| , `1 ∼ (v∞, 1)|q| , `2 ∼ (v∞, 1)|q| , (6.21)

yielding, in the rest frame of particle 1, the leading order contribution

MI,(112;±±±)
α1α2α3;β1···β9

∣∣∣(1rad,1)
v∞→0

=
∫
`1`2

vd−α1−α2−α3−2β9
∞

[∓`1 · n− i0]α1 [∓`2 · n− i0]α2 [±`1 · n− i0]α3

× 1
[`2

1]β1+β3 [`2
2]β2 [(`1 − q)2]β4+β6 [(`2 − q)2]β5 [(`1 − `2)2]β7+β8

×
∫
k

1
[−((`1 · n)2 − k2)]β9

.

(6.22)
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Another radiative contribution arises when the second-to-last propagator goes on-shell.
Applying the momentum shift `3 = `2− k and the same scaling (6.21), we arrive, at leading
order in the velocity, at

MI,(112;±±±)
α1α2α3;β1···β9

∣∣∣(1rad,2)
v∞→0

=
∫
`1`2

vd−α1−α2−α3−2β8
∞

[∓`1 · n− i0]α1 [∓`2 · n− i0]α2 [±`2 · n− i0]α3

× 1
[`2

1]β1 [`2
2]β2+β3 [(`1 − q)2]β4 [(`2 − q)2]β5+β6 [(`1 − `2)2]β7+β9

×
∫
k

1
[−((−`2 · n)2 − k2)]β8

.

(6.23)
The last propagator is to be understood, once more, according to (6.19). The scaling
in v∞ tells us to assign both of these contributions to boundary constants ~hn1,n2,0 with
n1 = 3− α1 − α2 − α3 − 2βr (where r = 8 or r = 9) and n2 = −2.

Propagator set II. 1rad. In the case of integral families with the set of {DII
i } propaga-

tors, see (4.9), there is only one relevant region with a single on-shell propagator.18 This
region can be found following the shift `3 = k − `1 − `2 + q,

MII ∼
∫
`1`2 k

δ(`1 · u1)δ(`2 · u1)δ((k − `1 − `2) · u2)
[±`1 · u2][±`2 · u2][±(k − `1 − `2) · u1][−`21][−`22][−(k − `1 − `2 + q)2]

× 1
[−(`1 − q)2][−(`2 − q)2][−(k − `1 − `2)2][−(`1 + `2 − q)2][−(k − `1)2][−k2] ,

(6.24)
so that, upon rescaling the loop momenta according to (6.21), the leading term is given by

MII,(112;±±±)
α1α2α3;β1···β9

∣∣∣(1rad)
v∞→0

=
∫
`1`2

vd−α1−α2−α3−2β9
∞

[∓`1 · n]α1 [∓`2 · n]α2 [∓(`1 + `2) · n]α3 [`2
1]β1+β8 [`2

2]β2

× 1
[(`1 + `2 − q)2]β3+β7 [(`1 − q)2]β4 [(`2 − q)2]β5 [(`1 + `2)2]β6

×
∫
k

1
[−((−(`1 + `2) · n)2 − k2)]β9

.

(6.25)
Due to the v∞-scaling, these integrals contribute to the boundary constants ~hn1,n2,0 with
n1 = 3− α1 − α2 − α3 − 2β9 and n2 = −2. Similarly to the 3PM case, contributions with a
single radiative mode can be shown to be purely dissipative [98].

The integration procedure for all of these boundary integrals and relevant results can
be found in appendix C.

7 Scattering data

In this section we collect the (spin-independent) results obtained in the EFT approach to
4PM order. See the file in the supplementary material for a ready-to-use notebook including
all the expressions.

18In principle, these integral families have more regions, however, none of the integrals that have them either
appear in the computation of the impulse, or can be related to an integral with the set of {DI

i } propagators.
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7.1 Total impulse

The impulse’s coefficients for particle 1 (defined in (3.14)) are entirely conservative to 2PM
order, and given by,

c
(1)tot
1b = 2

(
2γ2 − 1

)
m1m2√

γ2 − 1
,

c
(2)tot
1b
π

= −3
(
5γ2 − 1

)
m1m2M

4
√
γ2 − 1

,

c
(1)tot
1ǔ1

= 0 , c
(2)tot
1ǔ1

= −2
(
1− 2γ2)2m1m

2
2

γ2 − 1 ,

c
(1)tot
1ǔ2

= 0 , c
(2)tot
1ǔ2

= 2
(
1− 2γ2)2m2

1m2
γ2 − 1 ,

(7.1)

whereas at 3PM we have both conservative and dissipative terms, totaling [92, 95]

c
(3)tot
1b =

(
−32γ6 + 64γ4 − 32γ2 + 2

)
m2m1(m2

1 +m2
2)

(γ2 − 1)5/2

+m2
2m

2
1

[
4
(

8γ4 − 24γ2 − 6
γ2 − 1 − γ

(
1− 2γ2)2 (2γ2 − 3

)
(γ2 − 1)5/2

)
arccosh(γ)

+4
3

((
5γ2 − 8

) (
1− 2γ2)2

(γ2 − 1)2 + −20γ7 + 90γ5 − 120γ3 + 53γ
(γ2 − 1)5/2

)]
,

(7.2)
c

(3)tot
1ǔ1

π
= 3

(
2γ2 − 1

) (
5γ2 − 1

)
m1m

2
2 (m1 +m2)

2 (γ2 − 1) ,

c
(3)tot
1ǔ2

π
= −3

(
2γ2 − 1

) (
5γ2 − 1

)
m3

1m2
2 (γ2 − 1) −m2

1m
2
2

[
3
(
2γ2 − 1

) (
5γ2 − 1

)
2(γ2 − 1)

+ 210γ6 − 552γ5 + 339γ46912γ3 + 3148γ2 − 3336γ + 1151
48 (γ2 − 1)3/2

+ γ
(
2γ2 − 3

) (
35γ4 − 30γ2 + 11

)
16 (γ2 − 1)2 arccosh(γ)

−
(
35γ4 + 60γ3 − 150γ2 + 76γ − 5

)
8
√
γ2 − 1

log
(
γ + 1

2

)]
.

(7.3)

The most intricate computation is at 4PM order, yielding the very state-of-the-art [96–98],

c
(4)tot
1b
π

=− 3h1m1m2(m3
1+m3

2)
64(γ2−1)5/2 +m2

1m
2
2(m1+m2)

[ 21h2E2
(
γ−1
γ+1

)
32(γ−1)

√
γ2−1

+
3h3K2

(
γ−1
γ+1

)
16(γ2−1)3/2

−
3h4E

(
γ−1
γ+1

)
K
(
γ−1
γ+1

)
16(γ2−1)3/2 + π2h5

8
√
γ2−1

+
h6 log

(
γ−1

2

)
16(γ2−1)3/2 +

3h7Li2
(√

γ−1
γ+1

)
(γ−1)(γ+1)2

−
3h7Li2

(
γ−1
γ+1

)
4(γ−1)(γ+1)2

]
+m3

1m
2
2

[
h8

48(γ2−1)3 +
√
γ2−1h9

768(γ−1)3γ9(γ+1)4

+
h10 log

(
γ+1

2

)
8(γ2−1)2 −

h11 log
(
γ+1

2

)
32(γ2−1)5/2 + h12 log(γ)

16(γ2−1)5/2−
h13 arccosh(γ)
8(γ−1)(γ+1)4
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+h14 arccosh(γ)
16(γ2−1)7/2 −

3h15 log
(
γ+1

2

)
log
(
γ−1
γ+1

)
8
√
γ2−1

+
3h16 arccosh(γ) log

(
γ−1
γ+1

)
16(γ2−1)2

−
3h17Li2

(
γ−1
γ+1

)
64
√
γ2−1

− 3
32
√
γ2−1h18Li2

(1−γ
γ+1

)]
+m2

1m
3
2

[3h15 log
(

2
γ−1

)
log
(
γ+1

2

)
8
√
γ2−1

+
3h16 log

(
γ−1

2

)
arccosh(γ)

16(γ2−1)2 + h19

48(γ2−1)3 + h20

192γ7 (γ2−1)5/2 +
h21 log

(
γ+1

2

)
8(γ2−1)2

+
h22 log

(
γ+1

2

)
16(γ2−1)3/2 + h23 log(γ)

2(γ2−1)3/2−
h24 arccosh(γ)

16(γ2−1)3 +h25 arccosh(γ)
16(γ2−1)7/2 −

3h26 arccosh2(γ)
32(γ2−1)7/2

+
3h27 log2

(
γ+1

2

)
2
√
γ2−1

+
3h28 log

(
γ+1

2

)
arccosh(γ)

16(γ2−1)2 +
h29Li2

(
1−γ
γ+1

)
4
√
γ2−1

+
3h30Li2

(
γ−1
γ+1

)
8
√
γ2−1

]
,

c
(4)tot
1ǔ1

= 9π2h31m1m
2
2 (m1+m2)2

32(γ2−1) + 2h32m1m
2
2
(
m2

1+m2
2
)

(γ2−1)3

+m2
1m

3
2

[
4h33

3(γ2−1)3−
8h34

3(γ2−1)5/2 + 8h35 arccosh(γ)
(γ2−1)3 − 16h36 arccosh(γ)

(γ2−1)3/2

]
,

c
(4)tot
1ǔ2

=−m4
1m2

(
9π2h31

32(γ2−1) + 2h32

(γ2−1)3

)
+m3

1m
2
2

[
− 4h37

3(γ2−1)3 + h38

705600γ8 (γ2−1)5/2

+ π2h39

192(γ2−1)2 + h40 arccosh(γ)
6720γ9 (γ2−1)3 + 32h41 arccosh(γ)

3(γ2−1)3/2 − 8h42 arccosh2(γ)
(γ2−1)2

+ 32h43 arccosh2(γ)
(γ2−1)7/2 +h44 log(2)arccosh(γ)

8(γ2−1)2 +
3h45

(
Li2
(
γ−1
γ+1

)
−4Li2

(√
γ−1
γ+1

))
16(γ2−1)2

+
3h46

(
log
(
γ+1

2

)
arccosh(γ)−2Li2

(√
γ2−1−γ

))
8(γ2−1)2

−
h47

(
Li2
(
−
(
γ−
√
γ2−1

)2)−2log(γ)arccosh(γ)
)

16(γ2−1)2

]

+m2
1m

3
2

[
− 2h48

45(γ2−1)3 + h49

1440γ7 (γ2−1)5/2 + π2h50

48(γ2−1)2 + h51 arccosh(γ)
480γ8 (γ2−1)3

− 16h52 arccosh(γ)
5(γ2−1)3/2 − 16h53 arccosh2(γ)

(γ2−1)2 − 32h54 arccosh2(γ)
(γ2−1)7/2 −h55 log(2)arccosh(γ)

4(γ2−1)2

+
h56

(
Li2
(
γ−1
γ+1

)
−4Li2

(√
γ−1
γ+1

))
32(γ2−1)2 +

h57

(
log
(

2
γ+1

)
arccosh(γ)+2Li2

(√
γ2−1−γ

))
4(γ2−1)2

+
h58

(
Li2
(
−
(
γ−
√
γ2−1

)2)−2log(γ)arccosh(γ)
)

8(γ2−1)2

]
, (7.4)

which includes conservative, dissipative, as well as hereditary and nonlinear radiation-
reaction effects. See appendix E for the value of the hi polynomials. The impulse
for the companion follows by replacing 1 ↔ 2 in the masses, incoming velocities, and
impact parameters.
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7.1.1 Conservative

A conservative part of the total impulse can be identified by replacing retarded propagators
with Feynman’s i0-prescription, while retaining the real part of the answer [95]. The first
distinction appears at 3PM order, where we have [92]

c
(3)cons
1b =−2m1m2(m2

1+m2
2)

(γ2−1) 5
2

(
16γ6−32γ4+16γ2−1

)
− 4m2

1m
2
2γ

3(γ2−1) 5
2

(
20γ6−90γ4+120γ2−53

)
+ 8m2

1m
2
2

γ2−1
(
4γ4−12γ2−3

)
arccosh(γ) ,

c
(3)cons
1ǔ1

= 3π
2 m1m

2
2(m1+m2)(2γ2−1)(5γ2−1)

γ2−1 ,

c
(3)cons
1ǔ2

=−3π
2 m2

1m2(m1+m2)(2γ2−1)(5γ2−1)
γ2−1 , (7.5)

from potential-only modes. At the next order, on the other hand, we find [96–98]

c
(4)cons
1b
π

= − 3h1m1m2
(
m3

1 +m3
2
)

64 (γ2 − 1)5/2 +m2
1m

2
2 (m1 +m2)

[21
√
γ2 − 1h2E2

(
γ−1
γ+1

)
32(γ − 1)2(γ + 1)

+
3h3K2

(
γ−1
γ+1

)
16 (γ2 − 1)3/2 −

3h4E
(
γ−1
γ+1

)
K
(
γ−1
γ+1

)
16 (γ2 − 1)3/2 + π2h5

8
√
γ2 − 1

+
h6 log

(
γ−1

2

)
16 (γ2 − 1)3/2

+
3h7Li2

(√
γ−1
γ+1

)
(γ − 1)(γ + 1)2 −

3h7Li2
(
γ−1
γ+1

)
4(γ − 1)(γ + 1)2 −

3h15 log
(
γ−1

2

)
log

(
γ+1

2

)
8
√
γ2 − 1

+
3h16 log

(
γ−1

2

)
arccosh(γ)

16 (γ2 − 1)2 + h20

192γ7 (γ2 − 1)5/2 +
h22 log

(
γ+1

2

)
16 (γ2 − 1)3/2

+ h23 log(γ)
2 (γ2 − 1)3/2 −

h24 arccosh(γ)
16 (γ2 − 1)3 −

3h26 arccosh2(γ)
32 (γ2 − 1)7/2 +

3h27 log2
(
γ+1

2

)
2
√
γ2 − 1

+
3h28 log

(
γ+1

2

)
arccosh(γ)

16 (γ2 − 1)2 +
h29Li2

(
1−γ
γ+1

)
4
√
γ2 − 1

+
3
√
γ2 − 1h30Li2

(
γ−1
γ+1

)
8(γ − 1)(γ + 1)

]

c
(4)cons
1ǔ1

= 9π2h31m1m
2
2 (m1 +m2) 2

32 (γ2 − 1) + 2h32m1m
2
2
(
m2

1 +m2
2
)

(γ2 − 1)3

+m2
1m

3
2

[
4h33

3 (γ2 − 1)3 −
16h36 arccosh(γ)

(γ2 − 1)3/2

]

c
(4)cons
1ǔ2

= − 9π2h31m
2
1m2 (m1 +m2) 2

32 (γ2 − 1) − 2h32m
2
1m2

(
m2

1 +m2
2
)

(γ2 − 1)3

+m3
1m

2
2

[
− 4h33

3 (γ2 − 1)3 + 16h36 arccosh(γ)
(γ2 − 1)3/2

]
, (7.6)

which includes not only potential contributions but as well (2rad) regions involving two
radiation modes associated with hereditary-type effects.
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7.1.2 Dissipative

The non-conservative part of the impulse starts at 3PM order, and reads [95]

c
(3)diss
1b = 4

3m
2
1m

2
2

(2γ2 − 1)2

(γ2 − 1)5/2

(√
γ2 − 1(5γ2 − 8) + 3γ(3− 2γ2) arccosh(γ)

)
,

c
(3)diss
1ǔ1

= 0 ,

c
(3)diss
1ǔ2

= πm2
1m

2
2

48(γ2 − 1)3/2

[ (
−210γ6 + 552γ5 − 339γ4 + 912γ3 − 3148γ2 + 3336γ − 1151

)
+ 6(35γ6 + 60γ5 − 185γ4 + 16γ3 + 145γ2 − 76γ + 5) log

(
γ + 1

2

)
− 3γ(70γ6 − 165γ4 + 112γ2 − 33)arccosh(γ)√

γ2 − 1

]
, (7.7)

where only integrals with a single radiation mode contribute at two-loop order in the
dissipative sector. At 4PM, on the other hand, we encounter two distinct contributions.
For the (instantaneous) part, involving a single radiation mode, we find [98]

c
(4)diss
1b,1rad
π

=m3
1m

2
2

[
h8

48(γ2−1)3 +
h10 log

(
γ+1

2

)
8(γ2−1)2 +h14 arccosh(γ)

16(γ2−1)7/2

]

+m2
1m

3
2

[
h19

48(γ2−1)3 +
h21 log

(
γ+1

2

)
8(γ2−1)2 +h25 arccosh(γ)

16(γ2−1)7/2

]
,

c
(4)diss
1ǔ1,1rad =m2

1m
3
2

[
− 8h34

3(γ2−1)5/2 + 8h35 arccosh(γ)
(γ2−1)3

]
, (7.8)

c
(4)diss
1ǔ2,1rad =m3

1m
2
2

[
h38

705600γ8 (γ2−1)5/2 +π2 (108h31(γ2−1)+h39
)

192(γ2−1)2 + h40 arccosh(γ)
6720γ9 (γ2−1)3

+ 32h43 arccosh2(γ)
(γ2−1)7/2 +h44 log(2)arccosh(γ)

8(γ2−1)2 +
3h45

(
Li2
(
γ−1
γ+1

)
−4Li2

(√
γ−1
γ+1

))
16(γ2−1)2

+
3h46

(
log
(
γ+1

2

)
arccosh(γ)−2Li2

(√
γ2−1−γ

))
8(γ2−1)2

−
h47

(
Li2
(
−
(
γ−
√
γ2−1

)2)−2log(γ)arccosh(γ)
)

16(γ2−1)2 + 8h60 arccosh2(γ)
(γ2−1)2

]

+m2
1m

3
2

[
h49

1440γ7 (γ2−1)5/2 +π2 (27h31(γ2−1)+2h50
)

96(γ2−1)2 + h51 arccosh(γ)
480γ8 (γ2−1)3

− 32h54 arccosh2(γ)
(γ2−1)7/2 −h55 log(2)arccosh(γ)

4(γ2−1)2 +
h56

(
Li2
(
γ−1
γ+1

)
−4Li2

(√
γ−1
γ+1

))
32(γ2−1)2

−
h57

(
log
(
γ+1

2

)
arccosh(γ)−2Li2

(√
γ2−1−γ

))
4(γ2−1)2

+
h58

(
Li2
(
−
(
γ−
√
γ2−1

)2)−2log(γ)arccosh(γ)
)

8(γ2−1)2 + 16h59 arccosh2(γ)
(γ2−1)2

]
,
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whereas regions having two radiation modes going on-shell, including hereditary as well as
nonlinear radiation-reaction effects, yield

c
(4)diss
1b,2rad
π

= m3
1m

2
2

[√
γ2 − 1

(
h9 − 4γ2(γ + 1)h20

)
768(γ − 1)3γ9(γ + 1)4 + log(γ)

(
h12 − 8

(
γ2 − 1

)
h23
)

16 (γ2 − 1)5/2

+ arccosh(γ)
(
(γ + 1)h24 − 2(γ − 1)2h13

)
16(γ − 1)3(γ + 1)4

+ 3h26 arccosh2(γ)
32 (γ2 − 1)7/2 +

3 (h15 − 4h27) log2
(
γ+1

2

)
8
√
γ2 − 1

+ log
(
γ + 1

2

)(−2
(
γ2 − 1

)
h22 − h11

32 (γ2 − 1)5/2 − 3 (h16 + h28) arccosh(γ)
16 (γ2 − 1)2

)

+
(
−3
(
γ2 − 1

)
h18 − 8h29

)
Li2

(
1−γ
γ+1

)
32
√
γ2 − 1

−
3 (h17 + 8h30)Li2

(
γ−1
γ+1

)
64
√
γ2 − 1

]
,

c
(4)diss
1ǔ1,2rad = 0 , (7.9)

c
(4)diss
1ǔ2,2rad = m3

1m
2
2

[4 (h33 − h37)
3 (γ2 − 1)3 −

16 (3h36 − 2h41) arccosh(γ)
3 (γ2 − 1)3/2 − 8 (h42 + h60) arccosh2(γ)

(γ2 − 1)2

]

+m2
1m

3
2

[2 (45h32 − h48)
45 (γ2 − 1)3 − 16h52 arccosh(γ)

5 (γ2 − 1)3/2 − 16 (h53 + h59) arccosh2(γ)
(γ2 − 1)2

]
.

Notice that, since c(4)
1ǔ1

is related by the mass-shell condition to lower order contributions
at 3PM featuring at most 1rad terms, the c(4)diss

1ǔ1,2rad coefficient is consistently zero. We also
find that c(4)diss

1b,2rad ∝ m3
1m

2
2, with a vanishing O(m2

1m
3
2) term. This means that the m2

1m
3
2

contribution to the full 2rad-impulse in the b-direction comes entirely from the Feynman-
only part. This is not only consistent with PN results [36], it is also expected from the fact
that having such term in the dissipative sector would imply the existence of an additional
— beyond the Feynman-only part — time-symmetric conservative-like contribution to the
impulse, at first order in the self-force expansion [14]. This, however, would be in tension
with known PN [32–35] and PM results [97]. (See also [36] for additional PN-type constraints
implying the vanishing of the O(m2

1m
3
2) part of the dissipative 2rad piece of the impulse in

the b-direction.)

7.2 Radiated momentum

The impulse allows us to derive the change in the mechanical momentum of the system,
that gives us the total radiated momentum,

Pµrad = −(∆pµ1 + ∆pµ2 ) , (7.10)

from which we can derive a series of GW observables.

7.2.1 Recoil
The expression for the (space-like) recoil is somewhat lengthy, but it is instructive to look
at the PN expansion. In particular, expanding in v∞ we find along the b-direction,

b4P 4PM
b,rad

π∆mG4M5ν2 = 37
30 + 1661v2

∞

560 + 1491v3
∞

400 + 23563v4
∞

10080 −
26757v5

∞

5600 + 700793v6
∞

506880 +O(v7
∞) , (7.11)
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where Pb,rad ≡ P rad · b̂ is the total (space-like) momentum radiated in the direction of the
(unit) three-vector impact parameter, in agreement with a recent PN derivation in [36].
The result in (7.11), which affects the value of the relative deflection angle, has no parallel
at 3PM order.

7.2.2 Total energy

The radiated energy, in the incoming center-of-mass frame, in an hyperbolic-like scattering
process can be obtained via

∆Ehyp ≡ Prad · uCoM , (7.12)

where uαCoM ≡
m1uα1 +m2uα2
|m1u1+m2u2| is the normalized (initial) four-velocity of the center-of-mass,

with |m1u1 +m2u2| = MΓ the total incoming energy.
Inputting the value for the impulse(s), the O(G4) contribution is given by

∆E4PM
hyp = − G4M5ν2

b4Γ

{
15π2 (γ2 − 1

) (
27
(
γ2 − 1

)
h31 + 2h50

)
+ 64 (45h32 − h48)

1440 (γ2 − 1)3

+ h49

1440γ7 (γ2 − 1)5/2 − arccosh2(γ)
(

16h53

(γ2 − 1)2 + 32h54

(γ2 − 1)7/2

)

− h55 log(2) arccosh(γ)
4 (γ2 − 1)2 +

h57 log
(

2
γ+1

)
arccosh(γ)

4 (γ2 − 1)2 − h58 log(γ) arccosh(γ)
4 (γ2 − 1)2

+ arccosh(γ)
(

h51

480γ8 (γ2 − 1)3 −
16h52

5 (γ2 − 1)3/2

)
−
h56Li2

(√
γ−1
γ+1

)
8 (γ2 − 1)2

+
h56Li2

(
γ−1
γ+1

)
32 (γ2 − 1)2 +

h57Li2
(√

γ2 − 1− γ
)

2 (γ2 − 1)2 +
h58Li2

(
−
(
γ −

√
γ2 − 1

)2)
8 (γ2 − 1)2

+ ν

[
4 (−45h32 + 30h33 − 30h37 + h48)

45 (γ2 − 1)3 + π2 (54
(
γ2 − 1

)
h31 + h39 − 4h50

)
96 (γ2 − 1)2

− arccosh2(γ)
(

16 (h42 − 2h53)
(γ2 − 1)2 − 64(h43 + h54)

(γ2 − 1)7/2

)
(7.13)

+ h38 − 490γ
(
3840γ7h34 + h49

)
352800γ8 (γ2 − 1)5/2 +

(3h46 + 2h57) log
(
γ+1

2

)
arccosh(γ)

4 (γ2 − 1)2

+ (h44 + 2h55) log(2) arccosh(γ)
4 (γ2 − 1)2 + (h47 + 2h58) log(γ) arccosh(γ)

4 (γ2 − 1)2

+ arccosh(γ)
(

53760γ9h35 − 14γh51 + h40

3360γ9 (γ2 − 1)3 − 32 (15h36 − 10h41 − 3h52)
15 (γ2 − 1)3/2

)

+
(h56 − 6h45)Li2

(√
γ−1
γ+1

)
4 (γ2 − 1)2 −

(h56 − 6h45)Li2
(
γ−1
γ+1

)
16 (γ2 − 1)2

−
(3h46 + 2h57)Li2

(√
γ2 − 1− γ

)
2 (γ2 − 1)2 −

(h47 + 2h58)Li2
(
−
(
γ −

√
γ2 − 1

)2)
8 (γ2 − 1)2

]}
,
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which, after PN-expanding,

b4∆E4PM
hyp

G4M5ν2 = 1568
45v∞

+
(18608

525 − 1136ν
45

)
v∞ + 3136v2

∞
45 +

(
764ν2

45 − 356ν
63 + 220348

11025

)
v3
∞

+
(1216

105 −
2272ν

45

)
v4
∞ +

(
−622ν3

45 + 3028ν2

1575 − 199538ν
33075 − 151854

13475

)
v5
∞

+
(

1528ν2

45 − 8056ν
1575 + 117248

1575

)
v6
∞ +O(v7

∞) , (7.14)

is in perfect agreement with the existent PN literature [32–37, 77, 78],

7.2.3 GW flux

The B2B map allows us to relate the total radiated energy for the hyperbolic-like motion to
its counterpart over a period of an elliptic-like orbit via the relation [89]

∆Eell(j) = ∆Ehyp(j)−∆Ehyp(−j) , (7.15)

which nicely agrees in the overlap with PN data at 3PM order [131], but at the same time
yields the expected vanishing contribution for even orders with bound states. It is then
convenient to compute instead the GW flux, which can be used for generic orbits. The
energy flux can be PM-expanded as follows (in an isotropic gauge) [89]

dE

dt
= M

r

∑
n

F (n)
E (γ)

(
GM

r

)(n+3)
, (7.16)

and similarly for the total radiated energy (recall j = p∞b/(GM2ν))

∆Ehyp(j)=
∞∑
n=0

∆E(n)
j hyp

jn+3 . (7.17)

Hence, using the conservative-like part of the scattering trajectory, thus working within an
adiabatic expansion, we find [89]

MπξF (0)
E =

2Γν∆E(0)
j hyp

(γ2 − 1) ,

MπξF (1)
E =

3πΓ2ν∆E(1)
j hyp

4 (γ2 − 1)3/2 −
2∆E(0)

j hypν
3

(γ2 − 1)2 Γ6ξ2

[
(γ − 1)3

(
10γ3 − 10γ2 − 9γ + 5

)
ν2

+ 4
(
5γ5 − 8γ4 + γ3 + 4γ2 − 3γ + 1

)
ν + 8γ4 − 4γ2 − 1

]
.

(7.18)

The result in (7.18) can be readily applied to elliptic-like motion.19 See the supplementary
material attached to this paper for explicit values.

19Nonlocal-in-time effects due to tail terms, e.g. [55], do not enter in the GW flux until higher PM orders.
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7.3 Scattering angle

The relative impulse, ∆p, can be obtained from the value of the total recoil, see e.g. [37],

∆p = ∆p1 + E1
E
P rad +O

(
P 2

rad
)
, (7.19)

from which we can define a deflection angle,

χrel
2 ≡ 1

2arccos
(
p+ · p−
|p−||p+|

)
=
∞∑
n=1

χ
(n)
b,rel

(
GM

b

)n
=
∞∑
n=1

χ
(n)
j,rel
jn

, (7.20)

where p− and p+ ≡ p− + ∆p are the relative incoming/outgoing 3-momenta. At 4PM
order, we can decompose it as follows (in impact parameter space)

χ
(4)
b,rel(γ) = χ

(4)cons
b,rel (γ) + χ

(4)rr
b,rel (γ) ,

χ
(4)rr
b,rel (γ) = χ

(4)rr,1rad
b,rel (γ) + χ

(4)rr,2rad
b,rel (γ) ,

(7.21)

where the (Feynman-only) conservative part, ignoring the recoil, is given by

χ
(4)cons
b,rel
πΓ = 3h61

128(γ2−1)3 +ν
[
−

3h3K2
(
γ−1
γ+1

)
32(γ2−1)2 +

3h4E
(
γ−1
γ+1

)
K
(
γ−1
γ+1

)
32(γ2−1)2 + π2h5

16(1−γ2)

+
3h27 log2

(
γ+1

2

)
4(1−γ2) −

h6 log
(
γ−1

2

)
32(γ2−1)2 +

3h15 log
(
γ−1

2

)
log
(
γ+1

2

)
16(γ2−1) −

h22 log
(
γ+1

2

)
32(γ2−1)2

− h23 log(γ)
4(γ2−1)2 + 3h26 arccosh2(γ)

64(γ2−1)4 +h24 arccosh(γ)
32(γ2−1)7/2 −

3h16 log
(
γ−1

2

)
arccosh(γ)

32(γ2−1)5/2

−
3h28 log

(
γ+1

2

)
arccosh(γ)

32(γ2−1)5/2 − h62

384γ7 (γ2−1)3−
21h2E2

(
γ−1
γ+1

)
64(γ−1)2(γ+1)

−
3
√
γ2−1h7Li2

(√
γ−1
γ+1

)
2(γ−1)2(γ+1)3 +

h29Li2
(

1−γ
γ+1

)
8(1−γ2)

+
(

3
√
γ2−1h7

8(γ−1)2(γ+1)3 + 3h30
16−16γ2

)
Li2

(
γ−1
γ+1

)]
, (7.22)

in agreement with the derivation in [96, 97] (see also appendix D); whereas for the remaining
terms, we find

Γχ(4)rr,1rad
b,rel
πν

= h64

96 (γ2 − 1)7/2 +
h65 log

(
γ+1

2

)
16 (γ2 − 1)5/2 +

h63 arcsinh
(√

γ−1√
2

)
8 (γ2 − 1)4

− h25 arccosh(γ)
32 (γ2 − 1)4 + ν

[
h67

96 (γ2 − 1)7/2 +
h68 log

(
γ+1

2

)
16 (γ2 − 1)5/2

− arccosh(γ) ((γ + 1)h14 + (γ − 3)h25)
32 (γ2 − 1)4 +

h66 arcsinh
(√

γ−1√
2

)
8(γ − 1)2(γ + 1)4

]
, (7.23)
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Γχ(4)rr,2rad
b,rel
πν2 =

log
(
γ+1

2

) (
2
(
γ2 − 1

)
h22 + h11

)
64(γ − 1)3(γ + 1)2 − log(γ)

(
h12 − 8

(
γ2 − 1

)
h23
)

32(γ − 1)3(γ + 1)2

+ arccosh(γ)
(
2(γ − 1)2h13 − (γ + 1)h24

)
32 (γ2 − 1)7/2 −

3 (h15 − 4h27) log2
(
γ+1

2

)
16(γ − 1)

+
3
√
γ2 − 1 (h16 + h28) log

(
γ+1

2

)
arccosh(γ)

32(γ − 1)3(γ + 1)2 − h9 − 4γ2(γ + 1)h20

1536γ9 (γ2 − 1)3

− 3h26 arccosh2(γ)
64(γ − 1)4(γ + 1)3 +

( 3
64(γ + 1)h18 + h29

8(γ − 1)

)
Li2

(1− γ
γ + 1

)

+
3 (h17 + 8h30)Li2

(
γ−1
γ+1

)
128(γ − 1) , (7.24)

for the dissipative parts involving one (1rad) and two (2rad) propagators going on-shell.
See appendix E for the value of the hi polynomials.

7.4 Firsov resummation

Restricted to interactions which conserve energy and momentum, the scattering angle allows
us to compute the PM components of the square of the momentum of each particle (or
impetus) in the incoming center-of-mass frame,

p2 = p2
∞ +

∞∑
n=1

Pn

(
G

r

)n
= p2

∞

(
1 +

∞∑
n=1

fn

(
GM

r

)n)
, (7.25)

via the Firsov parameterization (with p̄ ≡ |p|/p∞) [87, 88]

p2 = exp
[

2
π

∫ ∞
r|p|

χb db√
b2 − r2p2

]
, (7.26)

yielding the general formula

fn =
∑

σ∈P(n)
g(n)
σ

∏
`

(
χ̂

(σ`)
b

)σ`
, Pn = p2

∞M
nfn , (7.27)

where

g(n)
σ = 2(2− n)Σ`−1∏

`(2σ`)!!
, χ̂

(n)
b = 2√

π

Γ(n2 )
Γ(n+1

2 )
χ

(n)
b , Σ` ≡

∑
`

σ` . (7.28)

The P(n)’s in (7.27) are the set of integer partitions of n = σ`σ
` (implicit summation), with

mutually different σ`’s. For instance, to 4PM we have

f1 = 2χ(1)
b , f2 = 4

π
χ

(2)
b ,

f3 = 1
3
(
χ

(1)
b

)3
− 4
π
χ

(1)
b χ

(2)
b + χ

(3)
b ,

f4 = −2
3
(
χ

(1)
b

)4
+ 8
π

(
χ

(1)
b

)2
χ

(2)
b −

8
π2

(
χ

(2)
b

)2
− 2χ(1)

b χ
(3)
b + 8

3πχ
(4)
b .

(7.29)
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We can also (recursively) reconstruct a Hamiltonian in an isotropic gauge,

H(r,p2) =
∞∑
n=0

cHn (p2)
n!

(
G

r

)n
, (7.30)

where cH0 ≡ E1(p2) + E2(p2) =
√
p2 +m2

1 +
√
p2 +m2

2. The relationship to the fn (and
Pn) coefficients can be found in [87], which we recommend to the reader for further details.

From the knowledge of the fk’s, or equivalently the Pk’s, to an nPM value we can then
obtain a ‘Firsov-resummed’ deflection angle — which descends from what we called an
‘fn-theory’ in [87]—by simply going back to the original relationship,

χ = −π + 2b
∫ ∞
rmin

dr
r
√
r2p2(r, E)− b2

, (7.31)

and performing the integration, with rmin the distance of closest approach defined through
the condition pr(rmin) = 0, or by explicitly finding a closed-form (resummed) expression.
See [87] for a few specific examples.

The f4-theory approximation to the impetus formula in (7.25), obtained using (7.29)
and the results in [98], can also be compared directly against numerical simulations, for
instance, by using the parameterization [87]

r(λ) = λ e−A(λ) , p2(r(λ)) = e2A(λ) ,

A(λ) ≡ 1
π

∫ ∞
λ

χbdb√
b2 − λ2

,
(7.32)

to match to data. See [137] for this and other implementations and comparisons demon-
strating incredible accuracy.

Conservative-like. Although, technically speaking, only the contributions from the
impulse leading to (7.22) conserve both the total energy and momentum in the incoming frame
at 4PM order, the relative dynamics may still include other conservative-like interactions.
In fact, since effects at second order in the radiation-reaction forces do not dissipate energy
at this order20 and, moreover, the total relative momentum is also conserved, we conclude
that the (dissipative) 2rad term in (7.24) may be added to an (effectively) Hamiltonian-like
description of the dynamics at O(G4). Hence, introducing an effective angle,

χ
(4)eff
b,rel = χ

(4)cons
b,rel + χ

(4)rr,2rad
b,rel , (7.33)

which would feature in the above formulae, we obtain an effective (relative) impetus formula,

p2
eff = p2

∞

(
1 +

∞∑
n=1

f eff
n

(
GM

r

)n)
. (7.34)

We can then input this expression to obtain an effective PM-resummed (conservative-like)
deflection angle in (7.31).21 The value of the coefficients can be found in the supplementary
material attached to this paper.

20This is supported by the comparison to the PN-expanded value of the total radiated energy [36].
21In principle, if one ignores recoil effects, for instance for the case of equal-mass scattering, one could

also include even the 1rad term in (7.23) to an effective Firsov representation. This was done in [137] with
spectacular success in matching to numerical simulations.
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8 Conclusions & outlook

We elaborated here on the systematic framework to compute GW observables for compact
binaries via the EFT approach [91, 92, 95] in combination with modern integration techniques
from particle physics [140, 142–171]. The EFT formalism was recently employed to derive
the total spacetime impulse in the scattering of non-spinning compact bodies to 4PM
order, reported in [97, 98], which we have described in more detail in the present paper.
Perfect agreement is found in the overlap with various partial results at O(G4), within the
PN [32–37, 77, 78] and PM [127, 135, 136] expansions, respectively. A more recent analysis
including a comparison between the (f4-)Firsov-resummed deflection angle (see section 7)
and numerical simulations was performed in [137], finding an exquisite agreement between
theory and numerical data. All these nontrivial checks give us confidence in the validity of
our complete 4PM results [97, 98].

Although the framework discussed here has been very successful to tackle both the
conservative and dissipative dynamics of relativistic compact bodies in hyperbolic-like
motion to 4PM order, there are various issues and subtleties which deserve further study:

• Local vs Nonlocal (in time). As it is well known, starting at O(G4), tail-type
hereditary interactions introduce nonlocal-in-time effects in the conservative dynam-
ics [55, 89, 96, 97]. Up to a given PM order, the latter can be described in terms
of an (averaged) effectively local Hamiltonian or impetus formula. However, the
coefficients depend on the trajectory, which implies p2

hyp 6= p2
ell. Hence, even though

we have shown that it works for all the local-in-time as well as the trademark tail-
type logarithmic corrections for generic orbits [89, 96, 97], the full B2B analytic
continuation between radial actions for unbound and bound states only applies to
the large-eccentricity limit. This means that, unlike local terms and logarithms, the
remaining nonlocal pieces cannot be continued smoothly from hyperbolic motion to
generic elliptic orbits, e.g. the circular case. Nevertheless, we expect the B2B map to
approach the true solution for highly eccentric bound orbits. As it was argued in [89],
the analytic continuation may still be possible at the level of the integrand in the PN
expansion, prior to performing the time integration over the trajectory. For the PM
integrand, however, this would require a non-relativistic split into time and space,
while identifying at the same time hereditary-type contributions. We are presently
exploring this possibility.

• Memory effects. The conservative and dissipative part of the scattering angle at
5PN order appeared in [71] and [74], respectively. Unfortunately, in the overlap
at O(G4), we find disagreement between the results in [71, 74] and ours [96–98].
Among the relevant PN corrections are memory contributions which, unlike tails
described by QQM terms in the effective action (with Q some generic multipole
moment and M the total mass/energy), are described by QQQ corrections in PN
theory.22 On the one hand, as expected (see e.g. [32]), agreement between PN and PM

22In addition, nonlinear gravitational contributions to the radiation-reaction force, as well as tail-like
interactions beyond the monopole coupling, also yield terms of this type. As a consequence, these are often
all piled up together in the PN effective action.
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computations in the conservative sector requires nonzero QQQ-type terms. On the
other hand, according to the derivations in [71, 74], the PN side includes regions with
three (on-shell) radiation modes, that are absent in our PM calculation. One reason
for the mismatch of regions may be simply due to the use of IBP relations.23 Or it
may also be related to the fact that we are computing the total impulse, inserting
the trajectories yielding Dirac-δ constraints; whereas the PN calculation involves the
worldline Hamiltonian/Lagrangian. Had the PM and PN results agreed, we would
then simply conclude that memory terms in the latter are ultimately described by
2rad-type regions in the impulse to O(G4) in the former. However, the disagreement
in the total value, and in particular the mass scaling of the result [32], suggests
that additional issues are still present in the comparison.24 This is currently under
investigation.

• High-energy limit. Another puzzling feature of the solution at 4PM order is the
behavior of the spacetime impulse in the limit γ →∞, where we find

c
(4)tot
1b

γ→∞−−−→ 35πγ3(7− 12 log(2)2 + log(256))m2
1m

3
2

8 ,

c
(4)tot
1ǔ1

γ→∞−−−→ 64γ3m2
1m

3
2 , c

(4)tot
1u1

γ→∞−−−→ −6848γ2 log(2γ)m3
1m

2
2

105 ,

c
(4)tot
1ǔ2

γ→∞−−−→ −6848γ3 log(2γ)m3
1m

2
2

105 , c
(4)tot
1u2

γ→∞−−−→ 64γ2m2
1m

3
2 ,

(8.1)

with the c1ua coefficients defined w.r.t. the (unchecked) incoming velocities; as well as
for the total radiated energy, yielding

b4Γ∆E4PM
hyp

G4M5ν2
γ→∞−−−→ 13696

105 γ3ν log(2γ) . (8.2)

If we then take, concurrently, the massless limit, ma → 0, while keeping s ≡ γm1m2
fixed, we discover that c(4)tot

1b ∼ s3/m1, whereas the (unchecked) velocity components
go to zero.25 Similarly, for the radiated energy we find a logarithmic divergence,26

∆E4PM
hyp√
s
∼
(
χ(1)

)4
log

(
s

m1m2

)
, (8.3)

where we used χ(1) ' G
√
s

b for the leading order value of the deflection angle. In prin-
ciple, because of analyticity argument, it is believed that all even coefficients should

23After using IBP relations, the relevant PN integrals can be reduced to masters also featuring two radiation
modes [71]. However, unlike the PM derivation, there is no constrain on their individual frequencies.

24One possible issue is the following. The PM derivation of the impulse involves the incoming center-
of-mass, while the PN action is obtained in the relative frame. Because of effects at second order in
the radiation-reaction forces, the mismatch may be due to recoil-type contributions which have not been
accounted for on the PN side. Let us also point out that the relative deflection angle, see section 7, has not
resolved the discrepancy.

25We should, however, make the following observation. While the c
(n)
1ua

’s may remain finite in the
high-energy/massless limit, the velocities themselves scale as ua = pa/ma, which diverge.

26In fact, retaining subleading pieces, we find that the m1 → 0 limit also generates terms proportional to
m2/m1, which diverge if we keep m2 finite.
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vanish in the massless case, see e.g. [201]. Hence, in the perturbative PM regime,
we conclude that the massive theory (with u2

a = 1) does not extrapolate smoothly
to the massless case (u2

a = 0).27 We expect these issues to be resolved by a non-
perturbative understanding of the high-energy limit, see e.g. [136, 202] for some recent
developments.

• Scalability.

– Feynman diagrams. The integrand in the EFT approach is constructed via
Feynman rules featuring (bulk) graviton vertices that grow factorially in the
number of legs. Even after optimization [91], performing the tensor contractions
and collecting contributions with equal integral structure becomes time consuming
as well as memory critical. For instance, the construction of the 5PM integrand,
already known, has taken the order of a few days (so far ignoring spin and tidal
degrees of freedom). In this case, a dedicated code within FORM [174], together
with heavy use of parallelization techniques, turned out to be sufficient. However,
at 6PM and beyond, new ideas may be necessary to tame the factorial growth,
as well as to produce more manageable integrand representations.

– IBP reduction. The IBP algorithms play a key role in PM computations.
However, there are a few issues which will require further development in order
to move forward to higher loop orders. Firstly, to our knowledge, none of
the known programs in the literature can automatically handle symmetries of
retarded propagators. As a result, we have only implemented some symmetry
relations at the level of the master integrals. While this was sufficient to tackle
all the three-loop computations at 4PM, higher order effects will present new
challenges. Secondly, the number of equations that need to be generated, and
reduced according to Laporta’s algorithm [181], grows rapidly with every loop
order and numerator power. This poses a serious challenge for state-of-the-art
IBP programs already at four-loop order. It is clear that reductions of the most
complicated integral families beyond 5PM will not be possible without significant
(hardware and software) improvements.28 Needless to say, research in precision
gravity greatly benefits from advances in these areas and we thus encourage
the community to extend the existent programs to systematize more general
scenarios, including both Dirac-δ functions and retarded Green’s functions, as
well as explore new venues to tackle large(r) systems.

– Integration. Challenges in the integration problem can be divided into two cat-
egories. Firstly, there is the methodology of differential equations. Assuming the
IBP-reduction step is successfully done, the problem is reduced to finding a form

27The divergence in the c(4)tot
1b coefficient is also intimately connected to the lack of O(m3

2m
2
1) contribution

to c(4)diss
1b,2rad (see section 7). In fact, it turns out impossible to cancel the unwanted high-energy behavior while

remaining consistent with all known PN as well as self-force data [36].
28We should also mention here some possible alternatives, such as the use of algebraic geometry [182–

184, 203–207] and intersection theory [208–216]. However, these are still at an early stage of development
and therefore need to mature further in order to display their full potential.
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where a solution can be obtained, ideally in the ε-factorized form. However, both
the size of the differential equations and function space are known to become
drastically more complicated the higher the loop order. For sectors involving
polylogarithms, we can compare to other similar cases, e.g. [217], and also make
use of the INITIAL algorithm [168].29 At the same time, the non-polylogarithmic
sectors are also expected to become more complicated at four- and higher loop
orders, where experience shows that each extra loop increases by one the order
of the corresponding Picard-Fuchs equation. Hence, at 5PM we might encounter
an object satisfying a fourth-order Picard-Fuchs equation, for which we may
not have a representation in terms of elliptic integrals. In this regard, recent
advances in the particle physics community, see e.g. [197, 218–220], may lead to
a solution of this problem. Alternatively, we may proceed without having a fully
ε-factorized form. This was possible at 4PM order, notably because the final
result is free of iterated integrals of modular forms, only containing complete
elliptic integrals [98]. Whether this pattern continues at 5PM, and beyond, is
still unclear.30 Secondly, we have the evaluation of the boundary constants.
Presently, all the necessary potential-only boundary integrals can be obtained
with known techniques to four-loop order, see e.g. [221]. That is also the case for
integrals involving the 2rad- and anticipated 3rad-type regions. Yet, integrals
involving a single radiation mode at 5PM appear to be slightly more difficult
than their three-loop counterparts. Although the 5PM order might not be the
stumbling block — since we expect that extensions of the strategies we discussed
here will succeed — going beyond four loops may require new strategies for the
computations of the boundary conditions. In this regard, the use of numerical
tools may ultimately prove useful [108].

In addition to addressing all of the above challenges, there are several other directions
in which progress can still be achieved without significant obstacles. For instance, including
spin and tidal effects, see e.g. [93, 94], to 4PM order. Moreover, so far we have concentrated
on the impulse, however, there has been also a widespread interest in the change of angular
momentum, e.g. [222–224]. At the mechanical level, this can be readily computed within
the EFT framework. New results in these directions will appear shortly.

Last but not least, our computations are unveiling the structure of the PM expansion
in general relativity, with the methodology of differential equations unraveling a very rich
space of possible functions, e.g. MPLs, K(z), E(z), perhaps featuring iterated integrals on
elliptic curves at higher PM orders. One interesting venue, once more PM data is known, is
the possibility to perform a resummation in Newton’s constant, plausibly through an ansatz

29It was already observed in [217] that going from three to four loops introduced additional poles at
higher roots of unity into the differential equations. This, in turn, led to the development of the INITIAL
algorithm [168], which we expect to handle the polylogarithmic sectors at 5PM.

30The principle of ‘maximal transcendentality’ suggests that the three-loop result has maximal weight two
(modulo overall factors of π), such that the four-loop answer should have maximal transcendental weight
three. If we assign weight one to K(z), this would explain the absence of integrals of the type

∫
K2(z)dz at

4PM, but in principle they could appear at the next order.
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fulfilling various constraints. At this stage, and already envisioning the complexity of the
5PM order and beyond, is clear that having any additional (non)perturbative knowledge
— for instance at the level of the space of functions or particular limits such as, e.g., the
high-energy or specific γ values other than the soft region — would be extremely useful
to help us bootstrap even further, e.g. [225], the relativistic two-body problem. We are
presently exploring these possibilities.
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A Integral parametrization

We discuss here a generic strategy to parametrize PM integrals with Feynman propagators
(which also includes the potential-only case), and in particular the systematic treatment of
the Dirac-δ functions leading to novel parametrized forms.

A.1 Elementary integrals

Using the formula for a complex Gaussian intregral, having introduced a small real part,∫ ∞
−∞

dη ei(a+i0)η2 = eiπ/4
√

π

a+ i0 , a ∈ R, (A.1)

we can derive the generic Gaussian formula in Minkowski space:∫
dd+1`1 · · · dd+1`Le

i(aij`i·`j+2bi·`i)

= e
iπ
4 L(1−d)π

L(d+1)
2

∏
i

[
(ai + i0)−

1
2 (ai − i0)−

d
2
]
e−i a

−1
ij bi·bj ,

(A.2)
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where {ai} is the collection of eigenvalues of the matrix aij . Let us stress that it is crucial
to keep the i0’s in order to properly account for phase factors.

Another useful formulae is given by∫ ∞
0

dη ησ−1eiη(a+y i0) = Γ(σ)e
iπ
2 σ(a+ y i0)−σ , (A.3)

which holds for real a and real y > 0. Similarly, we also use the representation31

δ(a) = 1
2π

∫ ∞
−∞

dβ ei βa . (A.4)

A.2 Feynman form

For propagators with Feynman’s i0-prescription we use the common Schwinger parametriza-
tion, such that

1
(a± i0)ν = e∓

iπν
2

Γ(ν)

∫ ∞
0

dααν−1e±i α(a±i0) , (A.5)

which holds for ν > 0 and real a. In general we encounter the following type of parametrized
integrals

I ∝
∫ ∞
−∞

L∏
i=1

dβi
∫ ∞

0

m̃∏
i=1

dαi ανi−1
i

∫
`
ei(aij`i·`j+2bi·`i+c) , (A.6)

where the βi-parameters are associated to the parametrization of the L Dirac-δ functions
and the αi-parameters to the m̃ = L + m (linear and square) propagators. The factors
of aij , bi, and c, are also functions of the αi- and βi-parameters. All these objects are
homogeneous of degree one in these parameters. The νi’s are the powers of the propagators,
and note we do not distinguish between square and linear types. For simplicity, below we
assume that the matrix aij is positive definite. For the actual computations one must be
careful when using the Gaussian integral formulae in (A.2) due to the appearance of various
phases, due to definiteness of the minors of the a matrix.

Performing the Gaussian integrals over the loop momenta `i, the result takes the
schematic form

I ∝
∫ ∞
−∞

L∏
i=1

dβi
∫ ∞

0

m̃∏
i=1

dαi ανi−1
i det(a)−(d+1)/2e

−i
adj(a)ijbi·bj−det(a)c

det(a) , (A.7)

where, for later convenience, we pulled out an inverse factor of det(a) in the exponent by
expressing the inverse matrix as the adjugate32 divided by the determinant. Since the
arguments of Dirac-δ functions are linear in the loop momenta, and therefore only contribute
to the vector b, the matrix aij is independent of βi-parameters. Hence, the βi-integrals are
in Gaussian form, ∫ ∞

−∞

(
L∏
i=1

dβi
)
e
i
~β·A·~β+2~β·~B+C

det(a) , (A.8)

31Note that the integration goes over all real numbers, and not only over the positive ones. This formula
can also be generalized to the case of derivatives acting on the delta function.

32https://en.wikipedia.org/wiki/Adjugate_matrix.
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where ~β = (β1, . . . , βL). In order to determine the A matrix, the vector ~B, and the scalar
C as functions of the αi-parameters, we use the identity:

− adj(a)ijbi · bj + det(a)c = ~β ·A · ~β + 2~β · ~B + C . (A.9)

We can then use standard formulae to perform the resulting integrals, leading to the
following Schwinger-type form

I ∝
∫ ∞

0

m̃∏
i=1

dαi ανi−1
i det(a)−(d+1)/2+L/2 det(A)−1/2e

−i F̃
det(A) det(a) , (A.10)

where we defined the (Symanzik) polynomial F̃ = ~B · adj(A) · ~B − det(A)C. The various
factors are all homogeneous polynomials in the αi-parameters: det(a) is of degree L; an
entry of the L× L dimensional matrix A is of degree L− 1, such that its determinant is of
degree L(L− 1) and its adjugate of degree (L− 1)2; an entry of the vector ~B is of degree L;
and C is of degree L+ 1.

We continue by using the trick of inserting the identity,

1 =
∫ ∞

0
dη δ

(
η −

m̃∑
i=1

αi

)
, (A.11)

followed by a rescaling of all parameters αi → ηαi, yielding

I ∝
∫ ∞

0

m̃∏
i=1

dαi ανi−1
i δ(1− α)

∫ ∞
0

dη ην−1−Ld/2 det(a)−(d+1)/2+L/2 det(A)−1/2e
−iηF̃

det(A) det(a)

∝
∫ ∞

0

m̃∏
i=1

dαi ανi−1
i δ(1− α) det(a)−(d+1)/2−Ld/2+L/2+ν det(A)−1/2−Ld/2+νF̃Ld/2−ν

=
∫ ∞

0

m̃∏
i=1

dαi ανi−1
i δ(1− α)U

ν+L/2−(d+1)/2−Ld/2Uν−Ld/2−1/2
δ

F̃ν−Ld/2
,

(A.12)
with α = ∑m̃

i=1 αi, ν = ∑m̃
i=1 νi, U = det(a), and Uδ = det(A), and we have used the integral

formula (A.3) with σ = ν − L(d+ 1)/2 + L/2, while we have ignored all the i0’s that we
emphasize must be properly kept in order to correctly incorporate crucial phase factors.

In the absence of (uncut) linear propagators, we have ~B = 0 and we can rescale the
first Symanzik polynomial by an inverse of Uδ = det(A), i.e. F = F̃/Uδ = C, leading to the
simpler, and also more common, form

I ∝
∫ ∞

0

m∏
i=1

dαiανi−1
i δ(1− α)U

ν+L/2−(d+1)/2−Ld/2U−1/2
δ

Fν−Ld/2
. (A.13)

Notice that the degree of homogeneity of Uδ = det(A) vanishes for L = 1, in which case
the final parametrization consists of the more standard two polynomials.
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B Elliptic off-diagonal blocks

B.1 General method

After bringing the elliptic diagonal block to ε-form (5.33), one still has to deal with sectors
having the elliptic sector, Sell, as a subsector. Let Si be such sector. The differential
equations, restricted to the two sectors, are given by

∂

∂x

(
~gSell

~gdiagSi

)
=
(
εD̃ell 0
Ĉi,ell εD̃i

)(
~gSell

~gdiagSi

)
+ . . . , (B.1)

where the diagonal blocks have already been transformed into ε-form and the ellipsis indicate
that other subsectors have been omitted. Similar to the elliptic diagonal block D̃ell, the
off-diagonal block Ĉi,ell will also depend on elliptic integrals. While one can again use an
ansatz for this block, it turns out that, after a simplification, it is often possible to manually
transform Ĉi,ell to ε-form. Before we discuss this procedure in more detail, let us analyze
why the off-diagonal block is generally complicated after the transformation of the diagonal
blocks into ε-form.

As discussed in section 5.1.2, a transformation of the diagonal block of Si into ε-form

~gdiagSi
= Ti ~fSi , (B.2)

can be found e.g. with Libra or epsilon. The resulting basis elements will be a linear
combination of master integralsM(a1···an;±···±)

α1···αn;β1···βm defined in eq. (4.1):

gdiagSi,j
=
∑
~α

hj,~α(x, ε)M~α, (B.3)

where we collected the indices α1, . . . , αn;β1, . . . , βm into a multi-index ~α and omitted the
family superscripts. The hj,~α(x, ε) are coefficient functions. On the other hand, a basis ~gSi
that also brings the off-diagonal block Ĉi,ell into ε-form, i.e.

∂

∂x

(
~gSell

~gSi

)
=
(
εD̃ell 0
εC̃i,ell εD̃i

)(
~gSell

~gSi

)
+ . . . , (B.4)

will need corrections from the elliptic subsector:

~gSi = ~gdiagSi
+ Ti,ell ~gSell . (B.5)

Our main observation is that if the integrals in ~gdiagSi
are complicated expressions in terms

ofM~α, i.e. many hj,~ν(x, ε) are non-zero high-degree rational (or algebraic) functions in x
and ε, then the off-diagonal block Ĉi,ell will likewise be very complicated. This will, in turn,
require an equally complicated Ti,ell that is difficult to compute.

The goal is therefore to search for an alternative basis for the ε-form of the diagonal
block, ~gdiag,simple

Si
, such that its elements are algebraically simple when written in terms of

master integralsM~α. Since we explicitly know a basis ~gdiagSi
, a better suited version can be

found with the following strategy: from the differential equations it can be easily seen that
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any constant (in x and ε) transformation on ~gdiagSi
will still result in D̃i being in ε-form. We

can therefore use IBP relations to search for Feynman integralsM~α which can be written as

M~α = N~α(x, ε) ~c~α · ~gdiagSi
+ . . . , (B.6)

where ~c~α is a vector of constants and the ellipsis indicate subsector integrals. Further, out
of the found integrals, one can choose those with as simple prefactors N~α(x, ε) as possible.
Then it is clear that

1
N~α(x, ε)M~α = ~c~α · ~gdiagSi

+ . . . , (B.7)

has to be an integral which we can choose as a member of ~gdiag,simple
Si

, because, up to
subsector integrals, it is simply a constant linear combination of the integrals ~gdiagSi

. Note
however that this new integral is not simply a rotation of the basis ~fSi as in (B.2) but
already includes transformations on the off-diagonal part, which is indicated through the
ellipsis in (B.7). In practice, to find a complete basis, we found it sufficient to perform the
test (B.6) on all integrals inside the sector Si with at most three doubled propagators or
numerator power equal to three.

To summarize, one can often find an alternative basis ~gdiag,simple
Si

, which consists of
‘simple’ expressions and which still transforms the diagonal block into canonical form. We
then observe that this leads to a significant simplification of the off-diagonal blocks Ĉi,j .
Often, one can then manually transform Ĉi,j to ε-form. An example of this will be given in
the next section.

B.2 Three-loop example

After doing the diagonal transformations described in section 5.3, there will be off-diagonal
blocks which depend on the elliptic sector and therefore also on complete elliptic integrals.
An example of such a sector S, within in the familyM(112;+++), is characterized by the set
of positive propagator powers {β2, β4, β6, β7, β8, β9}. It has the elliptic sector as one of its
subsectors. The off-diagonal block is too complicated to be displayed here, and, as discussed
in the previous section, we observed that the main reason for this is that ~gdiagS , the basis
which transforms the diagonal block into canonical form, is a complicated expression in
terms of integralsM(112;+++)

α1α2α3;β1···β9
. We therefore use IBP reduction to search for integrals

that are linear combinations of the basis ~gdiagS with constant coefficients up to subsector
integrals, see eq. (B.6). We find e.g.

M(112;+++)
91091;010101111 = ε−1 ~c1 · ~gdiagS + . . . ,

M(112;+++)
09191;010101111 = ε−1 ~c2 · ~gdiagS + . . . ,

M(112;+++)
0092;010101111 = (1− ε)−1 ~c3 · ~gdiagS + . . . ,

M(112;+++)
000;91201911111 = x

1− x2 ~c4 · ~gdiagS + . . . ,

(B.8)
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where the ellipsis indicate subsector integrals. Therefore, an alternative basis is given by

~gdiag,simple
S =


εM(112;+++)

91091;010101111
εM(112;+++)

09191;010101111
(1− ε)M(112;+++)

0092;010101111
1−x2

x M(112;+++)
000;91201911111

 (B.9)

and, as expected, the off-diagonal block Cell(x, ε) is considerably simpler when using this
basis. Specifically, it is of the form

Cell(x, ε) = C
(0)
ell (x) + εC

(1)
ell (x) , (B.10)

where

C
(0)
ell (x) =


K(1−x2)[2x2K(1−x2)−(1+x2)E(1−x2)]

2π2x(1−x2) 0 0
0 0 0

K(1−x2)[(1+x2)K(1−x2)−2E(1−x2)]
π2(1−x2) 0 0

−4K(1−x2)E(1−x2)
π2x 0 0

 . (B.11)

To get rid of the remaining C(0)
ell (x) one can use the transformation

Tell =
∫

dxC(0)
ell (x) =


(1+x2)K2(1−x2)

4π2 0 0
0 0 0

xK2(1−x2)
π2 0 0

2(1−x2)K2(1−x2)
π2 0 0

 . (B.12)

This results in the ε-form

εC̃ell = Cell −
∂

∂x
Tell + ε

(
D̃Tell − TellD̃ell

)
= ε

(
C

(1)
ell (x) + D̃Tell − TellD̃ell

)

= ε


−2xK2(1−x2)

(1−x2) 0 0
0 0 0

−2(1+x2)K2(1−x2)
(1−x2) 0 0

0 0 0

 .

(B.13)

The other off-diagonal blocks can be treated in an analogue way.

B.3 The ε-form at three loops

The final differential equations in ε-form are given by

∂x~g(x, ε) = εÃ(x)~g(x, ε) , (B.14)
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where the matrix Ã(x) is

Ã(x) = M1
π2

x(1− x2)K2(1− x2) +M2
1

1− x +M3
1
x

+M4
1

1 + x

+M5
x

1 + x2 +M6
K2(1− x2)
π2x(1− x2) +M7

K2(1− x2)
π2(1− x2)

+M8
K2(1− x2)

π2x
+M9

K2(1− x2)
π2 +M10

(1− x2)K2(1− x2)
π2x

+M11
K4(1− x2)
π4x(1− x2) +M12

K4(1− x2)
π4x

+M13
(1− x2)K4(1− x2)

π4x
+M14

(1− x2)2K4(1− x2)
π4x

,

(B.15)

and the Mi are matrices with rational constant entries. Clearly, the result for the inte-
grals cannot be written in terms of MPLs anymore. Instead, we use the more general
iterated integrals

I(h1, h2, . . . , hn; z, z0) =
∫ z

z0
dt h1(t)I(h2, . . . , hn; t, z0), I(;x, x0) = 1. (B.16)

We note that the integration kernels hi in eq. (B.15) are modular forms [226] and can be
written as polynomials in the functions E2,8,1,1,2(τ), E2,8,1,1,4(τ) and E2,8,1,1,8(τ) defined
in [227], where τ = iK(x2)/K(1− x2). This is true for all kernels except x/(1 + x2), which
however appears only together with other polylogarithmic kernels, meaning that all affected
iterated integrals can be written as multiple polylogarithms. The representation of the
kernels as modular forms and polylogarithmic kernels makes the numeric evaluation of the
ensuing iterated integrals very efficient [227]. However, it turns out that in our case the
final result is free of elliptic integration kernels and only involves multiple polylogarithms.

C Boundary integrals

C.1 Two-loop boundary relations

We now apply the methods discussed in section 6.1 to the example of section 5.2. To this
end, we first use the differential equations in ε-form to expand the master integrals in v∞,

~f(v∞, ε) ' T−1P (v∞, ε)vεM̃1
∞ ~g0(ε) =

∑
n1,n2,k

vn1+n2ε
∞ logk v∞Hn1,n2,k(ε)~g0(ε) , (C.1)

where ~g = T ~f and P (v∞, ε) = 1 +∑∞i=1 v
i
∞P

(i)(ε) can be computed recursively. The matrix
exponential evaluates to

vεM̃1
∞ =



v−2ε
∞ 0 0 0 0 0 0
0 v−2ε

∞ 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 v6ε

∞ 0 0 0
0 0 0 0 1 0 0

−εv−2ε
∞ log v∞ εv−2ε

∞ log v∞ 1
2(v−2ε
∞ − 1) 1

8(v6ε
∞ − v−2ε

∞ ) 0 v−2ε
∞ 0

1
2(v2ε
∞ − v−2ε

∞ ) 0 0 1
4(v2ε
∞ − v6ε

∞) 1
2(v2ε
∞ − 1) 0 v2ε

∞


.

(C.2)
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We then compare this result to the explicit expansion of the master integrals found through
the asy2.m code:

~f(v∞) '
∑

n1,n2,k

vn1+n2ε
∞ logk v∞~hn1,n2,k(ε) . (C.3)

An example for eight of the (infinitely many) coefficients is given by

h0,0,0,2(ε)
h−1,6,0,2(ε)
h−1,−2,0,4(ε)
h0,0,0,5(ε)
h0,2,0,6(ε)
h−3,−2,0,7(ε)
h−2,−2,0,7(ε)
h−3,−2,1,7(ε)


=



H0,0,0,2(ε)
H−1,6,0,2(ε)
H−1,−2,0,4(ε)
H0,0,0,5(ε)
H0,2,0,6(ε)
H−3,−2,0,7(ε)
H−2,−2,0,7(ε)
H−3,−2,1,7(ε)


~g0(ε) ≡ Hdepend(ε)~g0(ε) , (C.4)

where the last index j of hn1,n2,k,j and Hn1,n2,k,j refers to the fj master integral. Since
there are seven master integrals in the considered example, likewise ~g0(ε) has seven entries.
Therefore, the matrix Hdepend(ε) is an 8× 7 matrix given by:

0 0 1+ε
16(1+2ε)(6ε−1) 0 0 0 0

0 0 0 1+ε
64ε(1+2ε) 0 0 0

0 −1−ε
16(1+2ε) 0 0 0 0 0

0 0 0 0 −1−ε
16ε(1+2ε) 0 0

−1−ε
4(1+2ε)(1+4ε) 0 0 −1−ε

8(1+2ε)(1+4ε)
−1−ε

4(1+2ε)(1+4ε) 0 −1−ε
2(1+2ε)(1+4ε)

2ε−1
8(1+ε) − (1+2ε)(2+5ε)

8ε(1+ε)
−1−4ε

8ε
1+4ε
32ε 0 −1−4ε

4ε 0
5+6ε+4ε2

16(1+ε)
(2+3ε)(3+10ε+4ε2)

16ε(1+ε)
(3+2ε)(1+4ε)

16ε − (3+2ε)(1+4ε)
64ε 0 (3+2ε)(1+4ε)

8ε 0
1
4 (1+4ε) 1

4 (−1−4ε) 0 0 0 0 0


(C.5)

From the above matrix we find that, indeed, seven of the hn1,n2,k,j are linearly independent.
If this was not the case we would have to consider different sets until a complete and
independent one is found. In the case of Hdepend, it turns out that the last row is not
linearly independent from the first seven,

h−3,−2,1,7(ε) = (3 + 2ε)h−3,−2,0,7(ε) + 2h−2,−2,0,7(ε), (C.6)

hence we choose

~hindep(ε) ≡



h0,0,0,2(ε)
h−1,6,0,2(ε)
h−1,−2,0,4(ε)
h0,0,0,5(ε)
h0,2,0,6(ε)
h−3,−2,0,7(ε)
h−2,−2,0,7(ε)


= Hindep(ε)~g0(ε) , (C.7)

as a linearly independent set, such that Hindep is built from the corresponding rows. The
result then corresponds to an invertible square matrix. Finally, we compute ~g0 = H−1

indep
~hindep
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from the knowledge of ~hindep. The latter are determined through the asymptotic expansion
of the master integrals in the soft limit. Note that, by the method of region, we only find
boundary integrals with n2 = 0,−2 at two-loop order. Hence, those with n2 = 6 and n2 = 2
can be disregarded.

The above procedure translates directly in the same way to the three-loop case. That is
because the expansion of the new elliptic elements of the differential equations still produce
terms of the form vn1+n2ε

∞ logk v∞, as in (C.1). In what follows we provide some details of
the derivations of the master integrals in the near-static limit.

C.2 Two-loop potential region

We present here the results for potential-only boundary integrals at two-loop order, identified
in eq. (6.9),

M(±±),pot
α1α2;β1···β5

=
∫
`1`2

1
(±`1 · n− i0)α1(±`2 · n− i0)α2Dβ1

1 D
β2
2 D

β3
3 D

β4
4 D

β5
5
, (C.8)

where we have used a bolded notation to emphasize that these are 3d-type integrals. The
propagators we encounter take the form

D1 = `2
1 , D2 = `2

2 , D3 = (`1 + `2 − q)2 , D4 = (`1 − q)2 , D5 = (`2 − q)2 . (C.9)

Using IBP relations, we identify nine master integrals with all possible sign configurations
of linear propagators, yielding

M(±±),pot
00;11100 = e2εγE

Γ3(1
2 − ε) Γ(2ε)

Γ(3
2 − 3ε)

, (C.10)

M(±±),pot
00;11011 = e2εγE

Γ4(1
2 − ε) Γ2(1

2 + ε)
Γ2(1− 2ε) , (C.11)

M(±±),pot
01;11100 = ie2εγE

√
π Γ(1

2 − 2ε) Γ2(1
2 − ε) Γ(−ε) Γ(1

2 + 2ε)
Γ(1

2 − 3ε) Γ(1− 2ε)
, (C.12)

M(±±),pot
01;11011 = ie2εγE

√
π Γ2(1

2 − ε) Γ2(−ε) Γ(1
2 + ε) Γ(1 + ε)

Γ(1− 2ε) Γ(−2ε) , (C.13)

M(±±),pot
01;10110 = ie2εγE

26ε π Γ(ε) Γ(1
2 − 2ε) Γ(1

2 + 2ε)
Γ(1− ε) , (C.14)

M(++),pot
11;11100 = 2M(+−),pot

11;11100 = −e2εγE
4π
3

Γ3(−ε) Γ(2ε+ 1)
Γ(−3ε) , (C.15)

M(++),pot
11;11011 = −e2εγE

π Γ4(−ε) Γ2(ε+ 1)
Γ2(−2ε) , (C.16)

M(±±),pot
02;10110 = −e2εγE

4εΓ(2ε) Γ2(−2ε) Γ(1
2 − ε) Γ(1

2 + ε)
Γ(−4ε) . (C.17)

As expected, each of them has either a double-bubble or sunrise topology for the square
propagators as shown in figure 3. We present below three different strategies we used to
derive these results.
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Figure 3. The two-loop double-bubble and sunrise topologies (for square propagators).

Recursive integration. While we are mainly interested in the two- and three-loop
computations, it turns out to be useful to analyze first the case of one-loop integrals. That is
because integration at higher loop orders can be evaluated, at least partially, recursively via
lower order integrals. Starting at O(G2), all scalar integrals appearing in the computation
of the conservative dynamics of non-spinning [91] and spinning [94] binary systems can be
immersed into the following form

M(±),pot
α1;β1β2

=
∫
`

1
[±` · n− i0]α1 [`2]β1 [(`− q)2]β2

, (C.18)

where n = (0, 0, 1) and we use a coordinate systems such that qz = 0 in the rest frame. The
result can be obtained via direct evaluation [142]

M(±),pot
α1;β1β3

= eεγE
2α1−1iα1 Γ(α1

2 )Γ(d−α1
2 −β1)Γ(d−α1

2 −β2)Γ(α1−d
2 +β1+β2)

Γ(α1)Γ(β1)Γ(β2)Γ(d−α1−β1−β2) (q2)(d−α1)/2−β1−β2 ,

(C.19)
for β1 > 0, β2 > 0, and n · q = 0, whereas in dim. reg. the integral vanishes for β1 ≤ 0
or β2 ≤ 0.

The reader will now simply observe that a number of the above boundary integrals
can be evaluated by making use of the one-loop (bubble) formula in (C.19), loop by
loop. In particular, M(±±),pot

00;11100 , M(±±),pot
00;11011 , M(±±),pot

01;11100 , M(±±),pot
01;11011 , and M(±±),pot

11;11011 , can be
straightforwardly computed in this fashion.

Symmetrization trick. Next we consider integrals with a sunrise topology (for the square
propagators) together with two linear propagators, e.g. M(+±),pot

11;11100 . We first introduce an
auxiliary loop integration, such that the three square propagators can be written in fully-
symmetric form in all loop momenta (including the new auxiliary loop variable), i.e.,

M(+±),pot
11;11100 =

∫
`1`2`3

π−d/2e−εγE

[`1 · n− i0][±`2 · n− i0]
δ(d)(`123−q)
`2

1 `
2
2 `

2
3

. (C.20)

(Notice that the γE and π’s appear due to our conventions and the fact that the integral
over `3 is artificial.) The above integral is invariant under the permutation of the three
loop momenta. Hence, it can be written as

M(+±),pot
11;11100 = 1

3!

∫
`1`2`3

(
π−d/2e−εγE

[`1 · n− i0][±`2 · n− i0] + perm(1, 2, 3)
)
δ(d)(`123−q)
`2

1 `
2
2 `

2
3

, (C.21)

which becomes,

M(+±),pot
11;11100 = ρ±

(2πi)2

6

∫ dd−1`⊥1 dd−1`⊥2
πd

e2εγE

(`⊥1 )2 (`⊥2 )2 (`⊥12 − q)2 (C.22)

= −2ρ± π
3 e2εγE Γ3(−ε) Γ(1 + 2ε)

Γ(−3ε) , (C.23)

– 56 –



J
H
E
P
0
8
(
2
0
2
3
)
1
0
9

with ρ+ = 2 and ρ− = 1. To compute the above integral, we have used (C.19) in the last
line, recursively, together with the following identities [228]

δ(z1 + z2 + z3)
( 1
z1 − i0

1
z12 − i0

+ perms
)

= (2πi)2 δ(z1)δ(z2)δ(z3), (C.24)

δ(z1 + z2+z3)
( 1
z1 − i0

1
z2 − i0

+ perms
)

= 2(2πi)2 δ(z1)δ(z2)δ(z3), (C.25)

where z12 = z1 + z2, zi ∈ R, and “perms” stands for a sum over all permutations in all three
variables zi. Notice that these two expressions differ simply by a factor of 2. This is due to
the fact that their sum corresponds to the cut of the two linear propagators, i.e.,

M(++),pot
11;11100 + M(+−),pot

11;11100 = (2πi)2

2

∫
`1`2

δ(`1 · n) δ(`2 · n) (q2)4−d

`2
1 `

2
2 (`12−q)2 = 3M(+−),pot

11;11100 ,

(C.26)

which implies

M(++),pot
11;11100 = 2 M(+−),pot

11;11100 . (C.27)

Direct integration. There are two other master integrals that cannot be computed
with the above trick, i.e., M(±±),pot

01;10110 and M(±±),pot
02;10110 . Let us start with the former, and

concentrate on the integration over the `2 momentum. In the parametric representation we
have∫
`2

1
(±`2 · n− i0) (`1 + `2)2 (C.28)

= 24−deiπd+εγE Γ
(
2− d

2
) ∫ ∞

0
dα1dα2 δ(1−α1−α2)α2−d

1 α
d/2−2
2

(
∓ 4α1`1 · n− α2

) d−4
2 .

Using the Cheng-Wu theorem [229] to remove one of the integration variables, followed by
a direct integration of the leftover integral, we obtain∫

`2

1
(±`2 · n− i0) (`1 + `2)2 = eεγE

(2i)1−2ε Γ(2ε) Γ
(1

2 − ε
)

(∓`1 · n− i0)2ε . (C.29)

The remaining integral over `1 becomes M(±),pot
(2ε)11 , which can be evaluated using (C.19).

The final result is given by

M(±±),pot
01;10110 = ie2εγE 26ε π Γ(ε) Γ(1

2 − 2ε) Γ(1
2 + 2ε)

Γ(1− ε) . (C.30)

The same procedure can be directly applied to the evaluation of M(±±),pot
02;10110 . Alterna-

tively, the integration over the various momenta (in both of these integrals) can be related
by the following IBP relation∫

`2

1
(±`2 · n− i0)2 (`1 + `2)2 = 3− d

∓`1 · n

∫
`2

1
(±`2 · n− i0) (`1 + `2)2 , (C.31)

which would allow us to also use the one-loop recursive formula, obtaining

M(±±),pot
02;10110 = −e2εγE 4εΓ(2ε) Γ2(−2ε) Γ(1

2 − ε) Γ(1
2 + ε)

Γ(−4ε) . (C.32)
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Figure 4. Topologies (of square propagators) of potential three-loop boundary integrals.

C.3 Three-loop potential region

We present here the results for potential boundary integrals at 4PM order:

M(±±±),pot
α1α2α3;β1···β9

=
∫
`1`2`3

1
(±`1 · n− i0)α1(±`2 · n− i0)α2(±`3 · n− i0)α3Dβ1

1 · · ·D
β9
9
,

(C.33)
with denominators

D1 = `2
1 , D2 = `2

2 , D3 = `2
3 , D4 = (`1 − q)2 , D5 = (`2 − q)2 , D6 = (`3 − q)2 ,

(C.34)

which are common to both sets introduced in (4.9), and the distinct ones given by

DI
7 = (`1 − `2)2 , DI

8 = (`2 − `3)2 , DI
9 = (`3 − `1)2 , (C.35)

DII
7 = (`12 − q)2 , DII

8 = (`23 − q)2 , DII
9 = (`123 − q)2 . (C.36)

All three-loop static integrals (for the non-spinning case) can be reduced to the three
topologies (of square propagators) shown in figure 4 [96–98]. The values for the relevant
master integrals are given by

MI,(±±±),pot
000;001110011 = e3εγE Γ(1/2− 3ε)Γ(1/2 + 3ε)Γ5(1/2− ε)Γ2(1/2 + ε)

Γ(1− 4ε)Γ2(1− 2ε)Γ(1 + 2ε) , (C.37)

MI,(±±±),pot
000;011101100 = MII,(±±±),pot

000;001101011 = e3εγE Γ(2ε)Γ(ε+ 1/2)Γ5(1/2− ε)
Γ(3/2− 3ε)Γ(1− 2ε) , (C.38)

MII,(±±±),pot
000;001100110 = e3εγE Γ4(1/2− ε)Γ(3ε− 1/2)

Γ(2− 4ε) , (C.39)

MI,(±±±),pot
001;001110011 = e3εγE i

√
πΓ4(1/2− ε)Γ(−3ε)Γ(−ε)Γ(1/2 + ε)

Γ2(1− 2ε)Γ(−4ε)Γ(1 + 2ε) , (C.40)

MI,(±±±),pot
001;001100110 = e3εγE i

√
πΓ2(1/2− 2ε)Γ4(1/2− ε)Γ(3ε)

Γ(1− 4ε)Γ2(1− 2ε) , (C.41)

MII,(±±±),pot
001;001100110 = e3εγE i

√
πΓ(1− 3ε)Γ3(1/2− ε)Γ(−ε)Γ(3ε)

Γ(1− 4ε)Γ(3/2− 3ε) , (C.42)

MI,(±+−),pot
011;001100110 = − 3

2π
5/2
[ 1
ε2
− 6
ε

log(2)− 3
4(π2 − 24 log2(2))

− 1
6
(
−27π2 log(2) + 216 log3(2) + 1370ζ(3)

)
ε

]
+O(ε2) ,

(C.43)
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MI,(±++),pot
011;001100110 = 1

2MII,(±++),pot
011;001110001 = −π

5/2

2

[ 1
ε2
− 6 log(2)

ε
+ 1

12(7π2 + 216 log2(2))

− 1
2
(
7π2 log(2) + 72 log3(2) + 158ζ(3)

)
ε

]
+O(ε2) ,

(C.44)

MII,(±+−),pot
011001110001 = −π5/2

[ 1
ε2
− 6 log(2)

ε
− 1

12(17π2 − 216 log2(2))

+ 1
2
(
17π2 log(2)− 72 log3(2)− 606ζ(3)

)
ε

]
+O(ε2) ,

(C.45)

MI,(+−+),pot
111;001010101 = 3MI,(+++),pot

111;001010101 = MI,(++−),pot
111;001010101 = 3

2MII,(++−),pot
111;001110001 (C.46)

= 1
2MII,(+++),pot

111;001110001 = −e3εγE iπ
3/2Γ4(−ε)Γ(1 + 3ε)

Γ(−4ε) .

For most of these integrals the strategies that we discussed in the previous section apply. In
particular, all integrals with one or no linear propagator, (C.37) to (C.42), can be computed
through a recursive application of the one-loop formula in (C.19). For all the integrals with
three linear propagators, (C.46), a version of the symmetrization trick can be implemented.
However, for the integrals with exactly two linear propagators, all the strategies discussed
in the previous section fail. We give an explicit derivation below. The full dependence on
ε includes hypergeometric functions. We have therefore quoted here only their values to
fourth order in ε, which is sufficient to compute the total impulse.

Using (C.19), the four integrals in question can be reduced to the following form:

MII,( +±),pot
011001110001 =

Γ2(1
2 − ε) Γ(1

2 + ε)
Γ(1− 2ε)

∫
`1`2

eεγE

(`z1)(±`z2)
1

`2
1`

2
2[(`12 − q)2](4−d)/2 , (C.47)

MI,( +±),pot
011;001100110 =

Γ2(1
2 − ε) Γ(1

2 + ε)
Γ(1− 2ε)

∫
`1`2

eεγE

(`z1)(±`z12)
1

`2
1`

2
2[(`12 − q)2](4−d)/2 , (C.48)

where the first entry in the ( +±) upper index is left blank since it is independent of
that propagator. We then only need to concentrate on the following type of (two-loop)
generalized integrals:

I±1 ≡
∫
`1`2

e−2εγE

(`z1)(±`z2)
1

`2
1`

2
2[(`12 − q)2]α

, (C.49)

I±2 ≡
∫
`1`2

e−2εγE

(`z1)(±`z12)
1

`2
1`

2
2[(`12 − q)2]α

, (C.50)

with α ≡ (4−d)/2, which obey the relation

I+
2 = 1

2

∫
`1,`2

[ 1
(`z1 − i0) + 1

(`z2 − i0)

]
e−2εγE

(`z12 − i0)
1

`2
1`

2
2[(`12 − q)2]α

= 1
2

∫
`1,`2

e−2εγE

(`z1 − i0)(`z2 − i0)
1

`2
1`

2
2[(`12 − q)2]α

= 1
2 I

+
1 . (C.51)

When α = 1 this reduces to the two-loop identity in (C.27).
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We compute I1 and I2 by employing a parametric representation. Firstly, we have

I±1 = iνe−iπd/2

Γ(α)

( 5∏
i=1

∫ ∞
0

dxi
)
xα−1

3 U−d/2e−iF±/U , (C.52)

where U and F are given by

U = x1x2 + x1x3 + x2x3 , (C.53)

F± = x1x2x3 + 1
4
(
± 2x3x4x5 − (x2+x3)x2

4 − (x1+x3)x2
5
)
. (C.54)

Notice that U is independent of x4 and x5 and F is a quadratic polynomial in these two
variables. Therefore, we can simply integrate them out, yielding

I±1 = i1+αe−iπd/2

Γ(α)

( 3∏
i=1

∫ ∞
0

dxi
)
xα−1

3 U
1−d

2 e−ix1x2x3/U
(
π ± 2 arctan x3√

U

)
. (C.55)

At this point, we note the appearance of the factor xα−1
3 with a non-integer exponent and

the square root in the arctan term. In order to remove it, we introduce the Feynman form,

I±1 =−Γ(3−d+α)
Γ(α)

( 3∏
i=1

∫ ∞
0

dxi
)
δ(1−X) Uα+(7−3d)/2

x4−d
3 (x1x2)α+3−d

(
π±2arctan x3√

U

)
,

(C.56)

with X = ∑
i∈I xi and I = {1, 2, 3}. As in the usual Feynman parametric representation,

one is free to choose any non-empty subset I ⊂ {1, 2, 3} [229]. The choice X = x3 turns
out to be convenient. The next step is to rationalize the argument of the arctan. We find
this can be realized via the substitution

x1 →
z2 − yz2

1 + yz2 , x2 → yz2 , (C.57)

leading to

I±1 = −2Γ(3− d+ α)
Γ(α)

∫ ∞
0

dz z−2−3d+4(d−α)+2α
[
π ± 2 arccot(z)

]
(C.58)

×
∫ 1

0
dy y−3+d−α (1− y)−3+d−α (1 + yz2)2−d+α

.

An observation is that the first term in the square bracket is independent of the signs of
the integral. For this part, performing the integrals for z and y successively gives

−π Γ2(−ε)Γ(1− α− ε)Γ(α+ 2ε)
Γ(α)Γ(1− α− 3ε) , (C.59)

which is in perfect agreement with the result obtained by using the cutting rules in the two
linear propagators,

I+
1 + I−1 = (2πi)2

2

∫ dd−1`⊥1 dd−1`⊥2
πd

1
[`⊥1 ]2[`⊥2 ]2[(`⊥12 − q)2]α

= −2πΓ2(−ε)Γ(1− α− ε)Γ(α+ 2ε)
Γ(α)Γ(1− α− 3ε) . (C.60)
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To evaluate the second term in (C.58), we rewrite the arccot as

arccot(z) =
∫ 1

0
dw z

w2 + z2 , (C.61)

so that the integrand becomes a rational function in y, z and w. We find it convenient to
use the integral representation of the hypergeometric function,

2F1(a, b; c; z) := Γ(c)
Γ(b) Γ(c− b)

∫ 1

0
dt tb−1(1− tz)−a(1− t)−b+c−1, (C.62)

and the iterated-integration relation between higher- and lower-order terms [230]

p+1Fq+1
(
~ap, a0;~bq, b0; z

)
= Γ(b0)

Γ(a0) Γ(b0−a0)

∫ 1

0
dt ta0−1(1− t)b0−a0−1

pFq
(
~ap;~bq; tz

)
, (C.63)

where ~ap ≡ (a1, . . . , ap), and similarly for ~bq. Performing the integrals for y, z and w

successively, we finally find that the second term in (C.58) can be evaluated to the following
hypergeometric functions: 3F2 and 4F3. The final analytic expression for I±1 then becomes

I±1 = −πΓ(−ε)2 Γ(1−α−ε) Γ(α+2ε)
Γ(α) Γ(1−α−3ε) ∓

Γ
(3

2−α−ε
)

Γ
(
α+ε−1

2
)

Γ(α+2ε)
Γ(α)

×
(

Γ2(1−α−2ε) Γ(1−α−ε) 3F̃2
(
1−α−ε, 1−α−2ε, 1−α−2ε; 2−2α−4ε, 2−α−ε; 1

)
−
√
π Γ2(1

2 − ε
)

4F̃3
(

1
2 , 1,

1
2 − ε,

1
2 − ε;

3
2 ,

3
2 − α− 3ε, α+ ε+ 1

2 ; 1
))
, (C.64)

where pF̃q,

pF̃q
(
~ap;~bq; z

)
:= pFq

(
~ap;~bq; z

)
Γ(b1) · · ·Γ(bq)

, (C.65)

is the regularized hypergeometric function associated with pFq. Following the same proce-
dure, one can derive the full analytical form for I2,

I±2 =− π Γ2(−ε) Γ(1−α−ε) Γ(α+2ε)
Γ(α) Γ(1−α−3ε) ∓

Γ
(3

2−ε
)

Γ
(
ε−1

2
)

Γ(α) (C.66)

×
[
Γ(−2ε) Γ(−ε) Γ(3−α−2ε) Γ(α+2ε−2) 3F̃2

(
− ε,−2ε, 1−α−2ε; 1−ε, 1−α−4ε; 1

)
−
√
π Γ
(1

2−ε
)

Γ
(3

2−α−ε
)

Γ(α+2ε) 4F̃3
(

1
2 , 1,

1
2−ε,

3
2−α−ε;

3
2 , ε+

3
2 ,

3
2−α−3ε; 1

)]
,

which obeys the relation in (C.51). A numerical check for (C.64) and (C.66) has been
performed in [108]. Furthermore, we have checked that our analytic results satisfy non-trivial
dimensional recurrence relations [181, 231, 232].

In order to match these results to the boundary conditions appearing in the method
of differential expansions, an expansion in ε is required. It is straightforward to expand Γ
functions, however, it is difficult to do so for hypergeometric functions, in particular in the
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presence of half-integer parameters [233, 234], such as the 3F2 and 4F3 in (C.64) and (C.66).
While we can obtain the first one or two orders via a series expansion in Mathematica, we
had to rely on a different approach by bootstrapping analytic constants (see also [171] for
alternative options). We performed a formal Laurent expansion and numerically evaluated
the coefficients to high precision. It is then possible to reconstruct analytic expressions based
on an ansatz using Mathematica’s built-in function FindIntegerNullVector,33 leading to
the results cited in (C.43)–(C.45).

We have also checked that the results satisfy the relation

MII,(±++),pot
011;001110001 + MII,(±+−),pot

011001110001 = MI,(±++),pot
011;001100110 + MI,(±+−),pot

011;001100110

= −2πe3γEεΓ(1/2− 2ε)Γ2(1/2− ε)Γ2(−ε)Γ(1/2 + 3ε)
Γ(1/2− 4ε)Γ(1− 2ε) ,

(C.67)
which can be derived by rewriting the sum of the linear propagators as Dirac-δ functions,
reducing the integral to a (lower-dimensional) version with one fewer linear propagator.
The integral can then be performed with the recursive one-loop strategy.

C.4 Three-loop radiative I: conservative

The conservative part is determined by using Feynman’s i0-prescription for the graviton
propagators, while retaining the real part of the total impulse [95]. At 4PM order, only
regions with two radiation modes contribute [96–98]. Following section 6.1, we find a total
of 39 independent boundary conditions with the relevant scaling v−4ε

∞ . As we discussed
earlier, see (3.17), the b-direction, together with the complete 3PM result [92], is sufficient
to reconstruct the full answer. Hence, ignoring 21 contributions needed for the u-direction,
reduces the problem to 18 boundary integrals to be computed.

Following the method of regions in parameter space discussed in section 2.2, the
relevant integration regions correspond to either two or three α-parameters being rescaled
by αi → v−2

∞ αi. For boundary integrals with three simultaneously rescaled α-parameters,
a total of five, they start at an order in v∞ beyond what is required from the boundary
relations, and therefore can be set to zero.

The remaining 13 boundary integrals, having exactly two α-parameters rescaled, have
one of the two following parametric representation, which only differ on the x4 integration;
either

I2rad,cons
1 = e

3
4 iπ(2ε−1)+3γEεv2−4ε

∞

∫ ∞
0

dx1dx2dx3dx4 e
−i x1x2

x1+x2
(x1 + x2)ε−1(x3x4)ε− 3

2
√
x3 + x4 − x1 − x2

,

(C.68)
or

I2rad,cons
2 = e

1
4 iπ(3ε−1)+3γEεv−4ε

∞

∫ ∞
0

dx1dx2dx3dx4 e
−i x1x2

x1+x2
x4(x1 + x2)ε−1(x3x4)ε− 3

2
√
x3 + x4 − x1 − x2

.

(C.69)

We present the evaluation of the former. The latter integral can easily be performed
following similar steps.

33See e.g. [235, 236] for the theoretical idea behind such integer relation algorithms.
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By successively performing the α3 and α4 integrals, realizing that they evaluate to
β-functions, we find the following combination of Γ-functions:

I2rad,cons
1 = ie

1
4 iπ(14ε−3)v2−4ε

∞√
π

Γ(3
2 − 2ε) Γ2(ε− 1

2)
∫ ∞

0
dx1dx2 e

− ix1x2
x1+x2 (x1 + x2)3ε− 5

2 .

(C.70)

The remaining integral corresponds to an ordinary (mass-independent) bubble. We then find

I2rad,cons
1 = −v2−4ε

∞ e2iπε+3γEε

√
π 24ε sin(πε) Γ(3

2 − 2ε) Γ(1− ε) Γ(ε− 1
2) Γ(2ε− 1)

cos(3πε) Γ(2− 3ε) .

(C.71)

Following the same procedure the second integral evaluates to

I2rad,cons
2 = −v−4ε

∞ e2iπε+3γEε
π26εΓ(1

2 − 2ε)Γ(ε− 1
2)Γ(1

2 + ε)
cos(3πε)Γ(1− 3ε) . (C.72)

C.5 Three-loop radiative II: dissipative

We now consider the case of causal graviton propagators, dictated by retarded boundary
conditions in the i0-prescription. In section 6.3.2 we identified two types of radiative
integrals which, unlike the conservative sector, now can have either one or two graviton
propagators going on-shell,

I2rad =
∫
`

1
[±` · n− i0]α[`2]β1 [(`− q)2]β2

×
∫
k1k2

1
[(k1 + k2)2]β3 [(k2

1 − (` · n± i0)2)]β4 [(k2
2 − (` · n± i0)2)]β5

,

I1rad =
∫
`1`2

1
[±`1 · n− i0]α1 [±`2 · n− i0]α2 [`2

1]β1 [`2
2]β2 [(`1 + `2 − q)2]β3

× 1
[(`1 − q)2]β4 [(`2 − q)2]β5

∫
k

1
[(k2 − (`1 · n± i0)2)]β6

(C.73)

The 2rad integral can be computed straightforwardly using formula (2.31) for the inner
two-loop integral, followed by a simple application of the result (C.19) for the remaining
one-loop integral (C.18). The 1rad region, on the other hand, is a tad more involved.

After having performed the inner integral of I1rad, one is left with a two-loop potential-
only boundary integral of the type in (C.8). Unfortunately, due to the presence of a
non-integer exponent, we cannot perform an IBP reduction for the leftover two-loop integral,
which would reduce it to the set of masters in (C.10) to (C.17). In the following we discuss
a few paradigmatic cases and describe the different strategies we used to compute them.

Let us start by elaborating on a special property for some of the integrals in (C.73). It
is often the case that a linear propagator appears twice, yet with a different sign, e.g.∫

`

1
[` · n− i0]α1 [−` · n− 0]α2

[· · · ] . (C.74)
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By performing an explicit parametrization we can show that these propagators can be then
combined into a single factor. More generally, we have∫

`

1
[` · n− i0]α1 [−` · n− i0]α2

[· · · ] = eiπφ1

∫
`

1
[` · n− i0]α1+α2

[· · · ]

+ eiπφ2

∫
`

1
[−` · n− i0]α1+α2

[· · · ] ,
(C.75)

where φ1 and φ2 are d-dependent phases, which become integers for the case of d-independent
exponents. Using the above decomposition, at the end of the day we arrive at integrals
with either one or two independent linear propagators.

One linear propagator. Most integrals with a single linear propagator either have a
scaleless sub-integral, or can be performed by iteratively using the one-loop formula (C.19).
However, one type integral cannot be computed using an iterative strategy, namely∫

`1`2

1
[−`1 · n]−1+2ε[`2

1][`2
2]−1[(`2 − q)2][(`1 − `2)2]

, (C.76)

carrying an implicit i0-prescription in all propagators. For this specific case we use an IBP
reduction on the `2 integration, yielding∫

`2

1
[`2

2]−1[(`2 − q)2][(`1 − `2)2]
= `1 · n

∫
`2

1
[(`2 − q)2][(`1 − `2)2] . (C.77)

Even though, in general, IBPs are not particularly helpful on partial integration, since they
often introduce rational coefficients that depend on the other loop momenta, in this case
the integral can be easily performed by iteratively using the standard one-loop formula
in (C.19).

Two linear propagators. An IBP of the type in (C.77) can also be applied to many
of the integrals with two linear propagators. For all the remaining ones which do not fit
this pattern, we performed a direct integration in parameter space. We demonstrate the
strategy below with an explicit example.

Consider the integral

I =
∫
`1`2

1
[−`1 · n]2ε[`2 · n][`2

1][(`2 − q)2][(`1 − `2)2]
, (C.78)

which in a Schwinger parametrization takes the form

I ∝
∫ ∞

0
dx1 · · · dx5 x

2ε−1
1 (x4x5 + x3 (x4 + x5))ε−

3
2 e
−

(x4+x5)x2
1−2x2x5x1+4x3x4x5+x2

2(x3+x5)
4(x4x5+x3(x4+x5)) ,

(C.79)
where we have dropped some ε-dependent overall factors. The integration over the pa-
rameters coming from the linear propagators, i.e. x1 and x2, evaluate to a hypergeometric
function. Upon going to Feynman form, and dropping some additional ε-dependent overall
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factors, we find

I ∝
∫ ∞

0
dx3dx4dx4 δ(1− x345) (x3x4x5)−3ε− 1

2 (x3 + x5) ε−
1
2 (x4x5 + x3 (x4 + x5)) 4ε−1

×
[
2x5Γ

(
ε+ 1

2
)

2F1
(1

2 , ε+ 1
2 ; 3

2 ;− x2
5

x4x5+x3(x4+x5)
)

+
√
πΓ(ε)

√
x3x4 + (x3 + x4)x5

]
,

(C.80)
where x345 = x3 + x4 + x5. We use, once again, the Cheng-Wu theorem [229] to perform
the x5 integral, by localizing x5 → 1. The final two-fold integration can then be performed
after a change of variables

y = x4 + x3(x4 + 1)
x4 + 1 , z = 1

x4 + x3(x4 + 1) , (C.81)

such that the final answer becomes

I = − iπ24εe2γε+iπε sec(3πε)
Γ(2− 4ε)Γ

(
1
2 − 3ε

)
Γ
(
ε+ 1

2

)
Γ(2ε+ 1)

[
π24ε+1Γ(2− 4ε)Γ(2ε)

+ π5/2(1− 4ε)ε csc(2πε) sec2(πε) 3F̃2
(

1
2 ,

1
2 − ε, ε+ 1

2 ; 3
2 , 2ε+ 1; 1

)
(C.82)

− sec(πε)Γ
(1

2 − 3ε
)

Γ
(1

2 − ε
)

Γ(2ε+ 1) 3F2
(

1
2 − 3ε, 1

2 − 2ε, 1
2 − ε; 1− 2ε, 3

2 − 2ε; 1
) ]

after reinstating the overall factors. A similar strategy applies to all integrals we encounter
at 4PM order.

D Conservative angle

D.1 From the impulse

The (Feynman-only) conservative scattering angle in the center-of-mass frame, ignoring the
recoil, is computed from the impulse via the relation, e.g. [87, 91],

2 sin
(
χcons

2

)
=

√
−(∆pcons1 )2

p∞
. (D.1)

Using the decomposition in (3.18), the above expression becomes

χcons = arcsin

 ∞∑
n=1

1
(jΓ)n

dn/2e∑
i=1

c̃
(n,i)
b,cons

 , (D.2)

with
c̃

(n,i)
b,cons = −Γνi−1Nn,i(ν)(γ2 − 1)(n−1)/2c

(n,i)
b,cons . (D.3)

After PM-expanding,

χ

2 =
∞∑
n=1

χ
(n)
b

(
GM

b

)n
=
∞∑
n=1

χ
(n)
j

jn
=
∞∑
n=1

χ̃
(n)
j

(jΓ)n , (D.4)
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and using the series expansion of the arcsin, we can then easily obtain a closed-form
expression for the χ̃(n),cons

j coefficients,

χ̃
(n),cons
j =

∑
σ∈P(n)

2Σ(σ)−3(1− (−1)Σ(σ))Γ(Σ(σ)/2)2

π

∏
i

(∑dσi/2e
j=1 c̃

(σi,j)
b,cons

)σi
(σi)! , (D.5)

with Σ(σ) = ∑
i σ

i, for a partition σ ∈ P(n) of the integer number n, i.e. ∑i σiσ
i = n,

where σi are unique integers.34 For instance, to 4PM we find

χ̃
(1),cons
j = 1

2 c̃
(1,1)
b,cons ,

χ̃
(2),cons
j = 1

2 c̃
(2,1)
b,cons ,

χ̃
(3),cons
j = 1

12

((
c̃

(1,1)
b,cons

)3
+ 6c̃(3,1)

b,cons + 6c̃(3,2)
b,cons

)
,

χ̃
(4),cons
j = 1

4

((
c̃

(1,1)
b,cons

)2
c̃

(2,1)
b,cons + 2c̃(4,1)

b,cons + 2c̃(4,2)
b,cons

)
.

(D.6)

D.2 Probe limit

The test-particle limit plays a significant role in determining the conservative dynamics
of compact binary systems with generic mass ratios. For instance, at the first two orders
in the PM expansion, it captures the complete information [87, 237]. At higher orders, it
remains a crucial part of the full result by providing consistency checks, both for the total
answer as well as the master integrals, which often also contribute at higher orders in the
mass-ratio, e.g. [92]. In this appendix we give an analytic derivation of the test-particle
scattering angle of non-spinning bodies to arbitrary orders in G.

In the probe limit we have

m2 � m1 =⇒ µ ' m1, M ' m2, ν = µ

M
� 1, (D.7)

describing a particle of mass µ ' m1 is moving in a Schwarzschild background with a mass
parameter M ' m2 ,

ds2 ≡ gµνdxµdxν =
(

1− 2GM
r

)
dt2 −

(
1− 2GM

r

)−1
dr2 − r2

(
dθ2 + sin2 θ dϕ2

)
.

(D.8)

For simplicity, but without loss of generality, we consider motion along the equatorial plane,
i.e. θ = π

2 and pθ = 0. Starting from the on-shell condition,

gµνp
µpν − µ2 = 0 , (D.9)

with pµ = (µE0, pr, pθ, pφ) the four-momentum, we obtain

p2
r =

G2M2µ2(E2 + 2u− 1
)

+ J2u2(2u− 1)
G2M2(1− 2u)2 , (D.10)

34The factor (1− (−1)Σ(σ)) is filtering for all integer partitions where Σ(σ) is an odd number. One could
in principle restrict the sum to only such partitions.
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where J = pφ and u = GM/r, such that the scattering angle becomes

χ+ π =
∫ ∞
−∞

dr
∂pr(J, u, E0)

∂J
. (D.11)

Introducing the following (dimensionless) variables, similarly to the comparable-mass case,

y ≡ J

µr
, j ≡ J

Gm1m2
, c0 ≡ E0

2 − 1 , (D.12)

we have [84, 85]

χ

2 = −π2 +
∫ √c0

0

dy√
c0 − y2 + 2y(1 + y2)j−1 . (D.13)

Expanding the integrand in (D.13) in powers of 1/j, we arrive at

χ

2 =
∞∑
n=1

(−2)n
jn

Γ(n+1/2)√
π Γ(n+1)

∫ √c0
0

dy
(y3 + y)n

(c0 − y2)(2n+1)/2 , (D.14)

where we used ∫ √c0
0

dy√
c0 − y2 = π

2 . (D.15)

Hence, rescaling y2 → c0z, we have

χ =
∞∑
n=1

(−2)n
jn(γ2−1)n/2

Γ(n+1/2)√
π Γ(n+1)

∫ 1

0
dz

z(n+1)/2((γ2−1)z + 1
)n

(1− z)n+1/2 , (D.16)

after identifying E0 → γ for the two-body problem. Somewhat surprisingly, we find that
the PM coefficients can be written in a compact form,

χ =
∞∑
n=1

1
jn

(−2)n
(γ2 − 1)n/2

Γ
(

1
2−n

)
Γ
(
n+1

2

)
Γ
(
n+1

2

)
√
πΓ(n+ 1) 2F̃1

(
−n, n+1

2 ; 1−n
2 ; 1− γ2

)
, (D.17)

with 2F̃1 the regularized hypergeometric function associated to 2F1.

E Polynomials in the impulse/angle

h1 = 515γ6 − 1017γ4 + 377γ2 − 3
h2 = 380γ2 + 169
h3 = 1200γ2 + 2095γ + 834
h4 = 1200γ3 + 2660γ2 + 2929γ + 1183
h5 = −25γ6 + 30γ4 + 60γ3 − 129γ2 + 76γ − 12
h6 = 210γ6 − 552γ5 + 339γ4 − 912γ3 + 3148γ2 − 3336γ + 1151

h7 = −γ
(
2γ2 − 3

) (
15γ2 − 15γ + 4

)
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h8 = 420γ9 + 3456γ8 − 1338γ7 − 15822γ6 + 13176γ5 + 9563γ4 − 16658γ3

+ 8700γ2 − 496γ − 1049
h9 = −22680γ21 + 11340γ20 + 116100γ19 − 34080γ18 − 216185γ17 + 74431γ16

+ 232751γ15 − 304761γ14 + 333545γ13 − 32675γ12 − 500785γ11 + 535259γ10

− 181493γ9 + 3259γ8 + 9593γ7 + 9593γ6 − 3457γ5 − 3457γ4

+ 885γ3 + 885γ2 − 210γ − 210
h10 = −280γ7 + 50γ6 + 970γ5 + 27γ4 − 1432γ3 + 444γ2 + 366γ − 129
h11 = 2835γ11 − 10065γ9 − 700γ8 + 13198γ7 + 1818γ6 − 9826γ5 + 5242γ4

+ 11391γ3 + 18958γ2 + 10643γ + 2074

h12 = γ
(
945γ10 − 2955γ8 + 4874γ6 − 5014γ4 + 8077γ2 + 5369

)
h13 = γ

(
280γ7 + 580γ6 + 90γ5 − 856γ4 − 2211γ3 + 1289γ2 + 2169γ − 1965

)
h14 = γ

(
2γ2 − 3

) (
280γ7 − 890γ6 − 610γ5 + 1537γ4 + 380γ3 − 716γ2 − 82γ + 85

)
h15 = 35γ4 + 60γ3 − 150γ2 + 76γ − 5

h16 = γ
(
2γ2 − 3

) (
35γ4 − 30γ2 + 11

)
h17 = 315γ8 − 860γ6 + 690γ4 − 960γ3 + 1732γ2 − 1216γ + 299
h18 = 315γ6 − 145γ4 + 65γ2 + 21
h19 = 840γ9 + 1932γ8 + 234γ7 − 17562γ6 + 20405γ5 − 2154γ4 − 11744γ3

+ 12882γ2 − 4983γ + 102
h20 = 3600γ16 + 4320γ15 − 23840γ14 + 7824γ13 + 14128γ12 + 16138γ11 − 9872γ10

− 47540γ9 + 63848γ8 − 37478γ7 + 13349γ6 − 1471γ4 + 207γ2 − 45
h21 = −350γ7 + 1425γ5 − 400γ4 − 1480γ3 + 660γ2 + 285γ − 124
h22 = −300γ7 + 210γ6 + 1112γ5 + 2787γ4 + 2044γ3 + 3692γ2 + 6744γ + 1759

h23 = γ
(
75γ6 − 140γ4 − 283γ2 − 852

)
h24 = γ

(
2γ2 − 3

) (
210γ6 − 720γ5 + 339γ4 − 576γ3 + 3148γ2 − 3504γ + 1151

)
h25 = γ

(
2γ2 − 3

) (
350γ7 − 960γ6 − 705γ5 + 1632γ4 + 432γ3 − 768γ2 − 93γ + 96

)
h26 = γ2

(
3− 2γ2

)2 (
35γ4 − 30γ2 + 11

)
h27 = 15γ3 + 60γ2 + 19γ + 8

h28 = γ
(
70γ6 − 645γ4 + 768γ2 + 63

)
h29 = −75γ6 + 90γ4 + 333γ2 + 60
h30 = 25γ6 − 30γ4 + 60γ3 + 129γ2 + 76γ + 12

h31 =
(
1− 5γ2

)2

h32 = 80γ8 − 192γ6 + 152γ4 − 44γ2 + 3

h33 = γ
(
2γ2 − 1

) (
64γ6 − 216γ4 + 258γ2 − 109

)
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h34 =
(
2γ2 − 1

)3 (
5γ2 − 8

)
h35 = γ

(
2γ2 − 3

) (
2γ2 − 1

)3

h36 = 8γ6 − 28γ4 + 6γ2 + 3

h37 = γ
(
384γ8 − 1528γ6 + 384γ4 + 2292γ2 − 1535

)
h38 = 393897472γ16 − 791542442γ14 − 3429240286γ12 + 3966858415γ10

+ 767410066γ8 − 21241500γ6 + 7188300γ4 − 1837500γ2 + 385875
h39 = 1575γ7 − 2700γ6 − 3195γ5 + 3780γ4 + 4993γ3 − 1188γ2 − 1485γ + 108
h40 = −3592192γ18 + 2662204γ16 + 46406238γ14 − 37185456γ12 − 25426269γ10

+ 222810γ8 − 246540γ6 + 79800γ4 − 19950γ2 + 3675
h41 = 44γ6 − 32γ4 − 425γ2 − 82

h42 = γ
(
16γ6 + 24γ4 − 226γ2 − 151

)
h43 = γ2

(
4γ8 − 59γ4 + 35γ2 + 60

)
h44 = −525γ7 + 1065γ5 − 3883γ3 + 1263γ
h45 = 175γ7 − 150γ6 − 355γ5 + 210γ4 + 185γ3 − 66γ2 − 37γ + 6
h46 = −175γ7 + 355γ5 − 185γ3 + 37γ

h47 = γ
(
525γ6 − 1065γ4 − 2773γ2 + 1041

)
h48 = 96γ10 − 8464γ8 + 54616γ6 − 70104γ4 + 9916γ2 + 13895
h49 = 6144γ16 − 587336γ14 + 4034092γ12 − 417302γ10 − 5560073γ8 − 142640γ6

+ 35710γ4 − 8250γ2 + 1575
h50 = −3747γ6 + 3249γ4 + 8535γ2 + 1051
h51 = 24576γ18 + 213480γ16 − 1029342γ14 − 1978290γ12 + 3752006γ10

+ 816595γ8 − 55260γ6 + 13690γ4 − 3100γ2 + 525

h52 = γ
(
16γ6 + 204γ4 − 496γ2 − 869

)
h53 = γ2

(
8γ4 − 6γ2 − 9

)
h54 = γ

(
2γ2 − 3

) (
8γ6 − 6γ4 − 51γ2 − 8

)
h55 = −4321γ6 + 3387γ4 + 15261γ2 + 2057
h56 = 2100γ7 − 4996γ6 + 1755γ5 + 4332γ4 − 6422γ3 + 4212γ2 − 1209γ + 36
h57 = −1249γ6 + 1083γ4 + 1053γ2 + 9
h58 = −1823γ6 + 1221γ4 + 13155γ2 + 2039
h59 = −24γ6 + 18γ4 + 111γ2 + 16

h60 = γ
(
26γ2 − 9

)
h61 = 35(γ − 1)(γ + 1)

(
33γ4 − 18γ2 + 1

)
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h62 = 3600γ16 + 4320γ15 − 35360γ14 + 33249γ13 + 27952γ12 − 25145γ11 − 15056γ10

− 32177γ9 + 64424γ8 − 38135γ7 + 13349γ6 − 1471γ4 + 207γ2 − 45

h63 = γ2
(
2γ2 − 3

) (
2γ2 − 1

) (
35γ4 − 30γ2 + 11

)
h64 = −4140γ8 + 702γ7 + 15018γ6 − 8491γ5 − 9366γ4 + 10052γ3 − 6210γ2 + 2681γ − 102
h65 = 210γ7 − 240γ6 − 755γ5 + 216γ4 + 1200γ3 − 508γ2 − 295γ + 124

h66 = γ
(
2γ2 − 3

) (
2γ2 − 1

) (
35γ4 − 30γ2 + 11

)
h67 = −(γ − 1)

(
420γ9 + 7596γ8 − 2040γ7 − 30840γ6 + 21667γ5 + 18929γ4 − 26710γ3

+ 14910γ2 − 3177γ − 947
)

h68 = (γ − 1)
(
490γ7 − 290γ6 − 1725γ5 + 189γ4 + 2632γ3 − 952γ2 − 661γ + 253

)
.
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