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1 Introduction and overview

1.1 Introduction

The laws of black hole mechanics are a set of classical laws governing the behaviour of black
holes. When combined with Hawking’s discovery of black hole radiation, these laws provide
compelling evidence for the interpretation of black holes as thermodynamic objects. These
laws were first proved for Einstein gravity minimally coupled to matter. It is natural to ask
whether they are also valid in extensions of Einstein gravity, for example in the presence
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of higher-derivative terms in the action that are expected from an effective field theory
(EFT) perspective.

The first law of black hole mechanics concerns linear perturbations of a stationary (i.e.
time-independent) black hole. Wald has shown that a version of the first law holds for any
diffeomorphism invariant theory of gravity coupled to matter [1]. In particular, this leads
to a definition of the entropy — the Wald entropy — of a stationary black hole in such
a theory. It provides a fully satisfactory definition of the entropy of an equilibrium black
hole in this very large class of theories.

The Wald entropy is defined unambiguously only for a stationary black hole. Iyer
and Wald have made a proposal for the entropy of a dynamical (i.e. non-stationary) black
hole solution of a general diffeomorphism-invariant theory [2]. The procedure is based on
classifying possible terms according to their “boost weight”, which determines how they
transform under a constant rescaling of affine parameter of the horizon generators. The
Iyer-Wald entropy is built from quantities of zero boost weight. Iyer and Wald showed
that their definition is independent of any choice of coordinates or basis. However, they
left open the question of whether or not it satisfies a second law.

Jacobson, Kang and Myers (JKM) investigated black hole entropy for the class of
theories for which the gravitational Lagrangian is a function of the Ricci scalar, so-called
f(R) theories [3]. Such theories can be transformed into a conventional scalar-tensor theory
using a field redefinition. Using this, JKM were able to define an entropy that satisfies a
second law. Their entropy is proportional to the integral of f ′(R) over a horizon cross-
section. For a stationary black hole, the JKM entropy coincides with the Wald entropy.
However, for a dynamical black hole, the JKM entropy differs from the Iyer-Wald entropy.

In general, one expects the Lagrangian of a gravitational EFT to include scalars built
from contractions of the Riemann tensor and its derivatives. For such a theory, Wall has
sketched a procedure for constructing an entropy that satisfies the second law to linear
order in perturbations around a stationary black hole [4]. As we shall explain, the Wall
procedure supplements the Iyer-Wald entropy with terms that are linear in quantities with
positive boost weight. The simplest example of such a term is the integral over a horizon
cross-section of KK̄ where K and K̄ are the expansions of outgoing and ingoing null
geodesic congruences orthogonal to the cross-section. We shall refer to the result of Wall’s
construction as the Iyer-Wald-Wall (IWW) entropy. For a stationary black hole it reduces
to the Wald entropy.

To linear order, the second law does not imply an entropy increase, but only that the
entropy does not change in time. To see why, assume that there exists a linear perturbation
that leads to an entropy increase over time. Now multiply this perturbation by minus one.
The result is a linear perturbation that decreases the entropy over time, in violation of the
second law. Thus, to linear order, Wall’s result implies that the IWW entropy can neither
decrease nor increase but must remain constant in time.1

1Wall allowed for the presence of matter, which was described by an energy-momentum tensor satisfying
the null energy condition. This acts as a source for the linearized gravitational field. In this case, the
entropy does increase but the increase arises entirely from the matter, not from gravitational waves. We
will not follow this approach for reasons explained in section 1.6.
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For f(R) theories, the JKM and IWW entropies agree if f(R) is quadratic in R but not
if cubic or higher order terms are present. This suggests that, except for special theories
(e.g. 2-derivative Einstein gravity), the IWW entropy is unlikely to satisfy a second law
beyond the linearized approximation. For f(R) theories, the JKM entropy involves adding
terms to the IWW entropy that are quadratic, or higher, order in quantities with positive
boost weight. So, except for special theories, it seems likely that such higher order terms will
need to be included if the second law is to be extended beyond the linearized approximation.

In this paper we will establish a second law beyond the linearized approximation for a
large class of theories. Our approach will be to treat these theories as EFTs, ordering terms
in the equations of motion according to how many derivatives they contain. The lowest
order terms are the 2-derivative terms familiar from conventional Einstein theory. These
are then supplemented by terms with 4 derivatives, then 6 derivatives and so on. We assume
that the coupling constants multiplying these terms are all powers of some fundamental
(UV) length scale `. We restrict attention to solutions lying within the regime of validity
of EFT. Roughly this means that if a solution varies over a length (or time) scale L then
`/L � 1. One then expects terms with many derivatives to be less important than terms
with few derivatives.

Consider truncating such a theory by retaining only terms with N , or fewer, derivatives.
Rather than attempting to prove a second law that holds exactly in the truncated theory,
our approach will be to prove a second law that holds to the same expected accuracy as the
theory itself, i.e., up to neglect of terms with more than N derivatives. We will show that,
for any N , one can define an entropy that satisfies the second law to quadratic order in
perturbations around a stationary black hole, in the sense that any violation of the second
law will be of the same order (in `/L) as the terms with more than N derivatives that have
been neglected in truncating the theory. By increasing N one improves the result, so the
better one knows the EFT, the better the accuracy to which the second law is satisfied.

Our entropy is defined by adding new terms to the IWW entropy. The new terms
are of quadratic (or higher) order in quantities with positive boost weight. The simplest
example is the integral over a horizon cross-section of (KK̄)2. By counting derivatives,
one can see that the new terms are required only once N ≥ 6. In particular, if N = 4
then our result implies that the IWW entropy satisfies the second law to quadratic order
in perturbations, in the EFT sense described above.

An important question concerning the entropy is its gauge-invariance. The Iyer-Wald
entropy of a horizon cross-section is independent of any choice of coordinates — it depends
only on the local geometry of the cross-section. Wall’s procedure, which our approach
extends, is based on a fixed Gaussian null coordinate system. Such a coordinate system
has gauge freedom corresponding to a rescaling of the affine parameter along each horizon
generator. The terms generated by Wall’s procedure are not manifestly invariant if this
rescaling differs from generator to generator. Nevertheless, we will prove below that the
IWW entropy is invariant to linear order in perturbations around a stationary black hole.
Thus the IWW entropy is gauge invariant to the same extent that it satisfies the second
law, namely to linear order in perturbations. In fact, with quite a lot more work, we shall
prove that the freedom to adjust higher order terms in the IWW entropy can be used to
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bring it to a form that is gauge invariant in a fully nonlinear sense. It is natural to guess
that our extension of the IWW entropy is gauge invariant at least to quadratic order in
perturbations, in the sense of EFT. We have not yet been able to prove this and we will
discuss this issue further below. This is not an issue for N = 4 since our entropy reduces
to the IWW entropy in this case.

In the rest of this section we shall explain our main results in more precise terms
but omitting the proofs. Then section 2 will prove various technical results used in later
sections. Section 3 will present proofs of our results concerning the IWW entropy. Sec-
tion 4 presents our construction of the improved entropy that satisfies the second law to
quadratic order.

1.2 Summary of conventions

The metric signature is (− + + · · ·+), and the conventions for the curvature tensors are
as in Wald’s text [5]. Bold face letters denote differential forms, with the conventions for
∧ and d as in [5]. The spacetime dimension is n > 2. Lower case Greek letters µ, ν, . . .
are spacetime coordinate indices, upper case Roman letters A,B, . . . are coordinate indices
on an (n − 2) dimensional spacelike cut C associated with the Gaussian null coordinates
defined in section 1.3. (µ1 . . . µs) resp. [µ1 . . . µa] denotes a total symmetrization resp. anti-
symmetrization with combinatorial factors included to make these operations projections
onto the space symmetric resp. anti-symmetric tensors.

The notation L[Ψ] (square brackets) indicates that L is a local functional of some
fields Ψ, i.e. at each point, x, L|x depends on finitely many derivatives ∂µ1 . . . ∂µdΨ|x. We
generally set 16πG = 1 and ` denotes a UV length scale.

1.3 Gaussian null coordinates

Consider a spacetime of dimension n containing a smooth null hypersurface N that is
ruled with affinely parameterized null geodesics with future-directed tangent vector lµ. We
assume that the generators are future-complete, i.e., they extend to infinite affine parameter
to the future. This hypersurface might be the event horizon of a black hole but some of our
analysis applies more generally. Note that the smoothness assumption excludes important
physical situations such as black hole mergers. However, it includes spacetimes describing a
black hole “settling down to equillibrium”, which is the physical situation we have in mind.

Assume that every null geodesic generator of N intersects a spacelike cross section C
precisely once. We can introduce Gaussian Null Coordinates (GNCs) in a neighbourhood
of N as follows. On N we let v be an affine parameter along each null generator such that
v = 0 on C and such that lµ∂µv = 1. Then we transport C by affine time v into cross
sections C(v) thereby obtaining a null foliation of N . On each C(v), a (past-directed) null
vector field n = nµ∂µ is next defined uniquely by demanding that it is orthogonal to C(v)
and gµν lµnν = 1. We consider the affinely parameterized null geodesics tangent to n and
call the affine parameter r with r = 0 on N . Finally, we choose on C a coordinate chart
xA, A = 1, . . . , n − 2. Then we transport this first along the geodesics tangent to l along
N and then along n off N at each fixed value of v. It can be shown that the metric and
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vector fields n, l take the form

g = 2dv(dr − 1
2r

2αdv − rβAdxA) + µABdxAdxB, l = ∂v, n = ∂r (1.1)

in the GNCs (v, r, xA), where α, βA and µAB are, at least for small r, smooth functions of
the coordinates. N is the surface r = 0 and C is the surface v = r = 0. We denote the
inverse of µAB as µAB and A,B, . . . indices will be raised and lowered with µAB and µAB.
The covariant derivative on C(v) defined by µAB is denoted DA.

We also define

KAB ≡
1
2∂vµAB, K̄AB ≡

1
2∂rµAB K ≡ KA

A K̄ ≡ K̄A
A . (1.2)

On N , K is the expansions of the null geodesics tangent to l. Similarly K̄ is the expansion
of the (past-directed) null geodesics tangent to n. The tracefree parts of KAB and K̄AB

define the shear of these families of geodesics.
The definition of GNCs is not unique. If one fixes the initial cut C then one still

has the freedom to rescale the affine parameter along each generator of N : if a(xA) > 0
then v′ ≡ v/a is also an affine parameter along the generators. The corresponding tangent
vector to these generators is l′ = al. This change of affine parameter leads to a new set of
GNCs (v′, r′, xA′).

If a is constant then we have simply

v′ = v

a
r′ = ar xA

′ = xA constant a. (1.3)

If a quantity X transforms homogeneously under such a change of coordinates then we
define its boost weight b by

X ′(v′, r′, xA′) = abX(v, r, xA) (1.4)

(see section 2.1 for a precise definition); for example α, βA and µAB have boost weight zero,
KAB has boost weight +1 and K̄AB has boost weight −1. A quantity DA1 . . . DAm∂

p
v∂

q
rψ

with ψ ∈ {α, βA, µAB} has boost weight p − q. The boost weight of a tensor component
Tµν...ρσ... is given by the sum of +1 for each subscript v or superscript r index, and −1 for
each superscript v or subscript r index e.g. Rvv has boost weight +2.

If a is not constant then the transformation between the GNCs is highly non-trivial
away from N . This implies that many quantities (e.g. α, βA, ∂v∂rµAB) transform inhomo-
geneously, even on N , with terms involving the derivative of a.

1.4 Second law

We now review a simple proof of the second law in conventional GR. The proof is simple
because it makes various strong assumptions, specifically that the horizon is smooth, the
horizon generators are future-complete, and that the black hole “settles down to equilib-
rium” at late time. One can of course prove the second law in conventional GR under much
weaker assumptions than these [6].
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Let H be the future event horizon of a black hole and take N = H to define GNCs.
The area of C(v) is

A(v) =
∫
C(v)

dn−2x
√
µ (1.5)

with rate of change
Ȧ(v) =

∫
C(v)

dn−2x
√
µK . (1.6)

Recall Raychaudhuri’s equation:

∂vK = −KABKAB −Rvv on N . (1.7)

We now assume that the expansion of the generators of H vanishes at late time, i.e., K → 0
as v →∞ on H. This would be the case if the black hole is “settling down to equilibrium”.
We can now write

Ȧ(v) =
∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′(−∂vK)(v′, x)

=
∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′
(
KABKAB +Rvv

)
(v′, x) (1.8)

where we used Raychaudhuri’s equation in the second step. If the spacetime satisfies the
null convergence condition (RµνV µV ν ≥ 0 for any null V µ) then the r.h.s. is manifestly
non-negative (as Rvv = Rµν l

µlν ≥ 0) and so we have Ȧ(v) ≥ 0, i.e, A(v) is an increasing
function.

If we consider a theory consisting of conventional 2-derivative GR coupled to matter
satisfying the null energy condition then spacetimes satisfying the Einstein equation will
obey the null convergence condition and so the second law holds in such a theory. However,
we will be interested in more general theories in which higher derivatives are present in
the Lagrangian. In this case there is no reason to expect the null convergence condition to
be satisfied by solutions of the equations of motion and so the above argument no longer
applies.

1.5 Stationary black holes

Much of this paper will concern perturbations of stationary black holes. We will now de-
scribe the class of stationary black holes to be considered. In conventional GR coupled
to various types of matter fields it is known that the event horizon of a stationary black
hole must be a Killing horizon. This result has not been extended to theories of the type
that we will be considering. We will simply assume that the theory admits a family F of
stationary black hole solutions for which the event horizon is a Killing horizon. Moreover,
we will assume that this is a bifurcate Killing horizon. This implies that the zeroth law
of black hole mechanics is satisfied,2 i.e., that the surface gravity is constant on the hori-
zon (conversely, the zeroth law implies that the spacetime can be extended to contain a
bifurcation surface [8]).

2Very recently, ref. [7] has proved a zeroth law for a large class of theories without assuming a bifurcate
Killing horizon, under the assumption that higher derivative terms in the action are multiplied by powers
of a dimensionful constant (analogous to our ` below) and that the metric depends analytically on this
constant.
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These assumptions ensure that if H is the future event horizon of a black hole in F then
all positive boost-weight quantities vanish on H. Furthermore, all non-zero boost-weight
quantities vanish on the bifurcation surface.

1.6 Wall’s procedure

Wall [4] has sketched an approach that, for any diffeomorphism invariant theory of gravity,
produces an entropy S which satisfies the second law to linear order, i.e., δṠ = 0 for
perturbations of a black hole in the family F .3 Wall’s approach has been discussed in
more detail in [11, 12], where it has been reformulated in terms of an entropy current. To
explain this, let √−gEµν = δI/δgµν , where I is the action, so the Einstein equation of our
theory is Eµν = 0. Then, for a general null hypersurface N the entropy current is a vector
field sv∂v + sA∂A tangent to N , where sv and sA are functions of the GNC components of
the metric, and their derivatives, with boost-weights 0 and 1 respectively. It satisfies the
identity

Evv = ∂v

[
1
√
µ
∂v (√µsv) +DAs

A

]
+ . . . (1.9)

where the ellipsis denotes terms that are of quadratic or higher order in quantities of positive
boost weight. This is an off-shell identity, i.e., it holds independently of the equations of
motion. To obtain the linearized second law, we consider this equation linearized around a
member of F , taking N to be the event horizon H. Since positive boost weight quantities
vanish on the event horizon of the unperturbed spacetime we obtain

δEvv = ∂vδ

[
1
√
µ
∂v (√µsv) +DAs

A

]
. (1.10)

On-shell this becomes

∂vδ

[
1
√
µ
∂v (√µsv) +DAs

A

]
= 0 . (1.11)

The quantity inside square brackets vanishes for the background solution and can be ex-
pected to decay as v → ∞ if the perturbed spacetime settles down to a stationary black
hole belonging to F . Hence integrating the above equation w.r.t. v gives

1
√
µ
δ∂v (√µsv) +DAδs

A = 0 . (1.12)

Equation (1.11) shows that if this condition holds on C then it holds on all of H. This
equation can be regarded as a gauge condition on the metric perturbation. It arises because
we have chosen our coordinates such that the perturbation does not change the location
of H, i.e., the horizon of the perturbed black hole remains at r = 0. For conventional GR
(where (1.12) is simply δK = 0) this was explained in [13].

3See [9, 10] for earlier work establishing a linearized second law in particular theories.
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Integrating (1.12) over C(v) (with measure√µ) the divergence drops out and we obtain
δṠIWW = 0 where the Iyer-Wald-Wall entropy is4

SIWW(v) = 4π
∫
C(v)

dn−2x
√
µsv . (1.13)

Thus this definition of entropy satisfies the second law to linear order in perturbations.
Wall considered coupling the original theory to a matter source so that the Einstein

equation becomes Eµν = (1/2)Tµν (units: 16πG = 1) where Tµν is the energy-momentum
tensor of the matter. If one treats Tµν as a term of linear order then equation (1.11) has
(1/2)Tµν on the r.h.s. and if the matter obeys the null energy condition Tvv ≥ 0 then
δṠIWW ≥ 0 so one can have a genuine increase in entropy driven by the matter source.
However, we shall not include such a matter source below for several reasons: (i) if the
matter fields are treated using the linearized approximation, as with the gravitational field,
then Tµν is of quadratic, not linear, order; (ii) in EFT one does not expect a clear division
of the Lagrangian into a “gravitational part” and a “matter part”; instead there will be
higher derivative terms mixing matter and gravitational fields; (iii) higher derivative matter
terms will not satisfy the null energy condition. We take the view that one should treat
the gravitational and matter fields on an equal footing.5

Section 3 of this paper will address some outstanding issues concerningWall’s approach.
First, one needs to make sure that this definition of entropy also satisfies the first law

of black hole mechanics, which relates δS evaluated on the bifurcation surface of the black
hole to the perturbations in mass and angular momentum. Wall argues that this must be
true as follows. His result for sv can be divided into terms built entirely from quantities
with vanishing boost weight and a part that is at least quadratic in quantities with non-
vanishing boost weight. Wall claims that the integral of the former part is the same as the
entropy SIW defined by Iyer and Wald. From this claim it follows that δSIWW = δSIW on
the bifurcation surface of a member of F and since SIW is known to satisfy the first law, so
must SIWW. However, a proof of this claim is lacking. We shall present one in section 3.2.

Second, Wall’s procedure is carried out using a particular set of GNCs and produces an
expression for sv that depends on the metric components, and their derivatives, w.r.t. those
GNCs. These quantities transform in a complicated way under transformations between
GNCs with non-constant a(xA). Therefore it is very unclear whether the result of Wall’s
procedure must be gauge-invariant. (This has also been noted in [14].)

The issue of gauge invariance is important if we wish to compare the entropy of two cuts
C,C ′ of H with C ′ strictly to the future of H. The linearized second law described above
lets us do this for the special case where C ′ = C(v). So to compare the IWW entropy of C ′
and C we must choose our GNCs such that C ′ is a constant v cut of H. This can always
be achieved by rescaling the affine parameters of the generators of H, i.e., by a choice of
the function a(xA) defined in section 1.3. But we do not want the definition of the entropy

4Recall our choice of units 16πG = 1 so 1/(4G) = 4π. This factor is included for convenience, so that
we have sv = 1 for standard GR.

5Wall’s analysis does allow for a scalar field which is treated on an equal footing with the metric, i.e.,
this field is not included in Tµν .
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of C to depend on our choice of C ′ (or vice versa). Hence we must demonstrate that this
definition is gauge-invariant under changes of GNCs involving non-constant a(xA).

In section 3.3, we shall give a short proof that the IWW entropy is gauge-invariant at
the linearized level. However, in the class of examples studied by Wall [4] (a Lagrangian
that is a function of the Riemann tensor) one can see that the result is actually gauge-
invariant at the fully nonlinear level and one can ask whether this is true generally. In
Wall’s analysis, he implicitly makes use of the fact that his procedure only determines
terms in SIWW that are of up to linear order in quantities with positive boost weight since
terms of quadratic (e.g. K2K̄2) or higher order vanish when linearized around a member
of F . Wall makes a specific choice of these higher order terms in his explicit examples.
The question is whether it is always possible to choose these higher order terms to render
SIWW fully gauge-invariant. We shall show in section 3.3 that the answer is yes.

1.7 Second law in EFT

We can now explain our main result, derived in section 4.1. For simplicity, we shall consider
pure gravity, without matter fields. Consider an EFT for a diffeomorphism invariant theory
of gravity. We assume that the Lagrangian is a formal sum of terms with increasing numbers
of derivatives of the fields, multiplied by suitable powers of some UV length scale `. A term
with k+2 derivatives will be multiplied by `k. For pure gravity (assuming parity symmetry
if n is odd) only terms with even numbers of derivatives can occur. The terms with 2 or
fewer derivatives are assumed to take the standard Einstein-Hilbert form, with a possible
cosmological constant.

Validity of EFT requires that terms with increasing numbers of derivatives are increas-
ingly less important. This is the case if we restrict ourselves to spacetimes varying over
some length/time scale L satisfying `/L� 1. This L should be a lower bound for the size
of the final black hole equilibrium state and any length/time scales associated with the
perturbation away from equilibrium. More precisely, we assume that there exists L > 0
with `/L� 1 such that, in a neighbourhood of the event horizon, w.r.t. some set of GNCs,
any quantity Xk involving k derivatives of the metric obeys a uniform bound of the form
|Xk| ≤ Ck/L

k for some dimensionless constants Ck depending on the initial data. We
assume that the cosmological constant satisfies |Λ|L2 ≤ 1.

In practice, an EFT Lagrangian will not be known to all orders. We assume that only
the terms with N or fewer derivatives are known explicitly. The EFT equation of motion
is then

Eµν = O(`N ) (1.14)

where Eµν = −Λgµν −Gµν + . . . denotes the terms with up to N derivatives and the r.h.s.
represents the effects of the terms with N + 2 or more derivatives. We should really write
this as O(`N/LN+2) but we shall mostly suppress the L-dependence below.

Consider first the case N = 2, i.e., conventional GR viewed as an EFT. Without matter
we have Rvv = −Evv = O(`2). Hence equation (1.8) is

Ȧ(v) =
∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′
(
KABKAB(v′, x) +O(`2)

)
. (1.15)
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The r.h.s. may become negative but only by a small O(`2) amount. From an EFT
perspective the second law no longer holds exactly, but only to the same O(`2) accu-
racy as the theory itself. If Ȧ(v0) < 0 then the above equation implies (reinstating L)
||KAB||L2(v0) = O(`/L2) where || · ||L2(v0) denotes the norm defined by the above integral
on the portion v ≥ v0 of H. Hence if Ȧ(v0) < 0 then the expansion and shear of the gener-
ators of H must be small for all times v ≥ v0. This suggests that the black hole is close to
equilibrium. Thus the process of relaxation to equilibrium seems the most likely situation
in which the higher derivative EFT terms could cause a (small) decrease in horizon area.

Our main result is to show that, for general N , the following EFT generalization
of (1.9) (evaluated on-shell) holds on a null hypersurface N :6

∂v

[
1
√
µ
∂v (√µSv) +DAS

A

]
= −

(
KAB +XAB

)
(KAB +XAB)−DAY

A +O(`N ) .

(1.16)

Here SA = sA, and Sv is defined by adding new terms to the expression for sv arising from
Eµν . These new terms are quadratic (or higher order) in terms with positive boost weight
so they do not affect any of the results described in the previous section, i.e., such terms
are not fixed by Wall’s procedure. On the r.h.s., XAB (which is symmetric) and Y A are
both O(`2) and have boost weight 1, 2 respectively, and Y A is a sum of terms that each
contain at least two factors of positive boost weight. In contrast with (1.9), the above
equation holds on-shell, i.e., its derivation makes use of most of the components of the
Einstein equation (1.14). The O(`N ) term arises not only from the O(`N ) corrections on
the r.h.s. of (1.14) but also from various steps in the derivation. In other words, even if we
worked with the exact equation Eµν = 0 we would still generate a O(`N ) term. (In this
regard the N = 2 case is exceptional.)

To obtain a second law we take N to be the horizon H of a black hole and use Sv to
define an entropy S as in (1.13):

S(v) = 4π
∫
C(v)

dn−2x
√
µSv . (1.17)

Equation (1.16) implies

Ṡ(v) = 1
4

∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′
[(
KAB +XAB

)
(KAB +XAB) +DAY

A +O(`N )
]

(v′, x)

(1.18)
where again we assume that our black hole settles down to a member of F at late time,
which implies that all quantities with positive boost weight vanish at late time, hence the
(boost-weight 1) quantity in square brackets on the l.h.s. of (1.16) vanishes as v →∞. In
constrast with the N = 2 case, we do not know anything about the sign of DAY

A on the
r.h.s. of (1.18) in a fully nonlinear situation. However, we can make progress by resorting
to second order perturbation theory about a member of F .

6A similar equation was derived for Lovelock theories in [15].
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Positive boost weight quantities vanish on the horizon of a member of F , which implies
that Sv and sv agree at zeroth and first order in perturbation theory. Since Y A is at least
quadratic in positive boost weight quantities we have

δ2
∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′(DAY
A)(v′, x) =

∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′(DAδ
2Y A)(v′, x) .

(1.19)

We are working to quadratic order so on the r.h.s. DA and √µ are evaluated in the back-
ground spacetime, where they are independent of v. Hence we can interchange the order
of integration and use the divergence theorem to see that the r.h.s. vanishes. This leaves

δ2Ṡ(v) = 1
4

∫
C(v)

dn−2x
√
µ

∫ ∞
v

dv′
[
µACµBDδ (KAB +XAB) δ (KCD +XCD) +O(`N )

]
(v′, x)

(1.20)
where we used the fact that KAB and XAB have boost weight one and hence vanish on N in
the background spacetime. Since the first term on the r.h.s. is positive definite, this shows
that, to quadratic order in perturbations, Ṡ(v) can become negative only by an amount
O(`N ), i.e., of the same size as the unknown effects caused by our ignorance of higher order
EFT terms. In particular, the better we know the EFT, the larger N is, and the smaller
the amount by which Ṡ(v) can become negative.7

Since our equations of motion involve N or fewer derivatives, it follows that Sv and
SA involve N − 2 or fewer derivatives. These quantities are sums of monomials where
each monomial is at most quadratic in terms with positive boost weight. It is natural to
group such monomials into those with zero, one or two (or more) factors with positive
boost weight. The former terms generate the Iyer-Wald entropy, including the second set
of terms gives the Iyer-Wald-Wall entropy and including the final set of terms gives our
generalization of this. A term with non-zero boost weight b costs at least b derivatives so
a term quadratic in positive boost weight quantities, with overall boost weight zero, must
contain at least 4 derivatives and therefore occurs only for N ≥ 6. Hence for N = 4 we have
Sv = sv and SA = sA so in this case our result implies that, without further modification,
the Iyer-Wald-Wall entropy satisfies the second law to quadratic order in perturbations
around a member of F .

Equation (1.16) holds for a purely gravitational EFT. We shall make a few remarks
about the generalization to include matter fields. With matter fields there is a greater
variety of higher derivative terms that can occur on the r.h.s. of (1.16). However, there
are also further terms on the r.h.s. of (1.16) arising from the energy-momentum tensor of
the 2-derivative part of the matter Lagrangian. If this 2-derivative Lagrangian satisfies the
null energy condition then these terms have a “good sign” (i.e. they are negative definite).
The hope is that this can be used to help control the behaviour of higher derivative terms

7There is another way of looking at the second law to quadratic order. If S satisfies a second law then
any horizon cross-section satisfies Ṡ ≥ 0. A horizon cross-section of a stationary black hole satisfies Ṡ = 0
and therefore minimizes Ṡ within the “space of cross-sections of black hole horizons”. Hence if the second
law holds then variations around a stationary black hole must satisfy the conditions for a local minimum,
i.e., δṠ = 0 and δ2Ṡ ≥ 0.
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involving the matter fields, by completing the square in the same way that we did with the
KABK

AB term in vacuum gravity. For example, a minimally coupled 2-derivative scalar
field contributes −(1/2)(∂vΦ)2 to the r.h.s. of (1.16). So one can try to use this to control
higher derivative terms involving ∂vΦ by completing the square. This will lead to an extra
term of the form −(1/2)(∂vΦ + P )2 on the r.h.s. of (1.16). (We will study an example of
this in section 1.9.) This will give an extra term [δ(∂vΦ +P )]2 inside the integral of (1.20).
Since this term has a good sign, the above argument that the second law holds to quadratic
order, in the sense of EFT, is still valid. In section 4.2 we shall sketch a proof that this
can be done for any scalar-tensor EFT.

1.8 Example: vacuum gravity

Field redefinitions can be used to simplify the Lagrangian of an EFT. For example, in
vacuum gravity, a field redefinition can be used to bring the terms with up to 4 derivatives
to the “Einstein-Gauss-Bonnet” form:8

L = −2Λ +R+ 1
4k`

2LGB (1.21)

where k is a dimensionless constant and LGB is the Euler density associated with the
Gauss-Bonnet invariant:

LGB = 1
4δ

µ1µ2µ3µ4
ν1ν2ν3ν4 Rµ1µ2

ν1ν2Rµ3µ4
ν3ν4 . (1.22)

This term is topological in n = 4 dimensions but non-trivial in higher dimensions. This
theory has second order equations of motion and admits a well-posed initial value prob-
lem [17, 18] as long as it remains within the regime of validity of EFT.

Since we have N = 4 here, we have Sv = sv and SA = sA as explained above. Using
previous results for sv and sA [4, 11, 12] gives

Sv = 1 + k

2 `
2R[µ] SA = −k`2

(
DBK

AB −DAK
)

(1.23)

where R[µ] is the Ricci scalar of µAB. In this case Sv involves only quantities of zero
boost weight, so our entropy is simply the Iyer-Wald entropy SIW. Hence, for Einstein-
Gauss-Bonnet theory, our result implies that the Iyer-Wald entropy satisfies the second law
to quadratic order, in the EFT sense explained above, i.e., δ2ṠIW is positive up to O(`4)
terms.

We can also demonstrate how to obtain (1.16) for this theory. A calculation gives the
off-shell identity

−Evv = −∂v
[

1
√
µ
∂v
√
µ

]
−KABKAB (1.24)

+∂v
[
k`2
√
µ
∂v

(
−1

2
√
µR[µ]

)
+ k`2DA

(
DBKAB −DAK

)]
−KABW

AB −DAY A

8See [16] for previous work on the second law in this theory under the assumption of spherical symmetry.
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where the terms on the first line are the usual terms arising from the Einstein-Hilbert
Lagrangian, and the terms on the second line arise from LGB. These involve

WAB = −k`2
[1

2µ
AB∂vR[µ]− ∂vR[µ]AB +Rvv

(
K̄AB − K̄µAB

)
+2Rv(A

vCK̄
B)C −RvCvDK̄CDµAB −RvAvBK̄

+D(ARvC
B)C −DCRvDCDµAB +DCRv(A|C|B)

]
(1.25)

and
Y A = −k`2

[
KRvC

AC −KACRvBC
B −KBCRv

CAB
]
. (1.26)

where R[µ]AB is the Ricci tensor of µAB. These expressions involve a new derivative
operator DA. Acting on a quantity of boost weight b this is defined as DA = DA − bβA/2
(b = 1 in the above expressions). As we shall explain below, this a connection on the normal
bundle of the horizon cross-section. Note that each term in Y A contains a factor of KBC so
we can write KABKAB+KABW

AB+DAY A = (KAB+XAB)(KAB+XAB)+DAY
A+O(`4)

for some O(`2) quantity XAB, with the O(`4) “error” term arising from completing the
square. So in this case, we have the off-shell result that −Evv can be written as the
difference between the l.h.s. and r.h.s. of (1.16) up to O(`4) terms. On-shell, the equation
of motion gives Evv = O(`4) so (1.16) holds as claimed.9 We have used only the vv-
component of the Einstein equation. This is atypical: in general, the derivation of (1.16)
makes use of multiple components of the Einstein equation.

In this example, the entropy is simply the IW entropy, which is manifestly gauge-
invariant, in agreement with our general result. However note that SA is not gauge-
invariant. This is because it is written in terms of DA rather than DA. So the entropy
current is not gauge-invariant in this example (see also [14] for discussion of this point).

1.9 Example: scalar-tensor EFT

As a second example, we will consider the EFT of gravity coupled to a scalar field in n = 4
dimensions. As above, field redefinitions can be used to simplify the Lagrangian [19]. In
particular, assuming a parity symmetry, terms with up to 4 derivatives can be written

L = −V (Φ) +R+X + 1
2`

2α(Φ)X2 + 1
4`

2β(Φ)LGB (1.27)

whereX ≡ −1
2g
µν∂µΦ∂νΦ, and V, α, β are arbitrary functions. (The coupling functions α, β

should not be confused with the GNC metric components α, βA.) The coupling functions
α, β are dimensionless. This theory has second order equations of motion and admits a
well-posed initial value problem [17, 18] as long as it remains within the regime of validity
of EFT.

9In this example (and the one of the next subsection) we could also include extra matter fields satisfying
the null energy condition, as discussed in section 1.6, which would contribute negatively to the r.h.s. of (1.16)
and so the second law would still hold to quadratic order in the gravitational perturbation.
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The Einstein equation is Eµν = O(`4) where the r.h.s. arises from the unkown EFT
terms with 6 or more derivatives and the l.h.s. is

−Eµν = Gµν −
(1

2 + α`2X

)
∂µΦ∂νΦ− 1

2gµν
(
X − V + 1

2`
2αX2

)
+

−1
4`

2εµ
α1α2α3εν

β1β2β3Rα1α2β1β2∇α3∇β3β . (1.28)

A calculation gives the off-shell result

−Evv = −∂v
[

1
√
µ
∂v (√µSv) +DAS

A

]
−KABKAB −

(1
2 + α`2X

)
(∂vΦ)2 +

−DAY
A −KABW

AB − β′∂vΦW (1.29)

where

Sv = 1 + 1
2`

2β(Φ)R[µ]

SA = `2
(
β(DBK

AB −DBK)−DBβ(KAB −KµAB)
)
. (1.30)

and Y A,WAB,W are O(`2) quantities that we shall not write out explicitly. We can
complete the square on KAB as in our previous example, generating an O(`4) error term.
We can also complete the square on ∂vΦ, again generating an O(`4) error term. So on-shell
we obtain an equation of the form (1.16) with an extra term of the form −(1/2)(∂vΦ +P )2

on the r.h.s. for some O(`2) quantity P . This term has a good sign and so the second law
holds to quadratic order in perturbations, in the sense of EFT, as explained above.

As in our previous example, only the vv component of the Einstein equation is used
above, and Sv involves only quantities of zero boost weight, so for this theory our entropy
is simply the Iyer-Wald entropy SIW, which is manifestly gauge-invariant.

1.10 Example: Ricci squared gravity

The above examples were atypical because the IWW entropy coincides with the IW entropy,
and because equations (1.24) and (1.29) hold off-shell. As a more typical example consider
a theory of vacuum gravity with

L = −2Λ +R+ k1`
2RµνR

µν + k2`
2R2 . (1.31)

For n = 4 dimensions this includes the most general (non-topological) terms with N = 4.
These terms could be eliminated via a field redefinition but we choose not to do so here.
Since we have N = 4 we must have Sv = sv and SA = sA as in our previous examples.
Using previous results for sv, sA [4, 11, 12] gives

Sv = 1 + k1`
2(2Rrv −KK̄) + 2k2`

2R

SA = k1`
2
(
2DBK

AB −DAK + µAB∂vβB
)
. (1.32)

The k2 term in Sv agrees with the JKM entropy [3]. In this example, the IWW entropy
differs from the IW entropy because of the KK̄ term and similar terms contained in Rrv

– 14 –



J
H
E
P
0
8
(
2
0
2
2
)
2
5
8

and R. On C, Rrv ≡ Rµν`
µnν and KK̄ are both invariant under a change of GNCs.

(This is explained in more detail in section 2.1.) Hence the entropy is gauge invariant, in
agreement with our general result. Once again, the entropy current is not gauge-invariant
if k1 6= 0.

We shall not write out equation (1.16) explicitly. However, we emphasise that, for this
example, it is necessary to use several components of the Einstein equation to obtain (1.16).
In particular the vA component is used to eliminate a term on the r.h.s. quadratic in ∂vβA.

1.11 Discussion

We shall conclude this overview with a discussion of some important open issues, namely
the gauge invariance and uniqueness of the entropy.

Section 3 of this paper establishes that the IWW entropy can be defined in a gauge-
invariant manner. In more detail, what this means is that if we pick a cross-section C of the
horizon and define GNCs based on C then the resulting definition of the IWW entropy of
C is the same for any choice of these GNCs. Clearly it is important to determine whether
our improved entropy (based on Sv) is also gauge-invariant in this sense. In the examples
discussed above, i.e. EFTs with up to 4 derivatives, our improved entropy is the same as
the IWW entropy and therefore the entropy is gauge-invariant in these examples. But it
is unclear whether this remains true if we include terms with 6 or more derivatives.

To understand why this is important, let C,C ′ be two cross-sections of H with C ′

lying entirely to the future of C. We can choose GNCs based on C and normalize the
affine parameter along the horizon generators such that C ′ is given by v = v0 for some
v0 > 0. The entropy defined using our approach will then satisfy a second law: S[C ′] ≥ S[C]
(to quadratic order, in the sense of EFT). However, if the entropy is not gauge-invariant
then the definition of S[C] depends on the choice of GNCs, and hence on C ′, which is
clearly unsatisfactory.

Our entropy satisfies the second law only to quadratic order in perturbations, in the
sense of EFT (i.e. modulo higher derivative terms), so maybe a proof of gauge invariance
would also only hold to quadratic order, in the sense of EFT. We leave the construction of
such a proof to future work.

Now we turn to uniqueness of the entropy current. The definition of entropy in non-
equilibrium thermodynamics is known to suffer from ambiguities. An example is a rel-
ativistic viscous fluid. The fluid equations of motion can be viewed as an expansion in
increasing numbers of derivatives of the fields and one can define an entropy current also in
terms of an expansion in increasing numbers of derivatives of the fields. The aim is to find
a definition of the entropy current that satisfies a second law on-shell. It has been shown
that such an entropy current is not unique: there are multi-parameter families of entropy
currents that satisfy the second law [20–22].

Something similar can be seen for black hole entropy in the perturbative context we are
considering. For example, consider conventional vacuum GR. The IWW entropy is simply
given by the horizon area: sv = 1. Now consider s̃v = 1 + c`2KK̄. Recall that K = 0
on H in the background, and that, on-shell, linear perturbations satisfy (1.12), which here
reduces to δK = 0. Hence we have δ(√µs̃v) = δ(√µsv) on-shell. So, to linear order, sv
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and s̃v define the same entropy on shell. However, off-shell they differ at linear order. If we
restrict to linear perturbations then the only sense in which sv is preferred over s̃v appears
to be that the former satisfies the off-shell equation (1.9).

Going beyond linear order we must adopt the EFT perspective. For n = 4 vacuum
gravity, field redefinitions can be used to eliminate 4-derivative terms from the equations
of motion, i.e., the equation of motion is Gµν + Λgµν = O(`4). Our “improved” entropy Sv
differs from sv by terms with at least 4 derivatives, which appear at higher order in EFT
than the order to which we are working. Hence we have Sv = sv = 1 here. Now we could
use s̃v as the starting point in our algorithm for improving the entropy and we would then
obtain S̃v = s̃v = 1 + c`2KK̄. On-shell Sv and S̃v agree at linear order but they differ at
quadratic order. Since c is arbitrary, we therefore have a non-unique entropy current.

Generalising this example, for a general theory we denote the term in square brackets
on the r.h.s. of (1.9) as ∂ · s. Equation (1.12) says that on-shell we have δ(∂ · s) = 0. Now
consider

s̃v = sv + L(∂ · s) s̃A = sA + LA(∂ · s) (1.33)

where L,LA are arbitrary linear operators built from ∂v, DA and the metric components.
On-shell we have δ(√µs̃v) = δ(√µsv) as above, so the entropies agree to linear order. But,
as we saw above, S̃v and Sv will differ at quadratic order. Clearly there is a lot of freedom
in the choice of L and LA so there seems to be a lot of freedom in defining an entropy that
satisfies a second law in the perturbative sense we have discussed.10

This non-uniqueness in the entropy can arise from field redefinitions.11 In general,
a redefinition of the metric would change the location of H but we can restrict to field
redefinitions that are trivial on-shell to avoid having to deal with this. An example is
n = 4 vacuum gravity viewed as an EFT: as mentioned above we can eliminate 4-derivative
terms from the equations of motion to obtain the equations arising from the Lagrangian
L = R+O(`4) (ignoring Λ for simplicity). Starting from this Lagrangian we could perform
a field redefinition of the form gµν → gµν +a1`

2Rµν +a2`
2Rgµν to obtain a new Lagrangian

L′ of the form (1.31). This field redefinition is trivial on-shell (as the original equation of
motion is Rµν = O(`4)). The IWW entropy resulting from L′ is given by (1.32), which
differs off-shell from that of L, although they agree on-shell to linear order. Going beyond
linear order, the expressions for Sv for the two Lagrangians differ on-shell by a multiple of
KK̄, so at quadratic order the entropy is different before and after the field redefinition.12

10We should also note that we can freely adjust terms in Sv, SA that are of cubic or higher order in
positive boost weight quantities whilst continuing to satisfy the second law to quadratic order. This is
because such terms vanish to quadratic order.

11In a “note added” to the published version of [2], Iyer and Wald criticized their own definition of black
hole entropy because it is not invariant under (non-derivative) field redefinitions in an arbitrary theory of
gravity and matter.

12Note that the procedure just described differs from substituting the field redefinition into the original
expression for the entropy [23], which does not change the on-shell entropy because the field redefinition is
trivial on-shell.
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2 Preliminaries

2.1 More on Gaussian Null Coordinates (GNCs)

In a spacetime (M, g), consider a smooth co-dimension 1 null surface N that is ruled by
affinely parameterized null geodesics with tangent l = lµ∂µ such that every null geodesic
intersects a spacelike cross section C precisely once. Associated with this structure one can
construct GNCs (1.1) as described in section 1.3.

The tensors βAdxA and µABdxAdxB appearing in the Gaussian null form of g (1.1)
have an invariant geometric meaning on the cross section C (or more generally on each
fixed leaf C(v) of the foliation) of N . The meaning of µAB is obvious: it is the induced
metric on C, with Levi-Civita connection D. To understand the role of βA, note that the
foliation defines a split

TCM = TCC ⊕ (TCC)⊥, (2.1)

where the normal bundle (TCC)⊥ is spanned by the null vectors n = ∂r, l = ∂v. Now
β = βAdxA can be regarded as a connection 1-form on the 2-dimensional Lorentzian
vector bundle (TCC)⊥. Said differently, on C we can reduce the SO(n − 1, 1) principal
fibre bundle F gM|C of orthonormal frames defined from the metric g to the product of the
SO(n− 2) principal fibre bundle FµC associated with orthonormal frames of µABdxAdxB
and the (trivial) SO(1, 1) principal fibre P bundle of pairs of null directions (rather than
vectors) in (TCC)⊥. The group SO(1, 1) may be identfied with R+ and it acts in this
parameterization on a pair of null vectors n, l by the local rescaling al, a−1n, where a > 0
is a smooth function on C identified with a local gauge transformation. The representation
of R+ on a line R given by πb : a 7→ ab for a given boost weight b gives rise to a line
bundle P nπb R over C via the associated vector bundle construction, with corresponding
covariant derivative operator D = D− 1

2bβ. If a given tensor field onM is decomposed into
its tangential components along C, its components along l and along n (corresponding to
the coordinate indices A, v, r in GNCs), then b corresponds exactly to the boost weight of
such a component as described briefly in section 1.3 and more precisely in section 2.2 below.

We shall consider theories including matter fields, assumed to be either scalar fields or
abelian p-form fields. In the latter case, we shall fix the gauge as follows. A p-form field
A = Aµ1...µpdxµ1 ∧ · · · ∧ dxµp transforms under a gauge transformation by a (p − 1)-form
Λ as in A→ A+ dΛ. By a suitable choice of Λ, we can always achieve that n ·A = 0 in
some neighborhood of N and l ·A = 0 on N . For a 1-form field this means that in such a
gauge,

A = φrdv +AAdxA, (2.2)

so the differential dr does not appear and the other differentials occur in a boost invariant
combination.

As mentioned in section 1.3, there is freedom in the choice of GNCs on N . Under-
standing this freedom will be important in our discussions of gauge-invariance below.13

The freedom present in the choice of GNCs is: (1) we may start from a different cross
13Some of this discussion overlaps with the recent paper [14] which appeared while the current work was

in preparation.
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section, C ′; (2) we may choose a different set of coordinates x′A on C ′; (3) we may choose
a different affine parameterization. Making such a change implies that the relationship
between the GNCs is

xA = xA(x′C), v = a(x′C)v′ + b(x′C) on N , (2.3)

where a is positive and gives the change of affine parameter and where b corresponds to a
change of the reference cross section C ′ defined by v′ = 0.

The relationship between (xµ) = (v, r, xC) and (x′µ) = (v′, r′, x′C) away from N is
in general complicated. Let us, for later purposes, consider only a change of the affine
parameter leaving C as it is and keep the coordinates on C as they are (invariance under
a change of coordinates on C will be manifest below). Thus, we take b = 0 and x′C = xC

on the cut C for simplicity, so that on N , the change of GNCs is

xC = x′C , v = a(x′C)v′ on N . (2.4)

We will determine the relationship between (xµ) = (v, r, xC) and (x′µ) = (v′, r′, x′C) away
from N order by order in r′ in the following way. First note that

l′ = ∂

∂v′
= a

∂

∂v
,

∂

∂x′B
= ∂

∂xB
+ v′

∂a

∂x′B
∂

∂v
on N , (2.5)

and then imposing the defining relations for n′ on N , g(n′, n′)=g(n′, ∂/∂x′C)=0, g(l′, n′)=
1 gives that

n′ = a−1 ∂

∂r
− v′µAB ∂ log a

∂x′B
∂

∂xA
− av′2

2 µAB
∂ log a
∂x′A

∂ log a
∂x′B

∂

∂v
on N . (2.6)

In other words, since n′ = ∂/∂r′ in the primed GNCs,(
∂r

∂r′

)
N

= a−1,

(
∂v

∂r′

)
N

= −av
′2

2 µAB
∂ log a
∂x′A

∂ log a
∂x′B

,

(
∂xA

∂r′

)
N

= −v′µAB ∂ log a
∂x′B

.

(2.7)
Using (2.4), we then have, in a neighborhood of N ,

r = r′

a(x′C) +O(r′2), v = av′ − ar′v′2

2 µAB
∂ log a
∂x′A

∂ log a
∂x′B

+O(r′2)

xC = x′C − r′v′µAB ∂ log a
∂x′B

+O(r′2) . (2.8)

Eqs. (2.7), (2.8) are the initial conditions for the geodesic equation for n′, which since
n′µ = ∂xµ/∂r′, is

0 = ∂2xµ

∂r′2
+ Γµσρ(xα)∂x

σ

∂r′
∂xρ

∂r′
. (2.9)

Here, Γµσρ is the Christoffel symbol of the metric in the coordinates (xα) = (r, v, xC) (see
appendix A). By integrating the geodesic equations we can determine xµ = xµ(r′, v′, x′C)
order by order in r′. Note that the integration is trivial for v = v′ = 0 and yields

r = a(x′C)−1r′, v = 0, xC = x′C for v′ = 0. (2.10)
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In general the GNC components of the metric in (r′, v′, x′C) coordinates are rather com-
plicated functions of the original metric components. However, some expressions simplify
on N or C. For example using (2.8) one obtains, on N (i.e. for r = r′ = 0)

µ′AB = µAB

∂Nv′K
′
AB = aN+1∂Nv KAB on N ,

(2.11)

subject to the identification (v, xA) = (a(x′C)v′, x′A) where KAB, K̄AB are the extrinsic
curvatures (1.2). The transformation law of βA, though not of its r-derivatives, is also
relatively simple on N ,

β′A = βA + 2DA log a− 2vKA
BDB log a on N , (2.12)

subject to the same identification. The formulae for the transformation of K̄AB and its
r-derivatives, or the Riemann tensor RABCD[µ] of µAB, are complicated on N . However,
they simplify on C, i.e., for v = v′ = r = r′ = 0:

D′(B1
· · ·D′Br)RABCD[µ′] = D(B1 · · ·DBr)RABCD[µ]

∂Nr′ K̄
′
AB = a−N−1∂Nr K̄AB on C.

(2.13)

A quick way to determine the transformation law of a given tensor in GNCs of the form
D(B1 · · ·DBr)∂

p
v∂

q
r{µAB, βA, α} is to transform to one of the covariant bases of monomials

described in lemmas 2.2, 2.3 below.
We can think of the above change of GNCs as a diffeomorphism f of some open

neighborhood of N by assigning to a point p with a given set (xµ) of GNCs a new point
p′ = f(p) with the same values (x′µ) in the unique GNC system related by (v, xA) =
(a(x′C)v′, x′A) on N . Then we can say that g′ = f∗g, where g′ is the metric (1.1) defined
by the transformed µ′AB, β′A, α′. It is important to note that, although the restriction of f to
N only refers to the function a > 0 on C but not to a particular metric, the diffeomorphism
f depends on both a and the metric g off of N , because its construction involves solving for
the transverse geodesics relative to the metric g. Thus, we should write f [a, g] to indicate
properly the dependencies on a and g. Then we have the cocycle condition

f [g, a] ◦ f [g′, a′] = f [g, aa′], (2.14)

where ◦ indicates the composition of diffeomorphisms and g′ = f [g, a]∗g. This relationship
can be proven by noting that both sides trivially have the same action on N which together
with the preservation of the Gaussian null form uniquely determines the diffeomorphisms
off of N on both sides.

2.2 Local covariant tensors and GNCs

Consider a tensor field such as tα1...αr
β1...βs [g] that is constructed locally and covari-

antly out of the metric. By the Thomas replacement lemma [2] it is built from con-
tractions of gµν , gµν ,∇(α1 · · · ∇αk)Rµναβ (and possibly the volume form). We may eval-
uate such a tensor in GNCs, laboriously computing the curvature tensors and covari-
ant derivatives in these coordinates. This will lead to, in general complicated, expres-
sions involving µAB, βA, α, r and their derivatives, see appendix A for the Riemann and

– 19 –



J
H
E
P
0
8
(
2
0
2
2
)
2
5
8

Ricci components, for example. Here we would like to make certain general statements
about the resulting expressions. These general features arise from the functional prop-
erty tα1...αr

β1...βs [f∗g] = f∗tα1...αr
β1...βs [g], taking f to be a diffeomorphism preseriving the

Gaussian null form, as described in the previous section.
Recall that a general change of coordinates preserving the Gaussian null form is given

on N by (2.3). We first specialize this equation to a = 1, b = 0. Then it is easy to see
that, also away from N , the diffeomorphism f is v = v′, r = r′, xA = fA(x′C). If we now
take a GNC component of tα1...αr

β1...βs , and view this as a tensor relative to the indices
chosen as αi = Ai, βj = Bj (i.e. those not chosen as r, v), then the resulting tensor is on C
a local covariant functional of µAB, βA, α and r. In other words, it is a functional which is
built out of contractions (with the inverse metric µAB) of D(A1 · · ·DAk)∂

p
v∂

q
r{µAB, α, βA} or

D(A1 · · ·DAk)RABCD[µ], multiplied by non-negative powers of r. The latter will be absent
on N (as r = 0). It is convenient to introduce the following terminology (here ε[µ] denotes
the volume form induced by µAB on C(v)):

Definition 2.1. A “primitive factor” is one of the following: µAB, ε[µ]A1...An−2,
D(A1 · · ·DAk)∂

p
v∂

q
rψ with ψ ∈ {µAB, α, βA}, or D(A1 · · ·DAk)RABCD[µ]. A “primitive

monomial” is a (possibly contracted) product of primitive factors.

On N , any component of the Riemann tensor (or its derivatives) is a sum of primitive
monomials.

If we specialize the change of GNCs defined by (2.4) to the case when xC = x′C , b = 0
and a > 0 is constant then globally we have v = av′, r = a−1r′, xC = x′C . Recall that we
say that a quantity X has boost weight b if it transforms as in (1.4) under such a change of
GNCs. Recall also the simple rule described in section 1.3 for computing the boost weight
of a tensor component:

boost weight of GNC component of tα1...αr
β1...βs

= +#(up r) −#(down r) −#(up v) +#(down v),
(2.15)

A given GNC component of tα1...αr
β1...βs is a sum of monomials built from µAB-contractions

of D(A1 · · ·DAk)∂
p
v∂

q
r{µAB, α, βA} or D(A1 · · ·DAk)RABCD[µ], multiplied by non-negative

powers of r. The boost weight of the various terms appearing in such expressions is given
as follows:

Definition 2.2. The boost weight of r is +1, the boost weight of v is −1; the boost weight of
D(A1 · · ·DAk)∂

p
v∂

q
rψ with ψ ∈ {µAB, α, βA} is p− q, the boost weight of µAB, ε[µ]A1...An−2,

D(A1 · · ·DAk)RABCD[µ] is zero. The boost weight is additive under products.

The boost weight of each monomial in the expression for a given tensor component
is equal to the boost weight of that tensor component. For example, the boost weight
of each monomial in the Riemann component RrAvB is zero, as can be seen explicitly by
the expressions in appendix A. Likewise, the boost weight of each monomial in the Ricci
component Rrr is −2, etc.

When matter fields with a tensorial character such as 1-forms AJ are present, then
we should first decompose them into GNC components and pick a suitable gauge as e.g.
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in (2.2) for a 1-form field. In such a gauge, AJA, φJ count as having boost weight zero
and are treated on the same footing as the µAB, βA, α or scalar fields ΦI , so in this case
tensor components are expressed in terms of derivatives of ψ ∈ {ΦI , AJA, φJ , µAB, α, βA}
and non-negative powers of r, and similarly for higher form fields. DA should be replaced
by an appropriate charged covariant derivative using ABJdxB on any charged scalar fields.
Quantities descending from a diffeomorphism and gauge covariant quantity remain gauge
covariant under the restricted gauge transformations preserving the gauge (2.2), that is ΛJ
that do not depend on r, v. We will usually suppress discussion of matter fields below and
only comment on then where they lead to important differences.

The notion of boost weight depends on the chosen cut C and it refers to a particular
choice of GNCs. If we perform a non-trivial change of GNCs, corresponding to non-constant
a, then the definition of boost weight w.r.t. the new GNCs will not agree with the definition
w.r.t. the old GNCs. However, (for fixed C) the definitions will agree on N . More precisely,
let ψ′(x′µ) ∈ {µ′A′B′(x′µ), β′A′(x′µ), α′(x′µ)} be the quantities defined by the components of
the metric g w.r.t. a second set of GNCs x′µ. Then we have the following lemma.

Lemma 2.1. On N , the definition of boost weight is independent of the choice of GNCs. In
other words, the expressions for D′(A1

· · ·D′Aj)∂
p′

v′∂
q′

r′ψ
′(x′µ) in terms of D(A1 · · ·DAk)a(xC),

D(A1 · · ·DAj)∂
p
v∂

q
rψ(xµ) and powers of v′ will only contain terms of boost weight p′ − q′,

with v′ counting as boost weight −1 and a counting as boost weight 0.

Proof. On N , the quantities α, βA, µAB and their derivatives can all be written as
∂µ1 . . . ∂µN gνρ for some choice of indices (e.g. βA = −∂rgvA on N ). If we consider the cor-
responding quantity ∂µ′1 . . . ∂µ′N gν′ρ′ in another set of GNCs then this will be given by some
contraction of ∂µ1 . . . ∂µN gστ with expressions of the form Jµν′1...ν′p

≡ ∂pxµ/∂x′ν1 . . . ∂x′νp for
p = 1, . . . , N . We claim that, on N , each component of such an expression has a definite
boost weight determined by the same rule described above for tensor components, i.e., by
counting the number of up and down indices of each type. (For example Jrv′A′ |N will have
boost weight 1 + 1 + 0 = 2.) Hence, when contracted with ∂µ1 . . . ∂µN gνρ, the additivity of
boost weight under products will ensure that the result will have a definite boost weight.
An example of this can be seen in (2.12) where both the l.h.s. and r.h.s. have boost weight
zero (since we assign a boost weight zero).

To see why each component of Jµν′1...ν′p |N has definite boost weight, we proceed induc-
tively. Consider first the case where ν ′i 6= r′ for all i. The result is then immediate from (2.4)
(and r′ = 0 on N ). For example (∂2v/∂v′∂x′A)N = ∂′Aa, which has boost weight zero, in
agreement with the above rules applied to the l.h.s. Next assume exactly one of the ν ′i is
r′. For p = 1 the result is immediate from (2.7), where each term on the r.h.s. has the
correct boost weight to match the above rules applied to the l.h.s. Taking derivatives w.r.t.
v′ and xA′ respects these rules and so this result extends to any p. If exactly two of the ν ′i
are r′ then, for p = 2, the result follows by evaluating (2.9) on N and using the fact that
the components of the Christoffel symbols have definite boost weight. The result for p > 2
follows by taking v′ and xA′ derivatives of (2.9). If exactly three of the ν ′i are r′ then one
takes another r′ derivative of (2.9) and evaluates on N and so on.
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Since we will be dealing with equations involving higher derivatives, we will sometimes
need to keep track of the number of derivatives associated with a given quantity. We are
mostly interested in doing this on N . In the above proof we saw that, on N , the quantities
of interest can all be expressed in terms of partial derivatives of the metric tensor: α

involves 2 r-derivatives and βA involves 1 r-derivative. We make the following definition
to count derivatives:
Definition 2.3. The “dimension” of α, βA and µAB are 2, 1, 0 respectively. Taking a
derivative w.r.t. v, r or xA increases the dimension by 1. Dimension is additive under
products.

For example D(A1 · · ·DAk)∂
p
v∂

q
rα has dimension k + p+ q + 2. A quantity with boost

weight b involves at least |b| derivatives and so its dimension is bounded below by |b|. The
dimension of a component of the kth covariant derivative of the Riemann tensor is k + 2.

The primitive factors of definition 2.1 are employed in Wall’s method. However, in
various places we will find it more convenient to express quantities on N in terms of a
different set of quantities. These are described in lemmas 2.2 and 2.3.
Lemma 2.2. On N , any of the expressions D(A1 · · ·DAk)∂

p
v∂

q
rψ with ψ ∈ {µAB, α, βA}

can be expressed uniquely as a sum of monomials where each monomial is a product of
factors of the following form (and possible factors of µAB)

• D(A1 · · ·DAj)∂
N
v KAB, D(A1 · · ·DAk)∂

N̄
r K̄AB,

• D(A1 · · ·DAj)βB,

• D(A1 · · ·DAj)R[µ]BCDE. Note that, by the Bianchi identities, these components are
not all independent. When j ≥ 1, an independent set is obtained e.g. by choosing
D(A1 · · ·DAjR[µ]BAj+1Aj+2)C .14

• A GNC component of ∇(α1 · · · ∇αj)Rµν , except for: (µν) = (rr) and αj ∈ {r,A}
or (µν) = (vv) and αj ∈ {v,A}, and except for GNC components that are linearly
dependent on a suitably chosen minimal set via the Bianchi identities.

Proof. First consider the case of ψ = α. To express D(A1 · · ·DAk)∂
p
v∂

q
rα in the desired

form, we start by writing the Ricci component Rvr in terms of GNC components (see
appendix A)

Rvr = −1
2∂

2
r

(
r2α

)
− 1

2K̄∂r
(
r2α

)
+ . . . (2.16)

where the ellipsis denotes terms that do not depend on α. Evaluating this equation at r = 0
uniquely determines α|r=0 in terms of βA, DAβB and quantities of the form ∂p

′
v ∂

q′
r µAB with

p′, q′ ≤ 1. Next, we act on the above equation with ∂r and use15

∂rRrv = ∇rRrv + ΓArvRrA + . . . (2.17)
14In fact, [26] shows that in Riemann normal coordinates any number of partial derivatives of the metric

can be expressed using this set of quantities.
15To clarify, in this equation ∇rRrv means the rrv component of the tensor obtained by taking the

covariant derivative of the Ricci tensor. Of course, the component ∇rRrv depends on multiple Ricci
components Rµν , not just on Rrv. We continue to use similar conventions hereafter. Note, however, that
covariant derivatives mix up components only at the subprincipal level.
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where the ellipsis denotes terms that vanish at r = 0. By virtue of the identities of
appendix A, this can be used to determine ∂rα|r=0 in terms of quantities of the following
form: DA∂

q′
r βB with q′ ≤ 2; ∂p′′v ∂q

′′
r µAB with p′′ ≤ 1, q′′ ≤ 2; and the GNC component

∇rRrv. Proceeding inductively, we assume that we can express ∂q−1
r α|r=0 in terms of the

following quantities:

• DA∂
q′
r βB with q′ ≤ q − 1, and

• ∂p
′′
v ∂

q′′
r µAB with p′′ ≤ 1 q′′ ≤ q, and

• a GNC component ∇α1 · · · ∇αjRµν with j ≤ q − 1.

We have already shown that this is true for q = 1 and q = 2. Now we act on (2.16) with
∂qr and evaluate at r = 0. Then we determine ∂qrα|r=0 in terms of primitive factors of the
form DA∂

q′
r βB with q′ ≤ q, ∂p′′v ∂q

′′
r µAB with p′′ ≤ 1, q′′ ≤ q + 1, and ∂qrRrv. One can

then rewrite ∂qrRrv in terms of GNC components ∇α1 · · · ∇αjRµν with j ≤ q and terms
of the form ∂ q̄rΓµrν with q̄ < q. It follows from the formulae of appendix A that the terms
involving Christoffel symbols can be written in terms of primitive factors of the form ∂q

′
r βA

with q′ ≤ q, ∂q′′r µAB with q′′ ≤ q + 1 and ∂q′′′r α with q′′′ ≤ q − 1. However, the terms of
the form ∂q

′′′
r α with q′′′ ≤ q − 1 can be eliminated in favour of derivatives of βA, µAB and

covariant derivatives of Rµν , as specified above. This shows that if the induction hypothesis
holds then ∂qrα|r=0 can be expressed with the quantities

• DA∂
q′
r βB with q′ ≤ q, and

• ∂p
′′
v ∂

q′′
r µAB with p′′ ≤ 1 q′′ ≤ q + 1, and

• a GNC component ∇α1 · · · ∇αjRµν with j ≤ q.

Since this statement is true for q = 1, it follows that it is true for general q.
By taking v or xA derivatives of this result, we determine DA1DA2 . . . DAm∂

p
v∂

q
rα|r=0

as a sum of products of factors depending only on

• DA1DA2 . . . DAm′∂
p′
v ∂

q′
r βA with q′ ≤ q, and

• DA1DA2 . . . DAm′′∂
p′′
v ∂

q′′
r µAB with q′′ ≤ q + 1, and

• a GNC component ∇α1 · · · ∇αjRµν with j ≤ m+ p+ q.

Each monomial in this sum must have boost weight p− q. In the rest of this argument it is
understood that whenever DA1DA2 . . . DAm∂

p
v∂

q
rα|r=0 appears, we will rewrite it in terms

of the above quantities.
The next step is to show that we can use similar methods to eliminate certain deriva-

tives of βA. First we consider the following expression for RrA (see appendix A)

RrA = −1
2∂

2
r (rβA)− 1

2K̄∂r (rβA) + K̄A
B∂r (rβB) + rβB

(
∂rK̄AB + . . .

)
+ . . . (2.18)
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where the first ellipsis on the r.h.s. denotes terms quadratic in K̄AB and the second ellipsis
denotes terms linear in DAK̄BC (contracted in some way with µAB in both cases). Evalu-
ating this equation at r = 0 determines ∂rβA|r=0 in terms of βA, µAB, ∂rµAB, DC∂rµAB
and RrA. Acting with ∂q−1

r for q ≥ 1 and evaluating at r = 0 lets us determine, inductively
(similarly to the ψ = α case above), ∂qrβA|r=0 in terms of βA, DC∂

q′
r µAB with q′ ≤ q and

GNC components ∇α1 . . .∇αjRµν with j ≤ q.
Next we consider RvA evaluated at r = 0:

RvA|r=0 = 1
2∂vβA + 1

2KβA −DAK +DBKA
B . (2.19)

This determines ∂vβA|r=0 in terms of βA, µAB, ∂vµAB, DC∂vµAB and RvA. Acting with
∂p−1
v for p ≥ 1 lets us determine, inductively, ∂pvβA|r=0 in terms of βA, terms of the form
DC∂

p′
v µAB with p′ ≤ p and ∂p−1

v RvA. The last one of these can then be written in terms
of GNC components ∇α1 . . .∇αjRµν with j ≤ p− 1 and ∂p̄vΓµvν

∣∣
r=0 with p̄ < p. Employing

the expressions of appendix A relating Christoffel symbols to primitive factors then gives
a formula for ∂pvβA|r=0 in terms of βA, terms of the form DC∂

p′
v µAB with p′ ≤ p and GNC

components ∇α1 . . .∇αjRµν with j ≤ p− 1.
Now we return to (2.18): taking a v-derivative of this equation and using our result

for ∂vβA, we can write ∂v∂rβA|r=0 in terms of RvA, ∇vRrA, βA, µAB, and terms of the
form ∂p

′
v ∂

q′
r µAB and DC∂

p′
v ∂

q′
r µAB with p′ ≤ 1 and q′ ≤ 1. Similarly, taking multiple v-

derivatives of (2.18) and employing an induction on the number of v-derivatives gives us an
expression for ∂pv∂rβA|r=0 containing the following quantities: βA, primitive factors with
ψ = µAB and components of the form ∇α1 . . .∇αjRµν with j ≤ p. Furthermore, taking
v-derivatives of our previous expressions for ∂qrβ|r=0 and proceeding inductively as before
we obtain an expression for ∂pv∂qrβA|r=0 (p, q ≥ 1) in terms of βA, µAB, primitive factors
of the form DA1 . . . DAm∂

p′
v ∂

q′
r µAB with p′ ≤ p, q′ ≤ q, and components ∇α1 . . .∇αjRµν .

Taking derivatives w.r.t. xA of this result lets us write DA1 . . . DAm∂
p
v∂

q
rβB|r=0 in terms of

• DA1 . . . DAnβB with 0 ≤ n ≤ m,

• DA1 . . . DAn′∂
p′
v ∂

q′
r µAB with p′ ≤ p, q′ ≤ q

• and covariant components ∇α1 . . .∇αjRµν with j ≤ m+ p+ q.

From now on, it is assumed that at every occurrence of DA1 . . . DAm∂
p
v∂

q
rβB|r=0 it is ex-

pressed with the above quantities.
Consider finally a factor of the form DA1 . . . DAk∂

p
v∂

q
rµCD. We wish to argue that this

factor can be written as a sum of monomials whose factors are of the form specified in the
statement of the lemma. To this end, we consider the expression for the Ricci component
RAB in terms of GNCs (given in more detail in appendix A)

RAB = −2∂vK̄AB −KK̄AB + 4K(A
CK̄B)C −KABK̄

+R[µ]AB −D(BβA) −
1
2βAβB + . . . (2.20)
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where the ellipsis now stands for terms that vanish at r = 0. This equation allows us to
express ∂vK̄AB|r=0 in terms of RAB, R[µ]AB, KAB, K̄AB, βA and DAβB. Next, we act
with ∂r on equation (2.20) and use

∂rRAB = ∇rRAB + 2Γµr(ARB)µ = −2∂v∂rK̄AB − β(A∂rβB) − ∂rD(AβB) − 2αK̄AB + . . . .

(2.21)
Here the ellipsis stands for terms that are of the required form and terms involving ∂vK̄AB

that can be written in the required form as described in the previous paragraph. As for
the term involving α, we have shown it previously that it can be expressed (at r = 0) in
terms of Rrv, µAB, KAB, K̄AB, βA, DAβB and ∂vK̄AB. Combining this with our result
on ∂vK̄AB yields a formula for α in terms of RAB, Rrv, µAB, R[µ]AB, KAB, K̄AB, βA and
DAβB. Regarding the terms involving ∂rβA and ∂rDAβB in (2.21), we have a prescription
to write these (at r = 0) in terms of βA, DAβB, µAB, K̄AB, DA1K̄AB, DA1DA2K̄AB

and covariant components involving the Ricci tensor. Therefore, equation (2.21) provides
an expression for ∂v∂rK̄AB|r=0 as a sum of monomials that are products of factors of the
following quantities: µAB, βA, DAβB, KAB, K̄AB, DA1K̄AB, DA1DA2K̄AB, ∂rK̄AB, R[µ]AB
and covariant quantities of the form Rµν , ∇αRµν .

Proceeding inductively, one can fix ∂v∂
q
rK̄AB|r=0 (by taking multiple derivatives

of (2.20) w.r.t. r and using previous results) in terms of the quantities

• µAB, R[µ]AB,

• KAB, ∂q
′
r K̄AB, DA1∂

q′
r K̄AB, DA1DA2∂

q′
r K̄AB with q′ ≤ q

• factors of βA and DAβB

• covariant components of the form ∇α1 . . .∇αjRµν with j ≤ q

Similarly, an inductive argument establishes that taking multiple v-derivatives of our
expressions for ∂v∂qrK̄AB|r=0 allows us to write ∂pv∂qrµAB|r=0 using only the factors specified
below:

• µAB, R[µ]AB,

• ∂p
′
v KAB, DA1∂

p′
v KAB, DA1DA2∂

p′
r KAB with p′ ≤ p− 1

• ∂q
′
r K̄AB, DA1∂

q′
r K̄AB, DA1DA2∂

q′
r K̄AB with q′ ≤ q − 1

• factors of βA and DAβB

• covariant components of the form ∇α1 . . .∇αjRµν with j ≤ p+ q − 2

Taking DA derivatives of this result then lets us write D(A1 . . . DAk)∂
p
v∂

q
rµAB in terms of

the factors

• µAB, DA1 . . . DAjR[µ]AB with 0 ≤ j ≤ k,

• DA1 . . . DAj∂
p′
v KAB with 0 ≤ j ≤ k + 2 and p′ ≤ p− 1
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• DA1 . . . DAj∂
q′
v K̄AB with 0 ≤ j ≤ k + 2 and p′ ≤ p− 1

• DA1 . . . DAjβA with 0 ≤ j ≤ k + 1

• covariant components of the form ∇α1 . . .∇αjRµν with j ≤ p+ q +m− 2

Combining this with our previous results on primitive factors of α and β, we can
determine D(A1 . . . DAk)∂

p
v∂

q
rψ|r=0 with ψ ∈ {µAB, α, βA} as a sum of monomials with each

monomial being a product of factors

(i) µAB, DA1 . . . DAjR[µ]AB

(ii) DA1 . . . DAj∂
p′
v KAB and DA1 . . . DAj∂

q′
v K̄AB

(iii) DA1 . . . DAjβA

(iv) covariant components of the form ∇α1 . . .∇αjRµν

To obtain the same dependencies as in the statement of the lemma, as well as unique-
ness, we first note that (on N ) the covariant quantities ∇α1 . . .∇αjRvv with αj ∈ {v,A}
and ∇α1 . . .∇αjRrr with αj ∈ {r,A} can be determined by all the other factors (i)-(iv)
listed above. To see this, we consider the identity (see appendix A)

Rrr = −∂rK̄ − K̄ABK̄
AB. (2.22)

Hence, Rrr is clearly expressible in terms of K̄AB and ∂rK̄AB. Taking derivatives of this
result w.r.t. r and xA, one can inductively express ∇α1 . . .∇αjRrr with αj ∈ {r,A} in
terms of factors of the form DA1 . . . DAj∂

p′
v KAB and other factors listed in (i)-(iv). A very

similar argument establishes that ∇α1 . . .∇αjRvv with αj ∈ {v,A} is also redundant in the
list of factors above.

Furthermore, we may express all the quantities listed in (i)-(iv) with totally sym-
metrized derivatives such as D(A1 . . . DAj). The reason for this is that an anti-symmetriza-
tion of a quantity DA1 . . . DAjΨ over a subset of the indices A1, . . . Aj is expressible via
the Riemann tensor R[µ]ABCD and fewer than j derivatives of the quantity Ψ (using the
Bianchi identities). Similarly, the quantities ∇α1 . . .∇αjRµν can be expressed with the to-
tally symmetrized derivatives ∇(α1 . . .∇αm)Rµν and (covariant derivatives of) the Riemann
tensor associated with ∇. To eliminate the dependency on Rµνρσ, one can use the formulae
of appendix A and the procedure described above to write the components of the Riemann
tensor (at r = 0) in terms of µAB, βA, DAβB, KAB, K̄AB, ∂vKAB, ∂rK̄AB, DCKAB,
DCK̄AB, R[µ]AB and Ricci components Rµν . Then one can argue that any derivative of
the Riemann tensor can be expressed in terms of the quantities listed in the statement of
the lemma by using induction on the number of derivatives and by making use of identities
of the form

∇α1∇(α2 . . .∇αj)Rµν = ∇(α1∇α2 . . .∇αj)Rµν + . . . (2.23)

where the ellipsis on the r.h.s. stands for terms involving fewer than j derivatives of the
curvature tensor.
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Finally, the Bianchi identities give us a freedom when expressing a primitive factor
D(A1 . . . DAj)∂

p
v∂

q
rψ in terms of the factors in the statement of the lemma. It can be seen

that this is all the remaining freedom that one has using induction, because the leading
derivative terms of the Bianchi identities cancel and these are the only possible linear
dependencies among the leading derivative terms used in our induction argument.

Lemma 2.3. Any of the expressions D(A1 · · ·DAk)∂
p
v∂

q
rψ with ψ ∈ {µAB, α, βA} can be

expressed (on N ) as a sum of monomials where each monomial is a product of factors of
the following form (and possible factors of µAB)

• D(A1 · · ·DAjKA)B, D(A1 · · ·DAjK̄A)B,

• D(A1 · · ·DAjβB),

• A GNC component of ∇(α1 · · · ∇αj)Rµνσρ. By the Bianchi-identities, not all these
components are independent. An independent set for j ≥ 1 can be obtained by choos-
ing e.g. ∇(α1 · · · ∇αjRµαj+1αj+2)ν .

Proof. By lemma 2.2, we only need to eliminate D(A1 · · ·DAj)∂
N
v KAB, D(A1 · · ·DAk)∂

N̄
r K̄AB

in favor of D(A1 · · ·DAjKA)B, D(A1 · · ·DAjK̄A)B, we need to eliminate D(A1 · · ·DAj)βB in
favor of D(A1 · · ·DAjβB), and we need to eliminate D(A1 · · ·DAj)RABCD[µ], modulo GNC
components of ∇(α1 · · · ∇αj)Rµνσρ.

First we consider the evolution equation for the expansion and shear in the r-direction,
which is

RrArB = K̄A
CK̄BC − ∂rK̄AB, (2.24)

which lets us eliminate ∂rK̄AB in terms of K̄AB, plus a GNC component of the Riemann
tensor. Next, we consider, on N , the Riemman component

RrvAB = 2K[A
CK̄B]C +D[AβB], (2.25)

which lets us write DAβB in terms of D(AβB) plus terms containing KAB, K̄AB or a GNC
component of the Riemann tensor. The evolution equation for the expansion and shear in
the v-direction is on N given by

RvAvB = KA
CKBC − ∂vKAB, (2.26)

which lets us eliminate ∂vKAB in terns of KAB, plus a GNC component of the Riemann
tensor. Then we consider the Gauss-Codacci equation on N ,

RABCD = R[µ]ABCD + 2KB[CK̄D]A + 2KA[DK̄C]B (2.27)

which lets us eliminate R[µ]ABCD in favor of terms containing KAB, K̄AB or a GNC
component of the Riemann tensor. Finally, we have

RABrC = −
(
DA + 1

2βA
)
K̄BC +

(
DB + 1

2βB
)
K̄AC

RABvC = −
(
DA −

1
2βA

)
KBC +

(
DB −

1
2βB

)
KAC .

(2.28)
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This lets us eliminate D[AKB]C , D[AK̄B]C in favor of terms containing KAB, K̄AB, βA or a
GNC component of the Riemann tensor

We now continue this process by taking suitable derivatives of the above equations,
using the non-zero Christoffel symbols (on N ) given in appendix A.

First we show inductively that ∂N̄r K̄AB can be expressed with only K̄AB and covariant
components of the form ∇(α1 · · · ∇αj)Rµνσρ with j ≤ N̄ − 1. We have already shown above
that this is true for N̄ = 1. Now assume that ∂ q̄rK̄AB with q ≤ N̄ − 1 can be expressed
using K̄AB and GNC components ∇(α1 · · · ∇αj)Rµνσρ with j ≤ q̄ − 1. Now act N̄ times
with ∂r on (2.24), noting that (2.24) holds off N . We can convert any partial derivatives
of Riemann tensor components to components of covariant derivatives of the Riemann
tensor. This lets us eliminate ∂N̄r K̄AB in terms of ∂qrK̄AB with 0 ≤ q ≤ N̄ − 1, ∂q′r ΓArB
with 0 ≤ q′ ≤ N̄ − 1, plus GNC components of the Riemann tensor. Note that other
Christoffel symbols cannot appear in this expression since Γµrr and Γvrµ vanish (on and off
N ). Furthermore, ΓArB = K̄A

B on and off N . By the induction hypothesis we can eliminate
the terms ∂qrK̄AB in favor of K̄AB and covariant derivatives of the Riemann tensor, closing
the induction loop.

A very similar inductive argument lets us write ∂Nv KAB in terms of KAB and GNC
components ∇(α1 · · · ∇αj)Rµνσρ with j ≤ N − 1. This argument is based on acting with ∂v
multiple times on (2.26) and noting that Γrvµ = Γµvv = 0 and ΓAvB = KA

B on N .
Next, we express the factors D(A1 · · ·DAj)KAB, D(A1 · · ·DAj)K̄AB, D(A1 · · ·DAj)βB

andD(A1 · · ·DAj−1)RABCD[µ] in terms of the quantities listed in the statement of the lemma
by using induction on j. These expressions have been obtained for j = 1 above. Now sup-
pose we have the corresponding expressions for D(A1 · · ·DAj−1)KAB, D(A1 · · ·DAj−1)K̄AB,
D(A1 · · ·DAj−1)βB and D(A1 · · ·DAj−2)RABCD[µ]. We next use an identity of the form

D(A1 . . . DAj)KBC = − 2j
j + 1

(
D(A1 . . . DAj−1)D[AjKB]C + . . .+D(A2 . . . DAj)D[A1KB]C

)
+D(A1 . . . DAjKB)C + . . . (2.29)

where the ellipsis in the second line stands for a sum of monomials containing factors of the
form D(A1 . . . DAm)R[µ]ABCD with m ≤ j − 2 and a factor D(A1 . . . DAk)KBC or a factor
D(A1 . . . DAk−1)D[AkKB]C with k ≤ j−2. Then we consider ∇A1 · · · ∇Aj−1RABvC and write
it in terms of primitive factors. This lets us eliminate D(A1 · · ·DAj−1)D[AKB]C in favor of
D(A1 · · ·DAk)KBC , D(A1 · · ·DAl)βB, D(A1 · · ·DAm−1)R[µ]ABCD with k, l,m ≤ j − 1 and
covariant derivatives of the Riemann tensor. Making use of the induction hypothesis yields
an expression for D(A1 · · ·DAj)KBC in terms of the desired quantities. A similar argument
establishes the corresponding result for D(A1 . . . DAj)K̄BC .

Writing∇A1 · · · ∇Aj−1RABCD in terms of primitive factors yields an expression relating
D(A1 · · ·DAj−1)RABCD[µ] to D(A1 · · ·DAk)K̄BC , D(A1 · · ·DAl)K̄BC , D(A1 · · ·DAm−1)RABCD[µ]
with k, l,m ≤ j − 1 and covariant components. By employing the induction hypothesis,
we get an expression for D(A1 · · ·DAj−1)RABCD[µ] in terms of the quantities listed in the
statement of the lemma.
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Regarding D(A1 · · ·DAj)βB, we first use an identity similar to (2.29):

D(A1 . . . DAj)βB = − 2j
j + 1

(
D(A1 . . . DAj−1)D[AjβB] + . . .+D(A2 . . . DAj)D[A1βB]

)
+D(A1 . . . DAjβB) + . . . (2.30)

where again the ellipsis in the second line stands for a sum of monomials containing fac-
tors of D(A1 . . . DAm)R[µ]ABCD with m ≤ j − 2 and a factor D(A1 . . . DAk)βB or a factor
D(A1 . . . DAk−1)D[AkβB] with k ≤ j − 2. The terms in the first line of the r.h.s. of this
equation can be eliminated by writing ∇(A1 · · · ∇Al−1)RrvAB in terms of primitive factors.
The terms in the ellipsis can be dealt with by invoking the induction assumption. This
yields an expression for D(A1 · · ·DAj)βB in terms of the desired quantities, closing the
induction loop.

Finally, consider the case of D(A1 · · ·DAj)∂
N̄
r K̄AB with N̄ ≥ 1. Let us take deriva-

tives w.r.t. xA on our previous expression relating ∂N̄r K̄AB to K̄AB and covariant compo-
nents involving the Riemann tensor. This gives expressions relating D(A1 · · ·DAj)∂

N̄
r K̄AB

to D(A1 · · ·DAk)K̄AB, D(A1 · · ·DAl)βB, D(A1 · · ·DAk)R[µ]ABCD and covariant components.
Using previous substitutions yields the desired expression for D(A1 · · ·DAj)∂

N̄
r K̄AB. A sim-

ilar argument establishes that D(A1 · · ·DAj)∂
N
r KAB is also expressible in the desired form.

2.3 Covariance of GNC tensors and BRST-formalism

We now consider how quantities on our cut C transform under a non-trivial change of
GNCs, i.e., a change with non-constant a(xA) > 0. It follows from the results of section 2.1
that under such a change, on C we have16

µAB → µAB ∂Nv KAB → a+(N+1)∂Nv KAB ∂N̄r K̄AB → a−(N̄+1)∂N̄r K̄AB

∇(α1 · · · ∇αj)Rµνσρ → ab∇(α1 · · · ∇αj)Rµνσρ βA → βA + 2∂A log a
(2.31)

where b is the boost weight of the GNC component of the covariant tensor ∇(α1 · · ·∇αj)Rµνσρ,
see eq. (2.15). A useful way to think about the replacements (2.31) on the cut C is
that β = βAdxA is a gauge potential and that KAB, K̄AB and the GNC components of
∇(α1 · · · ∇αj)Rµνσρ are charged under the gauge group R+, with charges +1,−1 and b

respectively. The function a corresponds to a finite gauge transformation associated with
the gauge group R+. It is therefore useful to define the gauge covariant derivative

DA := DA −
1
2bβA, (2.32)

with b the boost weight (= charge) of the quantity that it is acting on. See the start of sec-
tion 2.1 for the geometrical interpretation of D as a connection on the normal bundle of C.

Our eventual aim is to write an expression for an entropy as an integral of a boost-
weight zero n − 2 form over the cut C. For this entropy to be invariant under a change
of GNCs, the n − 2 form should be gauge-invariant up to addition of an exact form. The
following lemma characterizes the most general structure of such a form:

16The first two transformations hold on all of N , not just on C.
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Lemma 2.4. Let wm be a local m-form on C of boost weight 0 built from contractions of
D(A1 · · ·DAk)∂

p
v∂

q
rψ with ψ ∈ {µAB , βA, α}, or µAB, or εA1...An−2 [µ], or D(A1 · · ·DAk)RABCD[µ],

such that wm → wm + dwm−1 on C under a change of GNCs. Then

wm = β ∧ Im−1 + Im − dbm−1 (2.33)

where β = βAdxA; Im and Im−1 are gauge-invariant local forms such that Im−1 is iden-
tically closed (dIm−1 = 0), and bm−1 is a local form on C. The forms Im, Im−1 can be
expressed as boost-weight zero contractions of the following quantities:

• µAB, µAB, εA1...An−2 [µ],

• D(A1 · · · DAjKA)B, D(A1 · · · DAjK̄A)B, and

• GNC components of the covariant tensors ∇(α1 · · · ∇αj)R[g]µνσρ. (By the Bianchi
identities, not all these Riemann components are independent, see lemma 2.3.)

To prove lemma 2.4 and other similar lemmas which we shall need later on, we now
reformulate the gauge transformations (2.31) using the BRST method (see e.g. [24]). First,
we write a = etΛ/2, and then obtain the transformation, on N , of any quantity under an
infinitesimal gauge transformation by differentiating its transformation law w.r.t. t and
evaluating at t = 0. This gives — in general very complicated — formulas for the in-
finitesimal change of any monomial D(A1 · · ·DAk)∂

p
v∂

q
rψ under an infinitesimal change of

GNCs on N .
On C, these formulas simplify if we pass from this basis of primitive monomials to one

of the bases provided by lemmas 2.2 or 2.3. Following the usual BRST approach, we now
declare Λ to be an anti-commuting field (of boost weight 0) and the infinitesimal version
of the transformations (2.31) becomes a “BRST transformation”, which we denote as γ:

γµAB = 0

γ∂Nv KAB = +1
2(N + 1)Λ∂Nv KAB

γ∂N̄r K̄AB = −1
2(N̄ + 1)Λ∂N̄r K̄AB

γ∇(α1 · · · ∇αj)Rµνσρ = 1
2bΛ∇(α1 · · · ∇αj)Rµνσρ

γβA = ∂AΛ

γΛ = 0

(2.34)

where the last transformation is imposed as usual to ensure that γ2 = 0 and where b is
the boost weight of the corresponding GNC component. The action of γ is extended to a
product via the graded Leibniz rule. The degree in Λ of a monomial in the fields and their
derivatives is referred to as the ghost number and Λ as the ghost field. Consistent with the
last two equations equation in (2.34), we declare that the boost weight of Λ is zero, so that
γ does not change the boost weight of any quantity. We furthermore follow the custom to
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declare the action of the exterior differential d on a ghost number g monomial to be (−1)g
times the usual definition, and with this convention we have dγ = −γd, for example.

For constant Λ, the action of γ on a quantity of boost weight b is to multiply that
quantity by bΛ/2. However, in general Λ is not constant. The transformation law assumed
in lemma 2.4 may be stated as saying that γwm = dwm−1 and wm has ghost number 0
whereas wm−1 has ghost number 1. A form such that γwm = 0 is called BRST-closed
(γ-closed) and a form of the type γwm is called BRST-exact.

Lemma 2.5. Let wm be a local m form on C of boost weight 0 and ghost number g > 0
such that γwm = dwm−1. Then wm is a sum of the following:

• A local γ-exact local form of boost weight 0.

• A local d-exact local form of boost weight 0.

• Λ times a boost weight 0 contraction of D(A1 · · · DAjKA)B, D(A1 · · · DAjK̄A)B, of GNC
component of covariant tensors ∇(α1 · · · ∇αj)R[g]µνσρ [not all of these are independent
by the Bianchi identities, see lemma 2.3], of µAB or of ε[µ]A1...An−2. This case only
occurs for g = 1.

Poof of lemmas 2.4 and 2.5. The proofs of lemmas 2.4 and 2.5 are quite similar and inter-
related so we will give them together. We shall start with the special case that γwm = 0
where wm is a local form of ghost number g = 0. In wm we make the replacements
as in lemma 2.3. Then we further replace D(A1 · · ·DAjKA)B, D(A1 · · ·DAjK̄A)B with the
gauge covariantized forms D(A1 · · · DAjKA)B, D(A1 · · · DAjK̄A)B at the expense of addi-
tional terms of the form D(A1 · · ·DAjβB). Now we impose γwm = 0. Since the factors
D(A1 · · ·DAjβB) are the only factors which transform with derivatives of Λ and since the
terms with undifferentiated Λ drop out using that wm has boost weight 0, it follows

0 = γwm =
∑
j≥1

∂wm

∂D(A1 · · ·DAj−1βAj)
D(A1 · · ·DAj)Λ. (2.35)

At any point in C the terms D(A1 · · ·DAj)Λ can be chosen as linearly independent from
each other so we learn that ∂wm/∂D(A1 · · ·DAj−1βAj) = 0 for all j. Thus there is no
dependence on βA in the chosen basis of monomials and we have demonstrated lemma 2.4
in our special case γwm = 0.

We remain in the same special case but now we go to ghost number g > 0. In the
basis of monomials given by D(A1 · · · DAjKA)B, D(A1 · · · DAjK̄A)B, by GNC components
of ∇(α1 · · · ∇αj)Rµνσρ, by D(A1 · · ·DAj−1βAj) and by D(A1 · · ·DAj)Λ, we realize that the
BRST-transformations (2.34) have D(A1 · · ·DAj−1βAj) and D(A1 · · ·DAj)Λ as “contractible
pairs” in the terminology of [24], meaning that γD(A1 · · ·DAj−1βAj) = D(A1 · · ·DAj)Λ,
γD(A1 · · ·DAj)Λ = 0 and the rest of the BRST transformations are independent of these
variables. By a standard result [24], appendix 2.B, we know that wm is up to a γ-exact
local form equal to a local form that has no explicit dependence on βA in the chosen basis
of monomials and only depends on Λ in undifferentiated form. The proof of this works as
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follows: first define

N =
∑
j≥1

(
D(A1 · · ·DAj−1βAj)

∂

∂D(A1 · · ·DAj−1βAj)
+D(A1 · · ·DAj)Λ

∂

∂(D(A1 · · ·DAj)Λ)

)
(2.36)

to be the number operator for the contractible pair, and let

ρ =
∑
j≥1

D(A1 · · ·DAj−1βAj)
∂

∂D(A1 · · ·DAj)Λ
. (2.37)

One has [N, γ] = 0 and N = γρ+ ργ. We now decompose wm = ∑
k≥0w

k
m where wk

m are
eigenvectors of N : Nwk

m = kwk
m. Since N and γ commute, γwm = 0 implies γwk

m = 0.
For k > 0 we have wk

m = (1/k)Nwk
m = (1/k)(γρ + ργ)wk

m = γ[(1/k)ρwk
m]. Therefore

wm = w0
m modulo γ exact. By construction, w0

m only depends on Λ but not on βA.
Therefore, by lemma 2.3,

wm = ΛgIm + γ-exact, (2.38)
where γ-exact means an m-form in the image of the local m-forms and where Im has
boost weight zero and is gauge invariant, i.e. it is a local m-form constructed from
D(A1 · · · DAjKA)B, D(A1 · · · DAjK̄A)B and GNC components of ∇(α1 · · · ∇αj)Rµνσρ. Since
Λg = 0 for g > 1, it follows that when g > 1, wm is γ-exact. When g = 1, we
have wm = ΛIm plus γ-exact. Thus, we have demonstrated lemma 2.5 in our special
case γwm = 0.

We now turn to the general case of lemmas 2.4 and 2.5 where we only assume that
γwm = dwm−1 for some local m − 1 form wm−1. This case will be analyzed using the
standard technique of descent equations. To construct the descent equations, we need to
appeal to the algebraic Poincare lemma [25]:

Lemma 2.6 (algebraic Poincare lemma). Let ξ([Ψ,Φ], x) be an m form on a manifold
C that is locally constructed out of smooth fields Ψ and “background” fields Φ such that
dξ([Ψ,Φ], x) = 0 for all Ψ in a neighborhood of a special configuration Ψ0. Assume that all
Ψ in that neighborhood can be joined to Ψ0 by a differentiable path Ψλ, λ ∈ [0, 1] of smooth
configurations such that Ψλ|x depends on finitely many derivatives ∂kΨ|x for any x ∈ C
and such that Ψλ=1 = Ψ. Then ξ([Ψ,Φ], x) − ξ([Ψ0,Φ], x) = dη([Ψ,Ψ0,Φ], x) for some
local m− 1 form η([Ψ,Ψ0,Φ], x).

Proof. [25] We sketch the proof here since we later want to see how η preserves certain
structures of ξ below. We will suppress the dependence on the background fields Φ in this
proof. We fix an auxiliary covariant derivative DA on C (coordinate indices A,B, . . . ).
Consider the linearization of ξ,

δξ([Ψ], x)B1...Bm =
k∑
j=0

∂ξB1...Bm

∂(D(A1 . . . DAj)Ψ)([Ψ], x)D(A1 . . . DAj)δΨ(x), (2.39)

where k is the maximum number of derivatives of Ψ that ξ depends on. Then we let

γk([Ψ, δΨ], x)C1...Cm−1 := mk

(m+ 1)(k+ 1)
∂ξC1...Cm−1B

∂(D(A1 . . . DAk−1DB)Ψ)([Ψ], x)D(A1 . . . DAk−1)δΨ(x).

(2.40)
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The arguments given in [25] show that δξ([Ψ], x) − dγk([Ψ, δΨ], x) is a closed local func-
tional depending on up to (k − 1) derivatives of δΨ and so verifies the assumptions of the
theorem because δΨ is an arbitrary variation. The argument is then iterated to determine
γk−1([Ψ, δΨ], x) and so on and then set γ([Ψ, δΨ], x) = ∑

j≤k γj([Ψ, δΨ], x). Finally, we
set (using a dot to denote a derivative w.r.t. λ)

η([Ψ0,Ψ], x) =
∫ 1

0
dλγ([Ψλ, Ψ̇λ], x), (2.41)

which is local and satisfies the desired equation.

Remark 1. In the applications below, the space of Ψ will consist of certain monomials
as in lemmas 2.2, 2.3, and will have the structure of vector space. Thus, the interpolating
family can be chosen to be simply λΨ = Ψλ and Ψ0 = 0. Furthermore, the forms ξ in
question will be at least quadratic in positive boost weight monomials. It is clear from the
above proof that also η will then be at least quadratic in positive boost weight quantities.

We now return to the proof of lemmas 2.4 and 2.5 in the general case. Taking γ of
γwm = dwm−1, using γ2 = dγ + γd = 0, we learn that d(γwm−1) = 0. γwm−1 depends
at least linearly on Λ, so we can apply the algebraic Poincare lemma for Ψ = Λ,Ψ0 = 0
(viewing the other fields as background fields), to learn that γwm−1 = dwm−2, where
wm−2 is again local. Iterating this process we get the descent equations

γwm = dwm−1

γwm−1 = dwm−2

. . .

γwk = 0.

(2.42)

where the ghost number increases by 1 at each step. The last equation does not involve
a boundary term. Such an equation must exist for some k — in the worst case, i.e. the
longest descent, we have k = 0. The important point is now that (as wk has positive ghost
number) we can apply our previous results to γwk = 0. We learn wk = γbk + ΛIk, where
the last term ΛIk is present only if wk has ghost number 1. Thus, if wm had had ghost
number 0 (lemma 2.4), the last term is present when k = m − 1, whereas if wm had had
ghost number g > 0 (lemma 2.5), the last term is present only when g = 1 and k = m. So
long as the last term ΛIk is not present, we can consider w̃k+1 := wk+1 + dbk, w̃j := wj

for j > k + 1, and then the new ladder {w̃m, . . . , w̃k+1} will satisfy by construction the
descent

γw̃m = dw̃m−1

γw̃m−1 = dw̃m−2

. . .

γw̃k+1 = 0,

(2.43)

i.e. we have shortened the descent. We continue with this until we get a nontrivial term ΛIk.
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Lemma 2.5. Since g ≥ 1, the ghost number of w̃j is greater than 1 for j < m so we can
shorten the descent until we reach γw̃m = 0. Our previous result gives w̃m = γbm + ΛgIm
and hence wm = γbm − dbm−1 + ΛgIm, establishing the result (as Λg = 0 for g > 1).

Lemma 2.4. In this case we have g = 0 and we can shorten the descent until we reach
γw̃m−1 = 0, which implies w̃m−1 = γbm−1 + ΛIm−1, so wm−1 = γbm−1 + ΛIm−1−dbm−2.
This gives

γwm = d(γbm−1 + ΛIm−1) =⇒ γ(wm + dbm−1) = d(ΛIm−1)
=⇒ γ(wm + dbm−1 − β ∧ Im−1) = −ΛdIm−1.

(2.44)

The left side depends only on Λ in differentiated form by the definition of γ and because
all forms have boost weight 0, whereas the right side depends on Λ only in undifferentiated
form. Therefore, since the equation must hold for all Λ, and since D(A1 . . . DAj)Λ are
linearly independent at each point, both sides must vanish. Vanishing of the l.h.s. implies
by our previous results (for ghost number 0) that wm + dbm−1 − β ∧ Im−1 = Im and
vanishing of the r.h.s. gives dIm−1 = 0 which completes the proof.

Although it is not essential for our proof of gauge invariance of the IWW entropy, it is
interesting to note that we can be more explicit about the form of Im−1 in lemma 2.4. In
the following lemma note that dβ (the curvature of the connection on the normal bundle
of C) can be expressed in terms of the quantities listed in lemma 2.4 via equation (2.25).

Lemma 2.7. The gauge-invariant forms Im−1, Im of lemma 2.4 can be defined so that
Im−1 is written in terms of dβ and characteristic classes built from the curvature of µAB
as follows:

Im−1 =
∑
j

 j∧
dβ

 ∧ pm−1−2j(R[µ], . . . ,R[µ]︸ ︷︷ ︸
(m−1−2j)/2

), (2.45)

where R[µ]AB = R[µ]CDABdxC ∧ dxD and pi is an invariant symmetric polynomial of the
Lie-algebra so(n− 2). Such terms can only appear when m is odd.

Proof. Given our metric corresponding to the ψ = (α, βA, µAB) in its GNC system, let
ψ0 be such that α0 = (β0)A = 0 and (µ0)AB(v, r, xA) = µAB(0, 0, xA). We can construct
a 1-parameter family ψλ with ψ1 = ψ by setting αλ = λα, (βλ)A = λβA and (µλ)AB =
(1−λ)(µ0)AB +λµAB. From the algebraic Poincaré lemma we have Im−1[ψ] = Im−1[ψ0]+
dJm−2[ψ] where Jm−2 is a local form such that dJm−2 is gauge invariant. The latter
condition gives γdJm−2 = 0 hence dγJm−2 = 0 but γJm−2 has ghost number 1 so we can
use the algebraic Poincaré lemma interpolating Λ to 0 (treating other fields as background
fields) and deduce that γJm−2 is exact. We can now apply lemma 2.4 to deduce Jm−2 =
β ∧ Im−3 + Im−2 − dbm−3 where Im−3 is gauge-invariant and closed, and Im−2 is gauge-
invariant. This gives

Im−1[ψ] = Im−1[ψ0] + dβ ∧ Im−3[ψ] + dIm−2[ψ] . (2.46)
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We now repeat the process starting from Im−3 to obtain

Im−3[ψ] = Im−3[ψ0] + dβ ∧ Im−5[ψ] + dIm−4[ψ] (2.47)

and hence

Im−1[ψ] = Im−1[ψ0] + dβ ∧ Im−3[ψ0] + dβ ∧ dβ ∧ Im−5[ψ] + dI ′m−2[ψ] (2.48)

where I ′m−2 = dβ ∧ Im−4 + Im−2 is gauge-invariant. Proceeding inductively we reach

Im−1[ψ] =
∑
j

 j∧
dβ

 ∧ Im−1−2j [ψ0] + dI ′′m−2[ψ] . (2.49)

On the r.h.s., Ik[ψ0] is an identically closed k-form constructed locally and covariantly
only from (µ0)AB ≡ µAB|C : these are the characteristic classes built from R[µ]AB =
R[µ]CDABdxC ∧ dxD [see for example eq. (6.32) of [27], replacing spacetime by (C, µAB)].
The result now follows upon substituting the above equation into our formula for wm in
lemma 2.4 and setting I ′m = Im + dβ ∧ dI ′′m−2 (which is gauge invariant) and b′m−1 =
bm−1 + β ∧ dI ′′m−2.

3 Entropy current associated with a null surface

3.1 Covariant phase space formalism

We shall use the covariant phase space formalism of Iyer and Wald [2] and so we summarize
the main results of that formalism that we shall need. Consider a Lagrangian n-form L

depending locally and covariantly on some fields Ψi = (gµν ,ΦI , AJµ) including a Lorentzian
metric g. When the fields include 1-form fieldsAJ , we also require that L is gauge invariant.
Local and covariant means by definition that in any coordinate system and at any point
x, L|x is expressible in terms of a finite number of derivatives ∂α1 . . . ∂αdΨ|x, and that, for
every diffeomorphism f , f∗L[Ψ] = L[f∗Ψ]. By the Thomas replacement lemma [2], L can
be written as Lε, with ε the positively oriented volume form defined from gµν , where L can
be expressed entirely in terms of gµν , gµν ,∇α1 · · · ∇αkRµναβ , εα1...αn , ∇α1 · · · ∇αkΦI , and
∇α1 · · · ∇αkFµ1...µp+1J when p-form fields with curvatures F J are present. However, for
most parts of this paper we will not consider matter fields and treat (local and covariant)
Lagrangians depending only on the metric. Note that anti-symmetrized combinations
of covariant derivatives can be rewritten in terms of curvature tensors, so without loss
of generality we will usually consider symmetrized derivatives as the variable fields in our
Lagrangians and other functionals. There are further dependencies among the derivatives of
the curvature components arising from the Bianchi identities which are usually understood
to be eliminated by choosing a suitably linearly independent set, see below.

In such a case, the only equation of motion is the Einstein equation Eµν = 0 where

Eµνε ≡ Eµν
g =

∑
j≥0

(−1)j∂α1 . . . ∂αj
∂L

∂(∂α1 . . . ∂αjgµν) . (3.1)
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Eµν specifies the classical dynamics so any classical physical quantity should be specified
only in terms of this dynamical content plus potentially some global quantities of topological
nature. The symplectic (n− 1) potential is defined by θ[Ψ; δΨ]

δL[Ψ] = EΨi [Ψ] · δΨi + dθ[Ψ; δΨ]. (3.2)

We use the general notation

δΨ = d
dλΨ(λ), δ2Ψ = 1

2
d2

dλ2 Ψ(λ) (3.3)

for a 1-parameter family of dynamical fields. More generally, we write δ1Ψ, δ2Ψ, δ1δ2Ψ for
families depending on multiple parameters. The definition of θ[Ψ; δΨ] leaves some ambigu-
ities because we may add a d-exact covariant term or topological term to the Lagrangian
L → L + dµ + Ltop without changing the equations of motion, Eµνg . Furthermore, we
may add a local and covariant d-exact term to θ itself, θ → θ + dY . Altogether, these
ambiguities result in the freedom to modify θ → θ+ δµ+ θtop + dY without changing the
local dynamical content of the theory.

The symplectic (n− 1)-form is, for a purely gravitational theory,

ω[g; δ1g, δ2g] = δ1θ[g; δ2g]− δ2θ[g; δ1g]. (3.4)

The Noether current is
JX [g] = θ[g;LXg]−X ·L[g], (3.5)

again for a purely gravitational theory, and the above ambiguities of θ and L propagate
into ambiguities of JX and of ω. One can establish [2] the existence of a non-unique
Noether-charge (n− 2)-form QX satisfying

dQX [g] = JX [g] +CX [g], (3.6)

where CX , which we call the constraint, does not depend on derivatives of X, and CX = 0
when the equations of motion are fulfilled. For a purely gravitational theory as considered
here, the constraint is [12]

(CX)α1...αn−1 = 2EµνXνεµα1...αn−2 . (3.7)

To see this, note that equation (3.2) and the (off-shell) Bianchi identity ∇µEµν = 0 give

dJX [g] = dθ[g,LXg]− d(X ·L[g])
= LXL[g]−Eµν

g [g]LXgµν − (d(X ·L[g]) +X · dL[g])
= −2εEµν∇µXν

= −2ε∇µ(EµνXν)
= −dCX [g],

(3.8)

using Cartan’s magic formula for the Lie derivative. Hence d(JX [g] +CX [g]) = 0. Since
this is true for any X and any gµν , the algebraic Poincare lemma 2.6 yields the existence

– 36 –



J
H
E
P
0
8
(
2
0
2
2
)
2
5
8

of a corresponding local QX . Note also that the expression (3.7) is unaffected by the
above ambiguity to change L → L + dµ + Ltop and the corresponding ambiguity θ →
θ + δµ+ θtop + dY , even though QX itself is affected by this ambiguity.

A general result from [2] is that, up to the ambiguities affecting θ and L just described,
QX may be written as

Qµ1...µn−2 [g] = −EαβµνR [g](∇µXν)εαβµ1...µn−2 +Wαβν [g]Xνεαβµ1...µn−2 , (3.9)

where EαβµνR is

EαβµνR ε :=
∑
k≥0

(−1)k∇(α1 · · · ∇αk)
∂L

∂(∇(α1 · · · ∇αk)Rµναβ) . (3.10)

The ambiguities affecting θ and L result in the change QX [g] → QX [g] + X · µ[g] +
Y [g;LXg]+dZX [g]+Qtop

X [g], which represents the total ambiguity in defining the Noether
charge.

Another useful general identity which holds for general 1-parameter families of fields
which are not necessarily solutions is obtained starting from

δCX [g] = dδQX [g]− δJX [g]
= dδQX [g]− δ(θ[g;LXg]−X ·L[g])
= dδQX [g]− δθ[g;LXg] +X · (Eg[g] δg + dθ[g; δg])
= d(δQX [g]−X · θ[g; δg])− ω[g; δg,LXg]−X · (Eg[g] δg),

(3.11)

using Cartan’s magic formula LXθ = d(X · θ) +X · dθ and the definition of ω in the last
step. Now take a C1-codimension 1 surface S in spacetime, take X tangent to S, and pull
back the above equation for forms to S. Since the pull back of X · (Eg δg) vanishes, we get:

d(δQX [g]−X · θ[g; δg])− δCX [g] = ω[g; δg,LXg] on S. (3.12)

It is important to note that this is an off-shell identity: neither g nor δg have to satisfy
any equations.

3.2 Covariant phase space derivation of IWW entropy current

The aim of this section is to demonstrate the relation between the entropy determined
by Wall’s procedure and the Iyer-Wald entropy. We will apply the results of the previous
section to the case where S is a smooth null hypersurface N ruled by affinely parameter-
ized null geodesics. We choose an arbitrary cut C and introduce GNCs as described in
section 1.3. We now define the vector field

K = v∂v − r∂r (3.13)

generating a boost in the coordinates r, v. We take X = K and consider the constraint
CK , which we write

(CK)µ1...µn−1 = 2KνEν
αεαµ1...µn−1 , (3.14)

The pull-back of CK to N is 2vEvv
√
µdv ∧ dn−2x in GNCs. To analyze the structure of

Evv it is useful to introduce an equivalence relation on functionals on N :
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Definition 3.1. Two functionals A,B each of which is a sum of primitive monomials
(definition 2.1) with definite boost weight p are said to be equivalent A ∼ B if A − B

contains only monomials having at least two primitive factors with positive boost weight.

In the following, functionals of boost weight p will be denoted with symbols such
as A(p), X(p), . . . . Consider a functional A(2) of boost weight +2 (later we will take
this to be Evv). One can use a “partial integration” argument to show that there ex-
ist X(−k),W (1)A, k ≥ 0 such that (i) X(−k) is a sum of primitive monomials for which each
primitive factor has non-positive boost weight, such that (ii) W (1)A is a sum of primitive
monomials for which precisely one primitive factor has positive boost weight, and such
that (iii)

A(2) ∼ ∂v

{
1
√
µ

∑
j,p,ψ

X
(0)A1...Aj
ψ ∂v(

√
µD(A1 · · ·DAj)∂

p
v∂

p
rψ)

+ 1
√
µ

∑
j

X
(0)A1...AjABCD
R ∂v(

√
µD(A1 · · ·DAj)R[µ]ABCD)

+ 1
√
µ
∂v

∑
j,p−q>0,ψ

√
µX

(−p+q)A1...Aj
q,ψ D(A1 · · ·DAj)∂

p
v∂

q
rψ +DAW

(1)A
}
.

(3.15)

Note that (i) implies that each primitive monomial in an X(0) term must be a product of
primitive factors with zero boost weight. A derivation of the above result was sketched
in [4] and explained in more detail in [12].

The key trick is now to define a 1-parameter family of metrics interpolating between
a stationary “background” metric (similarly as in [2]) and some other metric. Let gµν(xα)
be the given metric expressed in GNCs and read off ψ ∈ {α, βA, µAB}. The background
fields are defined by

ψ̄ :=
∑
p≥0

1
(p!)2χ(cprv)(rv)p(∂r∂v)pψ|r=v=0 (3.16)

where χ is smooth and of compact support and identically equal to 1 in a neighborhood of
the origin and {cp} is a sequence of positive numbers increasing sufficiently fast in order
that the series converges.17 From ψ̄ we define a corresponding background metric ḡµν in
GNCs. This background metric has the properties:

• LK ḡ = 0. In particular, the background metric ḡµν is such that N is a Killing horizon
with bifurcation surface C. Note that this background metric depends on the original
choice of GNCs.

• In the background, any primitive factor with positive boost weight vanishes on N
and any primitive factor with negative boost weight vanishes on C. This implies that
when X(k) has positive boost weight k, then X(k)[ḡ] = 0 on N , and when X(−k) has
negative boost weight −k, then X(−k)[ḡ] = 0 on C.

17This is just a convenient trick to avoid having to consider Taylor series with remainder, which would
be fine too but notationally cumbersome.
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• If X(0) is a sum of primitive monomials where each monomial involves only primitive
factors of boost weight 0 then X(0)[ḡ] = X(0)[g] on C.

Next for λ ∈ [0, 1] (the interpolation parameter), and for an arbitrary smooth δψ we set

ψ(λ) := ψ̄ + λδψ (3.17)

and from ψ(λ), we define a corresponding 1-parameter family of metrics gµν(λ, xα) in
GNCs.18 This 1-parameter family has the properties

• g|λ=0 = ḡ

• If we choose δψ = ψ − ψ̄ then g|λ=1 is the original metric g. Note that we do not
make this choice at the beginning of the following argument.

We now take A(2) = Evv in (3.15) and consider the first variation of this equation within
our 1-parameter family. Using the properties just described, we get on N (schematically
denoting by Y (k) the monomials D(A1 · · ·DAj)∂

p
v∂

q
rψ with k = p − q or the monomials

D(A1 · · ·DAj)R[µ]ABCD with k = 0)

∂

∂λ
Evv|λ=0 = ∂2

v

X(0) ∂

∂λ
Y (0) +

∑
k>0

X(−k) ∂

∂λ
Y (k)


λ=0

+ ∂vDA
∂

∂λ
W (1)A|λ=0 (3.18)

because all other terms have an unvaried monomial with positive boost weight and such a
monomial vanishes in the background ḡ. The terms with k > 0 in curly brackets can be
rewritten as ∂

∂λ

∑
k>0X

(−k)Y (k)|λ=0 because Y (k)[ḡ] = 0 for k > 0.
We will now show that the terms with k = 0 are related to the Noether charge using

the restriction of eq. (3.12) (with X = K) to N ,19 and evaluated on the background ḡ:

∂v

(
1
√
µ

∂

∂λ
(?QvrK

√
µ)− v (?θ)r

[
g; ∂
∂λ
g

])
λ=0

+DA
∂

∂λ
(?QArK )|λ=0 = 2v ∂

∂λ
Evv|λ=0,

(3.19)

using that
ω

[
g; ∂
∂λ
g,LKg

]
λ=0

= 0, (3.20)

as LKg|λ=0 = 0 by construction. We now assume that δψ has compact support so ∂
∂λg|λ=0

also has compact support. If we integrate the above equation over the v > 0 portion of N ,
use the structure (3.18), and perform integrations by part in v, we obtain∫

C

(
∂

∂λ
(?QvrK

√
µ) + 2√µX(0) ∂

∂λ
Y (0)

)
λ=0

= 0. (3.21)

18We assume that δµAB is chosen such that µAB(λ) is Riemannian for λ ∈ [0, 1] which ensures that
gµν(λ) is Lorentzian near N .

19When considering the restriction of forms to N it is useful to work with the Hodge duals of the forms;
for example we write (QX)µ1...µn−2 = 1

2 εµ1...µn−2αβ(?QX)αβ .
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In deriving this equation it has been used that X(−k)(g|λ=0) = 0 for a negative boost weight
−k quantity on C, we have used that all terms with an explicit dependence on v vanish at
C, and that divergence terms (i.e. DA

∂
∂λ(?QArK ) and DA

∂
∂λW

(1)A) integrate to zero.
On N , we can write

(?QK)vr = q(0) + . . . (3.22)

where q(0) is a sum of primitive monomials for which all primitive factors have boost
weight 0,20 and the ellipsis represents a sum of primitive monomials, each containing at
least one primitive factors of strictly positive boost weight and at least one primitive factor
of strictly negative boost weight (since the total boost weight is 0). The Iyer-Wald entropy
is defined as the integral over a horizon cross-section of 2π√µq(0) [2]. The terms in the
ellipsis of (3.22) are O(λ2) on C and therefore their λ-derivative vanishes on C for λ = 0, so
q(0) is the only surviving term on C after we take a variation off our stationary background
g|λ=0. Therefore we have derived∫

C

(1
2
∂

∂λ
(q(0)√µ) +√µX(0) ∂

∂λ
Y (0)

)
λ=0

= 0. (3.23)

By construction, the integrand here has the general form(
1

2√µ
∂

∂λ
(q(0)√µ) +X(0) ∂

∂λ
Y (0)

)
λ=0

=
∑
p,q

A(0)B1...Bq
p [ψ̄]D̄(B1 · · · D̄Bq)(∂v∂r)p

∂

∂λ
ψ|λ=0,

(3.24)
where D̄A is the covariant derivative of µ̄AB = µAB|λ=0. The integral over C of this
quantity vanishes for completely arbitrary δψ = ∂

∂λψ|λ=0, and in particular the restrictions
(∂v∂r)pδψ|C can be chosen independently. Therefore we can write (still on C)(

1
2√µ

∂

∂λ
(q(0)√µ) +X(0) ∂

∂λ
Y (0)

)
λ=0

= D̄AW̄
(0)A (3.25)

with

W̄ (0)C =
∑
j,p,q

(−1)jD̄(Bj+1 · · · D̄BqA
(0)CB1...Bq
p [ψ̄]D̄B1 · · · D̄Bj)(∂v∂r)

p ∂

∂λ
ψ|λ=0, (3.26)

We will now argue that (3.25) holds not just on C but on any constant v cross section
C(v) of the horizon. To this end we note that evaluating the integrals over C(v) instead
of C is equivalent to evaluating them over the variation T ∗v δψ instead of δψ, where Tv is a
translation by v. This is because, on N , all boost weight zero quantities are invariant under
Tv in the background ψ̄. But (3.25) is an identity that holds for arbitrary variations δψ
of compact support and in particular also for T ∗v δψ. Hence we conclude that this equation
holds on C(v). Then we can take a derivative with respect to v and note that this equation
becomes

∂

∂λ

[
1

2√µ∂v(q
(0)√µ) +X(0)∂vY

(0)
]
λ=0

= ∂

∂λ
(DAV

(1)A)λ=0 (3.27)

20By (3.9), we may determine q(0) by considering all contributions to ErvrvR made up exclusively of boost
weight 0 primitive factors [2].

– 40 –



J
H
E
P
0
8
(
2
0
2
2
)
2
5
8

where

V (1)C =
∑
j,p,q

(−1)jD(Bj+1 · · ·DBpA
(0)CB1...Bq
p [ψ]DB1 · · ·DBj)(∂v∂r)

p∂vψ. (3.28)

Thus, in a GNC system, the first variation of Evv around a background ψ̄ of the form
described above can be written on N as

∂

∂λ
Evv|λ=0 = ∂

∂λ

(
∂v

{
1
√
µ
∂v(
√
µsv) +DAs

A

})
λ=0

(3.29)

where
sv := −1

2q
(0) +

∑
j≥0,p−q>0,ψ

X
(−p+q)A1...Aj
q,ψ D(A1 · · ·DAj)∂

p
v∂

q
rψ (3.30)

with q(0) as in (3.22), X(k)
q,ψ as in (3.15) for A(2) = Evv, and where

sA := W (1)A − V (1)A, (3.31)

with V (1) as in (3.28) and W (1) as in (3.15) for A(2) = Evv. In deriving this result
we assumed a perturbation of compact support. If we have instead a perturbation of
non-compact support then, for any compact subset of N , we can define a perturbation of
compact support that agrees with the original perturbation on this subset and therefore the
above result holds for the original perturbation on this subset. Since the subset is arbitrary,
it follows that this result holds on all of N even for perturbations of non-compact support.

If N is a black hole event horizon then, when substituted into (1.13), the first term
of (3.30) gives the Iyer-Wald (IW) entropy [2]. The other terms in (3.30) are those predicted
by the argument of Wall [4]. We will therefore refer to (3.30) as the Iyer-Wald-Wall (IWW)
entropy density. The need for the term in (3.29) involving sA was pointed out in [12].

We will now investigate Evv at the fully non-linear level. Consider a metric gµν(xα)
(not necessarily a solution) in GNCs with corresponding ψ ∈ {α, βA, µAB}, define ψ̄ as
the series in (3.16), choose δψ to be ψ − ψ̄ and define gµν(λ, xα) to be the 1-parameter
family of metrics in GNCs corresponding to ψ(λ) as in (3.16). By construction, this family
interpolates between the stationary metric g|λ=0 and g|λ=1 which is equal to the given
metric g. Now let

F [ψ] ≡ Evv − ∂v
{

1
√
µ
∂v(
√
µsv) +DAs

A

}
. (3.32)

Using (3.15) and the expressions for sv and sA gives (recall definition 3.1)

F ∼ ∂v

[
1

2√µ∂v(q
(0)√µ) +X(0)∂vY

(0) −DAV
(1)A

]
. (3.33)

We expand F to all orders in λ around the background λ = 0. The zeroth order term must
vanish on N since all positive boost weight quantities vanish on N in the background.
The linear term must vanish on N by (3.27) or (3.29). Hence F contains only terms of
quadratic or higher order in λ.
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If we consider a typical monomial in F then it is a product of factors with differ-
ent boost weights. If we evaluate this on C then the zero boost weight factors coincide
with those of ψ̄. For a non-zero boost weight factor we have DA1 . . . DAj∂

p
v∂

q
rψ(λ)|C =

λD̄A1 . . . D̄Aj∂
p
v∂

q
rδψ|C if p 6= q. Thus the power of λ in any given monomial equals the

number of factors in that monomial that have non-zero boost weight. Since non-zero boost
weight arises from v or r derivatives, the number of such factors will be bounded if the
total number of derivatives in each monomial of Evv is bounded above (as is the case if we
consider an EFT in which we include terms in the Lagrangian only up to some fixed total
number of derivatives). In such a case, the expansion in λ terminates on C.

We will now show that F ∼ 0. Note that the expression in square brackets in (3.33)
involves no terms of boost weight higher than 1. Therefore expanding out the v-derivative
gives

F ∼
∑
n,q,ψ

A
(0)A1...An
npψ [ψ]D(A1 . . . DAn)∂

q+2
v ∂qrψ (3.34)

where each A(0) is a sum of monomials within which each factor has zero boost weight.
Quantities that are ignored in the ∼ relation involve monomials with at least two positive
boost weight factors, and such terms are of quadratic order, or higher, in λ. Hence

F |C = λ
∑
n,q,ψ

A
(0)A1...An
npψ [ψ̄](D̄(A1 . . . D̄An)∂

q+2
v ∂qrδψ)C +O(λ2) . (3.35)

However, as we have explained above, the terms in F linear in λ must cancel for any ψ. In
particular, if we fix ψ̄ and then construct ψ by specifying δψ then the linear terms above
must cancel. Since this δψ is arbitrary, this implies A(0)A1...An

npψ [ψ̄] = 0 on C. Our choice of
ψ̄ here was arbitrary so this must hold for any ψ̄. Now given ψ, let ψv = T ∗vψ where Tv0 is
the diffeomorphism corresponding to translation in v by v0. We then have

0 = A
(0)A1...An
npψ [ψv]|C = A

(0)A1...An
npψ [ψv]|C = A

(0)A1...An
npψ [ψ]|C(v) (3.36)

where C(v) is a constant v cut of N . But v is arbitrary here so it follows that A(0)A1...An
npψ [ψ]

vanishes on all of N . This implies F ∼ 0 as claimed.
We summarize the discussion so far in the following lemma:

Lemma 3.1. Consider a null surface N ruled by affinely parameterized null geodesics and
a generally covariant Lagrangian L. Define a foliation {C(v)} adapted to GNCs. Then we
can define sv, sA and F satisfying (3.32), where:

• Each sv, sA, F is a sum of primitive monomials.

• Each primitive monomial in sv, sA, F has boost weight 0, 1, 2, respectively.

• Each primitive monomial in F contains at least two primitive factors with strictly
positive boost weight.

• sv contains those primitive monomials in ErvrvR which are a product of primitive
factors with zero boost weight (Iyer-Wald dynamical entropy), and all other primitive
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monomials in sv contain precisely one primitive factor with positive boost weight.
sA consists of a sum of primitive monomials of boost weight 1, each of which has
precisely one primitive factor of boost weight 1.

This justifies equation (1.9). The main novelty of our approach compared to earlier
work [4, 11, 12] has been to demonstrate the connection to the Iyer-Wald entropy. Note
that we could add extra terms to sv and sA that are of quadratic (or higher) order in
primitive factors of positive boost weight without affecting the above results. This will be
important below.

3.3 Transformation of IWW entropy under a change of GNCs

The above procedure for determining sv and sA worked with the GNC components of the
metric. Even though GNCs are defined geometrically starting from a cross section C of
N , their construction requires apart from the chosen cut C a choice of affine parameter
for each null generator of N . Under the remaining reparameterization freedom, α, βA, µAB
and their derivatives in general transform in a very complicated way (e.g. equation (2.12)),
so it is not clear that for a given cut C, sv is fully covariant, i.e. a functional of gµν that is
independent of arbitrary choices apart from the cut C. Thus, we must investigate if, and
how, sv transforms under a change of GNCs.

Consider a change of coordinates xµ = xµ(x′α) in a neighborhood of N preserving
the Gaussian Null Form, see (2.4). Thus, on N , we have (v, xA) = (a(x′C)v′, x′A), and
off of N , the — in general very complicated — form of the coordinate transformation
is described in section 2.1. The GNC components of g in the primed coordinates are
denoted by ψ′ ∈ {µ′A′B′ , β′A′ , α′}. We want to understand the behavior of sv under such
a transformation. If the multiplication factor a in (2.4) is constant, then this behavior
is trivially determined by the boost weight of each quantity, so we get sv[ψ] = sv[ψ′] (a
constant), because sv has boost weight 0. But for non-constant a, the transformation is not
at all evident. In this subsection, we shall show (proposition 1) that sv can be adjusted by
terms quadratic in positive boost weight quantities, and a total divergence (which does not
affect the total entropy), such that the modified sv is manifestly invariant under a change
of GNCs.

To investigate this, we first define l = gµν l
νdxµ, and define, uniquely, an (n − 1)

form εl on N by demanding that l ∧ εl = ε and n · εl = 0. In our GNCs this gives
εl = √µdv ∧ dx1 . . .∧ dxn−2. The constraint (n− 1) form C l is defined as in (3.14), giving
C l = 2Evvεl. Similarly we define F l = Fεl. We now define the entropy current as a (n−2)
form s on N by

s := (sv∂v + sA∂A) · εl

= sv
√
µdx1 ∧ · · · ∧ dxn−2 +

n−2∑
A=1

(−1)AsA√µdv ∧ dx1 ∧ · · · d̂xA ∧ · · · dxn−2.
(3.37)

In forms notation, (3.32) can be rewritten as

Llds−
1
2C l = F l on N . (3.38)
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In our second set of GNCs we have l′µ = alµ on N and so the primed version of the above
equation gives

Lalds′ −
1
2Cal = F ′al on N . (3.39)

In this formula, s′ is the same functional as s but evaluated on the transformed ψ′ ∈
{µ′AB, β′A, α′} and in the transformed coordinates. s′ can be transformed back to the
original coordinates in the usual way using the Jacobian of the coordinate transformation.

Since C l is defined by contracting l with a local, covariant tensor, we have Cal = aC l.
We also have Lalds′ = d(al · ds′) = aLlds′ + da ∧ l · ds′ = aLlds′ where the final equality
uses l · ds′ ∝ dx′1 ∧ . . . ∧ dx′(n−2) and da = (∂A′a)dxA′ . Combining these results gives

Lld(s− s′) = F l −
1
a
F ′l′ on N . (3.40)

We shall now show that this equation implies that the IWW entropy is gauge invariant. In
our first set of GNCs, let ψ̃ arise from a “background” metric (not necessarily a solution)
for which all positive boost weight primitive factors vanish on N . This need not be a
background constructed as in the previous subsection (e.g. negative boost weight quantities
need not vanish on C). The most interesting case is when ψ̃ corresponds to a stationary
black hole solution with event horizon N . Now we perturb this background: let ψ(λ) be a
1-parameter family such that ψ(λ = 0) = ψ̃. Let the corresponding metric be gαβ(λ, xµ).

Consider transforming this metric to the “primed” set of GNCs. These are defined
by a function a > 0 on the cut C. On N the coordinate transformation does not de-
pend on λ. However, since the definition of GNCs depends on the metric, the change of
coordinates does depend on λ away from N : xµ = xµ(λ, x′α). Under this coordinate trans-
formation, we obtain g = g′αβ(λ, x′µ)dx′αdx′β , corresponding to ψ′(λ, x′µ) ∈ {µ′A′B′(λ, x′µ),
β′A′(λ, x′µ), α′(λ, x′µ)}. The expression for derivatives D′(A1

· · ·D′Aj)∂
p
v′∂

q
r′ψ
′(λ, x′µ) in terms

of D(A1 · · ·DAj)∂
p
v∂

q
rψ(λ, xµ) will in general be very complicated on N (with explicit factors

of v but not r), but it follows from lemma 2.1 that a positive boost weight primitive factor
always transforms to an expression only involving positive boost weight primitive factors
times appropriate powers of v (which has boost weight −1). Hence ψ′(λ = 0) has the prop-
erty that positive boost weight primitive factors vanish on N . As a consequence, because
F l is at least quadratic in positive boost weight primitive factors, we obtain from (3.40)

Lld
∂

∂λ
(s− s′)|λ=0 = 0. (3.41)

Now assume that the perturbation ∂ψ(λ, xµ)/∂λ|λ=0 has compact support (we relax this
below). Integrating up the above equation gives

d ∂

∂λ
(s− s′)|λ=0 = 0. (3.42)

We now use the algebraic Poincaré lemma (lemma 2.6) taking Ψλ = λ(∂λψ|λ=0) and
Φ = (ψ̃, a). This gives

∂

∂λ
(s− s′)|λ=0 = dbn−3, (3.43)
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where bn−3 is a local form depending on ∂λψ|λ=0, ψ̃ and a. Next we investigate (s−s′)|λ=0.
Because all positive boost quantities built from ψ(λ = 0, xµ) vanish onN , we have sA|λ=0 =
0 and sv|λ=0 = (1/2)q(0)[ψ|λ=0] which is proportional to ErvrvR [ψ|λ=0] (as q(0) only contains
zero boost weight primitive factors), Then, because EµνσρR is a covariant tensor we easily see

(s− s′)|λ=0 = 0 on N . (3.44)

Combining (3.43) and (3.44) we find

s− s′ = λdbn−3 +O(λ2) on N . (3.45)

Integrating this equation over C gives

SIWW[C]− S′IWW[C] = O(λ2) (3.46)

where the l.h.s. refers to the IWW entropy defined w.r.t. the two different sets of GNCs.
Hence we have shown that the IWW entropy is gauge invariant to linear order in per-
turbations around our background metric. Note that this is an off-shell result: neither
the background nor the perturbation need satisfy any equations of motion. In deriving
this result we assumed that the perturbation has compact support. For a non-compactly
supported perturbation we can pick a perturbation of compact support that agrees with
the given perturbation in a neighbourhood of C and then apply the above result.

We shall now extend this to a fully nonlinear result, eliminating any reference to the
background metric. We assume that we have some given metric gαβ and a set of GNCs,
with corresponding quantities ψ. We now define a background metric ψ̃ such that, on C,
primitive factors of zero or negative boost weight agree with those of our original metric.
We do this by setting

ψ̃ :=
∑
q≥p

1
p!q!χ(cpv)χ(cqr)vprq∂pv∂qrψ|r=v=0 (3.47)

where χ is of compact support, with χ identically equal to 1 in a neighbourhood of 0,
and where cp goes to infinity suitably rapidly so as to make the sums convergent. The
corresponding metric g̃αβ is our background metric. We now define the one parameter
family (λ ∈ [0, 1])

ψ(λ) := ψ̃ + λδψ, (3.48)

where δψ is of compact support. We let gαβ(λ, xµ) denote the corresponding family of
metrics in GNCs. We choose δψ such that δψ = ψ − ψ̃ in a neighbourhood of C so, on C,
all derivatives of gαβ(λ = 1, xµ) coincide with those of the original metric. Since we will
in the end be interested in the behavior of sv on the chosen C, we may therefore replace
gαβ(xµ) with gαβ(λ = 1, xµ).

We now apply (3.45) to gαβ(λ, xµ). By construction, the O(λ2) terms must on C

be at least quadratic in positive boost weight quantities. This is because each factor of
λ must be accompanied by δψ, and on C the only non-vanishing quantities linear in δψ

are those with positive boost weight (e.g. Dk∂pv∂
q
rδψ|C = 0 if q ≥ p). Furthermore, in
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such quantities we can replace δψ with ψ (e.g. Dk∂pv∂
q
rδψ|C = Dk∂pv∂

q
rψ|C for p > q).

Similarly, on C we can write terms involving ψ̃ in terms of ψ using the definition of ψ̃ (e.g.
Dk∂pv∂

q
r ψ̃|C = Dk∂pv∂

q
rψ|C for q ≥ p). Thus we can write everything in (3.45) locally in

terms of ψ (and a): the dependence on the background has been eliminated.
Now setting λ = 1, so that (3.45) is being evaluated for our original metric, we learn

that there exists a local form bn−3[ψ, a] on C such that s− s′−dbn−3 is at least quadratic
in positive boost weight quantities. We now dualize bn−3 by setting (bn−3)A1...An−3 =
ε[µ]CA1...An−3B

vC , (bn−3)vA1...An−4 = 1
2ε[µ]CDA1...An−4B

CD. We then have, on C,

sv
′ − sv = DAB

vA + . . .
1
a
sA
′ − sA = 1

√
µ
∂v(
√
µBvA) +DCB

AC + . . . (3.49)

where the ellipses represent terms that, when expressed w.r.t. the first set of GNCs, are at
least quadratic in positive boost weight primitive factors. These terms depend on a in an
extremely complicated way, but we will now show by a general argument using lemmas 2.2–
2.5 that they can always be reabsorbed in a redefinition of sv, thereby rendering this
quantity invariant (up to total derivative) under a change of GNCs. For this purpose, it
is useful to pass to an infinitesimal version of the transformation (3.49), which in view
of (2.14) is fully equivalent to transformation law (3.49) under finite GNC coordinate
transformations. Consider an a of the form etΛ/2 and take a derivative of the above equation
with respect to t at t = 0. Calling the corresponding infinitesimal transformation γ (given
in the basis of monomials of lemma 2.3 concretely by (2.34)), we see that, on C,

γsv[ψ] = DAX
A[ψ,Λ] + Y [ψ,Λ], (3.50)

where XA, Y are local and Y is linear in Λ and at least quadratic in positive boost weight
factors. Taking γ of this equation, we find a consistency condition on Y , which is, on C,

γY [ψ,Λ] = −DA(γXA[ψ,Λ]). (3.51)

We can use lemma 2.5 to characterize the solutions to this cohomological problem, iden-
tifying Y

√
µdn−2x =: wn−2, −γ(?XAdxA) =: wn−3. Lemma 2.5 made no assumption

that wn−2 be quadratic in positive boost weight factors, but the method for constructing
the solutions to the cohomological problem given in the proof is constructive, and we can
see from the proof that the solution provided by the lemma can be chosen to be at least
quadratic in positive boost weight: firstly, the forms in the descent equations constructed
in the proof do not leave the space of local forms at least quadratic in positive boost weight
factors and with overall boost weight zero. Indeed, the BRST operator γ preserves this
space, and applying the algebraic Poincare lemma to construct the subsequent rungs in the
descent equations, we do not leave this space either, as we can see from its proof. Secondly,
the arguments used to analyze the bottom rung of the descent equations which relies on
the method of contractible pairs can be carried out in that space, too, because the BRST
operator γ, the exterior differential d on C, and the operators N, ρ [see (2.36), (2.37)] all
commute with the boost weight number operator.21

21That is, the operator Nb =
∑

N,N̄,ψ
(N − N̄)∂Nv ∂N̄r D(A1 · · ·DAj)ψ

∂

∂(∂N
v ∂N̄

r D(A1 ···DAj)ψ)
.
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Thus, lemma 2.5 gives, on C,

Y [ψ,Λ] = γZ[ψ] +DAU
A[ψ,Λ] + ΛV [ψ], (3.52)

for local forms Z,UA, V at least quadratic in positive boost weight and V invariant under
changes of GNCs, and all quantities have overall boost weight zero. Therefore, on C,

γsv[ψ] = γZ[ψ] +DA(XA[ψ,Λ] + UA[ψ,Λ]) + ΛV [ψ], (3.53)

which must hold for all Λ, ψ. The terms containing undifferentiated Λ in the BRST trans-
formation γ (2.34) must cancel in the above expression because Z, sv have boost weight 0,
so the explicit term ΛV [ψ] with Λ in undifferentiated form must be cancelled by the total
divergence term. Thus, V has to be a total divergence of a local quantity of boost weight
0 which is at least quadratic in positive boost weight monomials, V = DAW

A. Therefore

γsv[ψ] = γ(Z[ψ]− βAWA[ψ]) +DA(XA[ψ,Λ] + UA[ψ,Λ] + ΛWA[ψ]). (3.54)

Now we redefine sv[ψ] → sv[ψ] − Z[ψ] + βAW
A[ψ], which still satisfies (3.32) for a new

F [ψ] that is at least quadratic in positive boost weight, and which satisfies additionally
γsv[ψ] = DA(XA[ψ,Λ]+UA[ψ,Λ]+ΛWA[ψ]). This already shows that our modified IWW
entropy

∫
C s

v√µdn−2x is gauge invariant.
We can say more about the structure of the redefined sv using lemmas 2.4 and 2.7 for

m = n − 2, setting wn−2 = sv
√
µdn−2x. The non-covariant terms β ∧ In−3 in lemma 2.4

involving the characteristic classes In−3 as described in lemma 2.7 (which can only appear
if n is odd) consist exclusively of monomials in the primitive basis such that each primitive
factor has zero boost weight. Such terms are contained in the IW-part of the entropy —
i.e. the term q(0) in (3.30) — which in turn is given by that part the manifestly covariant
expression ErvrvR consisting only of zero boost weight terms. Thus, non-covariant terms
β ∧ In−3 must in fact be absent in sv and we have shown:

Proposition 1 (invariance of modified IWW-entropy density). sv can be modified
by terms at least quadratic in positive boost weight [so it still satisfies the properties claimed
in lemma 3.1 and (3.32)] in such a way that it is a sum of:

• A local functional of boost weight 0 that is a contraction of the following factors:
D(A1 · · · DAjKA)B, D(A1 · · · DAjK̄A)B, GNC components of ∇(α1 · · · ∇αj)R[g]µνσρ [by
the Bianchi-identities, not all these components are independent, see lemma 2.3],
µAB, or ε[µ]A1...An−2.

• A total divergence DAξ
A, where ξA is a local functional of boost weight 0.

In particular, on C, sv is invariant up to at total divergence under a change of the affine
parameter in GNCs.

Remark 2. Proposition 1 uses that L is locally and covariantly constructed out of the
metric gµν , meaning that it is a functional of gµν , εµ1...µn and covariant derivatives of the
Riemann tensor (in a purely gravitation theory). Hence proposition 1 does not cover the
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case of gravitational Lagrangians that are covariant only up to d-exact terms like Chern-
Simons terms in odd dimensions n, such as tr

(
Γ ∧ dΓ + 2

3Γ ∧ Γ ∧ Γ
)
in n = 3, where Γ is

the spin-connection associated with a 3-bein of gµν . Such terms will result in terms of the
type (2.45) in sv. For example from a gravitational Chern-Simons term in L in n = 5, we
can see from the formulas for Christoffel symbols in GNCs in appendix A that we would get
a Chern-Simons term of the form β ∧ dβ in sv√µd3x, consistent with lemmas 2.4 and 2.7.

On the other hand, fully covariant topological terms in L are covered by our analysis.
For example, in any even dimension an Euler density in L, i.e. en[g] := R[g]µ1µ2 ∧ · · · ∧
R[g]µn−1µnεµ1...µn will result in an Euler density term en−2[µ] in sv

√
µdn−2x, whereas a

Chern class in L, i.e. cn[g] := R[g]µ1
µ2 ∧ · · · ∧ R[g]µn−1

µ1 will result in a term of the
form cn−4[µ]∧ dβ in sv√µdn−2x. (Recall that dβ can be eliminated in favour of Riemann
components using (2.25).) All of these terms are built from boost weight zero quantities
and are already present in the IW-part of sv.

4 Improved entropy current

4.1 Vacuum gravity

For simplicity we shall consider vacuum gravity in this subsection, i.e., no matter fields.
(In the next subsection we shall consider gravity coupled to a scalar field.) If the spacetime
dimensionality is odd then we assume parity symmetry, again for simplicity. Relaxing this
assumption should be straightforward. We assume the Lagrangian takes the form22

L =

−2Λ +R+
∑
n≥2

`nLn

 ε (4.1)

with a single UV length scale `. Ln is a local covariant scalar, depending only on the metric
and its derivatives, and of dimension n+ 2, i.e., it involves n+ 2 derivatives of the metric.
We define the dimension of ` to be −1 and the dimension of Λ to be +2. Each derivative
∂µ carries one index, and gµν has two indices, so non-zero Ln is possible only for even n.23

It will be convenient in this section to imagine that the Ln are known for all n. It is then
not hard to obtain results for which only finitely many of the Ln are known, as we will
discuss at the end of this section.

The Einstein equation has the form

Rµν −
1
2Rgµν + Λgµν =

∑
n≥2

`nHnµν (4.2)

where again only even n appears in the sum and Hnµν has dimension n+ 2.
Recall from section 1.7 that we are not interested in all solutions of (4.2). Instead,

we only consider solutions that fall within the regime of validity of EFT. This means that
22In this section we no longer use n to denote spacetime dimension.
23In an even number of dimensions, there may be dependence on the volume form (for a parity violating

theory) but this has an even number of indices, which does not affect the argument. In an odd number of
dimensions our assumption of parity symmetry excludes dependence on the volume form.
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we restrict attention to solutions that, in some set of GNCs near N , are slowly varying
compared to the scale `, i.e., `/L� 1 where L is the length scale of variation of the fields.
In the case of a dynamical black hole, L will be the minimum of the size of the black
hole and any length/time scales associated with the dynamics. Writing this out formally
we have

Definition 4.1 (validity of EFT condition). We consider a 1-parameter family of
smooth solutions of (4.2) with parameter L, such that N is a smooth null hypersurface for
all members of the family. We assume that there exist GNCs defined near N such that,
near N , if Tn is a quantity of dimension n (in the sense of definition 2.3) constructed from
{α, βA, µAB} and their derivatives then there is a dimensionless constant Cn (independent
of L) such that |Tn| ≤ Cn/Ln. We also require |Λ|L2 ≤ 1. Then EFT is valid for sufficiently
small `/L (i.e. large enough L).

For example, on the r.h.s. of (4.2), |Hnµν | is bounded above by Cn/Ln+2 so `nHnµν =
O(`n/Ln+2). As in section 1.7, from now on we shall not indicate the L-dependence
explicitly below so we would write `nHnµν = O(`n). Factors of L can be reinstated by
dimensional analysis.

Recall the definition of F in equation (3.32). We can decompose this into a sum of
terms arising from the various terms in (4.2)

F = F0 +
∑
n≥2

`nFn (4.3)

where Fn has dimension n+2 and has the same general structure as described in lemma 3.1.
As above, only even n can appear in the sum. This is because only even powers of ` appear
in the Einstein equation.

F0 is the expression coming from the Einstein-Hilbert part of the Lagrangian and reads

F0 = −KABK
AB, (4.4)

In the EFT spirit, we might expect F0, which is sign definite, to dominate the higher order
terms in `. This would require in particular that if KAB vanishes, then so should Fn, n > 0.
However, this is not true in general. Nevertheless, we can still make progress with this idea.
To do this we need to understand the structure of the terms Fn. We start by using the
equation of motion (4.2) to obtain the following result:

Lemma 4.1. On-shell, F can be written as in (4.3) where each Fn is a polynomial
in D(A1 · · ·DAj)∂

N
v KAB, D(A1 · · ·DAj)∂

N̄
r K̄AB, D(A1 · · ·DAj)βB, D(A1 · · ·DAj)R[µ]ABCD,

µAB, ε[µ]A1...An−2 and Λ. Each term in this polynomial contains at most n+ 2 derivatives.

Proof. By lemma 2.2, we can write F in terms ofD(A1 · · ·DAj)∂
N
v KAB,D(A1 · · ·DAj)∂

N̄
r K̄AB,

D(A1 · · ·DAj)βB, D(A1 · · ·DAj)R[µ]ABCD, µAB, ε[µ]A1...An−2 , and GNC components of co-
variant derivatives of the Ricci tensor. The idea now is to use the Einstein equation (4.2) to
eliminate the terms involving the Ricci tensor. In doing this we replace each occurrence of
a Ricci tensor either with a multiple of Λgµν or with powers of `2 times curvature terms of
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higher dimensions. Then we decompose the GNC components of the latter terms again as
in lemma 2.2, eliminate any occurrence of a Ricci tensor again and so forth. At each step,
any Ricci terms arise with explicit factors of `2 and therefore get pushed to higher order
in `. The end result is that, on-shell, F can be written in terms of the quantities stated
in the lemma, up to terms vanishing to infinite order in `. Finally we can express this
on-shell result in the form (4.3) where each Fn can be written in terms of the quantities
just listed, i.e., explicit occurrence of Ricci tensors and their covariant derivatives have
been eliminated.

Since Fn has dimension n+2, each term in Fn contains at most n+2 derivatives. Terms
with fewer than n+ 2 derivatives must have enough factors of Λ to make the dimension up
to n+ 2.

So far we assumed that our EFT is defined to all orders in n. If only terms with
n ≤ N − 2 are known then the Einstein equation will contain unknown “errors terms” of
order `N (equation (1.14)). The off-shell expression for F will have a similar form. The
above argument still works and any terms of order `N or higher can be absorbed into the
error term in F . The on-shell expression for F will be a sum of terms Fn with n ≤ N − 2,
each of the form just described, and an error term of order `N .

We will now argue that the on-shell structure of F can be further rearranged in a
“nice” way. The argument involves induction on the order in `:

Induction hypothesis. For each even n ≥ 0, there are local tensors XnAB, ς
v
n having

boost weights (1, 0) and local tensors yAn , On, each depending polynomially on the quantities
listed in lemma 4.1, such that on-shell we have

F =− (KAB +XnAB)(KAB +XAB
n )−

n∑
j=0

∂v

[
1
√
µ
∂v
(√

µςvj

)]
−

n∑
j=2

DAy
A
j +On+2,

(4.5)

such that XnAB is symmetric, On+2, DAy
A
j , ςvn has the same general structure as F de-

scribed in lemma 3.1 (in particular they are at least quadratic in positive boost weight
quantities) and

On+2 = O(`n+2) (4.6)

as well as XnAB = O(`2). Furthermore ςvj and yAj depend explicitly on ` only through an
overall factor `j .

Induction start (n = 0). In this case, X0AB = yA0 = ςv0 = 0 and O2 = ∑
n≥2 `

nFn = O(`2)
so the induction hypothesis is true for n = 0.

Induction step (n − 2 → n, n ≥ 2). Consider On written in terms of the quantities de-
scribed in lemma 4.1. The induction hypothesis gives On = O(`n) and that On is a sum of
terms where each term is at least quadratic in terms of positive boost weight, and so must
contain at least two factors of the form D(A1 · · ·DAj)∂

p−1
v KAB (p ≥ 1) (as other possible
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factors listed in lemma 4.1 have non-positive boost weight). In terms of µAB this means
that On must take the schematic form

On =
∑

k,k′,p,p′

An,k,p,k′,p′D
k∂pvµD

k′∂p
′
v µ+On+2 (4.7)

where p, p′ > 0 in all terms, the coefficient An,k,p,k′,p′ has boost weight 2− p− p′ and, aside
from an overall factor of `n, depends only on β, Dkβ, Λ, µ and derivatives of µ. On+2
satisfies (4.6). Here and in the following, tensor indices A,B,C, . . . are suppressed. The
total number of derivatives in each term of the above sum is at most n + 2. Our aim is
to show that the above expression for On can be rearranged to ensure that the induction
hypothesis is true for n.

The next sequence of steps is designed to bring each term in the sum in (4.7) into
the form An,k,pD

k∂pvµ∂vµ, i.e. linear in ∂vµ and at least quadratic in positive boost weight
quantities, for a new An,k,p, possibly at the expense of further terms to be absorbed in
On+2, or terms involving yAn , ςvn as in the induction hypothesis. This is done by moving,
one by one, the derivatives Dk′ from the factor Dk′∂p

′
v µ over to the other terms as if we

were performing a partial integration, but keeping the “boundary terms”. These boundary
terms are then absorbed in yAn as in the induction hypothesis. As a result,

On =
∑
k,p,p′

An,k,p,p′D
k∂pvµ∂

p′
v µ+DAy

A
n +On+2, (4.8)

with the summation indices subject to p, p′ > 0. Next, we would like to bring p′ − 1 of the
v-derivatives on ∂p′v µ in the sum over to the other terms, leaving us finally with expressions
that are linear in ∂vµ and quadratic in positive boost weight. This is done by a similar
“partial integration”, moving all boundary terms into a new quantity ςvn, as in the induction
hypothesis, so in particular quadratic in positive boost weight quantities.24 We can do this
by an induction on p′ + p on the terms in the sum, lowering at each step this counter by
at least one until we reach terms of the form An,k,pD

k∂pvµ∂vµ or An,k,pDk∂vµ∂
p
vµ (where

p > 0 in each case). The latter term then can be rewritten in the same form as the former
by the same “partial integration” w.r.t. D argument that we just used, which generates
further additions to yAn . To see how this induction works in more detail, note that the
induction hypothesis is true for p + p′ ≤ 3 (since then either p = 1 or p′ = 1) so assume
p+ p′ > 3. We claim that there exist numbers aj such that

∂v

 1
√
µ
∂v

√µAn,k,p,p′ p′+p−3∑
j=1

ajD
k∂jvµ∂

p+p′−2−j
v µ

 = An,k,p,p′D
k∂pvµ∂

p′
v µ+ . . . ,

(4.9)

where the ellipsis represent any terms of the form An,k̄,p̄,k̄′,p̄′D
k̄∂p̄vµ∂

p̄′
v µ having p̄+p̄′ < p+p′,

p̄, p̄′ > 0 (which can be dealt with inductively), or terms having p̄+ p̄′ = p+p′, p̄, p̄′ > 0, but
24Note that we might encounter ∂v acting on a term DjβA or Dj∂qrµ contained in An,k,p,k′,p′ . We deal

with such terms as in the proof of lemma 4.1, i.e., converting them to the basis of lemma 2.2 and using the
Einstein equation to eliminate any Ricci terms by expressing them in terms of Λ and quantities of order `2:
the latter terms can be absorbed into On+2 (as An,k,p,k′,p′ already contains a factor `n).
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p̄′ = 1 or p̄ = 1. We will justify this claim by showing that in order for the terms represented
by the ellipsis to have the desired property, the aj ’s must satisfy a linear system of algebraic
equations that has a unique solution. Expanding out the l.h.s. of (4.9), we find

l.h.s. of (4.9) = An,k,p,p′

a1D
k∂vµ∂

p′+p−1
v µ+ (a2 + 2a1)Dk∂2

vµ∂
p′+p−2
v µ

+
p′+p−3∑
j=3

(aj + 2aj−1 + aj−2)Dk∂jvµ∂
p′+p−j
v µ

+(2ap′+p−3 + ap′+p−4)Dk∂p
′+p−2
v µ∂2

vµ

+ ap′+p−3D
k∂p

′+p−1
v µ∂vµ

+ . . . . (4.10)

Any v-derivatives of Djβ or Dj∂qrµ (arising from v-derivatives of An,k,p,p′) are dealt with
as explained in footnote 24, and contribute to the terms of the form An,k̄,p̄,k̄′,p̄′D

k̄∂p̄vµ∂
p̄′
v µ

with p̄ + p̄′ < p + p′ which are denoted by the ellipsis. (The v-derivatives of √µ also
generate such terms, and further such terms arise from commutators of D and ∂v.) Now
we require that

l.h.s. of (4.9) = An,k,p,p′
[
a1D

k∂vµ∂
p′+p−1
v µ+Dk∂pvµ∂

p′
v µ

+ap′+p−3D
k∂p

′+p−1
v µ∂vµ

]
+ . . . . (4.11)

Then the p′ + p− 3 coefficients aj must satisfy the following p′ + p− 3 linear equations

a2 + 2a1 = 0,
aj + 2aj−1 + aj−2 = 0, j 6= p

ap + 2ap−1 + ap−2 = 1, (4.12)
2ap′+p−3 + ap′+p−4 = 0 .

The coefficient matrix of this linear system has the form

Mp′+p−3 =


2 1 0 0 . . . 0
1 2 1 0 . . . 0
0 1 2 1 . . . 0
. . . . . . . . . . . . . . . . . .

0 . . . . . . 0 1 2

 . (4.13)

It is easy to check that such a matrix has a nonzero determinant. In fact, the determinant
of an N × N matrix of this form is N + 1 which is found by induction on N : expanding
the determinant along the first row of the matrix gives the simple recurrence relation
detMN+1 = 2 detMN − detMN−1. Therefore, Mp′+p−3 is invertible and the linear system
above has a unique solution for the coefficients aj so we can indeed rewrite terms of the form
An,k,p,p′D

k∂pvµ∂
p′
v µ as in (4.9) (with the first and last terms in square brackets in (4.11)
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contributing to the ellipsis in (4.9)). The terms ajAn,k,p,p′Dk∂jvµ∂
p+p′−2−j
v µ are absorbed

in ςvn. We repeat the procedure until we have obtained

On =
∑
k,p

An,k,pD
k∂pvµ∂vµ+ ∂v

[
1
√
µ
∂v (√µςvn)

]
+DAy

A
n +On+2, (4.14)

where p > 0. Since An,k,p,k′,p′ depend only on Dkβ and derivatives of µ, the quantity ςvn
have the same dependency on µ and β as in the induction hypothesis.

The first term in (4.14) depends linearly on KAB so, reinstating indices, we can write
it as −2KAB∆XAB where ∆XAB is symmetric in AB and of order `n because all of the
terms above, except On+2, depend on ` only via an overall factor of `n. Recalling our
original induction hypothesis we can now “recomplete the square” on KAB as follows:

−(KAB +Xn−2AB)(KAB +XAB
n−2)− 2KAB∆XAB = −(KAB +XnAB)(KAB +XAB

n ) +O(`n+2)
(4.15)

where Xn ≡ Xn−2 + ∆X and we used Xn−2 = O(`2) (from our induction hypothesis). The
error term above can be absorbed into On+2. This closes the induction loop.

The inductive structure of the term F can be combined with lemma 3.1 to get the
following central result of this section, proposition 2. We set, for each given even n ≥ 2

Svn := sv +
n∑
j=2

ςvj , SAn := sA, Y A
n =

n∑
j=2

yAj (4.16)

and otherwise keep the same notations as in the inductive structure.

Proposition 2. Consider a generally covariant EFT Lagrangian of the form (4.1) and a
1-parameter family of smooth solutions (with parameter L) satisfying our validity of EFT
condition (definition 4.1) with a smooth null hypersurface N ruled by affinely parameterized
null geodesics. Then in the GNCs of definition 4.1 on N we have the (on-shell) equation

∂v

[
1
√
µ
∂v (√µSvn) +DAS

A
n

]
= −(KAB +XnAB)(KAB +XAB

n )−DAY
A
n +On+2,

(4.17)

such that Svn, SAn , XnAB, Y A
n , On+2 have the same general structure as follows from

lemma 3.1 and the induction hypothesis above. In particular, On+2 = O(`n+2), XnAB =
O(`2) is symmetric, Y A

n = O(`2).

As discussed in section 1.7, in practice the EFT Lagrangian will not be known to all
orders, instead only the terms with n ≤ N − 2 will be known, for some N ≥ 2. The
equation of motion will take the form (1.14). In this case we could repeat all of the above
arguments, now with lemma 4.1 only determining F up to unknown terms of order `N and
the above induction stopping when we reach n = N − 2. Equivalently we could simply
appeal to the above results applied to the full EFT, including the unknown terms with
n ≥ N , and note that these unknown terms will only affect the final answer at O(`N ).
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Either way, we obtain equation (1.16) by setting n = N − 2 in the above proposition (and
dropping the n index on Sv, SA, XAB and Y A).

We can now define the entropy by equation (1.17) and this will obey the second law
to quadratic order, in the sense of EFT, as explained in section 1.7.

4.2 Scalar-tensor effective field theories

Now we briefly discuss how the previous construction (valid for vacuum gravity) is modified
when we include the simplest form of matter: a real scalar field. We again exclude the case
of parity violating theories in odd spacetime dimension. The Lagrangian for a scalar-tensor
EFT takes the form

L =

R− V (φ) +X +
∑
n≥2

`nLn

 ε (4.18)

where the scalar potential V (φ) has dimension +2 and the scalar kinetic term is given by
X ≡ −1

2(∂φ)2. Here, we assumed again that there is a single UV length scale ` (of dimension
−1) suppressing the terms Ln which are therefore subleading corrections to Einstein’s
theory with a minimally coupled scalar. We further assume that Ln are diffeomorphism
covariant scalars (of dimension n+ 2) that are locally constructed out of the metric g, the
scalar field φ and derivatives of these fields. The fact that Ln is a local covariant scalar
implies that n must be even. Moreover, in each monomial in Ln the number of derivatives
acting on the metric and the scalar field must be n+ 2 in total.

The gravitational and scalar equations of motion have the form

Rµν −
1
2Rgµν −

1
2∂µφ∂νφ−

1
2(X − V )gµν =

∑
n≥2

`nHnµν (4.19)

�φ− V ′(φ) =
∑
n≥2

`nIn (4.20)

where n runs over even numbers and Hnµν and In are local covariant tensors of dimension
n+ 2 constructed out of the metric and the scalar field.

Validity of the EFT requires that we only consider 1-parameter families of smooth
solutions to (4.19)–(4.20) that satisfy the conditions of definition 4.1, with the additions
that any tensor field Tn of dimension n locally constructed out of α, βA, µAB, φ and their
derivatives must satisfy a bound |Tn| ≤ Cn/L

n. Note in particular that this means that
the scalar potential V (φ) must obey L2dkV/dφk ≤ 1 for any k ≥ 0.

Now we are in the position to state the corresponding result on the existence of an
entropy current for theories of the form (4.18).

Proposition 3. Consider a diffeomorphism-covariant scalar-tensor EFT with a Lagrangian
given by (4.18) and a 1-parameter family of smooth solutions (with parameter L) of this
theory. Suppose that the 1-parameter family of solutions fall within the regime of va-
lidity of the EFT (in the sense of definition 4.1 and the addition provided above) and
the solutions possess a smooth null hypersurface N ruled by affinely parameterized null
geodesics (for any L). Then in the GNCs of definition 4.1 on N there exist quantities
Svn, S

A
n , XnAB , Pn, Y

A
n , On+2 with the following properties:
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(i) they satisfy an on-shell relation of the form

∂v

[
1
√
µ
∂v (√µSvn) +DAS

A
n

]
= −(KAB +XnAB)(KAB +XAB

n ) +

−1
2(∂vφ+ Pn)2 −DAY

A
n +On+2; (4.21)

(ii) each of Svn, SAn , XnAB, Pn, Y A
n , On+2 is a sum of monomials such that each

monomial is a product of factors of D(A1 · · ·DAj)∂
N
v KAB, D(A1 · · ·DAj)∂

N̄
r K̄AB,

D(A1 · · ·DAj)∂
N
v φ, D(A1 · · ·DAj)∂

N̄
r φ, D(A1 · · ·DAj)βB, µAB, D(A1 · · ·DAj)R[µ]ABCD,

ε[µ]A1...An−2 and dkV/dφk;

(iii) Svn, SAn , XnAB, Pn, Y A
n , On+2 have the same general structure as follows from

lemma 3.1. In particular, On+2 = O(`n+2), XnAB, Pn, Y
A
n = O(`2).

To prove this statement, one can follow the algorithm devised for vacuum gravity with
minor modifications. Hence, to avoid repetition, we merely highlight the key differences in
this section rather than giving a complete proof.

We start by noting that a primitive factor D(A1 · · ·DAj)∂
p
v∂

q
rφ with p, q ≥ 1 can be

written on N in terms of the factors of µAB, D(A1 · · ·DAj)∂
N
v KAB, D(A1 · · ·DAj)∂

N̄
r K̄AB,

D(A1 · · ·DAj)∂
N
v φ, D(A1 · · ·DAj)∂

N̄
r φ, D(A1 · · ·DAj)βB, D(A1 · · ·DAj)R[µ]ABCD, and co-

variant quantities of the form ∇(α1 . . .∇αj)�φ, ∇(α1 . . .∇αj)Rµν so that the expression
has polynomial dependence on each of these quantities. To prove this statement, one
starts with the expression of �φ in GNCs:

�φ = 2∂r∂vφ+ µABDADBφ+K∂rφ+ K̄∂vφ+ βADAφ+ . . . (4.22)

where the ellipsis stands for terms vanishing at r = 0. Taking derivatives of this identity
and arguing inductively as in the proof of lemma 2.3 lets us eliminate all mixed r − v

derivatives of φ, in favour of the quantities listed above, establishing our claim.
The next step is to apply this result to F (defined in equation (3.32)) and use the

gravitational and scalar equations of motion (4.19)–(4.20) to eliminate the dependencies on
∇(α1 . . .∇αj)�φ and ∇(α1 . . .∇αj)Rµν . This yields the scalar-tensor version of lemma 4.1:
on-shell, F can be written as

F = F0 +
∑
n≥2

`nFn, with F0 = −KABK
AB − 1

2(∂vφ)2 (4.23)

where each Fn depends polynomially on µAB, D(A1 · · ·DAj)∂
N
v KAB, D(A1 · · ·DAj)∂

N̄
r K̄AB,

D(A1 · · ·DAj)∂
N
v φ, D(A1 · · ·DAj)∂

N̄
r φ, D(A1 · · ·DAj)βB, D(A1 · · ·DAj)R[µ]ABCD, ε[µ]A1...An−2

and dkV/dφk.
To obtain (4.21), one can argue inductively in n. At n = 0 (4.21) holds with X0AB,

P0, Y A
0 vanishing, Sv0 = sv, SA0 = sA and O2 = ∑

n≥2 `
nFn = O(`2). Next, we assume

that (4.21) is true for any n′ ≤ n−2 and argue that it must hold for n′ = n. This amounts
to showing that On can be brought to a form that has the same structure as the r.h.s.
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of (4.21). To do this, we first write On in terms of the quantities listed at the end of the
previous paragraph. By assumption, On must be O(`n) and it must take the form (tensor
indices are suppressed in the rest of the discussion)

On =
∑

k,k′,p,p′,
ψ,ψ′∈{µ,φ}

An,k,p,k′,p′,ψ,ψ′D
k∂pvψD

k′∂p
′
v ψ
′ +On+2 (4.24)

where p, p′ > 0 in all terms, i.e. On must contain at least two factors with quadratic boost
weight and these factors can only involve µ and φ. Now one can proceed as in the case of
vacuum gravity and perform a sequence of “integrations by parts” to produce terms that
are linear either in ∂vµ or in ∂vφ. This of course comes at the cost of boundary terms to
be absorbed in Y A

n , Svn or terms that can be absorbed into On+2. (The latter class of terms
may arise when a v-derivative is moved from one of the two positive boost weight factors
to the coefficients An,k,p,k′,p′,ψ,ψ′ . The reason for this is that these coefficients can depend
on Dmβ, Dm∂qrµ or Dm∂qrφ. When ∂v is relocated to act on such terms, the resulting
objects need to be expressed with the desired set of primitive factors and some covariant
components involving Rµν and �φ. However, the covariant components can be shifted
to higher order in ` by using the gravitational or scalar equations of motion.) Note in
particular that to determine the boundary terms to be added to Svn, one needs to use an
identity of the form (cf. equation (4.9))

∂v

 1
√
µ
∂v

√µAn,k,p,p′,ψ,ψ′ p′+p−3∑
j=1

ajD
k∂jvψ∂

p+p′−2−j
v ψ′

 = An,k,p,p′,ψ,ψ′D
k∂pvψ∂

p′
v ψ
′+ . . .

where ψ,ψ′ ∈ {µ, φ}, and the ellipsis stands for terms of the form An,k̄,p̄,k̄′,p̄′,ψ,ψ′D
k̄∂p̄vψ∂

p̄′
v ψ
′

with either (1) p̄+p̄′ < p+p′, p̄, p̄′ > 0, (2) p̄+p̄′ = p+p′, p̄ > 0, p̄′ = 1, or (3) p̄+p̄′ = p+p′,
p̄′ > 0, p̄ = 1. The coefficients aj in this identity are to be determined by solving the linear
system (4.12) (for any ψ,ψ′ ∈ {µ, φ}). In the end, this procedure lets us write

On =
∑
k,p>0,
ψ∈{µ,φ}

(
An,k,p,ψD

k∂pvψ∂vµ+Bn,k,p,ψD
k∂pvψ∂vφ

)

+∂v
[

1
√
µ
∂v (√µςvn)

]
+DAy

A
n +On+2. (4.25)

The quantities yAn , ςvn can be absorbed into Y A
n , Svn, and they have the same dependencies

on µ, φ and β as required by the proposition. The terms in the first line of the r.h.s.
of this equation can be dealt with by “completing the square” on KAB and ∂vφ, thereby
producing terms with definite signs and an error term that is higher order in ` and to be
absorbed into On+2, concluding the sketch of the proof of proposition 3.
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A Curvature components in Gaussian null coordinates

Below we provide the expressions for the curvature components in Gaussian null coordi-
nates. The metric is given by

g = 2dvdr − r2αdv2 − 2rβAdxAdv + µABdxAdxB . (A.1)

The nonzero components of the inverse metric are

grr = r2(α+ β2), grv = 1, grA = rβA, gAB = µAB (A.2)

where µAB is the inverse of µAB, βA ≡ µABβB and β2 ≡ βAβA. We introduce the following
variables

KAB ≡
1
2∂vhAB, K̄AB ≡

1
2∂rhAB . (A.3)

The nonzero Christoffel symbols are given by

Γrrv = −1
2∂r(r

2α)− 1
2rβ

A∂r(rβA)

ΓArv = −1
2µ

AB∂r(rβB)

ΓrrA = −1
2∂r(rβA) + rβBK̄AB

ΓArB = K̄A
B

Γvvv = 1
2∂r(r

2α)

Γrvv = −1
2r

2∂vα+ 1
2r

2(α+ β2)∂r(r2α)− r2βA
(
∂vβA + 1

2rDAα

)
ΓAvv = −1

2rβ
A∂r(r2α) + rµAB

(
−∂vβB + 1

2rDBα

)
ΓvvA = 1

2∂r(rβA)

ΓrvA = 1
2r

2(α+ β2)∂r(rβA)− 1
2r

2DAα− r2βBD[AβB] + rβBKAB

ΓAvB = 1
2rβ

A∂r(rβB) + rµACD[CβB] +KA
B

ΓvAB = −K̄AB
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ΓrAB = −r2
(
α+ β2

)
K̄AB − rD(AβB) −KAB

ΓCAB = Γ[µ]CAB − rβCK̄AB . (A.4)

Then the components of the Riemann tensor are as follows

Rrvrv = 1
4µ

AB∂r(rβA)∂r(rβB) + 1
2∂

2
r (r2α)

RrvrA = −1
2K̄A

B∂r(rβB) + 1
2∂

2
r (rβA)

RrvvA = 1
2∂v∂r(rβA) + 1

2KA
B∂r(rβB)− K̄A

Br∂vβB −
1
4rβ

B∂r(rβA)∂r(rβB) +

−1
2rµ

BC∂r(rβC)D[AβB] −
1
2DA∂r(r2α) + 1

2r
2K̄ABD

Bα+ 1
4rβ

BK̄AB ∂r(r2α)

RrArB = K̄A
CK̄BC − ∂rK̄AB

RrAvB = −∂vK̄AB +KA
CK̄BC + rβCK̄B[C∂r(rβA]) +

−rK̄B
CD[AβC] −

1
2DB∂r(rβA)− 1

4∂r(rβA)∂r(rβB)− 1
2K̄AB∂r(r2α)

RvAvB = −∂vKAB +KA
CKBC − 2rβCK̄A[B∂r(rβC])− 2rβCK̄B[A∂r(rβC])

+1
4r

2(α+ β2)∂r(rβA)∂r(rβB)− 1
2r

2∂r(rβ(A)DB)α+ r2βC∂r(rβ(A)DB)βC

+rKC(AD
CβB) − rKC(ADB)β

C − rD(B∂vβA) + 1
2r

2DBDAα

+1
2r

3K̄ABβ
CDCα−

1
2r

2βC∂r(rβ(A|)DCβ|B)

+µCDr2D[CβA]D[DβB] + 1
2KAB∂r(r2α) + 1

2r
2(α+ β2)K̄AB∂r(r2α) +

−1
2rD(AβB)∂r(r2α)− 1

2r
2K̄AB∂vα

RABvC = −2D[AKB]C + ∂r(rβ[A)KB]C + 2KD[AK̄B]Crβ
D + ∂r(rβ[A)K̄B]Cr

2(α+ β2)

+r2K̄C[ADB]α+ 1
2r∂r(rβ[A)DB]βC −

1
2rDCβ[A∂r(rβB])

+rDCD[AβB] + r2K̄C[Aβ
DDB]βD − r2βDK̄C[AD

DβB]

RABrC = 2D[BK̄A]C − 2rK̄D[AK̄B]Cβ
D − ∂r(rβ[A)K̄B]C

RABCD = R[µ]ABCD + 2KB[CK̄D]A + 2KA[DK̄C]B + 2r2(α+ β2)K̄A[DK̄C]B

+rK̄D[BDA]βC − rK̄C[BDA]βD + rK̄B[DDC]βA − rK̄A[DDC]βB .

The components of the Ricci tensor are given by the following expressions

Rvv = −µAB∂vKAB +KABK
AB − rK̄βA∂r(rβA) + 2rK̄ABβA∂r(rβB) +

−r3K̄ABβ
ADBα+ 1

2r
3K̄βADAα−

1
2r

2∂r(rβA)DAα+ r2βA∂r(rβB)DAβ
B +

−rDA∂vβA + rβADA∂r(r2α)− r2βA∂r(rβB)DBβA + 1
2r

2DADAα−
1
2r

2K̄∂vα+
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−r2D[AβB]D
BβA + 1

2K∂r(r
2α) + 1

2r
2(α+ β2)K̄∂r(r2α)− rβA∂v∂r(rβA) +

−r2K̄ABβ
AβB∂r(r2α)− 1

2rDAβ
A∂r(r2α) + 1

2r
2(α+ β2)∂2

r (r2α)

+1
2r

2(α+ β2)∂r(rβA)∂r(rβB)µAB − 1
2r

2βAβB∂r(rβA)∂r(rβB)

Rrv = −µAB∂vK̄AB +KABK̄AB −
1
2rK̄β

A∂r(rβA) + rK̄ABβA∂r(rβB)− 1
2∂

2
r (r2α) +

−1
2µ

AB∂r(rβA)∂r(rβB)− 1
2D

A∂r(rβA)− 1
2K̄∂r(r

2α)− 1
2rβ

A∂2
r (rβA)

Rrr = K̄ABK̄
AB − µAB∂rK̄AB

RrA = DBK̄A
B −DAK̄ −

1
2∂

2
r (rβA)− 1

2K̄∂r(rβA) + K̄A
B∂r(rβB) +

−rβB
(
2K̄A

CK̄BC − K̄ABK̄ − ∂rK̄AB

)
RvA = DBKA

B −DAK + 1
2∂v∂r(rβA) + 1

2K∂r(rβA)− rK̄A
B∂v(βB) +

−2r2∂r(rβ[A)K̄B]Cβ
BβC + 1

2rβ
B∂r(rβA)∂r(rβB) +

−r2(α+ β2)K̄A
C∂r(rβC)− r2K̄βBD[AβB] + r∂r(rβ[A)DB]β

B

+2r2K̄C[Aβ
BDCβB] − 2r2K̄C[Aβ

BDB]β
C − 2rKA

CK̄BCβ
B + rKABK̄β

B +

−1
2DA∂r(r2α) + rDBD[AβB] + r2K̄ABD

Bα− 1
2r

2K̄DAα

+rβB
(
DB∂r(rβA)− 1

2DA∂r(rβB)
)

+ rK̄ABβ
B∂r(r2α)

+1
2r

2(α+ β2)
(
∂2
r (rβA) + K̄∂r(rβA)

)
+ rβB∂vK̄AB

RAB = R[µ]AB − 2∂vK̄AB −KK̄AB + 4K(A
CK̄B)C −KABK̄

+r2(α+ β2)
(
2K̄A

CK̄BC − K̄ABK̄∂rK̄AB

)
− 4r2K̄C(AK̄B)Dβ

CβD

+2r∂r(rβ(A)K̄B)Cβ
C − 2rK̄ABβ

C∂r(rβC)− K̄AB∂r(r2α)

+2rβCD[AK̄C]B + 2rβCD[BK̄C]A + rK̄D(BβA) +

−D(B∂r(rβA))−
1
2∂r(rβA)∂r(rβB)− rK̄ABDCβ

C + 2rK̄C(AD
CβB) .

A.1 Expressions on N

The nonzero Christoffel symbols on N are given by

ΓrrA = −ΓvvA = µABΓBrv = −1
2βA

µACΓCvB = −ΓrAB = KAB

µACΓCrB = −ΓvAB = K̄AB

ΓCAB = Γ[µ]CAB . (A.5)
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The Riemann components on N simplify as follows

Rrvrv = 1
4β

2 + α

RrvrA = −1
2K̄A

BβB + ∂rβA

RrvvA = 1
2∂vβA + 1

2KA
BβB

RrArB = K̄A
CK̄BC − ∂rK̄AB

RrAvB = −∂vK̄AB +KA
CK̄BC −

1
2DBβA −

1
4βAβB

RvAvB = −∂vKAB +KA
CKBC

RABvC = −2D[AKB]C + β[AKB]C

RABrC = 2D[BK̄A]C − β[AK̄B]C

RABCD = R[µ]ABCD + 2KB[CK̄D]A + 2KA[DK̄C]B .

The components of the Ricci tensor on N are given by

Rvv = −µAB∂vKAB +KABK
AB

Rrv = −µAB∂vK̄AB +KABK̄AB − α−
1
2µ

ABβAβB −
1
2D

AβA

Rrr = K̄ABK̄
AB − µAB∂rK̄AB

RrA = −∂rβA + 1
2β

BK̄AB +
(
DB + 1

2βB
)
K̄A

B −
(
DA + 1

2βA
)
K̄

RvA = 1
2∂vβA + 1

2KA
BβB +

(
DB −

1
2βB

)
KA

B −
(
DA −

1
2βA

)
K

RAB = R[µ]AB − 2∂vK̄AB −KK̄AB + 4K(A
CK̄B)C −KABK̄ +

−D(BβA) −
1
2βAβB .
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