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1 Introduction

Understanding the behavior of non-abelian gauge theories at finite temperature and density

is one of those classic problems that has intrigued physicists over the years. The problem

is more challenging at strong coupling because the conventional perturbative field theory

methods are markedly inadequate at strong coupling. In recent years, the strong-coupling

physics has become even more relevant owing to the continued experimental explorations

at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC).

Apart from possible applications, understanding the behavior of gauge theories at finite

temperature and chemical potential can provide useful insight into their dynamics.

With the emergence of holography [1, 2], it has become clear that there is a remarkable

connection between two of the cornerstones of theoretical physics: gauge theory and quan-

tum gravity. The Anti-de-Sitter/Conformal Field Theory (AdS/CFT) correspondence [2–5]

has been famously successful at providing a concrete realization of the idea of holography,

leading to theoretical control over a large class of strongly interacting quantum field theo-

ries. The AdS/CFT correspondence greatly simplifies the computations of observables of

certain strongly coupled large-N gauge theories in d-dimensions by translating them into

classical gravity computations in (d+ 1)-dimensions.

Entanglement entropy is an important concept in quantum information theory which

measures the quantum entanglement between two sub-systems of a given system. Entan-

glement entropy has been used extensively in quantum field theories and quantum many

body systems as a useful tool to characterize states of matter with long range correlations.

For strongly coupled large-N gauge theories with holographic duals, there is an elegant

proposal by Ryu and Takayanagi for computing entanglement entropy: entanglement en-

tropy associated to a region A is given by the area of the bulk extremal surface anchored

on the boundary of A [6]. This simple yet powerful proposal does satisfy several non-trivial

relations [7, 8] obeyed by entanglement entropy. In recent years, the Ryu-Takayanagi

formula has been used extensively to analytically study entanglement entropy in various

holographic setups [9–18]. In this article, our goal is to understand the behavior of entan-

glement entropy at finite temperature and chemical potential for strongly coupled large-N

gauge theories in d-dimensions (d ≥ 3) that are dual to AdS-Reissner-Nordström geome-

tries (AdS-RN) in (d+ 1)−dimensions. In order to achieve that we will develop systematic

expansions using the Ryu-Takayanagi formula, leading to analytic expressions for entangle-

ment entropy in different regimes. Beyond possible applications, the study of entanglement

entropy at finite temperature and chemical potential using the AdS/CFT correspondence
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is an interesting problem on its own right and it can provide new insight into the nature

of quantum entanglement at strong coupling.

The AdS/CFT correspondence bestows another side to the problem which is even more

intriguing. The AdS/CFT correspondence has tempted us with its potentiality of address-

ing the questions of quantum gravity by translating them into gauge theory language. In

recent years, a great deal of attention has been focused on understanding how the grav-

itational degrees of freedom emerges from quantum entanglement [20–22]. For that it is

crucial to identify the specific locations of the ‘bulk’ gravity theory that contribute most

significantly to the entanglement entropy of the ‘boundary’ field theory at different limits.

For example, at high temperature (and/or chemical potential), we will show that the most

dominant contribution to the entanglement entropy comes from the near horizon part of

the bulk geometry and hence, to learn about the physics in the vicinity of the horizon, an

analytic understanding of the holographic entanglement entropy will be very useful.

For quantum field theories at finite temperature and chemical potential, entangle-

ment entropy associated with a region of size ` can be used to explore different regimes

that are controlled by different physics: (a) quantum (µ` � 1, T ` � 1), (b) thermal

(µ` � 1, T ` � 1), (c) chemical potential dominated (µ` � 1, T ` � 1) and (d) hydrody-

namic (µ`� 1, T `� 1). For holographic theories, we will extend the analytic techniques

developed in [9] to explore the behavior of entanglement entropy in all these regimes.1 We

will show that for holographic theories it is more convenient to label the state of the field

theory in terms of an effective temperature Teff(µ, T ) and a dimensionless energy parameter

ε(µ, T ). The effective temperature Teff is defined such that the entropy density of the system

goes as s ∼ Teff
d−1 and hence Teff counts the number of microstates of the system for a par-

ticular temperature and chemical potential.2 Whereas, the energy density is proportional to

the energy parameter ε ∼ O(1) for all the macrostates of the system with the same number

of microstates. A reasonable expectation is that Teff will play a crucial role in determining

the behavior of entanglement entropy in different regimes (see figure 1). We will confirm

this guess by performing some explicit calculations. In particular, at low effective temper-

ature, i.e. Teff � 1/`, the extremal surface is restricted to be near the boundary region

and hence the most dominant contribution to the entanglement entropy comes from the

AdS-boundary. This leading contribution is just the entanglement due to vacuum quantum

fluctuations. The corrections terms are due to the deviation of the bulk geometry from pure

AdS. At low effective temperature, these corrections are small and can be computed pertur-

batively. On the other hand, at high effective temperature, i.e. Teff � 1/l, the contributions

of finite temperature and/or chemical potential to the entanglement entropy become more

and more significant and in the dual gravity theory the extremal surface associated with

the entangling region approaches the horizon exponentially fast but always stays at a finite

1Recently, holographic entanglement entropy at finite temperature and chemical potential for (2 +

1)−dimensional boundary theory has been studied in [18]. Entanglement entropy at finite temperature

and chemical potential was also studied in the context of holographic superconductors in [19].
2We would like to stress that Teff is not the entanglement temperature. Teff is an effective temperature

that interpolates between Teff ∝ T and Teff ∝ µ as one goes from µ/T � 1 to µ/T � 1. We will discuss

this in more details in the next section.
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Figure 1. For quantum field theories at finite temperature and chemical potential, the behavior

of entanglement entropy associated with a region of size ` is controlled by different physics in

different regimes, as shown in the left hand side figure. We show that for theories with holographic

dual descriptions, effective temperature Teff completely determines the behavior of entanglement

entropy and hence it is sufficient to consider (i) high effective temperature regime and (ii) low

effective temperature regime, as shown in the right hand side figure.

distance above the horizon [9, 23].3 At high effective temperature, the extremal surface

tends to wrap a part of the horizon and the leading finite contribution to the entanglement

entropy comes from the near horizon region of the bulk and it is just the thermodynamic en-

tropy. Whereas the full bulk geometry contributes to the sub-leading terms which actually

measure quantum entanglement between the region and its surroundings and hence these

sub-leading terms contain far more interesting information about these gauge theories.

In quantum information theory, an important quantity derived from entanglement en-

tropy is mutual information. Mutual information between two disjoint sub-systems A and

B is defined as I(A,B) = SA + SB − SA∪B, where SA, SB and SA∪B denote entanglement

entropy of the region A, B and A ∪ B respectively with the rest of the system. Entangle-

ment entropy of a spatial region in a local field theory is UV-divergent. Only local physics

contributes to the UV-divergent piece, whereas the finite part contains information about

the long range entanglement. Mutual information is a more useful quantity because it

has several advantages over entanglement entropy. It is (i) UV-finite, (ii) positive semi-

definite and (iii) a measure of the total correlation between the two sub-systems: including

both classical and quantum correlations [24]. We will use our analytic results of entan-

glement entropy to compute mutual information between two disjoint regions in different

regimes of interest. At high effective temperature, entanglement entropy is dominated by

the thermodynamic entropy [25]. It was pointed out in [26], that at finite temperature

mutual information subtracts out the thermal part of the entanglement entropy and sat-

isfies an area law. We will show that the same is true even in the presence of chemical

potential and hence mutual information indeed measures the actual quantum entangle-

ment between two sub-regions. It is also known that mutual information undergoes an

entanglement/disentanglement “phase-transition” for large N gauge theories which have

holographic dual descriptions [8, 25–28]. We will show that at finite chemical potential

3At T = 0 but finite µ, the AdS-RN becomes extremal and in this case the extremal surface approaches

the horizon only at a power law rate in the limit µ`� 1 (see appendix C).
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mutual information undergoes an entanglement/disentanglement transition reminiscent to

the phase transition at finite temperature but zero chemical potential. Our results clearly

demonstrates that the quantum entanglement between two sub-regions decreases with in-

creasing effective temperature. This implies that, at a fixed temperature, entanglement

decreases with increasing chemical potential.

The rest of the paper is organized as follows. In section 2 we start with a brief review of

holographic gauge theories at finite temperature and chemical potential and introduce effec-

tive temperature. In section 3, we develop a systematic expansion for entanglement entropy

at high and low effective temperature. Then using that expansion we examine the behavior

of entanglement entropy in different regimes in section 4. In section 5, we use the results of

the previous section to obtain analytic expressions for mutual information. In this section,

we also study the entanglement/disentanglement phase transition of mutual information in

the presence of chemical potential. Then we conclude in section 6 with future directions.

2 Gauge theories at finite temperature and chemical potential

In this paper, we will consider strongly coupled large-N gauge theories in d−dimensions

that are dual to AdSd+1 with d ≥ 3. Furthermore, we also want an additional global U(1)

symmetry which is very common in condensed matter systems. The AdS/CFT correspon-

dence has taught us that a global U(1) symmetry can be introduced in the boundary field

theory by adding a Maxwell field to the bulk spacetime. The physics at finite temperature

and chemical potential (corresponding to the global U(1)) is described by the AdS-RNd+1

black hole solutions.

Consider the (d+ 1)−dimensional Einstein-Hilbert action wth a negative cosmological

constant coupled to a Maxwell field,

S =
1

8πG
(d+1)
N

(
1

2

∫
dd+1x

√
−g (R− 2Λ)− 1

4

∫
dd+1x

√
−gFµνFµν

)
, (2.1)

with Λ = −d(d−1)
2L2 . The above action gives the following equations of motion

Rµν −
1

2
(R− 2Λ) gµν = gαρFρµFαν −

1

4
gµν

(
FαβFαβ

)
, (2.2)

∂ρ
[√
−ggµρgνσFµν

]
= 0 . (2.3)

2.1 Equilibrium solutions: AdS-RN

There is a family of two-parameter black hole solutions of (2.2)–(2.3) known as the AdS-

Reissner-Nordström black holes [29–31]. For d ≥ 3 the solutions are:

ds2 =
L2

z2

(
−f(z)dt2 +

dz2

f(z)
+ d~x2

)
,

f(z) = 1−Mzd +
(d− 2)Q2

(d− 1)L2
z2(d−1) , (2.4)

At = Q(zd−2
H − zd−2) ,
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where M is the mass of the black hole and Q is the charge. Here, zH denotes the location

of the horizon which is given by the smallest real root of f(z) = 0. The dual theory is a

CFT that lives in d spacetime dimensions and is characterized by a density matrix in the

grand canonical ensemble, ρ = e−β(H−µq), where q is the total charge. From the point of

view of the boundary, having a non-zero electric field in the bulk corresponds to having a

chemical potential which, for d ≥ 3, is given by

µ ≡ 1

L
lim
z→0

At(z) =
Q

L
zd−2
H . (2.5)

In this paper, we will only consider field theories that live in spacetime dimensions d ≥
3. The temperature of the dual field theory can be identified as the Hawking temperature

of the black hole. For d ≥ 3 we have

T = − 1

4π

d

dz
f(z)

∣∣∣∣
zH

=
d

4πzH

(
1−

(d− 2)2Q2z
2(d−1)
H

d(d− 1)L2

)
. (2.6)

It is clear that, for Q2 = d(d−1)L2/(d−2)2z
2(d−1)
H , the black hole is extremal and the dual

field theory is then at zero temperature but with finite chemical potential. This solution

can be written as follows:

f(z) = 1− 2(d− 1)

d− 2

(
z

zH

)d
+

d

d− 2

(
z

zH

)2(d−1)

, (2.7)

with

µ =
1

zH

√
d(d− 1)

(d− 2)2
. (2.8)

2.2 Effective temperature

It is useful to write down the metric (2.4) in the following form

f(z) = 1− ε
(
z

zH

)d
+ (ε− 1)

(
z

zH

)2(d−1)

. (2.9)

Chemical potential and temperature are now given by

µ =
1

zH

√
(d− 1)

(d− 2)
(ε− 1) , T =

2(d− 1)− (d− 2)ε

4πzH
. (2.10)

In this parametrization, it can be easily shown that 1 ≥ ε ≥ 2(d−1)
d−2 and

ε(T, µ) = a− 2b

1 +

√
1 + d2

2π2ab

(
µ2

T 2

) , (2.11)

where a and b depend only on spacetime dimensions

a =
2(d− 1)

d− 2
, b =

d

d− 2
. (2.12)

– 5 –
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Note that a− b = 1. We will also define an effective temperature Teff(T, µ), which will play

a crucial role

Teff(T, µ) ≡ d

4πzH
=
T

2

[
1 +

√
1 +

d2

2π2ab

(
µ2

T 2

)]
. (2.13)

Before we proceed, let us make some comments on the physical importance of these two

parameters: Teff and ε. We will show later that the entropy density of the system goes as

s ∼ Teff
d−1 and hence Teff counts the number of microstates of the system for a particular

temperature and chemical potential. It is also very reasonable to expect that Teff will play

a crucial role in determining the behavior of entanglement entropy in different regimes. On

the other hand, ε ∼ O(1) is a dimensionless quantity which measures the energy of the

system. More precisely, we will show that for all the macrostates of the system with the

same number of microstates, the energy density is proportional to ε. Also note that both Teff

and ε are monotonically increasing functions of µ/T . Let us now note some special cases:

• Zero temperature and chemical potential: this is the special case zH →∞.

• Finite temperature and zero chemical potential: this corresponds to the case ε = 1

and

T = Teff =
d

4πzH
. (2.14)

• Zero temperature and finite chemical potential: this corresponds to the case ε = a

with

µ =

√
d(d− 1)

(d− 2)zH
, Teff =

µd(d− 2)

2π
√

2d(d− 1)
. (2.15)

More generally, from (2.13) it follows that Teff interpolates between Teff ∝ T and Teff ∝ µ

as one goes from µ/T � 1 to µ/T � 1. Specifically, for µ/T � 1 we have

Teff = T

[
1 +

d2

8π2ab

(
µ2

T 2

)
+O

(
µ4

T 4

)]
. (2.16)

In the opposite limit µ/T � 1 we find

Teff =
d− 2

4π

√
2b

a
µ

[
1 +

2π

d− 2

√
a

2b

(
T

µ

)
+O

(
T 2

µ2

)]
. (2.17)

2.3 Stress-energy tensor

Any asymptotically AdS metric can be written in the Fefferman-Graham form [32]

ds2 =
L2

z2

(
gµν(z, x)dxµdxν + dz2

)
. (2.18)

The function gµν(z, x) encodes data dual to the CFT metric ds2 = gµν(0, x)dxµdxν and

the expectation value of the CFT stress-energy tensor Tµν(x). More specifically, in terms

of the near-boundary expansion

gµν(z, x) = gµν(x) + z2g(2)
µν (x) + . . .+ zdg(d)

µν (x) + zd log(z2)h(d)
µν (x) + . . . , (2.19)

– 6 –
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the standard GKPW prescription for correlation functions [3, 4] after appropriate holo-

graphic renormalization leads to [33–35]

〈Tµν(x)〉 =
dLd−1

16πG
(d+1)
N

(
g(d)
µν (x) +X(d)

µν (x)
)
, (2.20)

where X
(d)
µν = 0 ∀ odd d and4

X(2)
µν = −gµνg(2)α

α , (2.21)

X(4)
µν = −1

8
gµν

[(
g(2)α
α

)2
− g(2)β

α g
(2)α
β

]
− 1

2
g(2)α
µ g(2)

αν +
1

4
g(2)
µν g

(2)α
α ,

and X
(2d)
µν for d ≥ 3 given by similar expressions that we will not transcribe here. In (2.21)

the indices of the tensors g
(n)
µν (x) are raised with the inverse boundary metric gµν(x).

In order to obtain the stress-energy tensor from the AdS-RNd+1 metric (2.4) we have

to write it in the Fefferman-Graham form (2.18). This can be done perturbatively in a

near-boundary expansion. Specifically, after the coordinate transformation

z = z̃

(
1− εz̃d

2dzdH
+O(z̃2(d−1))

)
, (2.22)

we arrive at

ds2 =
L2

z̃2

[
(ηµν + τµν z̃

d +O(z̃2d−1))dxµdxν + dz̃2
]
, (2.23)

where

τ00 =
(d− 1)ε

dzdH
, τii =

ε

dzdH
. (2.24)

From here it follows that the stress-energy tensor for d-dimensional boundary theory dual

to AdS-RNd+1 is given by:

〈T00〉 ≡ E =
Ld−1(d− 1)

16πG
(d+1)
N

(
4πTeff

d

)d
ε , (2.25)

〈Tii〉 ≡ P =
Ld−1

16πG
(d+1)
N

(
4πTeff

d

)d
ε . (2.26)

In particular, notice that the energy density and pressure satisfy E = (d− 1)P making the

stress tensor traceless, as expected for a CFT. As mentioned earlier, for all the macrostates

of the system with the same Teff, i.e., the same number of microstates, the energy density

is proportional to ε. Also note that since both Teff and ε are monotonically increasing

functions of µ/T , energy density and pressure of the system at a fixed T increase with

increasing chemical potential.

4This is a reflection of the fact that there are no gravitational conformal anomalies in odd boundary

dimensions.
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2.4 Thermodynamics

We can also compute the various other thermodynamic quantities in terms of T and Teff.

The entropy density of the dual CFT can be computed from the Bekenstein-Hawking

formula for black hole entropy SBH = A/4G
(d+1)
N , where A is the area of the horizon. The

horizon lies at z = zH and t = constant slice, and has an ‘area’ of

A =

∫
dd−1x

√
g =

Ld−1

zd−1
H

Vol(Rd−1) , (2.27)

where Vol(Rd−1) =
∫
dd−1x is the (infinite) volume spanned in the ~x-directions. Thus, the

entropy density is given by

s =
Ld−1

4G
(d+1)
N

(
4πTeff

d

)d−1

. (2.28)

Therefore, Teff indeed counts the number of microstates of the system for a particular

temperature and chemical potential. Also note that the entropy for these holographic

systems is non-zero even for T = 0, which suggests that the ground state is degenerate.5

Similarly, the chemical potential and charge density are given by:

µ =

√
(d− 1)

(d− 2)
(ε− 1)

(
4πTeff

d

)
, (2.29)

and

ρ =
Ld−1(d− 2)

8πG
(d+1)
N

√
(d− 1)

(d− 2)
(ε− 1)

(
4πTeff

d

)d−1

, (2.30)

respectively. Together, they satisfy the first law of thermodynamics:

dE = Tds+ µdρ . (2.31)

Also note that charge density can be written in terms of only chemical potential and the

effective temperature: ρ ∼ µTeff
d−2.

3 Holographic entanglement entropy

We are interested in computing entanglement entropy in the boundary field theory. The

state of the system is completely specified by its density matrix ρ, a self-adjoint, positive

semi-definite, trace class operator. Let us now imagine an entangling surface that divides

the entire system in two subsystems, A and its complement B, (see figure 2) so that the

total Hilbert space factorizes as Htotal = HA⊗HB. The entanglement entropy of the region

A is defined as the von Neuman entropy,

SA = −trA ρA log ρA . (3.1)

5One can argue that this state shouldn’t be the true ground state. For instance, there are electron star

solutions that are actually favored (less free energy) than the extremal black holes. This issue of finite

entropy at T = 0 has also been discussed in [36, 37].
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A

B

Figure 2. The total system is divided into two subsystems A and B; the entanglement entropy

measures the amount of information loss because of tracing over the degrees of freedom of B.

A

`

`⊥

ΓA

Boundary

Bulk

Figure 3. A schematic diagram of the holographic prescription of the entanglement entropy.

Here, ρA is the reduced density matrix, obtained by tracing over the degrees of freedom

of B: ρA = trB ρ. Entanglement entropy is a highly non-local quantity and hence it could

in principle measure quantum correlations which are not accessible to other observables

constructed from any subset of local operators.

In the context of the AdS/CFT correpondence, Ryu and Takayanagi [6] proposed the

following elegant prescription to compute entanglement entropy of a region A:

SA =
1

4G
(d+1)
N

min [Area (ΓA)] , (3.2)

where GN is the bulk Newton’s constant, and ΓA is a (d−1)-dimensional surface such that

∂ΓA = ∂A (see figure 3 for a schematic representation).

We will compute the entanglement entropy in the boundary theory for an infinite

rectangular strip specified by

x ≡ x1 ∈
[
− `

2
,
`

2

]
, xi ∈

[
−`⊥

2
,
`⊥
2

]
, i = 2, . . . , d− 2 (3.3)

with `⊥ →∞. The extremal surface ΓA is invariant under translations in xi, i = 2, . . . , d−2

and hence without loss of generality, we can parameterize it with a single function z(x)
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Figure 4. For quantum field theories at finite temperature and chemical potential, the behavior of

entanglement entropy associated with a region of size ` is controlled by different physics in different

regimes: (i) quantum, (ii) thermal, (iii) chemical potential dominated and (iv) hydrodynamic.

and boundary conditions

z(±`/2) = ε , (3.4)

where ε is a radial UV cutoff.

3.1 Regimes of interest

Before proceeding further, let us elaborate on the physical interpretation of the regimes

that we will consider. In general, we have two independent parameters that determine the

state of the CFT, the temperature T and the chemical potential µ. In addition, we have

another variable that we can tune: the size of the entangling region `.

From these three parameters {T, µ, `} it is possible to construct two dimensionless

quantities, for which we have a number of possibilities. The first parameter we will con-

sider is T`. This variable is rather intuitive, since it measures the strength of thermal

fluctuations. Two regimes T` � 1 and T` � 1 are distinct and the behavior of entangle-

ment entropy depends on the nature of the the relevant excitations, thermal or quantum

mechanical, respectively.

For the second parameter we will use µ`. If µ`� 1, the subregion we are focusing on is

too small to be affected by the presence of chemical potential. In that case, the dominant

contribution to entanglement entropy comes from vacuum fluctuations for T` � 1 and

from thermal fluctuations for T` � 1. For, µ` � 1, chemical potential plays a significant

role since the subsystem is large in comparison to 1/µ. If µ`� 1 and T`� 1, the physics

is entirely controlled by chemical potential. Whereas in the limit µ`� 1 and T`� 1, the

system exhibits a hydrodynamic regime where entanglement entropy is dominated by the

thermodynamic entropy. Thus, in total we have four possible regimes (see figure 4), which

are summarized in the table 1 below.
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µ` \ T` T`� 1 T`� 1

µ`� 1 Quantum Thermal

µ`� 1 Chemical potential dominated Hydrodynamic

Table 1. Regimes of interest for the entanglement entropy computation.

For holographic theories, Teff is the most relevant scale of the theory and Teff completely

determines the behavior of entanglement entropy. Hence, it is sufficient to only consider (i)

high effective temperature regime and (ii) low effective temperature regime, a fact that will

be very useful below. It is known that for holographic theories even the µ/T → ∞ limit

exhibits a hydrodynamic regime when the frequency and momentum of the excitations are

small in comparison to the chemical potential (see for instance [38–40]). We will show that

the same is true when µ`� 1 even at zero temperature. This is a consequence of the fact

that µ`� 1 corresponds to Teff`� 1.

3.2 Entanglement entropy expansion for d ≥ 3

Having established the regimes of interest, let us now write down the area functional for

the rectangular infinite strip6

A = 2`d−2
⊥

∫ `/2

0

dx

zd−1

√
1 +

z′2

f(z)
, (3.5)

and the corresponding equation of motion reduces to

1 +
z′2

f(z)
=
(z∗
z

)2(d−1)
, (3.6)

where, z∗ is an integral of motion and z = z∗ represents the point of closest approach

of the extremal surface. Each extremal surface has two branches, joined smoothly at

(z = z∗, x = 0) and z∗ can be determined from the boundary conditions (3.4). Now

plugging (3.6) back into (3.5) we get the area of the extremal surface

A = 2`d−2
⊥ zd−1

∗

∫ `/2

0

dx

z(x)2(d−1)
= 2`d−2

⊥ zd−1
∗

∫ z∗

ε

dz

zd−1

√
f(z)[z

2(d−1)
∗ − z2(d−1)]

, (3.7)

with z(x) is a solution of (3.6). The cutoff scale ε � z∗ is necessary to render the inte-

gral (3.7) finite. On the other hand, the relation between z∗ and ` can be obtained from

`

2
=

∫ z∗

0

dz√
f(z)[(z∗/z)2(d−1) − 1]

. (3.8)

The last equation can be written in the following way as a double sum

` =
z∗

d− 1

∞∑
n=0

n∑
k=0

Γ
[

1
2 + n

]
Γ
[
d(n+k+1)−2k

2(d−1)

]
εn−k(1− ε)k

Γ[1 + n− k]Γ[k + 1]Γ
[
d(n+k+2)−2k−1

2(d−1)

] ( z∗
zH

)nd+k(d−2)

. (3.9)

6We will set the AdS radius L = 1. We will restore L in the final results by dimensional analysis.
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And similarly, one can show that

A =
2

d− 2

(
`⊥
ε

)d−2

+ 2
`d−2
⊥
zd−2
∗

 √πΓ
(
− d−2

2(d−1)

)
2(d− 1)Γ

(
1

2(d−1)

)
 (3.10)

+
`d−2
⊥

(d− 1)zd−2
∗

 ∞∑
n=1

n∑
k=0

Γ
[

1
2 + n

]
Γ
[
d(n+k−1)−2k+2

2(d−1)

]
εn−k(1− ε)k

Γ[1 + n− k]Γ[k + 1]Γ
[
d(n+k)−2k+1

2(d−1)

] (
z∗
zH

)nd+k(d−2)
 .

The rest of the procedure, in principle, is simple. We have to solve equation (3.9) for z∗
and then we can calculate the area by using equation (3.10). Then, entanglement entropy

of a rectangular strip can be computed using the relation (3.2). In practice, however this

procedure can be performed exactly only at zero temperature and chemical potential.

3.3 Zero temperature and chemical potential

This case can be solved exactly. At zero temperature and chemical potential f(z) = 1 and

one can integrate (3.6), to obtain

x(z) =
`

2
− z∗
d

(
z

z∗

)d
2F1

[
1

2
,

1

2
+

1

2(d− 1)
;

3

2
+

1

2(d− 1)
;

(
z

z∗

)2(d−1)
]
. (3.11)

Imposing x(z∗) = 0 in the above, one finds

`

2
=

√
πΓ(1

2 + 1
2(d−1))

Γ( 1
2(d−1))

z∗ . (3.12)

Finally, for d ≥ 3 the area of the extremal surfaces read

A =
2`d−2
⊥

d− 2

 1

εd−2
− 1

`d−2

(√
πΓ(1

2 + 1
2(d−1))

Γ( 1
2(d−1))

)d−1
+ . . . , (3.13)

where the dots are terms that vanish in the limit ε → 0. Therefore the entanglement

entropy of the rectangular strip for the boundary theory is given by,

SA =
Ld−1

4G
(d+1)
N

(
2

d− 2

)`d−2
⊥
εd−2

−
`d−2
⊥
`d−2

(√
πΓ(1

2 + 1
2(d−1))

Γ( 1
2(d−1))

)d−1
 . (3.14)

3.4 Low effective temperature regime

Now we will use the series expansions (3.9) and (3.10) to study extremal surfaces which

are restricted to be near the boundary region i.e. z∗ � zH (see figure 6). The leading

contributions to the area come from the AdS boundary and hence we should expect the

zero temperature entanglement entropy as the dominant term. The effect of deviation

of the bulk geometry from pure AdS is small and can be computed perturbatively. The
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equation (3.9) can be solved for z∗ and at first order in (`/zH)d, we obtain

z∗ =
` Γ
[

1
2(d−1)

]
2
√
πΓ
[

d
2(d−1)

]
1− 1

2(d+ 1)

2
1

d−1
−dΓ

(
1 + 1

2(d−1)

)
Γ
(

1
2(d−1)

)d+1

π
d+1

2 Γ
(

1
2 + 1

d−1

)
Γ
(

d
2(d−1)

)d ε

(
`

zH

)d

+O
(
`

zH

)2(d−1)
]
. (3.15)

Now using equation (3.10), at first order in (`/zH)d, we get

A =
2`d−2
⊥

d− 2

1

εd−2
+ S0

(
`⊥
`

)d−2
[

1 + εS1

(
4πTeff`

d

)d
+O

(
4πTeff`

d

)2(d−1)
]
. (3.16)

Note that ε ∼ O(1) and numerical constants S0 and S1 are given by (A.2)–(A.3). This result

can be used to compute the corrections to the entanglement entropy at finite temperature

and chemical potential when Teff`� 1 (see figure 5), yielding

SA =
Ld−1

4G
(d+1)
N

[
2`d−2
⊥

d− 2

1

εd−2
+ S0

(
`⊥
`

)d−2
{

1 + εS1

(
4πTeff`

d

)d
+O

(
4πTeff`

d

)2(d−1)
}]

.

(3.17)

Let us now comment on the above result. First of all entanglement entropy increases

with increasing effective temperature. The leading correction term is ∼ εT d which is

expected from entanglement thermodynamics. Over the last several years thermodynamics

of entanglement entropy has attracted a lot of attention [41, 43]. Variance of entanglement

entropy, ∆SA and variance of energy ∆EA obey a relation which is similar to the first

law of thermodynamics ∆EA = Tent∆SA where, ∆EA = EVA, and Tent is the so called

“entanglement temperature”. For small intervals, Tent is universal, in the sense that it

does not depend on the details of the excitations [41].7 From equation (3.17), we can write

∆SA ≈
Ld−1

4G
(d+1)
N

S0S1ε

(
`⊥
`

)d−2(4πTeff`

d

)d
. (3.18)

Similarly from equation (2.25), we obtain

∆EA =
Ld−1(d− 1)`d−2

⊥ `

16πG
(d+1)
N

(
4πTeff

d

)d
ε (3.19)

which lead us to

Tent =
(d− 1)

4πS0S1

1

`
, (3.20)

which is independent of both T and µ.

Note that the series expansions (3.9) and (3.10) can be used to calculate correction

terms at any order. For example, the sub-sub-leading term goes as ∼ (ε − 1)(Teff`)
2(d−1).

This term is absent for purely thermal case for which ε = 1. In that case, the sub-sub-

leading term is ∼ (T`)2d.

7Corrections to the entanglement temperature from second order excitations, as shown in [42], are non-

universal.
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Figure 5. For holographic theories, Teff completely determines the behavior of entanglement

entropy and it is sufficient to only consider (i) high effective temperature regime and (ii) low

effective temperature regime.

3.5 High effective temperature regime

Let us now consider the limit z∗ ∼ zH . In this limit extremal surfaces tend to wrap a

part of the horizon and the leading contribution comes from this near horizon part of the

surface. It is not very difficult to find out the asymptotic behavior of the extremal surfaces.

However, it is more difficult to use the systematic expansions (3.9)–(3.10) directly because

z∗/zH ∼ 1. Instead one should expand around z∗/zH = 1. It is easy to check that both `

and A diverge in the limit z∗ → zH .8 Let us first compute the quantity

A−
`d−2
⊥ `

zd−1
∗

= 2`d−2
⊥

∫ z∗

ε

dz√
f(z)[z

2(d−1)
∗ − z2(d−1)]

(
zd−1
∗
zd−1

− zd−1

zd−1
∗

)

= 2`d−2
⊥

∫ z∗

ε

dz

√
[z

2(d−1)
∗ − z2(d−1)]

zd−1
∗ zd−1

√
f(z)

. (3.21)

Now one can show that the last integral does not diverge in the limit z∗ → zH (only

divergence comes from the boundary z = ε). From the last equation we can write

A−
`d−2
⊥ `

zd−1
∗

=
2

d− 2

(
`⊥
ε

)d−2

+ 2
`d−2
⊥
zd−2
∗

 √πΓ
(
− d−2

2(d−1)

)
2(d− 1)Γ

(
1

2(d−1)

)


+ 2`d−2
⊥

∫ z∗

0

dz
√

[z
2(d−1)
∗ − z2(d−1)]

zd−1
∗ zd−1

√
f(z)

− zd−1
∗ dz

zd−1

√
[z

2(d−1)
∗ − z2(d−1)]

 . (3.22)

8This divergence is different from the UV-divergence of the area A.
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In the limit z∗ → zH , we obtain

A ≈ 2

d− 2

(
`⊥
ε

)d−2

+
`d−2
⊥ `

zd−1
H

+
`d−2
⊥
zd−2
H

N(ε) , (3.23)

where N(ε) is given by

N(ε) = 2

 √πΓ
(
− d−2

2(d−1)

)
2(d− 1)Γ

(
1

2(d−1)

)
+ 2

∫ 1

0
dx

( √
1− x2(d−1)

xd−1
√
f(zHx)

− 1

xd−1
√

1− x2(d−1)

)
.

(3.24)

This result is going to be very useful for computing the entanglement entropy when the

effective temperature Teff of the system is very high compare to 1/`. At high effective

temperature, the contributions of finite temperature and/or chemical potential to the en-

tanglement entropy become more and more significant and in the dual gravity theory the

extremal surface associated with the entangling region approaches the horizon exponen-

tially fast9 but it always stays finite distance above the horizon (see figure 6). Therefore,

entanglement entropy for Teff`� 1 (see figure 5) is given by,

SA ≈
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+ V

(
4πTeff

d

)d−1{
1 +

(
d

4πTeff`

)
N(ε)

}]
. (3.25)

The higher order corrections to the above results can be easily calculated by extending this

procedure in a manner similar to the purely thermal case [9].

4 Entanglement entropy in different regimes

In this section we will use the results (3.17) and (3.25) to derive analytic expressions for en-

tanglement entropy in different regimes of interest. Before we proceed, let us schematically

show the regions in the parameter space {T`, µ`} where our analytic expressions are valid:

� � � ℓ

�

μ ℓ

������� �������

�������������������� ������������������

9See appendix C.
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Figure 6. Behavior of the extremal surfaces for different values of ` with Teff = 1.

The expression (3.17) of the entanglement entropy is valid in the blue region, whereas the

expression (3.25) is valid in the red region. As shown in the above figure, most of the ther-

mal, chemical potential dominated and hydrodynamic regimes can be analyzed by using the

high effective temperature result, which suggests that there is an effective hydrodynamic

description exists for these three regimes.

4.1 Thermal case: T 6= 0 , µ = 0

First let us review the finite temperature results of [9]. This is a special case with ε = 1

and Teff = T .

4.1.1 Low temperature limit

At low temperature (T`� 1), we should expect the zero temperature entanglement entropy

as the leading term. In this limit z∗ � zH and the extremal surfaces are restricted to be

near the boundary region. Finite temperature corrections can be computed perturbatively

and using (3.17), we get

SA =
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+ S0

(
`⊥
`

)d−2
{

1 + S1

(
4πT`

d

)d
+O

(
4πT`

d

)2d
}]
(4.1)
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where numerical constants S0,S1 are given by equations (A.2) and (A.3). Particularly for

d = 4 we have,

SA =
Ld−1

4G
(d+1)
N

[(
`⊥
ε

)2

− 0.32

(
`⊥
`

)2 {
1− (1.764)(πT`)4 +O(πT`)8

}]
. (4.2)

4.1.2 High temperature limit

At high temperature (i.e. T`� 1), the extremal surfaces tend to wrap a part of the horizon

and the leading contribution comes from the near horizon part of the surface (3.25). For

the subleading terms, the full bulk geometry contributes and they are more interesting [9].

Using (3.25) we can reproduce the result of the entanglement entropy of the rectangular

strip for the d-dimensional boundary theory at high temperature [9]

SA ≈
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+ V

(
4πT

d

)d−1{
1 +

(
d

4πT`

)
Shigh

}]
(4.3)

where, Shigh = N(ε = 1) is another numerical constant and V = ``d−2
⊥ is the volume of the

rectangular strip.

4.2 Extremal case: T = 0 , µ 6= 0

The extremal case corresponds to

Q2 = d(d− 1)L2/(d− 2)2z
2(d−1)
H (4.4)

which is equivalent to ε = b. In the extremal case T = 0 and the chemical potential is

given by

µ =
1

zH

√
ab

2
=

1

zH

√
d(d− 1)

(d− 2)2
. (4.5)

However, Teff is non-zero and is proportional to µ

Teff =
µd

2π
√

2ab
. (4.6)

Therefore, we expect that the behavior of entanglement entropy at finite chemical potential

is going to be somewhat similar to the purely thermal case.

4.2.1 µ`� 1 limit

In the limit µ` � 1, z∗ � zH and the leading contributions to the area come from the

boundary which is still AdS. Therefore we expect that the vacuum entanglement entropy

should be the leading term. Finite chemical potential corrections correspond to the de-

viation of the bulk geometry from pure AdS. In the limit µ` � 1, the extremal surface

is restricted to be near the boundary region and hence we can use (3.17) to compute
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entanglement entropy of the rectangular strip for the d-dimensional boundary theory:

SA =
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+S0

(
`⊥
`

)d−2
1 +

2(d− 1)S1

d− 2

(
(d− 2)µ`√
d(d− 1)

)d
+O (µ`)2(d−1)


 , (4.7)

where, numerical constants S0 and S1 are given by equations (A.2) and (A.3). Note that

both S0 and S1 are negative. Let us now compute the change in the entanglement entropy

because of the chemical potential

∆SA(µ) = SA(µ)− SA(µ = 0) =

(
Ld−1

4G
(d+1)
N

)
2(d− 1)S0S1

d− 2

(
(d− 2)√
d(d− 1)

)d
µd`d−2
⊥ `2 .

(4.8)

Since S0S1 > 0, chemical potential increases the entanglement entropy. Let us also compute

the quantity ∆SA(T ), which is the correction to the entanglement entropy because of the

temperature. In the low temperature limit we have

∆SA(T ) = SA(T )− SA(T = 0) =

(
Ld−1

4G
(d+1)
N

)
S0S1

(
4π

d

)d
T d`d−2

⊥ `2 . (4.9)

Therefore, in the limit µ`� 1, ∆SA(µ) has exactly the same functional form as ∆SA(T =

Teff), with Teff given by (4.6). They only differ by an overall factor of a ∼ O(1).

4.2.2 µ`� 1 limit

For large chemical potential (i.e. µ` � 1), z∗ ∼ zH and the leading contribution comes

from the near horizon part of the surface.10 Whereas, the full bulk geometry contributes

to the subleading terms. Using the result (3.25) we can write

SA ≈
Ld−1

4G
(d+1)
N

 2

d− 2

(
`⊥
ε

)d−2

+

(
(d− 2)√
d(d− 1)

)d−1

V µd−1

+Ad

(
(d− 2)√
d(d− 1)

)d−2

`d−2
⊥ µd−2

 . (4.10)

Where, V = `d−2
⊥ ` is the volume of the strip and Ad is given by Ad = N(ε = a). It is easy

to check that Ad is finite and

A3 = 0.106 , A4 = 0.878 , A5 = 1.063 , . . .

The divergent part of the entanglement entropy is independent of µ and thus it does not

contain any new information. The leading finite piece in equation (4.10) is proportional to

10At T = 0 but finite µ, the extremal surface approaches the horizon at a power law rate in the limit

µ`� 1 (see appendix C).
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Figure 7. For Teff`� 1, the actual geodesic (solid blue line) can be approximated by the dashed

red line curve that consists of x = −l/2, z = zH , x = l/2.

the volume of the rectangular strip. The extrinsic nature of the leading term at large µ can

be understood very easily by looking at the extremal surface for `/zH � 1. In this limit,

the extremal surface tends to wrap a part of the horizon and the actual U-shaped surface

can be approximated by a surface that consists of x = −`/2, z = zH , x = `/2 (see figure 7).

At large µ limit, the most dominant contribution to the area of the extremal surface comes

from the near horizon part which can be guessed from this approximate surface. The area

of the near horizon part of the approximate surface is A ∼ V/zd−1
H . Therefore, it is expected

that the leading term goes as SA ∼ V µd−1. On the other hand, the other term ∼ (`⊥µ)d−2

is more interesting. One can guess the functional form of this term from the approximate

surface. However, the value of the numerical constant Ad obtained from the approximate

surface is inaccurate.

Let us now compare the entanglement entropy at high temperature (T`� 1) and the

entanglement entropy for large chemical potential (µ` � 1). In both cases the leading

finite part is proportional to the volume V of the strip and

SA(T = 0, µ) = SA(T = Teff, µ = 0) +O
(

1

µ`

)
. (4.11)

The calculation of the entanglement entropy of an infinite rectangular strip suggests

that for holographic theories the general form of the finite part of the entanglement entropy

for large µ does not particularly depend on the shape. One expects that the finite part of the

entanglement entropy of a region A for a d−dimensional (d ≥ 3) boundary theory is given by

SA;finite = c0

[
µd−1Volume(A) + c1 µ

d−2Area(∂A)
]

+ sub-leading terms, (4.12)

provided µ � 1/l, where l is the smallest length scale of the region A. c0 is a constant

that depends on the particular theory and c1 is a constant that depends on the shape of

the region A.
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4.3 Near thermal case: T � µ

In this limit, ε(T, µ) and Teff(T, µ) are given by,

Teff = T

(
1 +

d(d− 2)2

16π2(d− 1)

(µ
T

)2
+O

(µ
T

)4
)
, (4.13)

ε = 1 +
d2(d− 2)

16π2(d− 1)

(µ
T

)2
+O

(µ
T

)4
. (4.14)

Presence of the chemical potential increases the effective temperature of the system.

4.3.1 µ`� T`� 1 limit

Using (3.17), in the limit µ`� T`� 1, we obtain

SA =
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+ S0

(
`⊥
`

)d−2
{

1 + εS1

(
4πTeff`

d

)d
+O (Teff`)

2(d−1)

}]
(4.15)

where S0 and S1 are given in equations (A.2), (A.3). Therefore, in this limit µ`� T`� 1,

in the leading order, we obtain

∆SA(T, µ) = SA(T, µ)− SA(T, µ = 0) =

(
Ld−1(d− 2)

4G
(d+1)
N

)
S0S1

(
4π

d

)d−2

T d−2µ2`d−2
⊥ `2 .

(4.16)

Note that ∆SA(T, µ) > 0.

4.3.2 T � µ and T`� 1

Let us now look at the other limit T � µ and T`� 1. In this limit, we can again use (3.25)

which leads to

SA(T, µ) ≈ Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+ V

(
4πTeff

d

)d−1

+ `d−2
⊥

(
4πTeff

d

)d−2

γd

(µ
T

)]
(4.17)

where V = ``d−2
⊥ is the volume of the rectangular strip. The function γd is given by,

γd

(µ
T

)
= N(1) +

d2(d− 2)

16π2(d− 1)

(µ
T

)2
∫ 1

0
dx

(
x
√

1− x2(d−1)

√
1− xd

)(
1− xd−2

1− xd

)
+O

(µ
T

)4
.

(4.18)

Where, the function N(ε) is defined by (3.24). Therefore, in the limit T � µ and T`� 1

at the leading order, we obtain

∆SA(T, µ) = SA(T, µ)− SA(T, µ = 0) =

(
Ld−1(d− 2)2

4G
(d+1)
N

)(
4π

d

)d−3

T d−3µ2V . (4.19)

The correction to the part of the entanglement entropy which is proportional to area is

more interesting since that corresponds to the actual entanglement. In general it has the

following form

∆SA(T, µ) = c0T
d−3µ2``d−2

⊥ + c1 T
d−4µ2`d−2

⊥ + . . . , (4.20)
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where, c0 and c1 can be found from (4.17) by performing a series expansion in µ/T . Later we

will show that mutual information subtracts out the part of the entanglement entropy which

is proportional to volume and hence mutual information measures the actual quantum

entanglement between two sub-regions.

4.4 Near extremal case: T � µ

In the near extremal limit:

ε ≈ a− 2bπ
√

2ab

d

(
T

µ

)
and Teff ≈

1

2

(
µd

π
√

2ab
+ T

)
. (4.21)

4.4.1 1� µ`� T` limit

In the limit 1� µ`� T`, using (3.17), we obtain

SA =
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

+S0

(
`⊥
`

)d−2
{

1 + εS1

(
4πTeff`

d

)d
+O (Teff`)

2(d−1)

}]
, (4.22)

Therefore, in this limit 1� µ`� T`, in the leading order, we obtain

∆SA(T, µ) = SA(T, µ)− SA(T = 0, µ) =

(
Ld−1

4G
(d+1)
N

)
2πS0S1

(2ab)
d−1

2

Tµd−1`d−2
⊥ `2 . (4.23)

One can check that ∆SA(T, µ) > 0.

4.4.2 T � µ and µ`� 1

In the limit µ`� 1, we obtain,

SA ≈
Ld−1

4G
(d+1)
N

[
2

d− 2

(
`⊥
ε

)d−2

(4.24)

+V

(
4πTeff

d

)d−1
{

1 +

(
d

4πTeff`

)(
N0 +N1(a− ε) +O

(
T

µ

)2
)}]

where N0 and N1 are numerical constants given in appendix A. Therefore, in the limit

T � µ and µ`� 1 at the leading order, we obtain

∆SA(T, µ) = SA(T, µ)− SA(µ, T = 0) =

(
Ld−1π(d− 1)

2dG
(d+1)
N

)(
2

ab

) d−2
2

µd−2TV . (4.25)

The leading correction is linear in T . Part of the entanglement entropy which is propor-

tional to area also receives corrections and in general it has the following form

∆SA(T, µ) = c0µ
d−2T``d−2

⊥ + c1 µ
d−3T`d−2

⊥ + . . . , (4.26)

where, c0 and c1 can be found from (4.24) by performing a series expansion in T/µ. In

the next section, we will show how mutual information subtracts out the part of the en-

tanglement entropy which is proportional to volume and actually measures the quantum

entanglement between two sub-regions.
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Figure 8. The two disjoint sub-systems A and B, each of length l along X-direction and separated

by a distance x. The schematic diagram on the right shows the possible candidates for minimal

area surfaces which is relevant for computing SA∪B . See [26] for a detailed discussion.

5 Mutual information and effective temperature

The entanglement entropy of a spatial region in a local field theory is UV-divergent. Only

local physics contributes to the UV-divergent piece, however, the finite part contains in-

formation about the long range entanglement. Mutual information is a quantity that is

derived from entanglement entropy. Mutual information between two disjoint sub-systems

A and B is defined as

I(A,B) = SA + SB − SA∪B (5.1)

where SA, SB and SA∪B denote entanglement entropy of the region A, B and A ∪ B
respectively with the rest of the system (see figure 8 for an example). Mutual information

is a UV-finite quantity and hence it does not depend on regularization scheme. Moreover,

as showed in [24], given an operator OA in the region A and OB in the region B, mutual

information sets an upper bound

I(A,B) ≥ (〈OAOB〉 − 〈OA〉〈OB〉)2

2〈O2
A〉〈O2

B〉
(5.2)

and thus measures the total correlation between the two sub-systems: including both clas-

sical and quantum correlations. Mutual information has several advantages over entangle-

ment entropy. In the context of holography, mutual information has been used extensively

to study various aspects of quantum entanglement, for example see [8, 25–28, 44–49].
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In this section we will compute mutual information between two “rectangular strips”

each of width ` separated by a distance x along the x2-direction for d ≥ 3 by using

our analytic results of entanglement entropy. For a visual rendition of the set-up, see

figure 8. It is shown schematically in figure 8 that for the entanglement entropy of the region

A ∪ B, we have two possible candidates for the corresponding minimal area surface. As a

consequence, mutual information undergoes an interesting entanglement/disentanglement

“phase transition” [8, 26]. In this section, we will show that in the presence of chemical

potential this phase transition has interesting features.

5.1 Zero temperature and chemical potential

Let us first define,

cd =
Ld−1

4G
(d+1)
N

. (5.3)

In d ≥ 3, at zero temperature and chemical potential, the mutual information is given by,

I(A,B)|0 = cdS0`
d−2
⊥

[
2

`d−2
− 1

xd−2
− 1

(2`+ x)d−2

]
,

x

`
< αd

= 0 ,
x

`
≥ αd . (5.4)

Recall that S0 is a negative constant. αd is a monotonically increasing function of spacetime

dimension d.11

5.2 Finite temperature and chemical potential

Now we analytically compute mutual information for d ≥ 3, in different limits as a function

of x, `, Teff and ε. Let us rewrite the definitions of Teff and ε for convenience,

Teff(T, µ) =
T

2

[
1 +

√
1 +

d2

2π2ab

(
µ2

T 2

)]
, (5.5)

ε(T, µ) = a− bT

Teff(T, µ)
. (5.6)

5.2.1 Low effective temperature: Teff � 1
`
, 1
x

In the limit Teff � 1
` ,

1
x , mutual information, when it is non-zero, can be computed

from (3.17)

I(A,B) = I(A,B)|0 − 2cd

(
4π

d

)d
S0S1ε`

d−2
⊥ Teff

d(l + x)2 . (5.7)

The correction term is negative. It was shown in [26] that introduction of finite temperature

decreases mutual information. The last equation shows that the leading correction term

∼ εTeff
d. Introduction of chemical potential increases both the effective temperature and

the energy parameter ε and hence further decreases the mutual information.

11For numerical values of αd, see [26].
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5.2.2 Intermediate effective temperature: 1
`
� Teff � 1

x

In the limit 1
` � Teff � 1

x , mutual information can be calculated using (3.17), (3.25).

When, mutual information is non-zero, it is given by,

I(A,B) = cd`
d−2
⊥ Teff

d−2

[
− S0

(Teffx)d−2
+

(
4π

d

)d−2

N(ε)−
(

4π

d

)d−1

Teffx

−S0S1

(
4π

d

)d
εTeff

2x2

]
, (5.8)

where N(ε) is given by (3.24). Few comments are in order. First note that the above

expression is independent on `. This has an interesting consequence that we will discuss

later in the paper. Above expression also shows that there is an upper bound on xTeff

above which mutual information is always zero. This is similar to the behavior of mutual

information for the purely thermal case [26].

5.2.3 High effective temperature: Teff � 1
x

In the limit Teff � 1
x mutual information is identically zero because the minimal surface

corresponding to A ∪ B becomes disconnected. Hence, S(A ∪ B) = S(A) + S(B) and

subsystems A and B are completely disentangled.

5.3 x→ 0 limit and entanglement

Behavior of the entanglement entropy at high temperature has been studied in details in [9].

In the limit `T � 1, it was found that

S(A) = Sdiv + Sth + Sent + Scorr , (5.9)

where, Sdiv is the divergent part of the entanglement entropy which follows an area law. Sth

is proportional to volume of the region A and it is just the thermal entropy contribution of

the entanglement entropy. Sent is the subleading term which is proportional to the area of A

and it measures the actual quantum entanglement. Scorr denotes the correction terms that

are exponentially suppressed. We have seen in the previous section that in the presence

of chemical potential µ, entanglement entropy at high effective temperature Teff` � 1

also has the same form as (5.9), where Sth ∼ Teff
d−1V is the thermodynamic entropy and

Sent ∼ Teff
d−2A is proportional to the area and hence measures actual entanglement.

In [26], it was observed that in the limit x→ 0, at the leading order mutual information

coincides with the thermal-part-subtracted entanglement entropy and hence measures the

actual quantum entanglement. From equation (5.8), it is clear that the same is true even

in the presence of chemical potential. In particular,

I(A,B)|x→0 = Idiv + Sent + Icorr . (5.10)

Idiv has the same structure as Sdiv and hence follow an area law. The leading finite part

is exactly Sent, the actual quantum entanglement part of the entanglement entropy and it

also follows an area law. This is a very non-trivial property of mutual information and we

believe this should be studied in more details.
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Figure 9. Phase transition of mutual information: 2-dimensional parameter space for (3 +

1)−dimensional boundary theory at (a) finite temperature but µ = 0 and (b) finite chemical po-

tential but T = 0. Mutual information is non-zero only in the blue shaded region.

5.4 Phase transition of mutual information

It is well known that mutual information undergoes an entanglement/disentanglement tran-

sition for large N gauge theories which have holographic dual descriptions [8, 26, 27]. Let

us now study this phase transition in the presence of chemical potential. From figure (9)

it is clear that at finite chemical potential mutual information undergoes an entangle-

ment/disentanglement transition which is similar to the phase transition at finite tempera-

ture but zero chemical potential. In particular, there is an upper bound on µx above which

mutual information is always zero. In general,

I(A,B) 6= 0 , µx < αd

(x
`

)
I(A,B) = 0 , µx ≥ αd

(x
`

)
(5.11)

where αd
(
x
`

)
is some function which is shown in figure 9(b) for d = 4. At finite temperature

and chemical potential, this transition has a richer structure which is shown in figures 10

and 11. From the figure it is clear that entanglement between region A and B decreases

with increasing temperature. At a fixed temperature, the entanglement also decreases with

the increase of chemical potential. This is consistent with our analytic results which also

show that the mutual information decreases with the increase of the effective temperature.

We can also study the entanglement/disentanglement transition of mutual information

as a function of Teff and ε. In figure 11, we have plotted the 3-dimensional “phase diagram”

of this transition in the parameter space {ε, xTeff, x/`}. Interestingly, in the limit l → ∞,

for all the states of the system with the same number of microstates, entanglement between

two sub-regions increases with increasing energy parameter ε, i.e. with increasing µ/T .

It is important to note that this sharp phase transition of mutual information is a

consequence of the large-N limit. At finite N , 1/N -corrections to the holographic en-

tanglement entropy formula become important and it is expected from (5.2) that mutual

information should not vanish identically [8, 26]. Recently it has been shown explicitly
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Figure 10. Entanglement/disentanglement transition of mutual information at finite temperature

and chemical potential: 2-dimensional parameter space for the (3+1)-dimensional boundary theory.

The mutual informational is non-zero only in the shaded region. Mutual information is nonzero for

the region below the black curve for µ/T = 0 case (ε = 1), below the blue curve for µ/T = 10 case

(ε = 2.17) and below the red curve for µ/T = 50 case (ε = 2.79). Clearly entanglement between

the strips decreases with increasing chemical potential.

Figure 11. Entanglement/disentanglement transition of mutual information at finite temperature

and chemical potential: 3-dimensional parameter space {ε, xTeff, x/`} for the (3+1)-dimensional

boundary theory. The mutual informational is non-zero only in the shaded region below the surface.

In this case, the energy parameter 1 ≤ ε ≤ 3 saturates the lower bound for the purely thermal case

and saturates the upper bound for the zero temperature case.
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that the leading 1/N -correction to mutual information is finite for large distances [50] and

hence the sharp phase transition disappears.

6 Conclusions

There are numerous examples of strongly coupled systems in nature, ranging from Quantum

chromodynamics to various condensed matter systems. In this paper, we have studied

the behavior of entanglement entropy and mutual information at finite temperature and

chemical potential in a class of strongly coupled large-N gauge theories in d-dimensions

that are dual to AdS-RNd+1 spacetimes for d ≥ 3, using the Ryu-Takayanagi formula. The

effective temperature Teff controls the nature of the extremal surfaces and hence determines

the behavior of entanglement entropy and mutual information in different regimes. The

physics is qualitatively very similar to the purely thermal case as studied in [9], if we replace

temperature by the effective temperature. The energy parameter ε does not play any

significant role in determining the behavior of entanglement entropy other than contributing

to the coefficients of certain terms.

We have studied properties of mutual information between two disjoint regions for

a conformal field theory in d−dimensions (d ≥ 3) at finite temperature and chemical

potential. We have shown that mutual information indeed has several advantages over

entanglement entropy. In particular, at high effective temperature, entanglement entropy

is dominated by the thermodynamic entropy, however, mutual information subtracts out

this contribution from the entanglement entropy and measures the actual quantum en-

tanglement. We have also shown that for these theories mutual information undergoes a

transition which is similar to the transition studied in [26]. However, at finite chemical

potential the three-dimensional “phase diagram” as shown in figure 11, has some particu-

lar features. We expect that these features are universal for quantum field theories, both

relativistic and non-relativistic, which have holographic dual descriptions.

There are a few possibilities for future work. One straightforward idea is to consider

the (1 + 1)−dimensional case, which has been excluded from this paper due to some tech-

nicalities (see appendix B for details). Even so, we believe that similar analysis can be

done in this case. One could also adapt the same machinery to study entanglement en-

tropy in global AdS-RN backgrounds. The interplay between finite volume effects and

charge is known to lead to an extremely rich phase structure of the entanglement entropy,

including Hawking-Page and Van-der-Waals like transitions [51–53]. Another interesting

exercise would be to study entanglement entropy in charged black holes with higher deriva-

tive corrections, in which case the Ryu-Takayanagi prescription no longer applies [54] (see

e.g. [55] as an example). Remarkably, a class of these theories admit charged black hole

solutions with negative entropy [56]; it would be desirable to understand the implications

for entanglement entropy. Finally, one could consider collapsing black hole solutions with

charge. Numerical explorations in [57, 58] found that the presence of a chemical potential

has a non-trivial effect on the evolution of entanglement entropy, and in some cases can

speed up the thermalization. It would be interesting to understand this phenomenon in a

controlled analytical expansion [59].
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A List of all numerical factors

a =
2(d− 1)

d− 2
, b =

d

d− 2
, (A.1)

S0 =
2d−2π

d−1
2 Γ

(
− d−2

2(d−1)

)
(d− 1)Γ

(
1

2(d−1)

)
Γ

(
d

2(d−1)

)
Γ
(

1
2(d−1)

)
d−2

, (A.2)

S1 =
Γ
(

1
2(d−1)

)d+1
2−d−1π−

d
2

Γ
(

d
2(d−1)

)d
Γ
(

1
2 + 1

d−1

)
 Γ

(
1
d−1

)
Γ
(
− d−2

2(d−1)

) +
2

1
d−1 (d− 2)Γ

(
1 + 1

2(d−1)

)
√
π(d+ 1)

 . (A.3)

Shigh = 2

 √πΓ
(
− d−2

2(d−1)

)
2(d− 1)Γ

(
1

2(d−1)

)
+2

∫ 1

0
dx

(√
1− x2(d−1)

xd−1
√

1− xd
− 1

xd−1
√

1− x2(d−1)

)
. (A.4)

N0 = 2

 √πΓ
(
− d−2

2(d−1)

)
2(d− 1)Γ

(
1

2(d−1)

)


+ 2

∫ 1

0
dx

( √
1− x2(d−1)

xd−1
√

1− axd + bx2(d−1)
− 1

xd−1
√

1− x2(d−1)

)

N1 =

∫ 1

0
dx

(
x
√

1− x2(d−1)√
1− axd + bx2(d−1)

)(
1− xd−2

1− axd + bx2(d−1)

)
. (A.5)

B AdS-RN2+1

Black hole solutions to (2.2) and (2.3) for d ≥ 2 take the following form

ds2 =
L2

z2

(
−f(z)dt2 +

dz2

f(z)
+ dx2

)
,

f(z) = 1−Mz2 +
Q2z2

L2
log (z/L) , (B.1)

At = Q log (zH/z) . (B.2)

The solution for d = 2 has peculiar properties: the fall-off of the fields is slower than the

standard case and identification of the source and the VEV are subtle [60]. In particular,
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the chemical potential should be identified instead as the sub-leading term as z → 0:

µ =
Q

L
log (zH/L) . (B.3)

A different proposal based on alternative boundary conditions was recently given in [61].

For simplicity we do not consider this case in our analyses, until these issues are settled.

C Extremal surfaces near the horizon

In this paper, we have exploited the fact that for Teff`� 1, z∗ ∼ zH . In this section, let us

show how fast z∗ approaches zH in the limit Teff` � 1. Behavior of the extremal surfaces

near the horizon is different for extremal and non-extremal black holes, so, we will discuss

them separately.

C.1 Non-extremal case

Assuming that z∗ = zH(1− ε) with ε� 1, from equation (3.8), one can show that

` =
2d

4πTeff

[
− log ε√

2
√

(1− d)(d(ε− 2)− 2ε+ 2)
+ t4(d)

]
, (C.1)

where t4(d) is some numerical constant that we will not transcribe here. Therefore, at the

leading order

ε = Cd exp (−αd(ε)Teff`) , (C.2)

where, Cd is some O(1) numerical factor and

αd(ε) =
2π

d

√
2
√

(1− d)(d(ε− 2)− 2ε+ 2) . (C.3)

Therefore, the extremal surface approaches the horizon exponentially fast but it always

stays at a finite distance above the horizon. Note that αd(ε) = 0 for the extremal case. One

can also check that for the purely thermal case, equation (C.2) agrees with the result of [9].

C.2 Extremal case

In this case, T = 0 and the effective temperature is given by (4.6). Again, assuming that

z∗ = zH(1− ε) with ε� 1, from equation (3.8), one can show

` =
2d

4πTeff

[ √
2

(d− 1)
√
d
√
ε

+

√
2

(1− d)
√
d

+ τ4(d)

]
, (C.4)

where τ4(d) is another numerical constant

τ4(d) =

∫ 1

0
dx

[
1√

f(xzH)[(1/x)2(d−1) − 1]
− 1√

2d(d− 1)(1− x)3/2

]
ε=a

. (C.5)

Therefore, at the leading order

ε =
d

2π2(d− 1)2`2Teff
2 =

8

(d− 1)(d− 2)2µ2`2
. (C.6)

Therefore, for the extremal case, in the limit µ` � 1 the extremal surfaces approach the

horizon only at a power law rate.
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[48] S.M. Hosseini and Á. Véliz-Osorio, Entanglement and mutual information in two-dimensional

nonrelativistic field theories, Phys. Rev. D 93 (2016) 026010 [arXiv:1510.03876] [INSPIRE].

[49] M.R. Mohammadi Mozaffar, A. Mollabashi and F. Omidi, Holographic mutual information

for singular surfaces, JHEP 12 (2015) 082 [arXiv:1511.00244] [INSPIRE].

[50] C.A. Agón and T. Faulkner, Quantum corrections to holographic mutual information,

arXiv:1511.07462 [INSPIRE].

[51] C.V. Johnson, Large-N phase transitions, finite volume and entanglement entropy, JHEP 03

(2014) 047 [arXiv:1306.4955] [INSPIRE].

[52] E. Caceres, P.H. Nguyen and J.F. Pedraza, Holographic entanglement entropy and the

extended phase structure of STU black holes, JHEP 09 (2015) 184 [arXiv:1507.06069]

[INSPIRE].

[53] P.H. Nguyen, An equal area law for holographic entanglement entropy of the AdS-RN black

hole, JHEP 12 (2015) 139 [arXiv:1508.01955] [INSPIRE].

[54] X. Dong, Holographic entanglement entropy for general higher derivative gravity, JHEP 01

(2014) 044 [arXiv:1310.5713] [INSPIRE].

[55] W.-Z. Guo, S. He and J. Tao, Note on entanglement temperature for low thermal excited

states in higher derivative gravity, JHEP 08 (2013) 050 [arXiv:1305.2682] [INSPIRE].

– 32 –

http://dx.doi.org/10.1007/JHEP01(2010)018
http://arxiv.org/abs/0910.0645
http://inspirehep.net/search?p=find+EPRINT+arXiv:0910.0645
http://dx.doi.org/10.1007/JHEP04(2010)075
http://arxiv.org/abs/1001.0779
http://inspirehep.net/search?p=find+EPRINT+arXiv:1001.0779
http://dx.doi.org/10.1007/JHEP10(2010)058
http://dx.doi.org/10.1007/JHEP10(2010)058
http://arxiv.org/abs/1005.4075
http://inspirehep.net/search?p=find+EPRINT+arXiv:1005.4075
http://dx.doi.org/10.1103/PhysRevLett.110.091602
http://arxiv.org/abs/1212.1164
http://inspirehep.net/search?p=find+EPRINT+arXiv:1212.1164
http://arxiv.org/abs/1411.6213
http://inspirehep.net/search?p=find+EPRINT+arXiv:1411.6213
http://dx.doi.org/10.1007/JHEP08(2013)102
http://dx.doi.org/10.1007/JHEP08(2013)102
http://arxiv.org/abs/1305.2728
http://inspirehep.net/search?p=find+EPRINT+arXiv:1305.2728
http://dx.doi.org/10.1007/JHEP09(2013)057
http://dx.doi.org/10.1007/JHEP09(2013)057
http://arxiv.org/abs/1306.0210
http://inspirehep.net/search?p=find+EPRINT+arXiv:1306.0210
http://dx.doi.org/10.1007/JHEP04(2014)023
http://arxiv.org/abs/1312.2839
http://inspirehep.net/search?p=find+EPRINT+arXiv:1312.2839
http://dx.doi.org/10.1103/PhysRevD.89.066015
http://arxiv.org/abs/1311.4173
http://inspirehep.net/search?p=find+EPRINT+arXiv:1311.4173
http://arxiv.org/abs/1501.03775
http://inspirehep.net/search?p=find+EPRINT+arXiv:1501.03775
http://dx.doi.org/10.1103/PhysRevD.93.026010
http://arxiv.org/abs/1510.03876
http://inspirehep.net/search?p=find+EPRINT+arXiv:1510.03876
http://dx.doi.org/10.1007/JHEP12(2015)082
http://arxiv.org/abs/1511.00244
http://inspirehep.net/search?p=find+EPRINT+arXiv:1511.00244
http://arxiv.org/abs/1511.07462
http://inspirehep.net/search?p=find+EPRINT+arXiv:1511.07462
http://dx.doi.org/10.1007/JHEP03(2014)047
http://dx.doi.org/10.1007/JHEP03(2014)047
http://arxiv.org/abs/1306.4955
http://inspirehep.net/search?p=find+EPRINT+arXiv:1306.4955
http://dx.doi.org/10.1007/JHEP09(2015)184
http://arxiv.org/abs/1507.06069
http://inspirehep.net/search?p=find+EPRINT+arXiv:1507.06069
http://dx.doi.org/10.1007/JHEP12(2015)139
http://arxiv.org/abs/1508.01955
http://inspirehep.net/search?p=find+EPRINT+arXiv:1508.01955
http://dx.doi.org/10.1007/JHEP01(2014)044
http://dx.doi.org/10.1007/JHEP01(2014)044
http://arxiv.org/abs/1310.5713
http://inspirehep.net/search?p=find+EPRINT+arXiv:1310.5713
http://dx.doi.org/10.1007/JHEP08(2013)050
http://arxiv.org/abs/1305.2682
http://inspirehep.net/search?p=find+EPRINT+arXiv:1305.2682


J
H
E
P
0
8
(
2
0
1
6
)
1
7
7

[56] D. Anninos and G. Pastras, Thermodynamics of the Maxwell-Gauss-Bonnet anti-de Sitter

black hole with higher derivative gauge corrections, JHEP 07 (2009) 030 [arXiv:0807.3478]

[INSPIRE].

[57] E. Caceres and A. Kundu, Holographic thermalization with chemical potential, JHEP 09

(2012) 055 [arXiv:1205.2354] [INSPIRE].

[58] E. Caceres, A. Kundu, J.F. Pedraza and D.-L. Yang, Weak field collapse in AdS: introducing

a charge density, JHEP 06 (2015) 111 [arXiv:1411.1744] [INSPIRE].

[59] S. Kundu and J.F. Pedraza, Spread of entanglement for small subsystems in holographic

CFTs, arXiv:1602.05934 [INSPIRE].

[60] K. Jensen, Chiral anomalies and AdS/CMT in two dimensions, JHEP 01 (2011) 109

[arXiv:1012.4831] [INSPIRE].

[61] A. Perez, M. Riquelme, D. Tempo and R. Troncoso, Conserved charges and black holes in the

Einstein-Maxwell theory on AdS3 reconsidered, JHEP 10 (2015) 161 [arXiv:1509.01750]

[INSPIRE].

– 33 –

http://dx.doi.org/10.1088/1126-6708/2009/07/030
http://arxiv.org/abs/0807.3478
http://inspirehep.net/search?p=find+EPRINT+arXiv:0807.3478
http://dx.doi.org/10.1007/JHEP09(2012)055
http://dx.doi.org/10.1007/JHEP09(2012)055
http://arxiv.org/abs/1205.2354
http://inspirehep.net/search?p=find+EPRINT+arXiv:1205.2354
http://dx.doi.org/10.1007/JHEP06(2015)111
http://arxiv.org/abs/1411.1744
http://inspirehep.net/search?p=find+EPRINT+arXiv:1411.1744
http://arxiv.org/abs/1602.05934
http://inspirehep.net/search?p=find+EPRINT+arXiv:1602.05934
http://dx.doi.org/10.1007/JHEP01(2011)109
http://arxiv.org/abs/1012.4831
http://inspirehep.net/search?p=find+EPRINT+arXiv:1012.4831
http://dx.doi.org/10.1007/JHEP10(2015)161
http://arxiv.org/abs/1509.01750
http://inspirehep.net/search?p=find+EPRINT+arXiv:1509.01750

	Introduction
	Gauge theories at finite temperature and chemical potential
	Equilibrium solutions: AdS-RN
	Effective temperature
	Stress-energy tensor
	Thermodynamics

	Holographic entanglement entropy
	Regimes of interest
	Entanglement entropy expansion for d >= 3
	Zero temperature and chemical potential
	Low effective temperature regime
	High effective temperature regime

	Entanglement entropy in different regimes
	Thermal case: T neq 0, mu = 0
	Low temperature limit
	High temperature limit

	Extremal case: T = 0, mu neq 0
	mu l < < 1 limit
	mu l > > 1 limit

	Near thermal case: T > > mu
	mu l < < T < < l 1 limit
	T > > mu and T l > > 1

	Near extremal case: T < < mu
	1 > > mu l > > T l limit
	T < < mu and mu l > > 1


	Mutual information and effective temperature
	Zero temperature and chemical potential
	Finite temperature and chemical potential
	Low effective temperature: T < < 1/l, 1/x
	Intermediate effective temperature: 1/l < < T < < 1/x
	High effective temperature: T > > 1/x

	x -> 0 limit and entanglement
	Phase transition of mutual information

	Conclusions
	List of all numerical factors
	AdS-RN(2+1)
	Extremal surfaces near the horizon
	Non-extremal case
	Extremal case


