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1 Introduction

One of the main goals of the S-matrix program of the nineteen-sixties was to completely
understand the analytic structure of scattering amplitudes [1–38]. Although this dream still
seems far from being realized, significant advances have been made in our understanding of
the analytic structure of certain classes of amplitudes. Much of this progress has come from
studying specific examples in the planar limit of maximally supersymmetric Yang-Mills
theory, where amplitudes involving fewer than ten particles are believed to be expressible in
terms of multiple polylogarithms. As the analytic structure of multiple polylogarithms can
be fully characterized (up to algebraic identities) using the motivic coaction [39–42], the
analytic structure of these amplitudes has become increasingly well understood. This has, in
turn, facilitated calculations at incredibly high loop order and large particle multiplicity [43–
52], and led to the discovery of surprising new connections between amplitudes, cluster
algebras, and tropical geometry [53–75].

The singularities and discontinuities of amplitudes can be studied using the Landau
equations [4–6] and absorption integrals (often also called cut integrals) [8]. In recent
years, these topics have received renewed attention [76–90], including in connection with the
motivic coaction [39–42, 79] and in special theories such as planar maximally supersymmetric
Yang-Mills theory [91–96] and integrable theories [97]. In this paper, we contribute to this
literature by studying the locations at which the discontinuities of Feynman integrals can
develop branch cuts, and the ways in which sequences of branch points can be accessed via
analytic continuation [24].

The Landau equations impose two types of restrictions on the internal and external
momenta of Feynman integrals. First, they require that either the internal momenta
associated with each line is on-shell or that the corresponding line be contracted to a
point and effectively removed from the graph. These on-shell conditions identify where
singularities can occur in the integrand in a Feynman integral, which constitutes a necessary
but not a sufficient condition for a singularity to develop in the full integral. Second, the
Landau loop equations identify points at which the singularities in the integrand can pinch
the integration contour. If the integration contour passes through this pinch (and there are
no cancellations due to numerators), the on-shell and loop equations comprise sufficient
conditions for the integral to develop a singularity or branch point.
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A physical way of understanding the Landau equations, which was first appreciated
by Coleman and Norton [98], is that these equations pick out configurations of scattering
particles in which each loop forms a closed path in spacetime. The loop equations therefore
identify scattering configurations that can occur classically. However, while physically
appealing, the Coleman-Norton interpretation does not immediately yield insight into
singularities that occur outside of the physical region.

A less widely appreciated interpretation of the Landau loop equations is that these
equations identify the critical points of differential maps between spaces of on-shell mo-
menta [24]. This geometric interpretation holds both inside and outside of the physical
region, and was expounded at length by Pham in his thesis [24] (see also ref. [20] for related
earlier work). In particular, Pham showed that at special points in the space of external
momenta, namely at the solutions of the Landau equations, the topology of the on-shell
surface in the space of internal momenta changes. Mathematically, the Landau equations
are satisfied by the critical points of projection maps from the combined space of internal
and external momenta to the space of external momenta. Thus, by studying the geometry
of these spaces one can gain insights into the properties and locations of singularities.
Generalizing this construction to maps between different on-shell spaces, one can also study
the locations of sequential discontinuities. We will explain how this is done in section 5.

Studying the locations at which the discontinuities of Feynman integrals can themselves
become singular requires us to generalize the graphical way in which we identify these
singularities. Following Pham, we generalize the usual association of singularities with
individual graphs (usually referred to as Landau diagrams) to the association of singularities
with contractions between graphs. More specifically, we can consider two graphs G1 and
G2, where G1 is given by contracting some of the edges of G2 to a point. For example:

q3q4

q1

q2

q1

q2

G1G2

(1.1)

Algebraically, the equations associated with each such graph contraction are the Landau
equations associated with G2, except that a Landau loop equation is only included for
each loop that can be constructed entirely out of edges that have been contracted. The
solutions to this set of equations describe where singularities can appear after one computes
a discontinuity with respect to the singularity associated with the Landau diagram G1. The
standard way of thinking about the singularities of Feynman integrals as corresponding
to a single graph is recaptured by taking G1 to be the graph of an elementary process, in
which all external lines meeting at a single vertex. This corresponds to contracting all of
the internal lines of G2.

In this graphical language, the study of sequential discontinuities becomes the study
of sequences of graph contractions. One can then ask questions such as: when do two
sequential discontinuities commute? That is, when will the same function result from
computing the same pair of discontinuities in the opposite order? As we will see in section 7,
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the discontinuities of Feynman integrals in generic kinematics commute if and only if the
graph contractions are compatible, meaning that the Landau equations associated to each
of the two singularities can be solved simultaneously. Intuitively, this corresponds to the
observation that the first discontinuity of a Feynman integral can be computed as a cut
integral, in which some of the particles in a diagram are put on shell. This cut integral only
has support for loop momenta that are consistent with the corresponding solution to the
Landau equations. Thus, if the Landau equations corresponding to the second discontinuity
force the loop momenta to take different values from those that were required by the first
discontinuity, the sequential discontinuity must vanish. In section 7 we also show that one
can formulate this compatibility graphically for Feynman integrals involving generic masses,
following Pham.

To establish these results, and their generalizations outside the physical region and/or
for non-generic masses, we use techniques provided by Picard-Lefschetz theory and Leray’s
multivariate residue calculus. Although these mathematical tools have been described
elsewhere in the physics literature (see for example [20, 23, 25, 80, 99]), they have not
yet been widely adopted. We thus provide an introduction to these methods by means
of examples in section 3, before applying them to study sequential discontinuities in the
remainder of the paper. For recent applications of Picard-Lefschetz theory in the physics
literature, see e.g. refs. [100–102].

To understand the discontinuities described by longer sequences of graph contractions, it
is sufficient in the generic-mass case to separately study each sequential pair of contractions.
As we will describe in section 6 and section 7, key properties of pairs of such contractions can
be studied by embedding them in larger diagrams that we call Pham diagrams. These Pham
diagrams take a different form depending on whether the combined pair of contractions
identifies a codimension-one or codimension-two locus. In the codimension-one case, where
each contraction encodes a single kinematic constraint, Pham diagrams depict an identity
between the double discontinuity represented by the pair of contractions and the single
discontinuity represented by the combined contraction. We write this as(

1−MPκ′
)(

1−MPκ

)
IG(p) =

(
1−MPκ′

)
IG(p) (1.2)

where MP is the monodromy operator that analytically continues a function around the
singular surface P in the space of external kinematics, and IG(p) is a Feynman integral.
When the combined contraction has codimension two, Pham diagrams instead allow us
to diagnose whether or not the sequence of discontinuities represented by this pair of
contractions vanishes: (

1−MPκ′
)(

1−MPκ

)
IG(p) = 0 . (1.3)

These two types of relations can provide highly non-trivial constraints on the structure of
scattering amplitudes.

Our motivation for studying the analytic structure of scattering amplitudes comes, in
part, from the strong constraints that the Steinmann relations [103–106] and their recent
generalizations [58, 83, 107–109] have been seen to put on the discontinuity structure of
amplitudes and Feynman integrals. As we will show, the codimension-two Pham diagram
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analysis implies the usual Steinmann relations for amplitudes with generic masses. However,
Pham diagrams also go beyond the Steinmann relations — which only apply to normal
thresholds — and put new restrictions on the sequential discontinuities of Feynman integrals.
This type of information can be fed directly into bootstrap approaches (as exemplified, for
instance, in [110–115]).

In order to motivate and illustrate the constraints that follow from Pham diagrams,
we consider a number of examples throughout the paper. Many of these examples require
computing sequential discontinuities of Feynman integrals, which requires the careful
construction of explicit analytic continuation contours. We deal with this difficulty by
requiring the contours to stay real as much as possible, and introduce complex detours
only to avoid singularities in the integrand. As we will show, this then implies a choice for
these detours in the space of external kinematics that stays consistent with causality, which
allows us to construct the appropriate analytic continuation paths.

In the majority of this paper, we restrict our attention to integrals that involve generic
internal and external masses. In these cases, we expect to be able to isolate contributions
from different solutions of the Landau equations in the space of external variables. We also
focus on first-type Landau singularities, in which all momenta take finite values; for this
class of singularities, there is a well-defined notion of a threshold in the space of external
variables (for discussions of homological methods applied to second-type singularities [116],
see refs. [25, 80, 99]). When some masses are equal, additional technical complications arise
(such as the possibility of elastic scattering), although sometimes these complications can
be overcome. Massless particles also lead to technical complications due to the possibility
of collinear and soft singularities, as well as IR singularities.1 Although we believe that
the general theory described herein can be adapted to the study of massless particles, the
generic mass case is intricate enough that we focus almost entirely on it in this paper.

We structure the paper as follows. In section 2 we discuss Feynman integrals, introduce
a number of crucial definitions, and discuss the Landau equations. In section 3 we discuss
how the Picard-Lefschetz theorem can be used to understand monodromies of Feynman
integrals in both Feynman-parameter space and momentum space. We also discuss how to
determine the correct complex detours of the integration contour of Feynman integrals, and
illustrate how these detours can be represented as vector fields. We then use these techniques
to provide a sketch of proof of Cutkosky’s formula. In section 4 we discuss absorption
integrals, and where they can develop singularities and discontinuities. In particular, we
illustrate the application of the Picard-Lefschetz theorem to absorption integrals in some
examples. In section 5 we review Pham’s interpretation of Landau singularities as critical
values of projection maps between on-shell spaces. We work out a number of examples
of these on-shell spaces and the projections between them, in order to see explicitly that
the critical points of these projections correspond to solutions to the Landau equations.
We also present a discussion of principal branches of the Landau variety, which are those

1For massless particles, the bubble and triangle Landau loop equations inevitably lead to collinear
kinematics, and therefore to singular configurations. However, some solutions to the box Landau loop
equations are well-behaved, even though the internal particles are massless. To study such singular
configurations arising in Feynman integrals with massless particles, a more careful analysis is needed.
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for which there is a well-defined notion of being below the threshold region, and for which
Cutkosky’s formula exists. In section 6 we present constraints on hierarchical sequential
discontinuities, while in section 7 we present constraints on non-hierarchical sequential
discontinuities. Finally, in section 8 we briefly illustrate new phenomena that can arise
in exceptional kinematics. In section 9 we summarize the main results in the paper, and
provide some concluding remarks in section 10.

We also include a number of appendices, in which we review salient concepts related
to graph theory (section A), Kronecker indices (section B), Poincaré duality (section C),
the nature of critical points from a Lagrange multiplier perspective (section E), and the
homotopy of fibrations (section F). We present some details of the proof of Theorem 1 in
section D.

2 Branch points in Feynman integrals

We being by reviewing some of the tools that have been developed for studying the
singularities of Feynman integrals. In particular, our goal will be to understand the
singularities of IG(p), the scalar Feynman integral whose propagator structure is given by
the graph G, in terms of other algebraic and geometric objects that can be constructed
using G, such as on-shell spaces, Landau varieties, and so on.2 Useful references for this
material include [24, 117]. Our notation will make use of a number of notions from graph
theory, such as the definitions of fundamental cycles and incidence matrices. We have
collected these definitions in appendix A for easy reference.

2.1 Feynman integrals and the Landau equations

Feynman integrals describe the contributions to scattering processes that come from
different sets of virtual interactions. These contributions can each be represented graph-
ically as a Feynman diagram G. In particular, to each graph G, we associate a scalar
Feynman integral

IG(p) =
∫ ∏

c∈Ĉ(G)

ddkc
∏

e∈Eint(G)

1
[qe(k, p)]2 −m2

e + iε
, (2.1)

where k denotes the set of independent momenta flowing through each loop, which are in
one-to-one correspondence with a set of fundamental cycles Ĉ(G) of G, p denotes the set of
external momenta, and d is the (integer) space-time dimension. We use E(G) to denote the
set of edges of the graph G, and V (G) to denote its vertices. In general, we will employ
p to denote external momenta, q to denote momenta associated with internal lines, and
k to denote a basis of loop momenta being integrated over; however, we will sometimes
also use qe(k, p) to denote both internal and external edges of the graph, where e ∈ E(G).
We moreover use Eint(G) to denote the set of internal edges in G and nint = |Eint(G)| to
denote their number. The number of external edges |E(G)| − nint will similarly be denoted

2When nontrivial numerators are included in Feynman integrals, the analysis changes in two ways. First,
these numerators may cancel some of the singularities that appear in the scalar integrals, and second they
may lead to extra singularities at infinity.
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by next. In general, we assume that the integral IG(p) is free of UV and IR divergences,
and that the external kinematics p can be deformed away from the singularities of IG(p).

In this graph theory language, momentum conservation in IG(p) corresponds to
the constraint ∑

e∈E(G)
ave(G)qµe = 0 (2.2)

for each vertex v ∈ V (G), where ave(G) is the incidence matrix of the graph. Namely, ave
is the |V (G)| × |E(G)| matrix a whose entries are given by

ave =


1 if the edge e starts on the vertex v,
−1 if the edge e ends on the vertex v,
0 otherwise.

(2.3)

Since we will always work in kinematics where momentum is conserved, we henceforth
assume this set of equations is satisfied, and leave them implicit. We denote the space of
internal and external momenta of a graph G where momentum is conserved by E(G):3

E(G) =
{

(qe)e∈E(G) ∈ Cd×|E(G)| |
∑

e′∈E(G)
ave′qe′ = 0, ∀v ∈ V (G)

}
. (2.4)

To study the singularities of IG(p) it can be helpful to introduce Feynman parameters,
which allow us to rewrite IG(p) as

IG(p) = (nint − 1)!
∫ ∞

0

∏
e∈Eint(G)

dαe
∫ ∏

c∈Ĉ(G)

ddkc
1

(`+ iε)nint
δ
(
1−

∑
e∈Eint(G)

αe
)
, (2.5)

where
` =

∑
e∈Eint(G)

αe(q2
e −m2

e) , (2.6)

and where the integral over each Feynman parameter αe is evaluated along the positive real
axis, from zero to infinity. Although the delta function constrains each of these Feynman
parameters to be less than or equal to one, we have the freedom to rescale all of the variables
αe uniformly; this will change the integral by a constant, but not affect its singularities. It
is possible to use this GL(1) covariance to fix ∑e′∈E′ αe′ to some convenient value, where
E′ is any subset of the edges in E(G).

In the Feynman-parametrized form in eq. (2.5), the integrand is singular whenever
` = 0. This can happen if the on-shell equation

q2
e = m2

e (2.7)

is satisfied for any subset of the internal edges and the Feynman parameters αe associated
with the remaining edges are set to zero. It follows that there will be different regions

3The dimension of E(G) is d(|E(G)| − |V (G)|). On this space we have an action of the orthogonal
group O(d− 1, 1) so we can eliminate d(d−1)

2 variables by picking a special frame. This assumes that the
action of the Lorentz group is free, that is there are no non-trivial Lorentz transformations which leave the
configuration of momenta invariant.
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of the ` = 0 surface in which different subsets of the internal edges are on-shell; we will
characterize these different regions in terms of graph contractions in section 2.2.

We define the on-shell variety of the graph G to be the set of points in the space of
internal and external kinematics for which all edges are on-shell:

S(G) =
{

(qe)e∈E(G) ∈ E(G) | q2
e −m2

e = 0, ∀e ∈ E(G)
}
. (2.8)

As mentioned above, we leave momentum conservation implicit, so S(G) ⊂ E(G).4 We will
find it useful to use G0 to denote the elementary graph in which all of the external lines in
G meet at a single vertex; this allows us to denote the space of on-shell external momenta
associated with the graph G by S(G0).

Not all singularities in the integrand will lead to singularities of the integral IG(p). For
a singularity to develop at the level of the full integral, it must also be the case that the
integration contour cannot be deformed to avoid the relevant integrand-level singularities.
In the physics literature, this condition is generally described as the contour being pinched
between singularities of the integrand (as ε → 0), or as resulting from the integrand
becoming singular on the boundary of the integration region (since the contour cannot
be deformed to avoid this point). While singularities at integration endpoints are easy to
identify, it is useful to have a set of equations that describe when the contour can become
pinched. Just as two circles are tangent when their normal vectors at the intersection point
are parallel, there will be a contour pinch when the gradients of the on-shell constraints
with respect to the independent loop momenta are linearly dependent. This happens where
there exists some set of values αe, not all vanishing, such that for each fundamental cycle c
associated with the independent loop momentum kc,∑

e∈Eint(Gκ)
αe

∂

∂kc
(q2
e −m2

e) = 0 . (2.9)

Using that ∂qe
∂kc

= bce, we find the Landau loop equation for each independent kc:∑
e∈Eint(Gκ)

bceαeq
µ
e = 0 , (2.10)

where bce is the circuit matrix of the graph, defined as

bce =


1 if the edge e is in the circuit c and is oriented in the same way as c,
−1 if the edge e is in the circuit c and is oriented in the opposite way to c,
0 otherwise.

(2.11)
A more rigorous derivation of the pinch condition can be found in refs. [23, 24, 118].5

4We will use both the real and complex versions of the spaces S(G) and E(G). The real versions are
required to study so-called principal singularities, which we will discuss in section 5.3. The complex versions
are used when deforming contours around singularities and in the application of the Picard-Lefschetz theorem.
We do not distinguish between these usages in our notation, but hope that which one is meant is clear from
the context.

5The Landau equations were first derived by Landau, Bjorken, and Nakanishi [4–6]. Earlier work on this
topic includes refs. [1, 2, 119], and ref. [120] provides a more mathematical point of view.
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q2
2 = m2

2

q2
1 = m2

1

S(G)

S(G0)

LG(p)

h

Figure 1. We illustrate the relation that can hold between pairs of on-shell equations q2
e = m2

e,
each of which we depict as a circle. The intersection of all the on-shell equations is the on-shell
locus S(G) for the graph G, which lives in the embedding space E(G) where only momentum-
conservation equations are imposed. When the circles become tangent, the homology group of the
space E(G) \ S(G) shrinks. The vanishing cycle is labeled h in the inset on the right: as the points
coincide h becomes trivial. The Landau variety LG(p) is the projection of these special tangent
points in the on-shell space S(G0) of the external momenta.

The solutions to the Landau loop equations and the corresponding set of on-shell
conditions describe the set of locations where IG(p) can become singular at specific kinematic
points p ∈ S(G0). We call this variety the Landau variety and denote it by LG. That is,
the Landau variety is defined to be

LG : p ∈ S(G0)
∣∣∣ ⋂
c∈Ĉ(G)

{ ∑
e∈Eint(G)

bce αeq
µ
e = 0

} ⋂
e∈Eint(G)

{
αe(q2

e −m2
e) = 0

}
(2.12)

As discussed above, the momenta qe in these equations are implicit functions of the external
momenta, and we assume that at least one variable αe is nonzero. We emphasize that if
αe 6= 0 for an internal line, then the line must be on-shell; however, if αe = 0 the line is
allowed to be off-shell or on-shell.6

The Landau loop equations can also be neatly encoded as the vanishing of a differential
form, as follows. Consider the on-shell variety associated with the graph G. The normals to
the hypersurfaces defined by the on-shell conditions q2

e−m2
e = 0 are given by the differentials

d(q2
e −m2

e)|p, where |p means that we keep the external momenta fixed (in addition to the
internal masses, which are always held fixed). The pinch condition is equivalent to requiring
that these differential forms be linearly dependent. That is, there must exist some αe, not
all zero, such that ∑

e∈Eint(G)
αed(q2

e −m2
e)|p = 0 . (2.13)

This is leads to the same condition as in eq. (2.9). By decomposing this differential form
over a basis of fundamental cycles, we recover the Landau equations in eq. (2.10); however,
this formulation is more invariant since we do not have to pick a basis of fundamental cycles.

6The Landau equations in eq. (2.12) can also describe singularities at infinite loop momenta (sometimes
referred to as second-type singularities), after compactifying the kinematic space. Such singularities do not
arise in the physical region, and we will not consider these types of singularities in this paper.
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G

G3a

G3b

G3c

G3d

G2a

G2b

G2t

G2s

G2c

G2d

G1a

G1b

G1c

G1d

G0

Figure 2. All the possible contractions of the box diagram. Each contraction gives a Landau
diagram which represents a possible singularity of the box integral.

At a point of intersection where the normals to two surfaces are proportional, the two
surfaces are tangent. To appreciate this, consider again the on-shell conditions q2

e = m2
e.

Each such condition constitutes a single constraint on a d-dimensional vector. For instance,
in the Euclidean d = 2 case, each such surface is a circle. Not all of the edge momenta
are independent, however, due to momentum conservation. Thus, when multiple on-shell
conditions are imposed, the circles can intersect either at two points, at one point (in which
case they are tangent) or at no points. As the momenta are varied, these circles move
around relative to each other. At some exceptional points, the circles are tangent and
the Landau equations are satisfied. This is shown schematically in figure 1. We can also
characterize these points of tangency by noting that they correspond to points where the
homology group (of the complexification of the complement of the on-shell space) shrinks:
there is a vanishing homology cycle. This geometric understanding of pinch conditions
will be essential for deriving the constraints we put on sequential discontinuities in the
later sections of this paper. We will explain the vanishing cycle picture in more detail in
section 3.

2.2 Branches of the Landau variety

In the later sections of this paper, we will be interested in distinguishing between singularities
that appear on different branches of the Landau variety ` = 0, where these branches are
differentiated by having different propagators on-shell. To characterize these branches, we
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introduce the notion of a graph contraction κ, which is a map between graphs

κ : G1 G2 , (2.14)

where the graph G2 is formed by contracting a subset of the edges in G1. (Contracting
an edge here means replacing the vertices that were previously connected by this edge
by a single vertex and deleting the contracted edge from the graph.) As an example, the
possible graph contractions of the box diagram are shown in figure 2. Any composition of
contractions also constitutes a valid contraction.

Every contraction of the graph G can be embedded in a sequence of contractions to
the elementary graph G0 in which all internal lines have been contracted, for instance as

G
κ−−→→ Gκ

κ−−→→ G0 , (2.15)

where κ contracts all of the internal lines that are not contracted by κ. In our notation, we
will often put a bar over a contraction when its image is not the elementary graph, as done
here. We can then decompose the Landau variety LG into a number of different branches
Pκ, associated with different possible contractions. Namely, we can write it as

LG =
⋃

Gκ⊂G
Pκ , (2.16)

where Pκ is defined as

Pκ : p ∈ S(G0)
∣∣∣ ⋂
c∈Ĉ(Gκ)

{ ∑
e∈Eint(Gκ)

bce αeq
µ
e = 0

} ⋂
e∈Eint(Gκ)

{
q2
e = m2

e

}
, (2.17)

where we assume that at least one variable αe is nonzero. In ref. [24], Pham calls Pκ the
“lieu de Landau”, which translates to Landau locus. However, to disambiguate it both from
the Landau variety, and from one of its subspaces in which a specified set of Feynman
parameters vanish, we call it the Pham locus. Let us emphasize that the Pham locus Pκ
classifies different branches of the Landau variety by which lines of the original Feynman
diagram are put on shell, regardless of whether the corresponding variables αe are zero or
not. An important result of Pham’s is that Pκ corresponds to the set of critical points of
the projection map among on-shell surfaces π : S(Gκ)→ S(G0) [24]. We will return to this
perspective in section 5.1.

It is sometimes helpful to refer to the branches of the Landau variety using Landau
diagrams. A Landau diagram can be associated with any graph, but unlike Feynman
diagrams, all propagators in Landau diagrams are understood to be on shell. Thus, each
of the branches Pκ of LG can be represented by the Landau diagram associated with the
graph Gκ. Note that in some of the S-matrix literature, a Landau diagram Gκ is instead
associated with the part of the Landau variety in which all of the Feynman parameters in
Gκ are nonzero, while the remaining Feynman parameters in G vanish. Indeed, solutions
to the αe(q2

e −m2
e) = 0 condition in eq. (2.12) are often discussed as having an αe = 0

branch and a q2
e = m2

e branch, as if these choices were mutually exclusive. However, to
understand the singularity structure of Feynman integrals, it is also important to consider
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the case where both αe = 0 and q2
e = m2

e are satisfied simultaneously. Our definition of
Pκ in eq. (2.17) (which matches the definition adopted by Pham [24]) allows the Feynman
parameters in Gκ to vanish. To connect to previous literature, we will use the term leading
singularity to describe the part of the Pham locus where αe 6= 0 for all edges in a given
Landau diagram. For example, when Cutkosky refers to a Landau diagram, he means what
we call the leading singularity [8]. We remark, however, that in some of the more recent
literature, the leading singularity is instead defined as the one at which all lines in the
Landau diagram are on shell, regardless of whether the αe are nonzero [95]. In this work,
we refer to that as Pκ, where κ is the contraction from the original diagram G to G0.

An important property of Pham loci is that they are not ordered. That is, if we have a
sequence of graphs G� Gκ

′
� Gκ � G0 such that Gκ is a contraction of Gκ′ , then it does

not automatically follow that Pκ ⊂ Pκ′ . This is due to the fact that, while the on-shell
conditions in Pκ′ include all of those in Pκ, the loop equations in Pκ′ involve more Feynman
parameters than the loop equations in Pκ. For example, when Gκ′ is the triangle diagram
in three dimensions and Gκ is a bubble diagram arising from contracting a line in Gκ

′ ,
then Pκ′ and Pκ are both two-dimensional surfaces in the three-dimensional space S(G0) of
external kinematics associated with the triangle diagram. (We will discuss this example
at more length in section 4, and the intersection of this pair of Pham loci is illustrated in
figure 12.)

We highlight that our definitions of the Landau and Pham loci do not require all
Feynman parameters to be real and non-negative, as is true in the integration contour
in eq. (2.5). Nonetheless, whether or not a point in these varieties involves only positive
Feynman parameters is important. In particular, solutions to the Landau equations that
require some Feynman parameters to be either negative or complex do not correspond
to singularities of IG(p) that can be accessed with real on-shell external momenta. We
thus define the α-positive Landau variety (Pham locus) to be the subspace of the Landau
variety (Pham locus) in which all αe ≥ 0, and all momenta are real.7

The singularities of IG(p) that correspond to points in the α-positive Landau variety
arise on the physical sheet. To make this precise, we first define the physical region to
be the subspace of the space of external momenta that are real and on shell, with positive
energy for some choice of which momenta are incoming and outgoing. Note that this
definition of the physical region does not refer to the analytic structure of any specific
function; thus, when IG(p) is multivalued, one can be in the physical region on different
Riemann sheets. We then define the physical sheet for a given Feynman integral IG(p) to
consist of all the complex points in S(G0) that are accessible by analytic continuation from
the physical region, other than those on the branch cuts of IG(p).8 It follows that IG(p) is
single-valued when restricted to the physical sheet.

7Note that α-positive really means all Feynman parameters are real and non-negative, so the terminology
is slightly imprecise.

8Since all of the kinematic dependence of IG(p) is encoded in the integrand of eq. (2.1), the branch cuts
of these integrals are uniquely specified by where the integrand is singular on the integration contour (for
ε = 0). One can write down different integral representations in which these branch cuts are deformed, as
long as the physical values of IG(p) remain intact [121–123]. However, such rotations can change the sheet
structure of these integrals, and thereby also the analysis of which singularities appear on the physical sheet.
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Singularities that occur in connection with Feynman parameters that take negative
or complex values are not on the physical sheet. However, IG(p) can develop a singularity
at any Pham locus (whether α-positive or not) when it is analytically continued to sheets
other than the physical one. While the parts of the Landau variety that are not α-positive
are important for understanding the full analytic structure of these integrals, we in large
part focus in this paper on α-positive singularities. In particular, we will see that many
relatively simple theorems can be proved for singularities in the principal Pham locus,
which is defined to be the union of all α-positive branches in LG of codimension one that
have at least one non-vanishing α in each loop. We will introduce the properties of principal
Pham loci in more detail in section 5.3.

2.3 Absorption integrals

At the points where IG(p) becomes singular, it can develop branch cuts and therefore
discontinuities. As first shown by Cutkosky [8], when the masses of IG(p) are generic and
the Pham locus Pκ is principal, the discontinuity of IG(p) across the branch cut associated
with the Landau diagram Gκ is given by the absorption integral

AκG(p) =
∫ ∏

c∈Ĉ(G)

ddkc
∏

e∈Eint(Gκ)
(−2πi) θ∗(q0

e)δ(q2
e −m2

e)
∏

e′∈E(G)\E(Gκ)

1
q2
e′ −m2

e′ + iε
.

(2.18)
For a particular edge e, the surface q2

e = m2
e has two branches, given by q0

e = ±
√
~qe

2 +m2
e,

which never intersect for me > 0. However, the internal energy flow through each of the
edges in Eint(Gκ), including signs, is fixed by the solution to the Landau equations under
consideration. The factors of θ∗(q0

e) in eq. (2.18) are defined to evaluate to either θ(q0
e)

or θ(−q0
e), depending on the sign of the energy flowing through the edge e.9 This factor

enforces that the same branch of q0
e = ±

√
~qe

2 +m2
e is maintained throughout the absorption

integral. In section 5 we will discuss how Cutkosky’s formula does not actually hold for
the discontinuity of Feynman integrals with respect to any Pham locus, but only applies to
principal loci.

When studying the singularities arising from a graph, we need to pay close attention
to the signs of the energies of internal particles. As we will discuss in more detail, the
signs of energies of the internal particles determine the region where a singularity occurs
and, for massive particles, regions which correspond to different signs for the energies are
disconnected. When computing the discontinuity by using Cutkosky’s formula, we need to
find the signs of the energies of internal particles which are compatible with the location
of the singularity we are encircling. One can also find singularities where the signs of the

9The real points of a given Landau singularity can have multiple parts which are separated by intersections
with other Landau singularities. Therefore, one cannot smoothly connect two such parts without crossing
through a non-smooth point. Simple paths going around different parts of a Landau singularity yield
different elements in the first homotopy group of the complement of the Pham loci (see figure 11). These
different regions correspond to different signs for the energies of the internal propagators. Two regions
which differ only by the sign of the energy of an internal propagator are separated by an intersection with a
Landau singularity where this propagator is contracted. This ensures that the signs of the energies can be
assigned consistently.
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energies are such that the corresponding arrows form closed oriented loops, as in the case
of the pseudo-threshold singularity of the bubble integral. This process cannot be realized
as a physical scattering in Lorentzian signature space-time, so its corresponding singularity
does not appear in the physical region; it does however appear on the next sheet and can
in principle be understood by studying the singularities of the discontinuity of the bubble
integral around the normal threshold.

The discontinuities of Feynman integrals can also be computed by analytic continuation
in the space of external kinematics. In particular, the discontinuity computed by the
absorption integral AκG(p) corresponds to the difference between the original expression,
and the one obtained by computing the monodromy of IG(p) around the variety Pκ:

AκG(q) =
(
1−MPκ

)
IG(p) , (2.19)

where MPκ is an operator that maps IG(p) to its value after being analytically continued
around an infinitesimal counterclockwise circle centered on the branch point Pκ. We will
often abbreviate MP by MP . For more details on this notation and how monodromies act
on Feynman integrals, we refer the reader to [83].

Importantly, the discontinuity computed in (2.19) is not the same as the total dis-
continuity of IG(p), which is defined to be the difference between the integral with a +iε
prescription and a −iε prescription. The value of the total discontinuity of IG(p) depends
on the kinematic region in which it is computed; in particular, in a region where only the
edges in Gκ can all be put on-shell, the discontinuity would be given by a sum over all
possible cuts through the graph, with the amplitude on the right side of the cut conjugated
(in particular, with +iε on propagators to the left of each cut and −iε on propagators to
the right of each cut). The total discontinuity is equal to the monodromy of IG(p) along
a finite contour from this region to the Euclidean region (where no edges can go on-shell)
and back to the original region. Such a monodromy in general will be the sum of many
different absorption integrals which correspond to different subsets of the edges that can go
on shell in the physical region. In particular, individual absorption integrals in eq. (2.18)
can have both real and imaginary parts, and need not correspond to physical absorption.
See [123] for an explicit formula relating the imaginary part of IG(p) to a sum of absorption
integrals from eq. (2.18), and conditions under which this imaginary part is equal to the
total discontinuity of the amplitude in the case of non-generic masses. See also [83] for an
extensive discussion of the relationship between monodromies and total discontinuities, and
on the importance of the choice of analytic continuation contour.

3 Discontinuities of Feynman integrals

In section 2, we reviewed Landau’s equations and Cutkosky’s formula for the discontinuities
of Feynman integrals. In this section we explore how Cutkosky’s formula can be derived
using Picard-Lefschetz theory [24, 77, 124]. This will prepare us for subsequent sections,
in which we will show how the same techniques can be used to put constraints on the
sequential discontinuities of Feynman integrals.
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In the Picard-Lefschetz approach, we start from an integral I(p) =
∫
h ω(p) of a closed

differential form ω(p) over a closed integration contour h (the case where the path h has
boundaries can also be described using relative homology). Notably, this integral depends
only on the homology class [h] of h, and not on the further details of this contour. As
we analytically continue the variables p to compute one of the monodromies of I(p), the
singularities of ω(p) may collide with the contour h. To avoid this, the contour must be
deformed in conjunction with our analytic continuation, leading to a new contour h′. The
Picard-Lefschetz formula describes how the corresponding discontinuity of I(p) can be
written as an integral over the difference between these contours Var[h] = [h′] − [h]. In
particular, when applied locally, Picard-Lefschetz gives us an explicit way to compute Var[h]
that eliminates the need to explicitly trace what happens to the integration contour during
the analytic continuation. The remaining integral over Var[h] can then be performed using
Leray’s higher-dimensional analogue of Cauchy’s residue formula [120].

3.1 Monodromies in Feynman-parameter space

Let us begin with an example of an integral over a single complex variable, where one
can perform the analytic continuation in the external variables and trace what happens to
the integration contour directly. Such an example is given by the two-dimensional bubble
integral in Feynman-parametrized form.10 In momentum space, this integral is defined to be

I (p) = p p

p− k,m2

k,m1

= lim
ε→0+

∫
d2k

1
k2 −m2

1 + iε

1
(p− k)2 −m2

2 + iε
, (3.1)

which in terms of Feynman parameters becomes

I (s) = lim
ε→0+

∫ 1

0
dα −iπ

sα(1− α)−m2
1α−m2

2(1− α) + iε
, (3.2)

where we have denoted s = p2.
To find the singularities of the integral in eq. (3.2), we look for kinematic configura-

tions and values of α for which the denominator and its derivative with respect to α are
simultaneously zero. The denominator in this integral vanishes at the two roots of the
quadratic equation,

α± =
s+m2

2 −m2
1 ±

√
s2 − 2s(m2

1 +m2
2) + (m2

1 −m2
2)2 + isε

2s . (3.3)

If we further impose that its derivatives vanish, we obtain two solutions:

s = (m1 +m2)2 − iε , α± = m2
m2 +m1

+ iε sgn(m2 −m1) , (3.4)

s = (m1 −m2)2 + iε , α± = m2
m2 −m1

− iε sgn(m2 −m1) . (3.5)

10An analogous example was worked out in section 3–1 of ref. [23].
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s s

α

α−(s)

α+(s)

s = 0

s = 0

s =∞

s =∞

s = (m1 −m2)2 + iε

α± = m2
m2−m1

± iε

s = (m1 +m2)2 − iε
α± = m2

m2+m1
± iε

s = s0 > (m1 +m2)2

h

α

h′

Figure 3. The bubble diagram can be written as an integral over the contour 0 < α < 1, shown in
the lower left panel in grey. There are poles in the integrand at α+(s) and α−(s); these poles move
along the green and red curves in the lower left panel as s is moved along the real axis in the upper
left panel. At s = (m1 ±m2)2 these two curves nearly meet at α+ = α− = m2

m2±m1
, corresponding

to the position of the purple or black dot (they don’t quite meet due to their displacement by ±iε).
Only the singularity at the normal threshold s = (m1 +m2)2 pinches the integration contour. In
the right panes, we see that as s is rotated in the complex plane from a point s0 > (m1 + m2)2

around the branch point at (m1 +m2)2, the corresponding α±(s) also rotate, at half the rate. The
grey integration contour h must also be deformed as this analytic continuation is carried out, so
that the singularities α±(s) never cross the contour. The monodromy corresponding to this analytic
continuation can be computed as integral over the difference between the integration contour before
and after this analytic continuation, and the result is the absorption integral A(s0).

We would thus like to find the monodromies of I (s) as we encircle s = (m1±m2)2∓iε in the
space of external momenta, which here is simply the space of complex s. We first do this by
closely following how the integration contour is deformed by this analytic continuation, and
then show in the next subsection how the Picard-Lefschetz formula reproduces this result.

As a first step, we trace what happens to the roots α± in α space as s is moved along
the real axis. These paths are depicted in figure 3. When m2 < m1, the two roots collide
on the α < 0 part of the real axis as s→ (m1 −m2)2 and ε→ 0. This point, referred to as
the pseudothreshold, represents a solution to the Landau equations, but does not lead to a
pinch of the integration contour over 0 < α < 1. Thus, if s is analytically continued in a
circle around (m1 −m2)2 in the space of external momenta as ε→ 0, the two roots α+ and
α− switch places, but there is never any need to modify the integration contour to avoid a
singularity. We therefore have(

1−Ms=(m1−m2)2

)
I (s) = 0 , (3.6)

as the integration contour in I (s) is the same before and after applying the monodromy
operator. If we instead increase the value of s so it approaches (m1 +m2)2, the two roots
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α± get closer and closer to the integration contour that runs between 0 < α < 1, until
finally they pinch the contour when s = (m1 +m2)2 and ε→ 0. This singularity is referred
to as the threshold.

Now, let us compute the monodromy around the threshold singularity by analytically
continuing s in a circle around (m1 +m2)2 − iε in the complex s plane, starting at a point
s0 > (m1 +m2)2. This is shown on the right in figure 3. As we perform this continuation,
the two roots will cross the real α axis, so the integration contour must be deformed along
with the roots. Once we arrive back at the point s0, the two roots α+ and α− have switched
places, and the integration contour has been modified. The corresponding absorption
integral, evaluated at s0 > (m1 +m2)2, is then (in the ε→ 0 limit) given by

A (s0) ≡
(
1−Ms=(m1+m2)2

)
I (s0) =

∫
c
dI , (3.7)

where
dI = −iπ

s0

1
[α+(s0)− α][α− α−(s0)]dα (3.8)

and c is the difference between the original integration contour h and the one obtained after
analytic continuation h′:

c = Var[h] = [h′]− [h] = h′

h

− h

h

= (3.9)

Since the singularities of the integrand at α+(s0) and α−(s0) are simple poles, we can
deform the integration contour c into two circles, each of which encircles one of the roots
α±(s0). Note that for ε = 0 these poles are on the real α line, which is precisely why the iε
is needed to make the Feynman integral well-defined.

We can now use Cauchy’s residue theorem to compute the integral in eq. (3.7) over dI.
Namely,

A (s0) = −2π2

s0

(
resα=α+

dα
(α− α+)(α− α−) − resα=α−

dα
(α− α+)(α− α−)

)
, (3.10)

where the sign of each contribution is determined by the orientation of the contours.
Evaluating these residues, one finds

A (s0) = −4π2√
s0 − (m1 −m2)2

√
s0 − (m1 +m2)2 . (3.11)

This value can be compared to what one gets by first evaluating the bubble integral as
a logarithm, and then computing the monodromy of the transcendental function directly.
Explicitly, performing the integration in eq. (3.2), one finds

I (s) = −2π√
−[s− (m1 −m2)2][s− (m1 +m2)2]

×

log
(√

(m1 +m2)2 − s− i
√
s− (m1 −m2)2√

(m1 +m2)2 − s+ i
√
s− (m1 −m2)2

)
, (3.12)
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where the square roots are evaluated on their principal branches. Computing the monodromy
of this expression around s = (m1 +m2)2, one recovers eq. (3.11).

Next, let us compute an additional discontinuity of the bubble integral with respect
to the threshold at s = (m1 + m2)2 using the same method of tracking the integration
contours. That is, we compute the monodromy of the absorption integral A (s0) around
s = (m1 +m2)2. Since the integration contour of the absorption integral is simply given by
the two small circles around the roots α±, it is deformed by the analytic continuation in an
especially simple way: the two circles just follow the roots α± as these roots are analytically
continued around the same circular path as before. As the contours around α+ and α−
have the opposite orientation, the difference between the original contour and the new one
is just c′ = 2c. Thus, we have that(

1−Ms=(m1+m2)2

)2
I (s0) =

(
1−Ms=(m1+m2)2

)
A (s0) =

∫
c′

dI = 2A (s0) ,
(3.13)

for A (s0) as given in eq. (3.11).
To recap, we have computed single and double monodromies around the normal and

pseudonormal thresholds of the bubble integral, starting at a point s0. By tracking how the
integration contour gets dragged in the Schwinger-parameter space, we found(

1−Ms=(m1+m2)2

)
I (s0) = A (s0) , (3.14)(

1−Ms=(m1−m2)2

)
I (s0) = 0 , (3.15)(

1−Ms=(m1+m2)2

)2
I (s0) = 2A (s0) , (3.16)

where A (s0) is the absorption integral where the internal particles of the bubble are put on
shell. All of these results can be compared to what one gets by computing the monodromies
directly from eq. (3.12) around s = (m1 +m2)2 and s = (m1−m2)2. Doing so, one recovers
eqs. (3.14)–(3.16).

While the above analysis illuminates how monodromies in the space of external kine-
matics can be computed by tracking how the integration contour must be deformed to
avoid singularities in the integrand, it is hard to carry out the corresponding procedure
in more than one complex dimension; tracing how to avoid singularities in many variables
simultaneously quickly gets out of hand. In more complicated examples, we therefore
resort to Picard-Lefschetz theory, which provides us with a general prescription for how
to represent monodromies computed in the space of external kinematics as integrals over
modified integration contours.

3.2 Picard-Lefschetz in Feynman parameter space

Picard-Lefschetz theory states that the difference between an integral and the monodromy
of the integral around a branch point s = s∗ can be written as

(1−Ms=s∗)
∫
h

dI = N0

∫
c
dI , (3.17)
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where N0 is an integer and c is a new integration contour. In the case of the bubble integral
in Feynman parameter space, we worked out the contour c for the threshold monodromy
in eq. (3.9): the new integration contour became circles around the two roots α±, and
the resulting integral could be evaluated using Cauchy’s residue theorem. The rest of this
section, along with section 4, section 5, and appendix B, will be devoted to understanding
when eq. (3.17) applies to Feynman integrals, and to giving prescriptions for how the integer
N0 and the modified contour c can be determined. Before diving into the general theory,
though, let us introduce the relevant ideas by continuing our analysis of the bubble Feynman
integral by showing how its discontinuities can be computed using Picard-Lefschetz theory.

First, we identify the contour e that connects the two the singular surfaces that have the
potential to pinch the integration contour when they coincide. In the above example, these
singular surfaces are α+(s0) and α−(s0). The contour that connects them, the vanishing
cell, vanishes when s0 → (m1 + m2)2. We conventionally choose the orientation of the
vanishing cell to be from α+(s0) to α−(s0). The boundary of e is given by the roots α±(s0)
and the coboundary of these boundary points are the circles in figure 3, which correspond
to the difference contour that appears in the absorption integral A (s0):11

vanishing cell e

boundary
(vanishing sphere)

coboundary c
(vanishing cycle)

(3.18)

If we abuse our notation by using h to refer to both the original integration contour and the
homology class to which it belongs, Picard-Lefschetz theory tells us that the discontinuity
of the bubble integral with respect to the threshold singularity can be rewritten as(

1−Ms=(m1+m2)2

)
I (s0) = 〈e, h〉

∫
c
dI , (3.19)

where 〈e, h〉 is the Kronecker index, which gives the number of times (weighted by orienta-
tions) the vanishing cell e intersects a contour in the homology class h. In the case of the
bubble, we can arrange that the vanishing cell intersects the original integration contour at
a single point:

≈
(3.20)

On the left, we have kept the poles α±(s) (and the vanishing cell) complex for real s,
as consistent with the iε prescription. On the right we have used the iε prescription to
deform the integration contour, which allows us to keep the vanishing cell real. Keeping
the vanishing cell real is helpful for applying the Picard-Lefschetz theorem and will be our

11In Picard-Lefschetz theory, the orientation of the coboundary is determined by the orientation of the
vanishing cell.
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default prescription going forward. With either prescription, we see that in this case the
two curves intersect only once, so the Kronecker index is 1. In appendix B, we explain how
to compute Kronecker indices in more detail.

We can rephrase the discontinuity of the absorption integral with respect to the
threshold singularity in a similar way. The vanishing cell will be the same as before, while
the integration contour c that appears in the absorption integral is given by the two circles
from eq. (3.9):

(3.21)

This implies that the Kronecker index 〈e, c〉 is 2, since we can arrange that the vanishing
cycle intersects the integration contour twice with the positive orientation. It is then
straightforward to check that the Picard-Lefschetz formula, which tells us that(

1−Ms=(m1+m2)2

)
A (s0) = 〈e, c〉

∫
c
dI = 2A (s0) , (3.22)

reproduces the previous result in eq. (3.13). That the integration contour on the right side
of (3.22) is given by c follows from the fact that we have the same vanishing cell as when
we computed the first discontinuity; we will describe how this contour is determined in
more detail in section 3.3.

Picard-Lefschetz can also explain what happens when we compute a monodromy around
the pseudothreshold s = (m1 −m2)2. Recall that the original integration contour is not
pinched by the roots α± at the pseudothreshold, so the monodromy around s = (m1−m2)2

is zero on the physical sheet. We can easily see this using the Picard-Lefschetz theorem;
the vanishing cell between the two roots is a line between them that crosses the negative
α-axis, away from the integration contour:

(3.23)

Thus, the Kronecker index is 〈e, h〉 = 0, since the integration contour and the vanishing cell
do not intersect.

The vanishing of the discontinuity around the pseudothreshold is implicitly due to the
iε prescription, which (implicitly) tells us that we should remain above the normal threshold
when analytically continuing s around the pseudothreshold. More generally, though, we can
consider discontinuities of I (s) on different Riemann sheets. Consider for example what
happens if one crosses the branch cut at s > (m1 + m2)2 before analytically continuing
around the pseudothreshold. This situation is depicted in figure 4, where we see there that
the deformed contour is homologous to a contour surrounding the singular points:

h′ = = (3.24)
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s s

α

α−(s)
α+(s)

α

Figure 4. Whether the monodromy of the bubble integral around the pseudothreshold is nonzero
or not depends on the analytic continuation path chosen for s. In particular, in the top two plots
we depict how one must choose whether to analytically continue s around the pseudothreshold
(represented by the purple dot) by either going above or below the normal threshold (represented
by the black dot) when starting from a point s0 > (m1 + m2)2 (represented by the hollow black
circle). The bottom two panels depict the corresponding paths that are traversed by the roots α±(s),
which move from the hollow green and hollow red dots to the solid red and green dots. When s is
analytically continued above the normal threshold, we see that the integration contour is not pinched
by this continuation. Conversely, when s is analytically continued below the normal threshold, the
contour must be deformed and the monodromy can be nonzero.

As the difference between the original contour and this deformed contour encircles the roots
α±, it gives rise to a nonzero discontinuity. As before, the value of this discontinuity can be
computed using the Picard-Lefschetz formula. However, in this example one must be careful
when computing the Kronecker index, as we have changed the original integration contour
in order to leave the physical sheet. To avoid this complication below, we will only apply the
Picard-Lefschetz formula to discontinuities that can be computed via analytic continuations
that are restricted to an infinitesimally-small neighborhood around the singularity.12 When
we restrict to these small neighborhoods, no detailed knowledge of the analytic continuation
contour is needed, and the Picard-Lefschetz formula can be applied algorithmically.

When computing a monodromy around a threshold on the physical sheet, we end up on
a different sheet and can expose further singularities such as the pseudothreshold. We can
compute the monodromy of the absorption integral A (s0) around the pseudothreshold by
leaving the infinitesimal neighborhood of the normal threshold. As the integration contour c
in this integral is just given by two small circles around α±, the contour will follow these roots
as we analytically continue them to the pseudothreshold. Then, the monodromy computation

12More specifically, the part of the analytic continuation that passes through one of the branch cuts that
defines the current sheet should be infinitesimal; in general, we will also have to analytically continue a finite
distance while staying on the same sheet to reach the singular point of interest.
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is analogous to the second monodromy around the normal threshold in eq. (3.13); namely,
the contribution to the contour we pick up with this analytic continuation is simply twice
the contour c, so(

1−Ms=(m1−m2)2

)(
1−Ms=(m1+m2)2

)
I (s0) =

(
1−Ms=(m1−m2)2

)
A (s0) = 2A (s0) .

(3.25)
It is easy to verify that this result matches what one would obtain by analytically continuing
the algebraic expression for A (s0) in eq. (3.11), since analytically continuing a square root
around its branch point results in the same expression with an overall minus sign, so the
monodromy is twice the original expression.

3.3 Picard-Lefschetz in momentum space

Having introduced the basic ingredients that go into the Picard-Lefschetz formula above,
we now describe them more formally. We stick to the example of the bubble integral, but
move to the loop momentum form of this integral, as our analysis generalizes more easily in
momentum space. The upshot will be that the monodromies of this Feynman integral can
be computed by modifying the integration contour to the coboundary of the boundary of the
vanishing cell in the space of loop momenta, just like we found empirically for the bubble
integral in Feynman-parameter space. We will extend this statement to generic Feynman
integrals in section 3.5.

The momentum space version of the two-dimensional bubble integral was given in
eq. (3.1). When the factors of iε are included in the denominator, the integration contour
is taken to be the whole real kµ plane. An alternative is to instead write the integral as

I (p) =
∫
h

d2k

[k2 −m2
1][(p− k)2 −m2

2] , (3.26)

where the integration contour h is now taken to have small imaginary parts that are
consistent with the iε prescription, similar to what was done in (3.20). We will have more
to say about these contours in section 3.6.

We work in the rest frame of the external momentum so that pµ = (Q, 0). Thus, we
have that s = Q2, and we denote the two denominators in eq. (3.26) by

s1(p, k) = (k0)2 − (k1)2 −m2
1 , (3.27)

s2(p, k) = (Q− k0)2 − (k1)2 −m2
2 . (3.28)

The integrand has singularities where s1(p, k) = 0 or s2(p, k) = 0. These algebraic conditions
define a pair of codimension-one hypersurfaces S1 and S2.

Since the integration contour in eq. (3.26) is deformed away from the real plane by
small imaginary parts, these singular surfaces do not lead to singularities in the integral,
except when they pinch the integration contour. This will happen where

s = (m1 ±m2)2 , kµ = m1
m1 ±m2

pµ , (3.29)

namely at the solution to the Landau equations in loop momentum space.
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In order to study the analytic continuations of I (p), we first write the integral in
such a way that the Picard-Lefschetz formula can be directly applied. This first requires
complexifying and compactifying the integration contour. We thus allow the differential form

ω = 1
s1(p, k)

1
s2(p, k)dk0 ∧ dk1 (3.30)

to be complex, and compactify the space of internal kinematics. We denote the compactified
and complexified space of momentum (that satisfy momentum conservation) by X. We
will not discuss the choice of compactification here in more detail (for a discussion, see
refs. [77, 124]); however, we note that, if possible, this compactification should be chosen
to be consistent with the symmetries of the problem.13 In general, we should also check
that our integral is invariant under small deformations of the contour h. Assuming that
the integrals at hand are UV and IR finite, and that the space of internal kinematics
can be compactified such that the integral is invariant under small deformations of h, the
Feynman integral can be viewed as a pairing ([ω], [h])→ C between the homology class of
the integration contour and the cohomology class of the form.14 In the example at hand,
the two-form ω has singularities along S1∪S2 and is therefore a representative of the second
cohomology class

[ω] ∈ H2(X \ (S1 ∪ S2)) , (3.32)

while the contour h is a representative of the second homology class,

[h] ∈ H2(X \ (S1 ∪ S2)) . (3.33)

meaning it does not intersect S1 ∪ S2 in X.15

The iε prescription for Feynman integrals dictates which contour in H2(X \ (S1 ∪ S2))
corresponds to the physical amplitude as ε → 0+. That is, the Feynman iε moves the
singularities off the real axis to make the contour well-defined, and as ε→ 0+ the singularities
move back on to the real axis and force us to deform the contour. The deformation that
this prescription implies for the bubble integral on the surfaces S1 and on S2 is shown in

13If the space is not compact then several problems can arise. For example, if the space has a boundary,
then we need to work with relative homology. It can also happen that pinches arise “at infinity”. These
are known as Landau singularities of second type. If the space is compact, then there is no special infinity
anymore so all pinches can be understood in a uniform language.

14The contour h is closed in the compactified space of kinematics, as it does not have a boundary. To
show that ω is closed, consider ω = ω(z1, . . . , zn)dz1 ∧ . . . ∧ dzn. Then,

dω =
∑
k

(
(∂zkω)(z1, . . . , zn)dzk ∧ dz1 ∧ . . . ∧ dzn + (∂z̄kω)(z1, . . . , zn)dz̄k ∧ dz1 ∧ . . . ∧ dzn

)
. (3.31)

The first kind of terms are zero by the antisymmetry of the wedge product while the second kind of terms
vanish by the holomorphy of ω(z1, . . . , zn). Note that if ω was meromorphic (was allowed to have poles in
its domain), then the right-hand side of eq. (3.31) could get non-zero contributions since ∂̄ 1

z
∝ δ2(z). But

we have removed all the points from the domain for which ω has poles, and thus conclude that dω = 0. We
emphasize that ω also depends on external kinematic parameters and it is only closed when the differentials
do not act with respect to these external parameters.

15A generalization of this construction for an integration contour with boundaries involves using relative
cohomology and homology (see ref. [120]). The relative version was used in section 3.1.
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vanishing cell

S1

S2

near normal threshold near pseudonormal threshold

Figure 5. The on-shell surfaces S1 and S2 of the two-dimensional bubble (the green and red lines)
in the (k0, k1) plane. The left plot shows a point where the external momenta is slightly above the
normal threshold (Q & m1 +m2). The right plot shows a point near the pseudonormal threshold
(Q = m1 −m2). The iε prescription deforms the on-shell contours out of the real (k0, k1) plane,
giving them imaginary parts proportional to the arrows. The vanishing cell shown on the left is
the region where s1 > 0 and s2 > 0. It intersects the integration plane at a point where the vector
field vanishes.

figure 5, where the arrows indicate the direction of the imaginary contour deformation at
different points. (For instance, an arrow pointing straight up would indicate a deformation
in the +ik0 direction, while an arrow pointing to the left would indicate a deformation in
the −ik1 direction.) In the region around the normal threshold, the integration contour
then looks like

(3.34)

By deforming the contour instead of inserting an iε into each propagator, one does
not need to take the limit as ε → 0 at the end of the calculation; ε simply needs to be
sufficiently small to determine the homology class of the contour (recall that the integral is
invariant under deformations of the contour as long as it remains in the same homology
class). More details of how to deform the integration contour in loop-momentum space
will be given in section 3.6, while an analogous contour deformation in Feynman-parameter
space is described in [123].

For fixed values of the external kinematics, we say that singular surfaces such as S1 and
S2 are in a general position when the corresponding integral is well-defined.16 When the

16Here, well-defined means avoiding singularities at particular values of the external kinematics, like poles
or branch points, as well as free of UV or IR divergences.
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Landau equations are satisfied, these singular surfaces will not be in a general position and
the integral may itself also become singular. (Note that we do not necessarily mean that the
value of the integral becomes infinite, but rather that there is a branch point at this value
of the external kinematics, where it becomes multivalued.) At this non-generic position
of the external kinematics, the integration contour becomes pinched. If we now vary the
external kinematics in a small loop around this singularity, the pinched integration contour
gets dragged along, leading the integral to pick up a contribution. The Picard-Lefschetz
theorem makes this intuitive picture precise and provides a formula for calculating the
extra contribution picked up by the integral under an analytic continuation in the space of
external kinematics.

Let us denote the value of p at the normal-threshold solution of the Landau equations,
where p2 = (m1 +m2)2, by p∗. At this threshold, the surfaces S1 and S2 are not in a general
position, and there exist nonzero complex numbers α1, α2 as well as some value k∗ of the
loop momenta such that

α1ds1(p∗, k∗) + α2ds2(p∗, k∗) = 0 . (3.35)

This implies that S1 and S2 are tangent to each other at some point (p∗, k∗) ∈ X. Indeed,
we saw in (3.4) that α1 and α2 take nonzero values at the normal threshold of the bubble.
For the purpose of analytically continuing around this singular point in the space of external
kinematics, it is useful to consider a small neighborhood U ⊂ X around the point (p∗, k∗),
so that we avoid complications coming from other singular configurations. This also allows
us to have a simple description of the homotopy path; otherwise we would need to make a
choice between several possibilities as at the top of figure 4. We refer to U as the Leray
bubble. It should be small enough not to include any branch points other than the one
we are interested in. Let us also define Up to be the slice of U for which the external
momentum takes a fixed value p. It is from this point p that we will compute the monodromy
around p∗.17,18

We also associate a vanishing cell e with the singularity at p∗ by the conditions
s1, s2 ≥ 0. This cell vanishes as we approach the singularity p → p∗ from above, since
at p∗ we have s1 = s2 = 0. In general, the vanishing cell associated with a singularity
does not always have to be real. For now, we will simply assume it is real, postponing
technical details of sufficient conditions until section 5.3. Since the vanishing cell is bounded
by the real singular surfaces S1 and S2, it is an element of the relative homology class
[e] ∈ H2(Up, S1∪S2), namely of the second homology class of Up with boundaries in S1∪S2.
Given such a cycle in H2(Up, S1 ∪ S2), we define boundary operators ∂i that restrict to the

17One can only analytically continue around smooth points on the Landau variety. To see why, recall how
a path around a codimension-one variety is constructed: first we pick a transversal space at a point p ∈ L.
This space is complex one-dimensional, and chosen such that p sits at the origin. Then, a path around p ∈ L
is a path in this transversal one-dimensional complex space. If the point p is singular, then the transversal
space does not necessarily exist.

18Note that points where multiple Pham loci intersect have to be treated specially.
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boundary of e that intersects Si. Thus, we have

∂1 : H2(Up, S1 ∪ S2)→ H1(Up ∩ S1, S2) ,
∂2 : H2(Up, S1 ∪ S2)→ H1(Up ∩ S2, S1) , (3.36)

∂2 ◦ ∂1 : H2(Up, S1 ∪ S2)→ H0(Up ∩ S1 ∩ S2) .

That is, the operator ∂1 acts on the vanishing cell to give (the homology class of) its
boundary in Up ∩ S1. This boundary is shown as the green curve figure 5. If we then apply
∂2 to this green curve, we just get the pair of intersection points that constitute S1 ∩ S2.
We call ∂2 ◦ ∂1[e] ∈ H0(Up ∩ S1 ∩ S2) the vanishing sphere.

Next, we define the vanishing cycle to be the Leray coboundary of the vanishing sphere.
Leray coboundaries are higher-dimensional analogs of the coboundary we constructed in
the example in section 3.1, in which we used the fact that the coboundary of a point in the
complex plane is a small circle around that point. Just as a point has real codimension two
and its coboundary has real codimension one in the complex plane, the Leray coboundary
operator δ acts on a cycle σ of real dimension k to produce a cycle δσ of real dimension k+1.
It does this by constructing a circle in the complex space transverse to s for each point
along the cycle. These circles for each point along the cycle σ generate the coboundary δσ,
which does not intersect the cycle s itself. One can also define a tubular neighborhood by
attaching a small enough disk centered at every point along the cycle. Then the coboundary
can be seen as the boundary of this tubular neighborhood. More technically, starting
with a homology cycle which belongs to a submanifold S in X,19 the coboundary operator
associates a homology cycle of one higher dimension in X \ S. Applying this construction
to the subvarieties S1 and S2 we get

δ1 : H0(Up ∩ S1 ∩ S2)→ H1((Up ∩ S2) \ S1) ,
δ2 : H0(Up ∩ S1 ∩ S2)→ H1((Up ∩ S1) \ S2) , (3.37)

δ1 ◦ δ2 : H0(Up ∩ S1 ∩ S2)→ H2(Up \ (S1 ∪ S2)) .

The vanishing cycle, given by coboundary of the vanishing sphere, is therefore δ2◦δ1◦∂1◦∂2[e].
At a point just above the normal threshold, we thus have the following picture:

Up ∩ S2 \ S1

Up ∩ S1 ∩ S2
(vanishing sphere)

Up ∩ S1 \ S2

Up (Leray bubble over p)
S1

S2
Up ∩ (s1 ≥ 0) ∩ (s2 ≥ 0)

(vanishing cell ep)
(3.38)

Here, the black dots give the vanishing sphere, while the pink shaded area is the
vanishing cell. To construct the vanishing cycle, one first applies δ1 to construct a tubular
neighborhood in the imaginary direction around the two dots, while staying on the surface

19The condition that S be a manifold, and therefore free of singularities, is essential for this construction.
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S2, then one applies δ2 to take a tubular neighborhood around the resulting object. The
boundary of the resulting tubular neighborhood is a vanishing cycle. These coboundary
maps are difficult to illustrate in C2, but are analogous to the complex circles around the
endpoints of the vanishing cell depicted in eq. (3.21). Nevertheless, the vanishing cycle is a
contour enveloping the vanishing sphere, which is the intersection of the boundary of the
vanishing cell with the on-shell surface S1 ∩ S2.

Having introduced all of the required elements, we can finally state how the Picard-
Lefschetz theorem allows us to compute the discontinuity of I (p) around the threshold
at p∗. We begin by analytically continuing p in a small circle around the point p∗ in
the space of external kinematics. While the original integration contour was given by an
element h ∈ [h] ∈ H2(X \ (S1 ∪ S2)), the contour has been modified to a different contour
h′ ∈ [h′] ∈ H2(X \ (S1 ∪S2)) after this analytic continuation. The Picard-Lefschetz theorem
tells us this monodromy in the space of external kinematics as an integral over the difference
contour h′ − h by constructing a mapping

Var: H2(X \ (S1 ∪ S2))→ H2(U \ (S1 ∪ S2)), (3.39)

which maps the homology class [h] to the vanishing cycle. In particular, the theorem says
that

Var[h] = 〈e, h〉(δ1δ2∂2∂1[e]), (3.40)

where we have omitted “◦” between operators for conciseness. This formula is valid for
two-dimensional cycles; we will present the general formula below. The integer 〈e, h〉 is
called the Kronecker index, and is the intersection number between the vanishing cell and
the original integration contour h. Applying this formula to the bubble integral then gives

(
1−Ms=(m1+m2)2

)
I (p) = −〈e, h〉

∫
δ1δ2∂2∂1e

dk0 ∧ dk1
[k2 −m2

1][(p− k)2 −m2
2] , (3.41)

where δ1δ2∂2∂1e denotes a contour c in the homology class δ1δ2∂2∂1[e]. The extra sign
arises from the fact that the left-hand side computes the integral over h − h′ while the
Picard-Lefschetz theorem computes Var[h] = [h′]− [h].

3.4 Multivariate residues

The final step in obtaining the discontinuity of the bubble integral as an absorption integral
involves rewriting the modified integration contour as a set of δ-functions in momentum
space. Intuitively, this involves replacing the integral of ω over the Leray coboundary
with a multivariate residue, similar to what we did in our one-dimensional example to get
eq. (3.10). Fortunately, the Leray coboundary is precisely the ingredient that enters the
theory of multivariate residues, as discussed in the context of Feynman integrals in ref. [80].

In carrying out this type of analysis, it will be helpful to use notation in which we allow
ourselves to divide by forms, for instance writing

ψ = ω

ds1 ∧ ds2
⇔ ω = ds1 ∧ ds2 ∧ ψ , (3.42)
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where the expression on the left makes sense whenever the quantity on the right exists.
This notation was introduced by Gelfand and Chilov [125] and later employed by Leray and
Pham.20 To connect it to the language normally employed by physicists, we can write these
divisions by differential forms in terms of Dirac δ-functions. To do this, we use Poincaré
duality (see appendix C) to extend the integration to the embedding space:∫

S1∩S2

ω

ds1 ∧ ds2
=
∫
U
δ(s1)δ(s2)ds1 ∧ ds2

ω

ds1 ∧ ds2
=
∫
U
δ(s1)δ(s2)ω , (3.43)

where U is a neighborhood of the intersection S1 ∩S2. As an example, suppose that ω takes
the form ω = ψ(s1, s2, s3) ds1 ∧ ds2 ∧ ds3, while S1 and S2 denote the surfaces defined by
s1 = 0 and s2 = 0 respectively. Then∫

S1∩S2

ω

ds1 ∧ ds2

∣∣∣
S1∩S2

=
∫
s1=s2=0

ω

ds1 ∧ ds2

∣∣∣
s1=s2=0

=
∫

ds3ψ(0, 0, s3) (3.44)

=
∫
δ(s1)δ(s2)ψ(s1, s2, s3)ds1ds2ds3. (3.45)

Effectively, we have that
δ(si) ∼

1
dsi

. (3.46)

This relation acts as a useful mnemonic for remembering the transformation properties of
δ(si), if nothing else.

Now, suppose ω has simple poles at s1 = 0 and s2 = 0, so that we can write ω =
ds1
s1
∧ ds2

s2
∧ψ, where ψ is regular on S1 ∪S2. The multivariate residue of such a form is21

resS2 resS1 ω = ψ
∣∣
S1∩S2

= s1s2
ω

ds1 ∧ ds2

∣∣∣
S1∩S2

. (3.47)

Then, if we have a cycle σ ∈ S1 ∩ S2 with coboundary δ1δ2σ, the integral over the
coboundary gives ∫

δ1δ2σ
ω = (2πi)2

∫
σ

resS2 resS1 ω. (3.48)

This is the Leray residue formula, which generalizes Cauchy’s theorem to the multivari-
ate case.

Starting with the two-form ω for the two-dimensional bubble integral (which we gave in
eq. (3.30)), we can change variables so that ω = ds1

s1
∧ ds2

s2
∧ψ. In this case, ψ is a zero-form

(a function). We can therefore replace the coboundaries δ1δ2 with the corresponding residues
around S1 and S2. Combining Leray’s residue formula with the Picard-Lefschetz formula
relating the monodromy to the integral over the vanishing cycle, we then have for the
bubble integral I (p),(

1−Ms=(m1+m2)2

)
I (p) = (2πi)2

∫
∂2∂1e

resS2 resS1 ω = (2πi)2
∫
∂2∂1e

s1s2
ω

ds1 ∧ ds2
,

(3.49)
20More details for this notation can be found in [126].
21Here we have adopted the convention that resS ds

s
∧ ψ = ψ|S . This is the convention of Leray (see

ref. [120]) and of Pham (see ref. [118]). This convention is however not universal; Hwa & Teplitz (see ref. [23])
use the opposite convention where resS ψ ∧ ds

s
= ψ|S .
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which we can write using the Poincaré duality as(
1−Ms=(m1+m2)2

)
I (p) = (2πi)2

∫
Up
δ(s1)δ(s2)ψ . (3.50)

Recalling that Up must be defined to include only the neighborhood around the intersections
of S1 and S2, we see that if we restrict the integration contour to be over the positive
part of the energies of the two cut particles, the pseudothreshold will not contribute. We
can enforce this by including appropriate theta functions, and so we compute eq. (3.50)
by writing(

1−Ms=(m1+m2)2

)
I (p) = (2πi)2

∫
d2kθ(k0)δ(k2−m2

1)θ(p0−k0)δ[(p−k)2−m2
2] ,

(3.51)
where we have assumed that p0 > 0. If p0 < 0 then we need to impose negative-energy
conditions on the cut momenta. This integral can be evaluated to give

(
1−Ms=(m1+m2)2

)
I (p) = −4π2√

[s− (m1 −m2)2][s− (m1 +m2)2]
, (3.52)

which agrees with eq. (3.11), as well as the direct monodromy computation in eq. (3.12).

3.5 Cutkosky from Picard-Lefschetz

Finally, let us move beyond the example of the bubble integral to state the analogous
Picard-Lefschetz result for generic scalar Feynman integrals. Consider the Feynman integral
associated with a graph G:

IG(p) =
∫
h

∏
c∈Ĉ(G)

ddkc
∏

e∈Eint(G)

1
[qe(k, p)]2 −m2

e

. (3.53)

This integral involves the differential form

ω =
∧

c∈Ĉ(G)

ddkc
∏

e∈Eint(G)

1
[qe(k, p)]2 −m2

e

, (3.54)

which is a representative of the cohomology class Hn(X \ (S1 ∪ S2 ∪ · · · ∪ Snint)), and a
contour [h] ∈ Hn(X \ (S1 ∪ S2 ∪ · · · ∪ Snint)). As before, we take each of the surfaces Se to
be defined by the on-shell equations se(k, p) = [qe(k, p)]2 −m2

e = 0.
Now consider the complexified and compactified space of on-shell external kinematics

associated with IG(p), which we denote by X. For every value of the external kinematics
p ∈ X, there exists a fiber Xp of complex dimension n, which corresponds to the domain over
which ω is integrated in (3.53). Each copy of the space Xp contains a set of codimension-one
varieties that are defined by the on-shell conditions. While these codimension-one varieties
will be in a general position for generic values of the external kinematics, they will not be
in a general position in the fibers over points in the Landau variety. Recall, for example,
that for the bubble Feynman integral from section 3.3, the Landau branch point was the
projection of the momentum-space configuration in which the on-shell surfaces S1 and S2
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became tangent in loop-momentum space to the space of external variables. The higher-
dimensional analog of this condition is when the normals to the surfaces S1, S2, . . . Sm
become linearly dependent.

The Picard-Lefschetz theorem tells us how to obtain the difference in the integration
contour before and after analytic continuation around a branch point from knowledge of just
the boundary operators and coboundary operators associated with the surfaces S1, . . . , Sm,
given by

∂1 : H∗(U, S1 ∪ S2 ∪ · · · ∪ Sm)→ H∗−1(U ∩ S1, S2 ∪ · · · ∪ Sm) , (3.55)
δm : H∗(S1 ∩ S2 ∩ · · · ∩ Sm)→ H∗+1(S1 ∩ · · ·Sm−1 \ Sm) . (3.56)

Specifically, the Picard-Lefschetz theorem can be applied to Feynman integrals as follows:

Theorem (Picard-Lefschetz). We consider a closed form ω corresponding to the integrand
of a Feynman integral, a closed contour h, and a codimension-one branch Pκ of its Landau
variety where the integration contour may be pinched between some number of surfaces
S1, S2, . . . , Sm, for m 6 nint. We impose the constraint that the pinch is simple, which
means that it fits in a single Leray bubble U ⊂ X \

⋃m
i=1 Si. We then consider a homotopy

class γ ∈ π1(X \Pκ) which fits in the projection of the Leray bubble U to external kinematics
and represents the path along which we are interested in analytically continuing

∫
ω in the

space of external kinematics. Under the action of this analytic continuation, the homology
class [h] is sent to [h′] = γ∗[h]. The variation

Var: Hn(X \
m⋃
i=1

Si)→ Hn(U \
m⋃
i=1

Si) (3.57)

associated with this map is defined by Var[h] = [h′]− [h]. For analytic continuations around
a codimension-one branch locus Pκ that are confined to an infinitesimal region around
p∗ ∈ Pκ, we have

Varh = (−1)
(n+1)(n+2)

2 〈e, h〉(δ1 . . . δm∂m . . . ∂1e), (3.58)

where 〈e, h〉 is the integer-valued intersection number between the vanishing cell e and the
contour h.

Namely, using this theorem we are able to express the discontinuities of IG(p) as an integral
over the original form ω, but with a new integration contour given by (δ1 . . . δm∂m . . . ∂1e).
For Feynman integrals involving generic masses, we therefore obtain that its discontinuities
can be written as:

(1−Mp=p∗) IG(p) =
∫
h
ω −

∫
h′
ω

= −
∫

Varh
ω (3.59)

= −(−1)
(n+1)(n+2)

2 〈e, h〉
∫
δ1...δm∂m...∂1e

ω.
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Since we can apply the Picard-Lefschetz theorem to any closed contour h, we can also
apply it to compute sequential discontinuities of IG(p). For example, the Picard-Lefschetz
theorem tells us that when encircling the same branch point iteratively, we get

(1−Mp=p∗)r IG(p) = (−1)r
∫

Varr h
ω . (3.60)

We will apply the Picard-Lefschetz theorem in this iterative fashion in later sections.
It is important to emphasize that the vanishing cell, the vanishing sphere, and the

vanishing cycle are all in one-to-one correspondence. That is, the maps in eq. (3.36) and
eq. (3.37) (which respectively construct the vanishing sphere from the vanishing cell, and the
vanishing cycle from the vanishing sphere) are isomorphisms. Therefore, all three of these
ingredients are uniquely determined by any single one of them.22 Thus, when computing
sequential monodromies, it is sufficient to track the vanishing sphere, which lives within the
on-shell surface S1 ∩ · · · ∩ Sm, rather than the vanishing cell or vanishing cycle, which live
in higher dimensions.

We can now use the Picard-Lefschetz theorem on the Feynman integral IG(p) to obtain

(1−Mp=p∗) IG(p) =
∫
δ1···δm∂m···∂1e

ω . (3.61)

Here, we have used the fact (shown in appendix B) that 〈e, h〉 = (−1)
n(n−1)

2 , which (when
multiplied by the prefactor (−1)

(n+1)(n+2)
2 in the Picard-Lefschetz theorem) yields an overall

factor of −1, which is compensated by the fact that here we are computing the difference
between the function and its analytic continuation around the singularity, while the Picard-
Lefschetz theorem computes the difference between the function after and before analytic
continuation. We can rewrite this using the identities from section 3.4 as,

(1−Mp=p∗) IG(p) = (2πi)m
∫
∂m···∂1e

resSm · · · resS1 ω

= (2πi)m
∫
∂m···∂1e

s1 · · · sm
ω

ds1 ∧ · · · ∧ dsm
. (3.62)

We finally apply the Poincaré duality from eq. (C.12) in appendix C to get

(1−Mp=p∗) IG(p) = (−2πi)m
∫
Up
δ(s1) · · · δ(sm)

∏
c∈Ĉ(G)

ddkc
∏

e 6∈{1,...,m}

1
se
. (3.63)

This expression matches Cutkosky’s formula in eq. (2.18). Note that the positive-energy
flow, which was denoted with a theta function in eq. (2.18), is implicit in the restriction
to the Leray bubble Up: the signs of the energies of s1, . . . , sm must match the ones of the
Landau-equation solution.

22This is not true when there are at least as many singular denominators as the dimension of the integration
cycle. We will consider an example of this type in section 5.1.
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3.6 Complex integration contours

In employing Picard-Lefschetz theory, we have preferred to deform the integration contour
in a way that is consistent with the iε prescription, rather than keep these infinitesimal
imaginary factors in the integrand. We end this section by commenting on how this can be
done in general. Namely, we will describe the contour h that allows Feynman integrals to
be written in the form

IG(p) =
∏

c∈Ĉ(G)

∫
h

ddkc
∏

e∈Eint(G)

1
se
, (3.64)

where the singular surfaces in the denominator are given by

se ≡ [qe(k, p)]2 −m2
e . (3.65)

Since the integrand IG(p) can become singular at complex points, we want to make sure
that the integration cycle h not only avoids the singularities in the complex space of loop
momenta, but is also consistent with the iε prescription for momenta in the physical region.

Before we describe how to construct such a contour, let us discuss the advantages of
this construction over the standard Feynman iε prescription. First, the analytic structure
of the integrand is not modified — its branch points are not displaced by an unphysical,
dimensionful parameter ε. Second, since the value of the integral is determined by the
homology class of the integration contour, and not the exact path taken, one does not need
to consider infinitesimal deformations from the real contour to get the correct physical
value of the Feynman integral. Instead, it is sufficient to take the contour deformation to
finite but small, making sure that it leads to the correct homotopy class. It is therefore
better-suited for numerical computations than deforming the integrand by iε.23

To construct a contour h that is in the correct homology class, we will need to deform
slightly away from real values of loop momenta. To visualize this deformation in the complex
neighborhood of each real point, we can construct a vector field whose components depict
the size of the deformation in each imaginary direction. Indeed, suppose we have a variety
S = S1 ∪ S2 ∪ · · · ∪ Sm, where each Se is given by a real local equation se(kµ) = 0, where
kµ are also real vectors. Extending the on-shell equation to complex variables amounts to
imposing the condition se(kµ + ivµ) = 0, where vµ is a real vector. This means that the
variety S satisfies Re se(kµ + ivµ) = 0 and Im se(kµ + ivµ) = 0. By definition, the points in
a small complex neighborhood are such that the components of vµ are small, so we can
expand the on-shell equation to obtain

se(kµ) + ivν∂kνse(kµ) +O(v2) = 0. (3.66)

If vµ(k) is a small tangent vector at the point of S of coordinates kµ, then this equation
is solved to first order in vµ, since se(kµ) = 0 by assumption. Therefore, in order for the
integration cycle to avoid complex singularities it is sufficient to pick an imaginary part
kµ → kµ + ivµ(k) such that vµ is transversal to the real points of S. In other words, we

23For a discussion of a similar contour deformation for numerical evaluations of amplitudes using local
unitarity, see ref. [127].
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see from eq. (3.66) above that it is equivalent to choosing transverse vectors such that
v · ∂se 6= 0, or equivalently dse(vµ) 6= 0.24 To be consistent with the causal iε prescription,
we choose the orientation of vµ such that Im se > 0, which amounts to

vν∂kνse(kµ) > 0 . (3.67)

For principal Pham loci, we can choose the signs of Im se uniformly, and then the vector
field will be either inward-pointing or outward-pointing on the boundary of the vanishing
cell, which we recall is defined by se > 0 for all edges that enter the definition of S.

As an example of this construction, let us work out the transverse vector field for the
bubble diagram in two dimensions. We take s1 = k2 −m2

1 and s2 = (p− k)2 −m2
2, where

pµ = (Q, 0) in the center-of-mass frame. Then, choosing a transverse component of the
imaginary part amounts to finding a vector field vµ that satisfies ds1(vµ) ≡ 2k · v > 0, and
ds2(vµ) ≡ 2(k − p) · v > 0. The changes in s1 and s2 as we shift by iεvµ are obtained as

∆se ≡ se(kµ + iεvµ)− se(kµ) ≈ iε dse(vµ) . (3.68)

Written out in components, this becomes

ds1 = 2k0dk0 − 2k1dk1 , ds2 = 2(k0 − p0)dk0 − 2k1dk1 . (3.69)

A tangent vector to the curve bounded by s1 = 0 is therefore given by vµ‖,± = ±(k1, k0)
while a transverse vector is given by vµ⊥,± = ±(k0,−k1). We construct the imaginary part
at each point to include the transverse vector field, which gives ∆Im s1 = 2ε

[
(k0)2 + (k1)2].

This choice of transverse vector leads to Im s1 > 0, and is therefore equivalent to deforming
s1 by +iε in the limit as ε→ 0+.

This type of construction — of a vector field with transversal component for the bubble
integral — was already depicted in section 3.3, where we found that the threshold and
pseudothreshold constructions correspond to the following configurations:

(3.70)

We see that for the threshold, there will be at least one point in kµ space where this
construction of an integration contour that avoids the singular surfaces S1 and S2 will
inevitably fail. Intuitively, the vector field vµ has inward-pointing components at the
boundary of the vanishing cell (defined by s1 = 0 and s2 = 0); since vµ is taken to be
continuous, this implies that there must exist at least one point at which vµ vanishes.25

24In loop-momentum space, the partial derivative is taken with respect to the loop momenta kµ. The
vectors v are then normals to the on-shell surfaces Se in the space of the loop momenta.

25To apply the Picard-Lefschetz theorem, one can keep the vanishing cell finite, and the intersection point
can be chosen anywhere within the cell. Note, however, that as the critical value at s = (m1 + m2)2 is
approached, and the vanishing cell shrinks to zero at a certain point in the loop-momentum space, the
intersection point necessarily coincides with that point.
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Taking the vanishing cell to be small shows that the singularity is unavoidable as the critical
value s = (m1 + m2)2 is approached, leading to a singularity or a branch point of the
integral IG(p). This analysis, supplemented by the arguments for the sign in appendix B,
yields 〈e, h〉 = 1 for the intersection number. Conversely, we see in that in the case of the
pseudothreshold, there is no obstruction to taking a non-zero vector field that avoids the
integration contour at all points. Hence, the integral IG(p) does not have a singularity at
s = (m1 −m2)2.

We remark that in general, only two choices of the vector field for the vanishing cell
bounded by the surfaces Se lead to a non-vanishing intersection number: either all outward
or all inward pointing. For α-positive singularities, in which the vanishing cell is bounded
by se > 0, we can take the contour deformation that is consistent with causality to be
uniformly inward-pointing. If the vanishing cell is bounded by a different set of inequalities,
which require se > 0 for some edges and se 6 0 for others, the intersection number between
the contour and the vanishing cell will vanish.

Finally, let us discuss how to relate a contour deformation in the loop momenta kµ to
a change in the external variables p. Viewing the Feynman integral as ε→ 0+ as a function
of complexified kinematics p with branch cuts in the complex plane, we can ask from which
direction in the complexified kinematics one should approach the physical value. This
approach must be consistent with causality, so we use the construction analogous to the one
in eq. (2.13). The detours in external kinematics dictate on which side of the branch cut the
physical amplitudes are evaluated. If we take the bubble integral to have internal momenta
kµ and pµ − kµ, then kµ = m1

m1+m2
pµ at the threshold where s = (m1 + m2)2. But since

the causal deformation in internal momentum is according to k → k + iεv, then we can
equivalently deform the external momentum to p→ p+ iεm1+m2

m1
v. Hence, since p · v > 0

to leading order in ε, we see that s→ s+ iε for s > (m1 +m2)2. In more general examples,
taking +iε in the propagators does not necessarily correspond to taking s→ s+ iε in the
physical s channel. For explicit examples where a positive imaginary part for s fails to be
equivalent to the causal prescription, see ref. [123].

4 Discontinuities of absorption integrals

In section 3, we saw how the Picard-Lefschetz theorem can be combined with Leray’s theory
of residues to reproduce Cutkosky’s formula for absorption integrals. While Cutkosky’s
formula is already known, the same technique can be used to compute the discontinuities
of absorption integrals, or equivalently sequential discontinuities of Feynman integrals.
Anticipating that we will want to compute such discontinuities in later sections, we now apply
the methods developed in the last two sections to absorption integrals. More specifically,
we study where absorption integrals can become singular, and illustrate how discontinuities
around these singularities can again be computed by modifying the integration contour to
the coboundary of the vanishing sphere corresponding to the relevant Pham locus.

4.1 Singularities of absorption integrals

We begin our study of absorption integrals by recalling that these integrals can be written
as Feynman integrals in which the integration contour has been modified (as in eq. (3.61)),
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rather than in terms of δ-functions as done in Cutkosky’s formula. It follows that the Landau
equations also describe the singularities of absorption integrals, since these equations make
no reference to the integration contour. However, stronger conditions than the Landau
equations can be placed on the locations of singularities in absorption integrals. Just as
we can use the α-positivity of the integration contour in Feynman integrals to restrict to
singularities on the physical sheet, we can exploit what we know about the integration contour
that appears in absorption integrals: this integration contour forces certain propagators to
be on-shell. It follows that when staying inside the Leray bubble, absorption integrals can
only develop singularities on the branches of the Landau variety where these propagators
are also on shell.

Recall from section 2.3 that the absorption integral AκG is defined to be the cut integral
corresponding to the discontinuity of IG(p) around the Pham locus Pκ. It is associated
with the singularity locus in which all of the propagators in the diagram Gκ are on-shell
and Landau loop equations for the loops in Gκ are satisfied, and can be represented by
the sequence

G −−→→ Gκ
κ−−→→ G0 . (4.1)

To study singularities of AκG we need to consider longer sequences of contractions, like

G −−→→ Gκ
′ κ−−→→ Gκ

κ−−→→ G0 . (4.2)

We then need to determine to what extent the on-shell and loop conditions of the first
discontinuity may be relaxed.

Now, the integration contour in AκG forces all the propagators in Gκ to be on-shell. This
is made clear in Cutkosky’s formulation of the absorption integral in terms of cut lines and
δ-functions. Thus, singularities of AκG should maintain these on-shell conditions, but can
have additional lines on-shell. On the other hand, the loop equations which were imposed
to find the singularity Pκ are not necessarily enforced by the absorption integral. Again,
writing this integral as over δ-functions imposing on-shell constraints does not restrict to the
single phase-space point we get from solving the loop equations. With these observations in
mind, let us now rewrite the sequence of contractions in eq. (4.2) as

G Gκ
′ Gκ

G0

κ

κ
κ′ (4.3)

When such a diagram can be formed, with κ′ = κ ◦ κ we say that the contraction κ′

dominates κ. Using this terminology, our observations above suggest that singularities of
AκG should be on Pham loci associated with contractions that dominate κ. This result can
be stated as a theorem [24]:

Theorem 1 (Pham). The absorption integral AκG(p) associated with the contraction κ and
the sequence G� Gκ � G0 is analytic everywhere for p in physical regions, outside of the
Pham loci Pκ′ of contractions κ′ that dominate κ through sequences G� Gκ

′
� Gκ � G0.

We sketch the proof of this theorem in appendix D.

– 34 –



J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

At this point, it is worth making some historical comments. A similar result can be
found in the S-matrix literature from the 1960s under the name of the hierarchical principle
(see for instance [25, 128]). In that context, one begins with an elementary graph G0 and
proceeds to sequentially expand internal vertices by adding internal lines and loops (Pham
also took this perspective). The diagram that appears at each step in this expansion is taken
to represent a leading singularity — that is, the part of the Landau variety in which all of
the Feynman parameters in this diagram are nonzero — with smaller diagrams representing
lower-order singularities, and larger ones representing higher-order singularities. The strict
hierarchical principle was then the claim that the singularities of an absorption integral
AκG should only be on the part of the Landau variety associated with higher-order leading
singularities [128]. The hope was that this nesting of singularities would simplify the
problem of determining the full analytic structure of a given scattering process by allowing
one to study the lower-order singularities first. Namely, if a singularity is not the leading
singularity of some lower-order diagram, it should not appear as a singularity of the diagram
with more internal lines inserted — or, stated differently, higher-order diagrams should
not suddenly switch on lower-order singularities. However, the strict hierarchical principle
was found to have exceptions. One example is the bubble-like singularity of the ice cream
cone [128], which corresponds to a singularity where all lines of the ice cream cone are on
shell, but two of the Feynman parameters are zero:

Gbubble like =

q2
3 = m2

3
α3 = 0

q2
4 = m2

4
α4 = 0

q2
1 = m2

1
α1 6= 0

q2
2 = m2

2
α2 6= 0

(4.4)

We can contrast this with the actual bubble singularity of the ice cream cone, which does
not require the on-shell conditions associated with q3 and q4:

Gbubble =

q2
3 6= m2

3
α3 = 0

q2
4 6= m2

4
α4 = 0

q2
1 = m2

1
α1 6= 0

q2
2 = m2

2
α2 6= 0

(4.5)

We will have more to say about this example in section 6.4. The discovery of these
exceptions led to the formulation of the so-called weak hierarchical principle, and further
refinements [25, 128].

As Pham clearly articulated, the flaw in the strict hierarchical principle was the focus
on leading singularities, that is, on requiring all of the Feynman parameters in a given
Landau diagram to be nonzero. This is why that this constraint is not imposed in the
Pham locus; only the on-shell and Landau loop equations are imposed. Thus, in Pham’s
language, the bubble-like singularity that appears in the ice cream cone Feynman integral
is still associated with the ice cream cone Landau diagram — it is simply the branch of the
Pham locus in which the Feynman parameters α3 and α4 vanish.
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4.2 Applying Picard-Lefschetz to absorption integrals

Theorem 1 identifies the surfaces in the space of external kinematics where absorption
integrals can become singular. Around those singularities, we can again use the Picard-
Lefschetz theorem and Leray’s theory of residues to compute discontinuities. In general,
new subtleties start to appear when computing the discontinuities of absorption integrals,
as these integrals can become singular outside of the physical region. For now, we consider
an example of a discontinuity that is still accessible in the physical region, where these
complications do not arise, deferring a discussion of what new features can arise outside of
this region to section 5.

The example we consider involves the triangle Feynman integral, which has branch
points associated with both the triangle and the bubble Landau diagrams. In three
dimensions, this integral can be written as

I (p) =

p2

p1

q3,m3

q1,m1

q2,m2
p3

=
∫
h

d3k
1

s1(p, k)s2(p, k)s3(p, k) , (4.6)

where si(p, k) = q2
i (p, k) −m2

i and the +iε has been moved to the integration contour h
using the methods discussed in section 3.6. This integral only depends on three independent
variables. These can be chosen to be y12, y23, and y13, where

yij =
(pi + pj)2 −m2

i −m2
j

2mimj
. (4.7)

In terms of these variables, the three bubble singularities occur where y2
ij = 1, while the

triangle singularity occurs where the combination

D = 1− y2
12 − y2

23 − y2
13 − 2y12 y23 y13 (4.8)

vanishes.
We begin by computing the absorption integral for the threshold singularity associated

with the pair of momenta q1 and q2, which occurs at y12 = 1 and corresponds to the bubble
Landau diagram in which the third line has been contracted:

p2

p1

p3
q1, m1

q2, m2

(4.9)

For real momenta, the on-shell space S1∩S2 forms a paraboloid. This paraboloid is depicted
in figure 6 and eq. (4.14) below. For complex momenta, S1 and S2 are complex two-spheres
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and S1 ∩ S2 is a complex circle.26 However, to apply Picard-Lefschetz, we do not need
to understand this full complex space, we only need to known how to make infinitesimal
deformations of the integration contour within the Leray bubble that contains the singularity
of interest. In particular, we should work within a Leray bubble U ⊂ X around y12 = 1
that avoids the triangle singularity and the other two bubble singularities. For example, we
can choose U to contain the values of Q in figure 7 that are above the bubble branch point
and below the triangle one. It is important that one chooses the Leray bubble such that
it avoids the other singular points and branch cuts, since contours in different homotopy
classes could give different answers for the monodromy around y12 = 1.

For fixed values of the external kinematics, the on-shell space Up ∩ S1 ∩ S2 is a circle
(a slice of the S1 ∩ S2 paraboloid; see the red circle in eq. (4.14) below). This circle
constitutes the vanishing sphere ∂2∂1e12, where e12 is the vanishing cell that is defined by
s1 > 0 and s2 > 0 (which is to say, by q2

1 > m2
1 and q2

2 > m2
2). These surfaces constitute

higher-dimensional analogs of the vanishing sphere and vanishing cell that were depicted in
eq. (3.38) for the two-dimensional bubble integral. Since the vanishing cell is contained in
a neighborhood U that does not intersect the surface S3 that corresponds to putting the
third propagator on-shell, we can ignore the presence of this extra singularity for now.27

Given these ingredients, the Picard-Lefschetz theorem tells us that the absorption
integral that computes the discontinuity with respect to this bubble singularity is given by

A (p) = (1−My12=1) I = −〈e12, h〉
∫
δ1δ2∂2∂1e12

ω . (4.10)

Applying the Leray formula
∫
δσ ω = 2πi

∫
σ resω, this becomes

A (p) = −(2πi)2〈e12, h〉
∫
∂2∂1e12

res2 res1 ω (4.11)

= −(2πi)2〈e12, h〉
∫
∂2∂1e12

d3k

(ds1 ∧ ds2)s3
. (4.12)

Since ∂1∂2e12 = −∂2∂1e12 and res1 res2 ω = − res2 res1 ω, the expression is symmetric under
permutation S1 ↔ S2, as expected. To find the Kronecker index 〈e12, h〉, we use the fact
that when the integration contour is deformed in a manner consistent with the Feynman iε
prescription in the physical region, it intersects the vanishing cell e12 at exactly one point
(this result was explained in section 3.6). Comparing the orientations of e12 and h, as in
appendix B, we find 〈e12, h〉 = −1. Using eq. (3.43) to rewrite the integral in (4.12) in
terms of delta functions, the full expression can then be evaluated to give

A (p) = π3i√
D
, (4.13)

where D was defined in eq. (4.8).
26A complex n-sphere is given by the equation z2

1 + . . .+z2
n+1 = 1 for zi = xi+ iyi ∈ C. The real and imagi-

nary parts of the equation read
∑n+1

i=1 (x2
i − y2

i ) = 1 and
∑n+1

i=1 xiyi = 0. If we define ui = xi/(1 +
∑n+1

j=1 y
2
j ) 1

2

then
∑n+1

i=1 u
2
i = 1, so the ui parameterize a real n-sphere. The remaining coordinates yi form a tangent

vector to this real sphere, so we can say that the complex n-sphere is the tangent bundle to the real n-sphere.
For the complex circle, the tangent bundle is trivial so the complex circle can be thought of as a cylinder. A
complex sphere has a deformation that retracts it to a real sphere, which implies that its homology is the
same as that of a real sphere. In particular, the first homology of a complex circle is H1(S1(C)) ∼= Z.

27The case where the bubble Pham locus and the triangle Pham locus intersect requires a special treatment.
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Now that we have the absorption integral for the bubble singularity in hand, we can
compute a second discontinuity with respect to the triangle singularity at D = 0. While it
would be simple to compute this discontinuity using the explicit algebraic result in eq. (4.13),
we instead are interested in seeing how this discontinuity can be computed by applying
Picard-Lefschetz to the expression in eq. (4.12), which we have left as an integral over the
real one-dimensional cycle ∂2∂1e12.

Since the integration contour in A (p) already forces two of the propagators to be
on-shell, the triangle singularity can be reached by restricting to the surface S3. Thus, we
are interested in the points along the integration contour ∂2∂1e12 that satisfy the constraint
s3 = 0. The situation can be visualized as follows:

S1 ∩ S2 S3

Up S1 ∩ S2 ∩ S3

S1 ∩ S2 ∩ Up

(4.14)

In this picture, the new vanishing cell e12|3 is the part of the circle S1 ∩ S2 ∩ Up that
respects s3 > 0. This inequality is satisfied below the orange curved surface S3, so e12|3
corresponds to the bright red semi-circular arc. The vanishing sphere then corresponds to
the boundary ∂3 of this vanishing cell. Since all three propagators are now on shell, the
vanishing sphere is precisely ∂3e12|3 = ∂3∂2∂1e123, where e123 is the cell defined by s1 ≥ 0,
s2 ≥ 0, and s3 ≥ 0. For fixed external kinematics, this corresponds to the two ends of the
red arc:

ky

kx

∂3∂2∂1e123

s3 = 0

s3 > 0 (vanishing cell)

(4.15)

Finally, the vanishing cycle is given by δ3∂3∂2∂1e123, which is a complex neighborhood
around the vanishing sphere (which we have not depicted). Note that in this analysis, we
have assumed that α3 > 0 at the critical point.28

Using eq. (3.58) for n = 1, we then have that

Var(∂1∂2e12) = −〈e12|3, ∂2∂1e12〉δ3∂3∂2∂1e123 . (4.16)

To determine the Kronecker index 〈e12|3, ∂2∂1e12〉, we need to know how the integration
contour in eq. (4.12) is detoured around the two points where s3 = 0 and the integrand

28If instead α3 < 0, we should choose as our vanishing cell the complementary arc between the points
∂1∂2∂3e123 in the circle depicted in eq. (4.15); this vanishing cell is defined by s3|S1(R)∩S2(R) 6 0.
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becomes singular. Just as for the Feynman integral we started with, this detour is dictated by
causality and can be represented as a vector field. In this case, the Feynman iε prescription
amounts to choosing a detour represented by a vector field v on the real circle such that
sgn

(
ds3|S1(R)∩S2(R)(v)

)
= +1, where ds3|S1(R)∩S2(R) is the restriction of the differential form

ds3 to the space S1(R) ∩ S2(R). This amounts to the vector field having a sink-type zero
inside the vanishing cell, which looks like

(4.17)

According to the computation in appendix B, we then have that 〈e12|3, ∂1∂2e12〉 = −1.
Putting everything together, the variation of A (p) around the singular locus defined

by the vanishing of the propagator s3 is given by

(1−MD=0)A (p) = (2πi)2〈e12|3, ∂2∂1e12〉〈e12, h〉
∫
δ3∂3∂2∂1e123

d3k

(ds1 ∧ ds2)s3
. (4.18)

Finally, we can integrate over the coboundary using the Leray residue formula and plug in
the value of the Kronecker indices, which leads us to

(1−MD=0)A (p) = (2πi)3
∫
∂1∂2∂3e123

d3k

ds1 ∧ ds2 ∧ ds3
. (4.19)

Evaluating this integral explicitly, we find

(1−MD=0)A (p) = 2π3i√
D
. (4.20)

Quite surprisingly, this is the same result one finds when computing just a single discontinuity
with respect to the triangle singularity. The vanishing cell for the triangle singularity is
e123, so the Picard-Lefschetz theorem implies that

(1−MD=0)I = −〈e123, h〉
∫
δ1δ2δ3∂3∂2∂1e123

d3k

s1s2s3
(4.21)

= (2πi)3
∫
∂3∂2∂1e123

d3k

ds1 ∧ ds2 ∧ ds3
(4.22)

where we have used the fact that 〈e123, h〉 = −1. This is the same expression we just
found in eq. (4.19), as claimed above. While one might have been able to anticipate that
the integration contour would be the same in these two cases, it is nontrivial that the
intersection numbers that enter the Picard-Lefschetz theorem also conspire to give the same
result. In fact, in section 6, we will show that this is just the simplest example of a general
class of identities that hold between the discontinuities of Feynman integrals.
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5 A geometric angle on Landau varieties

In the previous sections, we worked out a number of examples to illustrate how the Picard-
Lefschetz formula can be used to compute discontinuities and sequential discontinuities
of Feynman integrals. In these calculations, we offered only minimal details on how to
compute Kronecker indices, despite the fact that this is generally the most difficult part of
the computation (especially if one starts considering discontinuities outside of the physical
region). In part, we have been able to do this because we have only computed discontinuities
with respect to principal Pham loci, which we show can only give rise to Kronecker indices
that evaluate to ±1 or 0 in appendix B.

In this section, we characterize the properties of principal Pham loci, which correspond
to a subset of the singularities that appear on the physical sheet. In addition, we show
that all Pham loci can be recast as the critical values of projection maps between on-shell
spaces, and illustrate how the codimension of a Landau singularity in the space of external
kinematics can be read off of the solution to the Landau equations in Feynman parameter
space when all masses are generic. Many of the results in this section will be needed to
establish the relations among sequential discontinuities presented in section 6 and section 7.

When considering Pham loci as the critical values of projections maps, we will make
frequent reference to the kernel of graph contractions. The kernel of a contraction is
defined to be the graph that is formed by the edges that are contracted. For example, if κ
represents the contraction of the bubble out of the ice cream cone diagram,

G = q3q4

q1

q2

κ−−−→→ G =
q1

q2

, (5.1)

then the kernel of κ is the bubble itself:

kerκ = q3q4 . (5.2)

Together with κ, the kernel of κ forms a short exact sequence:29

kerκ Gκ
′

Gκ .κ (5.3)

We will see many instances of these short exact sequences in later sections.

5.1 Pham Loci as critical values of projection maps

The Landau equations constitute algebraic conditions for a pinch singularity to occur along
the integration contour of a Feynman integral. However, they also turn out to have an

29The arrows � and � signify that these maps are (respectively) epimorphisms or monomorphisms, in
a category whose objects are graphs and whose morphisms are maps between graphs that preserve path
composition (see Pham’s paper [24]). An exact sequence is a sequence of maps H � G � K where the
image of the first map is the kernel of the second. Then, G is called an extension of K by H. The reader who
is unfamiliar with this language can safely skip this remark and think of the maps � as graph contractions
and � as sub-graph embeddings.
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alternative interpretation. Namely, the Landau equations as can be viewed as identifying
the critical points of projection maps πκ from the on-shell space S(Gκ) of a Landau diagram
Gκ to the on-shell space of external momenta S(G0):

πκ : S(Gκ)→ S(G0) , (5.4)

where πk simply removes the momentum associated with every internal edge e ∈ E(Gκ).
That is, if we collectively denote all external momenta by p and all internal momenta by q,
πk acts as

πκ : (p, q) 7→ p . (5.5)

What makes the map non-trivial is that all of the on-shell constraints in S(Gκ) are satisfied.
The projection operator πκ maps from a space of dimension dG0 = d(next − 1)− next

to a space of dimension dGκ = dG0 + Ld− nint, where d is the spacetime dimension and L
is the number of loops in Gκ. A point in this map is called a critical point if the rank of
the dGκ × dG0 Jacobian matrix is less than dG0 at that point. The image of a critical point
is referred to as a critical value. A powerful way to think about singularities of Feynman
integrals is provided by the following result:

Lemma 1 (Pham). The critical values of the projection map πκ constitute the Pham
locus Pκ.

While the idea of describing Landau singularities as critical values of differential maps was
primarily advocated by Pham [24] (see also refs. [118, 126]), Pham gives credit to René
Thom for the idea. Before sketching a proof of this correspondence, we illustrate how it
works in a handful of examples.

Landau singularities as critical values: first example. As a first example, consider
the contraction of the bubble to the elementary four-point graph:

q1, m1

q2, m2

p2, M2

p1, M1

p3, M3

p4, M4

κ−−−→→
p2, M2

p1, M1

p3, M3

p4, M4

(5.6)

We label the incoming momenta by p1 and p2 and the outgoing momenta by p3 and p4, and
assign each of these external lines a corresponding mass Mi. The internal momenta are
denoted q1 and q2, and are assigned masses m1 and m2.

For 2→ 2 scattering we can choose coordinates in the center-of-mass frame where pµ1
and pµ2 are back-to-back in the x direction:

pµ1 = (p0
1, p

x,~0) , (5.7)
pµ2 = (p0

2,−px,~0) . (5.8)

The on-shell conditions p2
1 = M2

1 and p2
2 = M2

2 fix the energies p0
1 and p0

2 in terms of
px, and we can trade px for the center-of-mass energy Q = p0

1 + p0
2. This allows us to

express the incoming momenta entirely in terms of Q. The outgoing momenta are also
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kx
ky

Q

πκ7−−−−→ Q

Threshold
Pseudothreshold

Figure 6. The singular points that are encoded by the contraction of the four-point bubble diagram
to the elementary graph in eq. (5.6) correspond to the critical values of the projection map πκ
depicted here. The surface on the left depicts the space of on-shell internal and external kinematics
in d = 3, which are constrained to a parabolic surface. When m1 = 1 and m2 = 3, this surface
is determined by the constraint (kx)2 + (ky)2 = 1

4Q2 (Q4 − 20Q2 + 64), which we have depicted in
green. The critical points of the map from this on-shell space {kx, ky, Q} to the on-shell space {Q}
of the external momenta constitute the Landau variety of the bubble. The critical point marked by
the filled dot occurs at Q = m1 +m2 = 4 and corresponds to the threshold, while the critical point
marked by the empty dot occurs at Q = m2 −m1 = 1 and corresponds to the pseudothreshold.

fixed by momentum conservation up to a scattering angle θ. Let us write the internal
momenta as qµ1 = kµ and qµ2 = pµ1 +pµ2 −kµ. When momentum conservation and the on-shell
conditions are imposed on the internal momenta, their energies can be determined to be
q0

1 = (m2
1 + |~k|2) 1

2 and q0
2 = (m2

2 + |~k|2) 1
2 in terms of a single (d−1)-dimensional momentum

~k. Energy conservation then requires that

|~k|2 = (Q+m1 +m2)(Q−m1 −m2)(Q−m1 +m2)(Q+m1 −m2)
4Q2 , (5.9)

which implies that the spatial part of the loop momentum lives on the surface of a (d−1)-
sphere whose radius is fixed by the external kinematics.30 If we are above the threshold for
production of the particles in the loop, namely if Q > m1 +m2, then the right-hand side in
the formula above is positive and we can find a real solution for ~k. Right at the threshold,
when Q = m1 +m2, the radius of the sphere is zero so we have ~k = ~0. Below the threshold,
when Q < m1 +m2, there is no real solution for ~k.

The space S(G0) of external momenta is two-dimensional, and can be parameterized
by Q and the scattering angle θ. The space S(G) of on-shell internal and external momenta
includes the momentum ~k (which remains subject to the constraint in eq. (5.9)) in addition
to Q and θ. In S(G), we can trade Q for |~k|2, so that the d-dimensional space S(G) is
parameterized by θ and ~k (which is now unconstrained). The projection map πκ then maps
θ → θ and ~k → Q. To see how the Landau equations appear as the critical points of this
map, it is instructive to solve for Q in terms of ~k to get

Q =
(√
|~k|2 +m2

1 ±
√
|~k|2 +m2

2

)
, (5.10)

30This assumes that the two internal particles are not identical. In the case of identical particles, we have
to divide by the permutations of the particles and then the on-shell space is a real projective space instead
of a real sphere.
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(assuming without loss of generality that m1 > m2), so the Jacobian for the projection map
(ignoring θ) is given by the 1× (d− 1) dimensional matrix whose entries are

∂Q

∂~k
= ~k

 1√
|~k|2 +m2

1

± 1√
|~k|2 +m2

2

 . (5.11)

The rank of this matrix is generically one, unless ~k = 0, in which case it drops rank. This
point is therefore a critical point of the map Q(~k). The values Q(~0) = m1 ±m2 are the
critical values of the projection map, which correspond to the threshold and pseudothreshold
of the bubble diagram. This situation is depicted in figure 6.

Landau singularities as critical values: second example. Another type of critical
map arises already at tree level. Consider the same four-point process as above, but now
look at the exchange of a single particle in the s-channel with momentum q1, which is
subject to the on-shell condition q2

1 = m2
1:

p2p2

p1

q1,m1
p3

p4

(5.12)

We can again choose a center-of-mass frame, where p1 + p2 = (Q,~0), but we see that
this value is compatible with the internal on-shell condition for the internal line only if
Q = m1. Moreover, because of momentum conservation, the internal momentum is fixed to
be qµ1 = (Q,~0). So the space of external kinematics is again two-dimensional, but now the
on-shell space of internal and external kinematics is only one-dimensional, since it obeys an
additional constraint. Thus, we are in a special case where the projection from S(Gκ) to
S(G0) maps to a space of higher dimension than the original space. In this case we adopt
the convention that all the points in the domain of this map are critical points, and all the
points in the image are critical values. Correspondingly, in this example, the critical points
would be the ones for which Q = m1.31,32

Landau singularities as critical values: third example. Now let us consider the
triangle diagram that contributes to the same four-point scattering process:

p2, M2

p1, M1

q3, m3

q1, m1

q2, m2

p3, M3

p4, M4

(5.13)

31Recall our definition of critical points: given a differentiable map f : Rm → Rn a point x ∈ Rn is called
a critical point if the rank of the Jacobian matrix at x is smaller than n. Since the Jacobian matrix has
shape m × n, if m < n then the maximal rank is m. Therefore, in this case all points in Rm are critical
points. Working by patches there is an obvious extension of these notions to differentiable maps of manifolds
f : M → N and one can show that the definition is independent on the choice of local coordinates.

32We emphasize that here we are using Pham’s definition of Landau variety, which corresponds to taking
the on-shell conditions to be satisfied even for the edges with α = 0 (see the remark on pages 31–32 of
ref. [126]).
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We again have all of the same on-shell and momentum conservation constraints on qµ1 and
qµ2 as we had in the bubble example. But we now need to impose additional constraints on
qµ3 . The on-shell condition for this extra propagator is

m2
3 = q2

3 = (q1 − p2)2 = M2
2 +m2

1 − 2p2 · q1. (5.14)

Let us denote qµ1 = kµ = (k0, kx,~k⊥). The energies of pµ2 and qµ1 are fixed by the on-shell
conditions and momentum conservation, as they were for the bubble:

p0
2 = Q2 +M2

2 −M2
1

2Q , k0 = Q2 +m2
1 −m2

2
2Q . (5.15)

If we keep ~p2 in the x-direction and write pµ2 =
(
p0

2, p
x,~0⊥

)
, the on-shell condition for q3

becomes
−M2

2 −m2
1 +m2

3
2 + Q2 +M2

2 −M2
1

2Q
Q2 +m2

1 −m2
2

2Q = pxkx. (5.16)

Recalling that px can be expressed in terms of Q, this fixes the value of kx. The constraint
in eq. (5.9) also applies in this example:

(Q+m1 +m2)(Q−m1 −m2)(Q−m1 +m2)(Q+m1 −m2)
4Q2 = (kx)2 + ~k2

⊥. (5.17)

Plugging eq. (5.16) in to eq. (5.17), we see that k2
⊥ is fixed in the on-shell space of internal

and external kinematics associated with the triangle graph, so it described by the surface of
a (d−2)-sphere. The surfaces described by eqs. (5.17) and (5.16) are illustrated in figure 7.

Recalling that the on-shell space of external kinematics is parametrized by Q and θ,
the projection πκ maps from a (d−1)-dimensional space to a two-dimensional space. By
computing the Jacobian, we find that the critical points in this map occur when ~k2

⊥ vanishes.
We can check that this corresponds to the same value for Q as is obtained by solving the
Landau equations for the triangle diagram. Thus, we again see that the solutions to the
Landau equations are reproduced by the critical points of the projection map πκ.

It is worth making some further comments about how the nature of the critical values
in this example depend on the space-time dimension d. Note that the condition in eq. (5.16)
is linear in the loop momentum, while the condition in eq. (5.17) is quadratic. When a
quadratic constraint is involved, the critical point is called a quadratic pinch (see chapter V.2
of ref. [118]). If we are in two dimensions, however, there is no ~k⊥ component. Then, the
three on-shell conditions for the three internal lines of the triangle can be written, after a
change of coordinates, as

s1(x, t) = t− (x1 + x2), (5.18)
s2(x, t) = x1, s3(x, t) = x2, (5.19)

where t can be expressed in terms of only external kinematic variables, while x1 and x2
are related to the two independent loop variables after solving for momentum conservation
(we could take x1 to be k0 minus the value obtained by solving the equations above, and
similarly for x2 and kx). The surfaces defined by these equations intersect in the (x1, x2)
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kx

ky

Q

πκ7−−−−→

Q

triangle

bubble

Figure 7. The triangle singularity corresponds to the critical points of the map from the on-shell
space of external and internal kinematics that involves three internal propagators to the space of
external kinematics. Here, we have included the green paraboloid that depicts the on-shell space
for two internal propagators in d = 3 from figure 6 (only the upper branch is shown). The orange
surface is the on-shell space for the third propagator. Their intersection (the black curve) gives the
full on-shell space, which closes off at a maximum and minimum value of Q. These extrema (the
critical points of the map from {ky, Q} → {Q}) give the Landau variety for the triangle singularity.
These figures correspond to kinematics in which m1 = 1, m2 = 3, m3 = 5, M1 = 2, and M2 = 9. The
lower limit on Q is the α-positive triangle threshold (which occurs at Q = 1

5

√
767− 4

√
7854 ≈ 4.06),

while the upper limit (at Q = 1
5

√
767 + 4

√
7854 ≈ 6.69) corresponds to a pseudothreshold.

space only for t = 0, which is the location of the Landau singularity. Note that the normals
to these three surfaces are automatically linearly dependent (since there are three normals
in a two-dimensional space). This situation is called a linear pinch since we only have linear
constraints on the loop momentum. In the case of the triangle integral in two dimensions,
the linear pinch singularity encodes a singularity of pole type.

Landau singularities as critical values: sketch of a proof. Having worked through
some examples, we now sketch the proof of Lemma 1. We start by considering a graph
contraction κ : Gκ � G0 and the projection map between the associated on-shell spaces
πκ : S(Gκ) → S(G0). We would like to show that the critical points of the map πκ arise
when the Landau equations corresponding to the contraction κ are satisfied.

To show this, let us first describe the tangent spaces to S(Gκ) and S(G0). Given a
point p ∈ S(Gκ), the tangent space at p is denoted by TpS(Gκ). Since S(Gκ) is given by a
set of constraints of the form se = q2

e −m2
e = 0, the tangent vector X ∈ TpS(Gκ) has to

satisfy the conditions X se = 0 for all e ∈ E(Gκ). Choosing a basis of circuits Ĉ(Gκ) for the
diagram Gκ (i.e. a basis of independent loop and external momenta, collectively denoted
with kµc ), any vector X in the tangent space can be written in components as

X =
∑

c∈Ĉ(Gκ)

Xµ
c

∂

∂kµc
, (5.20)
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where Xµ
c are the expansion coefficients. In addition to pointing in some tangent direction,

we must also guarantee that the vector X is on S(Gκ). The conditions X se = 0 become∑
c∈Ĉ(Gκ)

bce(Gκ)qe ·Xc = 0, ∀e ∈ E(Gκ), (5.21)

where we have used the notation bce from section 2 for the circuit matrix of Gκ, in addition
to ∂qνe

∂kµc
= bce(Gκ)δνµ.

These conditions for e ∈ E(Gκ) are linear constraints on the components kµc of the
tangent vector X . If these linear conditions are independent, then the space S(Gκ) has
(real) dimension dGκ = d(L + next − 1) − next − nint where nint and next are the number
of internal and external edges respectively, and L is the number of loops in Gκ. A similar
analysis can be done for the on-shell space S(G0). If the linear relations that arise for the
graph G0 are also all independent then we call the kinematics generic. We will discuss
exceptional kinematics in section 8.

The tangent spaces of S(Gκ) and S(G0) are thus given by

TpS(Gκ) =
{
X =

∑
c∈Ĉ(Gκ)

Xµ
c

∂

∂kµc
|

∑
c∈Ĉ(Gκ)

bce(Gκ)qe ·Xc = 0, ∀e ∈ E(Gκ)
}
, (5.22)

Tπκ(p)S(G0) =
{
X =

∑
c∈Ĉ(G0)

Xµ
c

∂

∂kµc
|
∑

c∈Ĉ(G0)

bce(G0)qe ·Xc = 0, ∀e ∈ E(G0)
}
. (5.23)

It is convenient to take, with some abuse of language, Ĉ(Gκ) = Ĉ(kerκ) ∪ Ĉ(G0) and
E(Gκ) = E(G0) ∪ E(kerκ) (see appendix A for a more detailed discussion of these de-
compositions). The meaning of the first equality is that we can pick a set of fundamen-
tal circuits of the graph Gκ which consists of the circuits arising by the graph embed-
ding of kerκ in Gκ and the circuits which contract to Ĉ(G0). Finally, the tangent map
(πκ)∗,p : TpS(Gκ)→ Tπκ(p)S(G0) is defined by

(X1, X2, . . . , Xnext−1, Xk1 , Xk2 , . . . , XkL) 7→ (X1, X2, . . . , Xnext−1) , (5.24)

where the components are assumed to satisfy the linear constraints in the definitions of
TpS(Gκ) and Tπκ(p)S(G0).

Let us assume that the external kinematics are generic. Then, πκ will only have critical
points when there exists some linear dependence between the columns of the Jacobian
matrix that go beyond the constraints that appear in the definition of Tπκ(p)S(G0). Using
the fact that we can decompose Ĉ(Gκ) = Ĉ(kerκ)∪ Ĉ(G0) and E(Gκ) = E(G0)∪E(kerκ),
we can rewrite eq. (5.21) in the form∑

c∈Ĉ(kerκ)

bce(kerκ)qe ·Xc = 0, ∀e ∈ E(kerκ). (5.25)

These linear constraints are not independent when there exist αe for e ∈ E(kerκ), not all
zero, such that ∑

e∈E(kerκ)
αebce(kerκ)qµe = 0, ∀c ∈ Ĉ(kerκ). (5.26)
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This means that the space of Xc for c ∈ Ĉ(kerκ) is larger than naïve dimension counting
would suggest, which in turns means that they impose extra constraints on Xc for c ∈ Ĉ(G0).
Therefore the image of (πκ)∗,p is smaller than naïve dimension counting would suggest.
This is precisely the critical condition for the map πκ, and eq. (5.26) is precisely the loop
Landau equation.

5.2 Codimension of Landau singularities

One of the crucial properties of different solutions to the Landau equations that will enter our
definition of principal Pham loci is their (complex) codimension in the space of external
kinematics. The most important class of solutions are those that are of codimension one,
since contours can get trapped around codimension-one singularities. For example, a point
is codimension one in the complex plane and a closed contour around such a point cannot be
unraveled. In contrast, a point has codimension two in C2. A curve in C2 can be deformed
around any such point. Correspondingly, determining when a solution has codimension one
will help us determine the nature of the corresponding singularity.

Unfortunately, determining the codimension of a Pham locus is not usually straightfor-
ward; in general, it depends on both the topology of the graph and the number of spacetime
dimensions. However, one simple rule exists when all masses are generic: the codimension
of the solution to the Landau equations is the same as the dimension of the solution in the
α variables, ignoring the ∑αe = 1 constraint. As the Feynman parameters appear linearly
and homogeneously in the Landau loop equations, the sets of αe that satisfy these equations
form a vector space, which makes determining this dimension a much easier problem. In
cases that involve the same number of internal edges as Landau loop equations, the solution
space in the αe variables will be one dimensional and the only freedom we have is to rescale
all of the Feynman parameters by the same factor.33 If there are fewer equations than
internal edges, then the solution space for αe can have higher dimension. This possibility
was already recognized by Landau in his original paper [6], and proven by Pham [126].

As a first example, consider the bubble with incoming momentum pµ,

p,M p,M

q1,m1

q2,m2

(5.27)

Since there is only one external momentum, the loop and momentum conservation equations
force qµ1 , q

µ
2 and pµ all to be proportional. In the frame where ~p = 0, this means that the

four-vector of the internal momenta only has an energy component, equal to plus or minus
its mass (due to the on-shell conditions). In this frame, the loop equation α1q

µ
1 − α2q

µ
2 = 0

thus reduces to α1m1 ± α2m2 = 0, which leads to a one-dimensional solution for the αi. As
a result, we expect the solution to the Landau equations to be of codimension one. Indeed,

33In a Feynman integral, the Feynman parameters are constrained by the inhomogeneous equation∑
αe = 1 which fixes the scaling freedom in α. Then the minimal solution space is zero-dimensional: all

the α’s are fixed. We prefer not to impose this constraint at the moment to avoid a plethora of −1’s in
our formulae.
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in the rest frame momentum conservation implies that
√
p2 = m1 ±m2, which are the

conditions for the normal and pseudonormal thresholds. This constitutes a zero-dimensional
subspace of the one-complex dimensional space spanned by p2. When the loop momentum
goes to infinity one also finds a second-type singularity, for α1 = α2 and p2 = 0.

For a higher-codimension example, consider the following two-loop graph, which still
only depends on a single external momentum:

p
q5

p

q2q1

q3q4

(5.28)

For simplicity, let us look at a potential solution of the Landau equations with the energy flow
indicated with arrows in eq. (5.28), and ignore solutions with infinite loop momenta. We also
assume that each propagator with momentum qi has a nonzero mass mi, which cannot be
varied. In this case, there are two one-dimensional loop equations: α1m1 +α5m5−α4m4 = 0
and α2m2−α3m3−α5m5 = 0. Since there are five Feynman parameters, the solution space
is three-dimensional. This leads us to expect that the Landau equations will give rise to a
codimension-three solution. However, since pµ is still one-dimensional this means that this
configuration has no solution for generic masses. For example, momentum conservation
implies

√
p2 = m1 + m2 = m2 + m3, which is already in conflict with the generic-mass

assumption. This diagram does, however, have solutions to the Landau equations if we
take some of the αe = 0, thereby lowering the dimension of the space of αe without
(necessarily) reducing the number of equations. For example, taking α1 = α4 = α5 = 0
reduces the equations to the same ones as for the bubble diagram in eq. (5.27), which we
saw corresponded to a solution of codimension one. Moreover, setting α1 = α3 = 0 reduces
this graph to the two-loop sunrise graph, whose Landau equations admit a one-dimensional
solution in the space of Feynman parameters (for the chosen energy flow, the normal-
threshold solution would be at p2 = (m2 +m4 +m5)2), corresponding to a codimension-one
Pham locus [6, 129].

As a third and final example, consider the triangle-box diagram:

(5.29)

We can work in the center-of-mass frame of the incoming pµ1 , and see that the outgoing
momenta pµ2 and pµ3 can be taken to have only two components (since their spatial momenta
are back-to-back in this frame). The loop momenta kµ1 and kµ2 therefore have two undeter-
mined components each, leading to four loop Landau equations in total. Accounting for the
GL(1) covariance and recalling that the on-shell equations do not involve the αe, we note
that there are only five linear equations for the six unknown αe. So, if a solution exists, it
must have at least one free parameter in the αe-solution, leaving us with a two-dimensional
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surface of solutions in the space of Feynman parameters. Thus, the leading singularity
of the triangle-box has a codimension of at least two, if it exists. The Landau-equation
solution of this diagram was indeed found to be of codimension-two in ref. [130]. One can
find more worked examples in refs. [129, 130].

5.3 Principal loci

Not all of the singularities of IG(p) lead to discontinuities that can be computed by
Cutkosky’s formula, once this integral is analytically continued off the physical sheet. In
part, this is because the validity of Cutkosky’s formula requires applying the Picard-Lefschetz
theorem, which can only be done for singularities of type S1, which is to say singularities
that are codimension one and that are associated with a projection map which is locally
spherical (taking the form ±x2

1 ± · · · ± x2
n).34 The former property ensures that the contour

cannot be trivially deformed to avoid the singularity, while the latter property ensures
that the singularity is of stable topological type — or, more informally, that the topology
of the singularity is invariant under small deformations.35 In addition, the vanishing cell
should be real, so that the delta functions in Cutkosky’s formula make sense. Luckily, these
properties are all satisfied by the principal Pham locus, which is defined as the union
of all α-positive branches Pκ of codimension one that have at least one non-vanishing α
in each loop. Many of the singularities of IG(p) that are in the physical region are on the
principal Pham locus (with the exceptions being singularities for which all of the αe in a
loop vanish). In the remainder of this section, we describe these properties in more detail
and prove them for principal Pham loci.

As described in section 5.1, we can analyze the singularities of Feynman integrals by
studying differentiable maps f : Rn → Rm, or more generally maps f : M → N between
pairs of manifolds M , N . More precisely, to analyze the properties of the branch Pκ of
the Landau variety we can study the singularities of the map πκ : S(Gκ)→ S(G0). Such
projections between on-shell spaces can be put in a canonical form in which at most one of
the component functions is quadratic in the coordinates, while the rest are linear. We will
give an explicit example of this type of coordinate chart in section 6.1; for now, we merely
assume πκ can be put in this form.36

A differential map f : Rn → R has a singularity of type S1 if it can be written as
f(x1, . . . , xn) = ±x2

1± . . .± x2
n in the neighborhood of a critical point. (Differentiable maps

whose image has dimension higher than one can also have S1 singularities; then, these
singularities are identified by choosing a parametrization in which all other components are
linear, as can be done for πκ.) An S1 singularity is more specifically considered to be of
type S+

1 or S−1 if the Hessian matrix for the map f at the critical point is either positive
or negative definite, respectively. More generally, a differential map f : Rn → R is said to

34S-type is also called transversality. We prefer to use the term S-type to avoid confusion with transversally
intersecting Pham loci, which will play an important role in section 7.

35The classification of stable singularities of differentiable maps was studied by Thom [131], and in the
context of scattering amplitudes by Pham [24].

36A coordinate-independent construction of the transversal Hessian can also be found in section 2.5 and
section 2.6 of ref. [132]. In appendix E we provide a simpler discussion based on Lagrange multipliers.
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S−

S-type

S+

not S-type

πκ7−−−−→ p

Figure 8. Critical points of projection maps can be characterized as S-type if all of the eigenvalues
of the Hessian are non-zero. They are S+ if the Hessian has all positive eigenvalues, while they are
S− if the eigenvalues are all negative. A saddle point is of S-type, but has eigenvalues of both signs.
If some eigenvalues are zero, as is the case for the critical point on the top-left of our shape, which
scales like −r4, the topological type is considered unstable. In the physical region all singularities of
Feynman integrals are of S+-type.

have transversal index η if f(x1, . . . , xn) = ±x2
1 ± . . .± x2

n with exactly η minus signs. This
corresponds to the Hessian matrix for f having exactly η negative eigenvalues. So, the S+

1
and S−1 singularities discussed here will have a transversal index of 0 and n, respectively.

In the context of Feynman integrals, the key property of S±1 singularities is that there is
a well-defined notion of being on one side or the other of the singularity for real kinematics.
This is illustrated in figure 8. There, we see that it is clear whether you are above or
below the S± critical point in the image of πκ, while there is no distinct notion of being
above or and below the saddle point after this projection. In this way, every S±1 singularity
splits the real points of S(G0) in two. On one side of this division, which we refer to as
above the threshold, the on-shell loop momenta are all real. Since the projection map is
a positive quadratic form near the singularity, this implies that some of the momenta are
necessarily complex on the other side of the singularity. We refer to this region as below
the threshold.

To check whether a given branch point p∗ ∈ Pκ is of type S+
1 , we use the fact from

section 5.1 that the Pham locus corresponding to p∗ is the critical value of the projection
map πκ from S(Gκ) to S(G0). Choosing coordinates Xµ

c on S(Gκ) as in section 5.1, we
must expand around the critical points of S(Gκ) to see how the map behaves in the vicinity
of the singularity. We can define a quadratic form

A(Xµ
c ) =

∑
c1,c2∈Ĉ(kerκ)
e∈E(kerκ)

αebc1ebc2eXc1 ·Xc2 , (5.30)

where Xµ
c are the coordinates on S(Gκ) used in section 5.1. We show in appendix E that

the definiteness of this quadratic form implies that the critical point is a local extremum,
not a saddle point. Then the S-type condition is that the quadratic form A(Xµ

c ), which by
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definition is restricted to the kernel of the tangent map (defined in eq. (5.25)), is positive or
negative definite when evaluated at p∗. If, instead, η 6= 0, then the vanishing cell that enters
the monodromy computation using eq. (3.58) could be complex. If some of the eigenvalues
of the Hessian vanish, then the singularity is not even of S-type (see again an example
in figure 8).

In [24], it was shown that all singularities on the principal Pham locus are of type S+
1 .

The proof goes as follows. We first define a set of vectors Y µ
e = ∑

c∈Ĉ bceX
µ
c . We can think

of the vectors Xµ
c as small perturbations around the singularity in the on-shell space S(Gκ),

so the Y µ
e represent the shift in each on-shell momenta qµe . In terms of these vectors, the

quadratic form becomes
A(Xµ

c ) =
∑
e

αeY
2
e . (5.31)

Likewise, we know that the vectors Y µ
e must satisfy momentum conservation. Since all

of the Y µ
e are orthogonal to time-like vectors qµe , we have that Y 2

e 6 0 and thus A(Xµ
c ) is

negative semidefinite for αe > 0. To show under which conditions A(Xµ
c ) is negative definite,

we assume that a solution exists for which A(Xµ
c ) = 0 with Xµ

c being nonzero. Then, we
need Y µ

e′ = 0 for all e′ such that αe′ 6= 0. Let us analyze what momentum conservation
would imply for such a configuration. Recall that the Y µ

e are defined in terms of the Xµ
c ,

which are in the tangent space of πκ, so the momentum-conservation constraint can be
thought of as one for a graph without any external edges. Moreover, the Y µ

e which are
zero can be trivially excluded from momentum-conservation constraints. So, the graph
that satisfies the momentum conservation consists only of the lines for which αe = 0 and
Y µ
e 6= 0, and none of the external ones. It is impossible to satisfy these constraints for a tree

graph. Therefore, a singularity must be S-type unless there is a loop in which all Feynman
parameters vanish.37

Since principal Pham loci correspond to singularities of type S+
1 , the vanishing cells that

they give rise to are real. The remaining problem is to show that for α-positive singularities,
the cell is carved out by se > 0 for all e, or equivalently that the cell defined by these
inequalities vanishes as the singularity is approached. The argument is as follows. We can
expand in the loop momenta around the Pham locus to get∑

e∈E(kerκ)
αe(q2

e −m2
e) = `+A(Xµ

c ) + · · · , (5.32)

where ` = 0 at the singularity Pκ, and A(Xµ
c ) is negative definite, as shown above. Our

conventions are such that ` < 0 below the threshold. Since the quadratic form A(Xµ
c ) is

negative-definite, the expression in eq. (5.32) cannot not vanish below the threshold, since
it is always negative. Above the threshold ` > 0, so the equation −A(Xµ

c ) = ` has solutions.
However, since A(Xµ

c ) is negative-definite, these solutions in Xµ
c form a compact set with

the topology of a sphere. This is the vanishing sphere, since its radius shrinks to zero as
the singularity is approached. We can take the vanishing cell to be the interior of this

37Note that a loop with all αe = 0 is not the same as the leading singularity of the Pham locus of the
diagram in which all these legs have been contracted, since all edges are on shell in the Pham locus, even
the ones for which αe = 0.
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sphere. In other words, if we approach the singularity in the direction ` → 0+, then the
hypersurface defined by q2

e −m2
e > 0 will be small and bounded if all αe > 0.

Before concluding this subsection, let us again highlight that it is the fact that principal
Landau varieties correspond to singularities of type S+

1 that allows us to replace propagators
with delta functions in Cutkosky’s formula, and thus localize to real kinematics. This is
also emphasized in the proofs in refs. [77, 124]. Second, we emphasize that if A(Xµ

c ) is not
a definite quadratic form, then the expression `+ A(Xµ

c ) in the denominator can vanish
for either ` > 0 and for ` < 0. This type of situation can arise when computing sequential
discontinuities of Feynman integrals, and significantly complicates the analysis.

6 Hierarchical sequential discontinuities

At the end of section 4, we noticed that computing the double discontinuity of the all-
mass triangle integral with respect to the bubble singularity at y12 = 1 and then the
triangle singularity at D = 0 gave the same result as just computing a single discontinuity
with respect to the triangle singularity. In the notation introduced in that section, this
corresponds to the relation:(

1−MD=0
)(
1−My12=1

)
I =

(
1−MD=0

)
I . (6.1)

In this section, we show that this is just the simplest example of a broad class of constraints
that take this form. The requirements for a relation such as eq. (6.1) to exist are easy to
spell out using the concepts we have already introduced. We must simply have that both
singularities are principal Pham loci, and that the contraction associated with the second
singularity dominates the contraction associated with the first. More formally, this result
can be stated as follows:

Theorem 2 (Pham). For a series of contractions G� Gκ
′
� · · ·� Gκ � G0 the relation(

1−MPκ′
)
· · ·
(
1−MPκ

)
IG(p) =

(
1−MPκ′

)
IG(p) (6.2)

holds when Pκ · · · Pκ′ correspond to principal Pham loci, and p is in the physical region.

We will focus on the case that involves just two discontinuities on the left, as the general-
ization to further discontinuities is straightforward.

We first note that both Pκ and Pκ′ (as well as any additional Pham loci that appear in
eq. (6.2)) are of codimension one, since these loci are principal. So, the discontinuity around
both Pκ and Pκ′ is in general nonzero. Indeed, the relation would be trivial if either locus
was of higher codimension. In addition, the absorption integral from the first discontinuity
on the left must be nonzero, which by Theorem 1 implies that κ′ dominates κ. We therefore
have the following picture that describes the sequential discontinuity around two loci:

G Gκ
′ Gκ

G0

κ

κ
κ′ (6.3)

These contractions can be combined with their kernels into a larger diagram, as shown in
figure 9.
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Gκ
′ Gκ

G0

κ

κ
κ′

kerκ′

kerκ

kerκ
shor

t ex
act

sequ
ence

Figure 9. When one Pham locus dominates another, the kernels of their contraction maps form a
short exact sequence. If the loci are principal, the discontinuity of a Feynman integral IG(p) with
respect to Pκ′ is unaffected by first computing a discontinuity with respect to Pκ. The diagram on
the left depicts the generic case, while the one on the right shows the example of the triangle and
bubble singularities.

As written, Theorem 2 places constraints on sequential discontinuities of Feynman
integrals. However, we emphasize that we can also apply the theorem iteratively to constrain
absorption integrals. That is, the same constraints must also be satisfied by the absorption
integrals that are associated with all diagrams that Gκ can be contracted to. In these
cases, the bottom graph in (6.3) should also be replaced by whatever Landau diagram Gκ

is contracted to:
G Gκ

′ Gκ

Gκ
′′

κ

κ
κ′ (6.4)

In this way, Theorem 2 should be thought of as placing constraints on arbitrarily long
sequences of discontinuities of Feynman integrals. Of course, in many cases, this constraint
will be trivially satisfied, as the discontinuities with respect to Pκ and Pκ′ will both be zero.
But as seen at the end of section 4, and as we will see in further examples in this section,
this constraint is not always satisfied in this trivial way.

6.1 Tangential maps

One of the requirements for Pham loci to be principal is that they correspond to singularities
of type S+

1 . This in turn implies that the Hessian of the projection map is positive or
negative definite, as discussed in section 5.3. We now take a moment to discuss this
requirement in more detail. As we will see, when Pκ and Pκ′ are principal Pham loci and
κ′ dominates κ, the definiteness of the Hessian leads naturally to the geometric picture that
Pκ and Pκ′ intersect tangentially.

In the neighborhood of S+
1 critical points, Morse’s lemma tells us that the projection

map π can be written as quadratic form of corank one. More explicitly, if π : Rn → Rp

with n > p, then one can find coordinates near the critical point such that p − 1 of the
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coordinates transform linearly, while the remaining pth coordinate is a quadratic function
of the other n− p variables in Rn. To be concrete, let us say that S(Gκ′) has dimension n,
S(Gκ) has dimension p, and S(G0) has dimension q. We pick coordinates x ∈ Rn, y ∈ Rp,
and z ∈ Rq, and thus have maps that can be depicted as

Gκ
′

Gκ

G0

κ

κ′
κ

x ∈ Rn y ∈ Rp

z ∈ Rq

πκ

πκ′
πκ (6.5)

For definiteness, we take n > p > q; other cases can be treated similarly. As both Pκ and
Pκ′ are principal, they are singularities of type S+

1 and the projection maps are corank one.
We now explore the forms taken by the projection maps by trial and error. For a more
systematic approach, see ref. [24].

Since πκ′ = πκ ◦ πκ, we begin by parameterizing πκ and πκ, after which we can deduce
πκ′ . Starting with the projection associated with Pκ, by Morse’s lemma we can choose
coordinates z = πκ(y) in the neighborhood of the critical point of the form

πκ : (z1, . . . , zq−1) = (y1, . . . yq−1), zq = y2
q + · · ·+ y2

p . (6.6)

If we choose the map πκ to take a similar form,

πκ : (y1, . . . , yp−1) = (x1, . . . xp−1), yp = x2
p + · · ·+ x2

n , (6.7)

then the concatenated projection is given by

πκ′ : (z1, . . . , zq−1) = (x1, . . . xq−1), zq = x2
q + · · ·+ x2

p−1 + (x2
p + · · ·+ x2

n)2. (6.8)

The dependence of each change of coordinates thus ends up looking like:

x1, x2, . . . xq−1︸ ︷︷ ︸
y1...yq−1︸ ︷︷ ︸
z1...zq−1

, xq, . . . , xp−1︸ ︷︷ ︸
yq ...yp−1

xp, . . . , xn︸ ︷︷ ︸
yp︸ ︷︷ ︸

zq

. (6.9)

However, due to the quartic dependence of zq on xp through xn, the singularity described
by πκ′ is not S+

1 . Correspondingly, this is not the parametrization we are looking for.
We can instead try keeping πκ as it is, while we take πκ to have the form:

πκ : (z1, . . . , zq−1) = (y1, . . . yq−1), zq = y2
q + · · ·+ y2

p−1 + yp . (6.10)

With these choices, we have

πκ′ : (z1, . . . , zq−1) = (x1, . . . xq−1), zq = x2
q + · · ·+ x2

n . (6.11)

Now the singularity described by πκ′ is of type S+
1 ; however, πκ has no critical points.

A third attempt, in which we again keep the same form of πκ, is to choose

πκ : (z1, . . . , zq−2) = (y1, . . . yq−2), zq−1 = yp, zq = y2
q + · · ·+ y2

p−1 . (6.12)

– 54 –



J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

In this case,

πκ′ : (z1, . . . , zq−2) = (x1, . . . xq−2), zq−1 = x2
p + · · ·+x2

n zq = x2
q + · · ·+x2

p−1. (6.13)

Now, πκ describes a singularity of S+
1 , but πκ′ has corank two. Indeed, this describes a case

in which two principal Pham loci intersection transversally. We will consider this situation
in section 7.

Finally, let us consider projection maps πκ and πκ′ that take the form

πκ : (y1, . . . , yp−1) = (x1, . . . xp−1), yp = x2
p + · · ·+ x2

n , (6.14)
πκ : zq−1 = yp−1 + yp, zq = y2

q−1 + · · ·+ y2
p−1 . (6.15)

Now both πκ and πκ′ describe S+
1 singularities, and we have

πκ′ = πκ ◦ πκ : zq−1 = xp−1 + x2
p + · · ·+ x2

n, zq = x2
q−1 + · · ·+ x2

p−1 , (6.16)

where the dependence of each change of coordinates looks like:
x1, . . . xq−2︸ ︷︷ ︸
y1...yq−2︸ ︷︷ ︸
z1...zq−2

, xq−1, . . . , xp−2︸ ︷︷ ︸
yq−1 ...

xp−1︸ ︷︷ ︸
yp−1

xp, . . . , xn︸ ︷︷ ︸
yp︸ ︷︷ ︸︸ ︷︷ ︸zq zq−1

(6.17)

We can explicitly confirm that the projection πκ has a singularity when all the variables
that zq depends on vanish by constructing the (reduced) Jacobian:

Jκ = ∂(zq, zq−1)
∂(yq−1 . . . yp)

=
(

2yq−1 . . . 2yp−1 0
0 0 1 1

)
. (6.18)

The determinant of this matrix vanishes, and there is correspondingly a critical point, where
yq−1 = · · · = yp−1 = 0. The critical values of this map occur where zq = 0, for any value of
zq−1. Similarly, the (reduced) Jacobian for πκ′ is

Jκ′ = ∂(zq, zq−1)
∂(xq−1 . . . xn) =

(
2xq−1 . . . 2xp−1 0 0 0

0 0 1 2xp · · · 2xn

)
, (6.19)

which has two critical points (both of which are S+
1 ). The first occurs at xq−1 = . . . =

xp−1 = 0, which gives rise to critical values when zq = 0. The second occurs where
xq−1 = . . . = xp−2 = xp = · · · = xn = 0, for any xp−1. Its critical value is given by zq = z2

q−1
for any zq−1. This encodes a parabola, which is tangent to the first critical surface at zq = 0.
Stated more explicitly, this tells us that Theorem 2 describes situations in which pairs of
Pham loci intersect tangentially, where this intersection locally looks like the intersection of
a line and a parabola.

The map in eq. (6.19) describes singularities for which the tangent space of Gκ is smaller
than that of Gκ′ , so n > p. For some contractions, such as those at one-loop, the tangent
space of Gκ′ is more constrained by the on-shell conditions than that of Gκ, so n < p. In
those cases, we need a different tangential map, which was worked out in refs. [24, 118].
The corresponding Jacobian Jκ′ only has a singularity at zq = z2

q−1, but not at zq = 0. For
example, the on-shell space of the triangle Landau diagram discussed in section 4 will have
a singularity at the triangle Pham locus, but not at the Pham locus corresponding to the
bubble Landau diagram.
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γ

∗

z1

0 z2
2

η′+η′−

z2

−√z1
√
z1∗
γ

Figure 10. The paths γ, η′+ and η′− generate the first homotopy group of π1(C2 \ (Pκ ∪ Pκ′)).
The path γ encircles both Pκ and Pκ′ while η′± only encircle Pκ′ . The base point for the paths
is indicated as ~z? = (1, 0) is marked as ∗. As the path γ is traversed in the complex z1 plane,
the singularity at z2 = √z1 moves, as indicated on the right. After the full γ contour, the ±√z1
branches of Pκ′ have changed places.

6.2 Homotopy loops

We have now established that when we have two S+
1 contractions where one dominates the

other, the relevant coordinates of the Pham loci near their intersection can be parametrized
as line and a parabola. We now study how the homotopy group acts near one of these
intersection points. Concretely, we consider a pair of Pham loci

Pκ′ = {(z1, z2) ∈ C2 | z1 = z2
2} , (6.20)

Pκ = {(z1, z2) ∈ C2 | z1 = 0} , (6.21)

and study the homotopy group of the complex space C2 \ (Pκ∪Pκ′), in which these surfaces
have been removed. This will teach us how the monodromy group acts on Feynman integrals
near this intersection, and which will allow us to establish Theorem 2.

The homotopy group π1(C2 \ (Pκ ∪ Pκ′)) is generated by three loops, which can be
chosen to be η′+, η′−, and γ as depicted in figure 10. There, it can be seen that η′+ and η′−
go around the algebraic branch points that occur at ±√z1 in the z2 plane, which involves
encircling just Pκ′ , while γ encircles both Pκ and Pκ′ . In the figure, we have chosen the
basepoint of these loops to be ~z? = (z?1 , z?2) = (1, 0) ∈ C2 \ (Pκ ∪ Pκ′).

An important pair of relations hold among the loops η′+, η′−, and γ:

γ ◦ η′+ ◦ γ−1 = η′− , (6.22)
γ ◦ η′− ◦ γ−1 = η′+ , (6.23)

where our convention for the composition of loops is38

(α ◦ β)(t) =

β(2t), t ∈ [0, 1
2 ],

α(2t− 1), t ∈ [1
2 , 1].

38Some authors use the opposite convention, which is known as the “topologist’s convention”. Our
preference for the convention in eq. (6.2) stems from the fact that monodromies act on integrals from the left.
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z2

z1 ∗η′+ η′−

η+ η−γ

α > 0 α < 0

Pκ

Pκ′

Figure 11. Two principal Pham loci Pκ and Pκ′ with Gκ′ ⊃ Gκ intersect tangentially. Locally the
intersection is described by a parabola z1 = z2

2 and a line z1 = 0. The intersection is codimension
two and it separates the real, non-complexified Pham loci into two regions, corresponding to all
α > 0 and its complement. The α-positive part is a branch hypersurface in the physical region.
The paths η+ and η′+ are called simple because they only encircle one branch point, in contrast to
γ = η′+ ◦ η+, which is not simple.

The relations in eqs. (6.22) and (6.23) are hard to visualize because they involve the analytic
structure of

√
z in C in an essential way. Intuitively, the idea is that conjugation by γ swaps

η′+ and η′− by interchanging the two roots of √z1. As a result, if we want to encircle √z1,
we can either travel along the contour η′+, or we can first exchange the two algebraic roots
using γ, encircle √z1 by travelling along η′−, and then swap the algebraic roots back using
γ−1. Together, the relations in eqs. (6.22) and (6.23) imply that γ ◦ γ ◦ η′± ◦ γ−1 ◦ γ−1 = η′±.

One way to derive eqs. (6.22) and (6.23) is by constructing explicit realizations of
the loops η′+, η′−, and γ. To do that, we first write the loops as maps from u ∈ [0, 1] to
(z1, z2) ∈ C2 \ (Pκ ∪ Pκ′):

γ(u) =
(
e2πiu, 0

)
, η′+(u) =

(
1, 1− e2πiu

)
, η′−(u) =

(
1, e2πiu − 1

)
. (6.24)

We then construct a map ψ : [0, 1] × [0, 1] → C2 \ (Pκ ∪ Pκ′) between η′+ and η′− by
interpolating along γ:

ψ(t, u) =
(
γ(t),

√
γ(t) η′+(u)

)
=
(
e2πit, eπit(1− e2πiu)

)
. (6.25)

This map satisfies ψ(0, u) = η′+(u) and ψ(1, u) = η′−(u). However, since the basepoint
changes along the path, this is not a proper homotopy of paths. We can construct such a
homotopy, in which the basepoint remains fixed, by conjugating by γ:

Ω(t, u) =


γ(2u

t ), u ∈ [0, t2),
ψ(t, 2u− t), u ∈ [ t2 ,

1+t
2 ],

γ(2u−1−t
1−t ), u ∈ (1+t

2 , 1].
(6.26)

This satisfies Ω(t, 0) = Ω(t, 1) = (1, 0), so the basepoint is fixed for all t. It also satisfies
Ω(0, u) = γ ◦ η′+ and Ω(1, u) = η′− ◦ γ, which proves eq. (6.22) and (6.23).

In more general situations, more powerful technology is needed to prove relations like
those in eqs. (6.22) and (6.23). Such relations can be proven algebraically, as described in
ref. [118], using the homotopy exact sequence of a fibration. In this approach, one would
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represent C2 \ (Pκ ∪Pκ′) as a fibration of C \ {−√z1,
√
z1} of coordinate z2 over C \ {0} of

coordinate z1. An exact sequence for the homotopy of fibrations relates π1(C2 \ (Pκ ∪ Pκ′))
to π1(C \ {−√z1,

√
z1}) and π1(C \ {0}). The homotopy group π1(C \ {−√z1,

√
z1}) is

generated by the loops η′±, while π1(C \ {0}) is generated by γ. This approach is described
in more detail in appendix F.

Now that we have derived the relations in eqs. (6.22) and (6.23), we can draw out their
implications for Feynman integrals. But first, let us be precise about the relation between
the monodromies of Feynman integrals (or more generally on absorption integrals) and the
elements of the first homotopy group of S(G0). The action of the elements in the homotopy
group on these integrals is given by the Picard-Lefschetz theorem; that is, the action of the
elements η′± on the Feynman integral IG(p) correspond precisely to computing monodromies
around Pκ′ . However, because η′+ and η′− are not equivalent, we need to be more precise
about which path we mean when we talk about the monodromy. For concreteness, we
define the monodromy to be the ‘+’ contour: MPκ′ ≡Mη′+

.
The element that computes a monodromy around Pκ cannot be any of η′+, η′−, or

γ, since the first two only encircle Pκ′ , while the last one encircles both Pκ and Pκ′ . In
particular, γ goes around the intersection point at z1 = z2 = 0, and therefore, according to
the terminology of ref. [118], is not a simple loop. Conversely, the loops η′+ and η′− that
encircle the z2 > 0 and z2 < 0 branches of Pκ′ are simple loops. We can define a similar
pair of simple loops η± that encircle the variety Pκ using the relations

γ = η′+ ◦ η+ = η′− ◦ η− . (6.27)

These loops are depicted in figure 11, where one can see that these relations hold simply
by contour composition. This contrasts with the relations in eqs. (6.22) and (6.23), which
required understanding the analytic structure of

√
z in C. Indeed, the requirement that

the Pham loci intersect tangentially was essential for eqs. (6.22) and (6.23) to hold, while
eq. (6.27) holds even for a transversal intersection.

Note that we have implicitly chosen a convention in which the loop γ is equivalent to
traversing the loops η± before η′± in eq. (6.27). In principle, we could have instead adopted
the opposite order, and the equalities γ = η+ ◦ η′+ = η− ◦ η′−. However, a moment’s thought
shows that this choice would conflict with the definition of the bubble absorption integral
above the triangle threshold by analytic continuation through the upper complex plane.
We also adopt a convention in which the monodromy around Pκ is given by the action of
η+, rather than η−. That is, MPκ ≡Mη+ .

Now, let us consider the action of the elements of the monodromy group on a generic
Feynman integral IG(p). Combining eq. (6.27) with eqs. (6.22) and (6.23), we further
have that

γ = η′+ ◦ η+ = η′− ◦ η− = η+ ◦ η′− = η− ◦ η′+ . (6.28)
We can therefore write,

Theorem 3 (Pham). If two Pham loci Pκ′ and Pκ′′ are of codimension one and intersect
tangentially, then their sequential monodromies, in a small neighborhood of their intersection
and away from other singularities, satisfy:

Mη′+
◦Mη+IG(p) = Mη′−

◦Mη−IG(p) = Mη+◦Mη′−
IG(p) = Mη−◦Mη′+

IG(p) . (6.29)
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Note, in particular, that the monodromies on one side of the intersection do not commute
(that is, Mη′+

◦Mη+ 6= Mη+ ◦Mη′+
). Moreover, while we have motivated Theorem 3 by

studying principal Pham loci, we highlight that this theorem follows just from the properties
of the local fundamental group close to the intersection of the two loci Pκ′ and Pκ′′ . Thus,
we do not have to require that these loci are principal or in the physical region for this result
to hold. However, hierarchically-related singularities of type S+

1 constitute a physically-
interesting set of cases where this theorem implies. For instance, all one-loop singularities
are of S+

1 type, and the relation in Theorem 3 was used to construct the monodromy group
for one-loop integrals in ref. [33].

Next, let us look at what further constraints can be derived if we specialize to the
physical region. To do this, we take the integration cycle for IG(p) to be the physical one
— namely, over real loop momenta, except for small deformations when required to avoid
singularities, for which we can use the prescription detailed in section 3.6. We then know
that the monodromy of IG(p) vanishes around the part of Pκ′ in which αe < 0 for any edge
e. Since the Pham loci Pκ and Pκ′ meet tangentially, one of the Feynman parameters of
Pκ′ changes sign at the intersection point where z1 = z2 = 0. For example, in the case of
the triangle diagram, the line Pκ corresponds to the bubble singularity, in which α1, α2 > 0
and α3 = 0, while the parabola Pκ′ corresponds to the triangle singularity with α1, α2 > 0.
However, the remaining Feynman parameter α3 is positive only positive on one branch of
the locus Pκ′ , since it flips sign at the point of intersection z1 = z2 = 0. Thus, we have that
Mη′−

IG(p) = IG(p). This allows us to write

Mη′+
◦Mη+ IG(p) = Mη+ ◦Mη′−

IG(p) = Mη+ IG(p) . (6.30)

Hence, on the physical sheet, in a physical region where the triangle singularity is principal,
we have (

1−MPκ′
)(

1−MPκ

)
IG(p) =

(
1−MPκ′

)
IG(p) , (6.31)

where we have made use of our adopted conventions, in which MPκ = Mη+ and MPκ′ = Mη′+
.

This proves Theorem 2.

6.3 First example: the triangle integral

As a first example that illustrates Theorem 2, we return to the triangle integral I (p) from
section 4.2. This case is shown on the right side of figure 9. While we have already seen
that the bubble and triangle singularities satisfy the relation in eq. (6.1), additional insight
can be gleaned by studying the on-shell surfaces that are relevant to this case, and the
α-positive condition.

Let us first solve for the leading singularity of the triangle (as is done, for instance, in
ref. [22]). In the yij variables in eq. (4.7), the Landau equations are given by

α1m1 − α2m2y12 − α3m3y13 = 0 , (6.32)
α1m1y23 − α2m2 − α3m3y13 = 0 , (6.33)
α1m1y23 − α2m2y12 − α3m3 = 0 . (6.34)
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y12

y23

y13

Figure 12. The Pham loci for the triangle diagram in three dimensions. The yellow surface depicts
the D = 0 surface where the triangle singularity occurs, while the blue, green, and red planes depict
the locations of the bubble singularities at yij = ±1. On the right, we show in yellow the α > 0
region of the triangle singularity, which is 1/4 of the middle tetrahedral “pillow” region and 1/3 of
the four corner cone-like regions. The straight colored lines represent the intersections between the
triangle and the bubble singularities. The black curves on the right depict the z1 = 0 and z1 = z2

2
curves that approximate the bubble and triangle Pham loci near their point of intersection. The
dotted lines in the right figure show where pairs of bubble singularities intersect; these intersections
are transversal rather than tangential.

These have non-trivial solution when D = 0, where we recall that D was defined in eq. (4.8).
On the support of this solution, the three Landau equations above become redundant, and
we can deduce the relations

α1
α3

= m3
m1

y13 + y12y23
1− y2

12
,

α2
α3

= m3
m2

y23 + y12y13
1− y2

12
, (6.35)

from the first two equations.
The location of the bubble singularities can be determined by setting one of the Feynman

parameters to zero. For example, setting α3 = 0 contracts the q3 line to a point. The
remaining Landau equations are then

m1α1 −m2α2y12 = 0 , (6.36)
−m1α1y12 +m2α2 = 0 . (6.37)

The only nontrivial solution to this pair of equations is given by y2
12 = 1. On this locus,

m1α1 = m2α2y12, which implies that the α-positive region corresponds to the y12 = 1 branch.
In figure 12, we show the on-shell surface for the triangle (D = 0) and the bubble

contractions of the triangle (y2
ij = 1). There, we see that there are four regions where one can

reach the D = 0 surface. The first corresponds to the region in which −1 < y12, y23, y13 < 1,
while the remaining three regions are determined by one of the three variables being less
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than −1, and the remaining two to be greater than 1. Let us specialize to the region in
which y13, y23 > 1 and y12 < −1. In this region, 1− y2

12 < 0, so from eq. (6.35) we can read
off the α-positivity conditions to be y13 + y12y23 < 0 and y23 + y12y13 < 0. On the surface
D = 0, these constraints reduce to y12 + y13 < 0 and y12 + y23 < 0. The bubble singularity
at y23 = 1 intersects with the triangle singularity on the line y12 + y13 = 0. Since we are
interested in the two directions that are transverse to this line, let us fix y12 to some fiducial
value, and introduce a coordinate z1 that points in the y23 direction and a coordinate z2
that points in the y13 direction. More precisely, we define

z1 = 2(y2
12 − 1)(y23 − 1) , z2 = y12 + y13 . (6.38)

These definitions are chosen so that the intersection of the bubble and triangle singularities
occurs at z1 = z2 = 0, and so the leading term in the expansion of z2 around this intersection
point has unit coefficient (as we will see momentarily). In these variables, the line y23 = 1
is given by z1 = 0, while the D = 0 curve becomes

z1 = 2(1− y2
12)
(

1 +
√

(1− y2
12)(1− (y12 − z2)2) + y12(z2 − y12)

)
(6.39)

= z2
2 + y12

y2
12 − 1z

3
2 +O(z4

2) . (6.40)

This is form we expect this curve to take (at leading order) from our analysis in section 6.1.
In terms of z2, the α-positive condition becomes z2 = y12 + y13 < 0. These regions and
surfaces are shown on the right side of figure 12.

6.4 Second example: the ice cream cone

As a second example, we consider the ice cream cone diagram and its contractions to the
bubble and the two-loop sunrise graphs, as shown in figure 13. The ice cream cone diagram
involves six external momenta p1, . . . , p6 of mass p2

i = M2
i and four internal momenta

qµ1 , . . . , q
µ
4 of mass q2

j = m2
j :

G = q3q4

q1

q2
p1p2

p3 p4

p5
p6

(6.41)

Momentum conservation reads

pµ1 + pµ2 = qµ2 + qµ3 + qµ4 , (6.42)
pµ4 − p

µ
3 = −qµ1 + qµ3 + qµ4 , (6.43)

pµ5 + pµ6 = qµ1 + qµ2 . (6.44)

Landau singularities. The Landau loop equations for the ice cream cone diagram read

α3q
µ
3 − α4q

µ
4 = 0, (6.45)

α1q
µ
1 − α2q

µ
2 + α4q

µ
4 = 0. (6.46)
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q3q4

q1

q2
p1p2

p3 p4

p5
p6

q1

q2

q3

q4

q2

G

G

G

G0κ κ

κ κ

Figure 13. Contractions of the ice cream cone diagram to the bubble and the sunrise diagrams.

Squaring the first equation, we find α2
3q

2
3 = α2

4q
2
4. Using the on-shell conditions and the

constraint that α3, α4 > 0, we have α3m3 = α4m4. This implies that qµ3 = m3
m3+m4

(qµ3 + qµ4 )
and qµ4 = m4

m3+m4
(qµ3 + qµ4 ). The second Landau loop equation then becomes

α1q
µ
1 − α2q

µ
2 + α4m4

m3 +m4
(qµ3 + qµ4 ) = 0. (6.47)

In the generic case, this is a two-dimensional equation and the Pham locus P is of
codimension one, while the corresponding solution in α space is one-dimensional. If all
internal masses are taken to be equal for simplicity, the locus P includes (as can be
checked using the techniques from ref. [130])

p2
12p

2
34p

2
56 +m2

[
9m2p2

56 + (p2
12 − p2

34)2 − 5(p2
12 + p2

34)p2
56 + 4p4

56

]
= 0 , (6.48)

where we have written p2
12 = (p1 + p2)2, p2

34 = (p3− p4)2 and p2
56 = (p5 + p6)2 for notational

convenience.
Next, let us consider the bubble and sunrise subleading singularities of the ice cream

cone diagram, as depicted in figure 13. While we can describe these singular loci by
setting some of the αi to zero, we instead show how the same answers can be obtained
from an analysis of critical points of the appropriate differentiable maps. Consider the
graph contractions

G0

G G

G

κ

κ

κ

κ
κ

(6.49)

where G is the ice cream cone graph, G is a bubble graph, G is a two-loop sunrise
graph, and G0 is the elementary graph. In the case of the contraction κ , the Pham locus
P is given by the condition that the differential d`(κ ) = α1q1 · dq1 + α2q2 · dq2 vanishes
when restricted to the space of external kinematics. Using momentum conservation, we
have qµ2 = pµ5 + pµ6 − q

µ
1 , and so

d`(κ ) = (α1q1 − α2q2) · dq1 + α2q2 · d(p5 + p6). (6.50)
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The condition for having a critical point is thus α1q
µ
1 −α2q

µ
2 = 0, as expected for the bubble

threshold. This condition defines the set of critical points Γ(κ ) ⊂ S(G).
For the contraction κ , the Pham locus P(κ ) can be read off of the differential

d`(κ ) = α2q2 · dq2 + α3q3dq3 + α4q4 · dq4. Using momentum conservation, we have
qµ2 = pµ5 + pµ6 − q

µ
1 and qµ4 = −pµ3 + pµ4 + qµ1 − q

µ
3 ; hence,

d`(κ ) = (−α2q2+α4q4)·dq1+(α3q3−α4q4)·dq3+α2q2·d(p5+p6)+α4q4·d(−p3+p4). (6.51)

This vanishes when the external kinematics are kept constant, provided that −α2q
µ
2 +α4q

µ
4 =

0 and α3q
µ
3 − α4q

µ
4 = 0. As expected, these are the usual Landau equations for the two-

loop sunrise singularity. As with the bubble locus, they also define the set of critical
points Γ(κ ) ⊂ S(G).

Let us now analyze the two contractions labeled by κ in figure 13, which are contractions
where the target graph is not the trivial one. We start with the contraction κ : G � G .
Its Pham locus Pκ is defined by the condition that the differential d`(κ ) = α3q3 · dq3 +
α4q4 · dq4 vanishes when the kinematics in the target graph (internal and external) are kept
fixed. Using momentum conservation we have

d`(κ ) = (α3q3 − α4q4) · dq3 + α4q4 · d(−p3 + p4 + q1). (6.52)

This imposes the condition α3q
µ
3 − α4q

µ
4 = 0, which defines the set of critical points

Γ(κ ) ⊂ S(G ). Finally, the contraction κ : G � G has a Pham locus defined by
d`(κ ) = α1p1 · dp1. Since we take the masses to be fixed, p1 · dp1 = m1dm1 = 0. This
imposes no Landau loop equations so the set of critical points Γ(κ ) is the entirety of
S(G ). We take P(κ ) to be the image of S(G ) in S(κ ), which imposes the constraint
(p5 + p6 − q2)2 = m2

1 in S(G ).
For the chosen momentum routing in eq. (6.41), the only α-positive Pham loci are

given by the normal two-particle threshold P at (p5 + p6)2 = (m1 + m2)2, or a normal
three-particle threshold P at (p1 + p2)2 = (m2 + m3 + m4)2. Since we have taken the
internal propagators q to have positive energy, we can set α1 = 0 or α4 = 0 but not α2 = 0.

Codimension-two momentum configuration. For special values of the external kine-
matics, the leading ice cream cone singularity becomes codimension-two (the analysis of this
codimension-two situation is proposed as an exercise in section I.3.2 of ref. [24]). Let us take
the external kinematics to be such that the external linear combinations of momenta pµ1 +pµ2
and pµ5 + pµ6 (and by momentum conservation, pµ3 − p

µ
4 ) are collinear. In this configuration,

the space of external kinematics becomes one-dimensional and each of the Landau loop
equations contribute one constraint. Hence, only two of the four α are determined and we
end up with a codimension-two singularity.

When the three momenta pµ1 +pµ2 , p
µ
5 +pµ6 , and p

µ
3−p

µ
4 are collinear, the map between the

components of these momenta and the Mandelstam invariants that describe this process is
not regular. To see this, consider the differential β1d(p1 +p2)2 +β2d(p3−p4)2 +β3d(p5 +p6)2.
One can find values for βi such that it vanishes when the three momenta pµ1 +pµ2 , p

µ
5 +pµ6 and

pµ3 − p
µ
4 are collinear. As described in ref. [24], the inverse map from Mandelstam invariants

to components of momenta will then not be well-defined. As a consequence, the form taken
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by the Pham locus in the neighborhood of special kinematic points where the space of
kinematics is lower-dimensional depends on the coordinates one works in terms of. When
described in Mandelstam invariants, we find that these lower-dimensional configurations
correspond to points. In terms of components of momenta, they correspond to curves.

Ice cream cone variety in terms of momentum components. To illustrate how
this works in detail, we take all the masses to be equal to m, and work in units where
m = 1. We also work in light-cone coordinates, in which qµi = (q+

i , q
−
i ), with q−i = 1/q+

i

and q2
i = q+

i q
−
i (since we have three independent external Mandelstam variables for the ice

cream cone, we can go to a frame in which the transverse components vanish in light-cone
coordinates, so we omit them for simplicity). We can choose our external kinematics to be
such that pµ1 + pµ2 = (u, v) and pµ5 + pµ6 = (w,w). The positivity of energy implies u+ v > 0
and w > 0. The reason for this choice of parametrization of the pµ5 + pµ6 components is
that the on-shell and momentum-conservation conditions at that vertex can be solved by
q1 = (x, x−1) and q2 = (x−1, x), with w = x+ x−1. Since the masses have been chosen to
be equal, the bubble Landau loop equation implies that α3 = α4 and qµ3 = qµ4 . Hence, a
simple parametrization of the internal momenta is provided by

qµ3 = qµ4 = 1
2(u− x−1, v − x). (6.53)

The on-shell condition for q3 is then (v − x)(u − x−1) = 4 and can be parameterized by
v = x+ 2y−1 and u = x−1 + 2y. Hence, we have found a parametrization in terms of x and
y which solve the on-shell conditions as

qµ1 = (x, x−1), qµ2 = (x−1, x), qµ3 = qµ4 = (y, y−1). (6.54)

The two components of the remaining Landau loop equation are

α1x− α2x
−1 + α4y = 0, (6.55)

α1x
−1 − α2x+ α4y

−1 = 0. (6.56)

These always admit a solution, so they do not impose additional constraints on the external
kinematics.

We have now obtained a rational parameterization of the codimension-one Pham locus
associated with the ice cream cone Landau singularity, in which all Feynman parameters
are non-vanishing. This parameterization is

f : R2 → R3, (6.57)
(x, y) 7→ (u, v, w) = (x−1 + 2y, x+ 2y−1, x+ x−1). (6.58)

We can eliminate the variables x and y to express the Pham locus by the equation

u2v2 − u2vw − uv2w + uvw2 + u2 − 8uv + v2 + 3uw + 3vw + 9 = 0 . (6.59)

Note that this Pham locus has a self-intersection singularity: there is a one-dimensional
locus where one obtains the same values (u, v, w) for two different values of (x, y). Indeed,
given values of x and y such that y − y−1 = 2(x − x−1), we have that both (x, y) and
(x−1, y−1) map to the same value of (u, v, w).
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For unit masses, the two-loop sunrise Pham locus P corresponding to α1 = 0 is given
by (p1 +p2)2 = 9, or uv = 9, and it can be parameterized by (u,w) 7→ (u, 9

u , w). The bubble
Pham locus corresponds to α3 = α4 = 0, and is given by (p5 +p6)2 = 4, or w2 = 4. It can be
parameterized by (u, v) 7→ (u, v, 2). The ice cream cone singularity intersects the two-loop
sunrise singularity in a curve parameterized by x 7→ (3x−1, 3x, x + x−1). The ice cream
cone intersects the bubble singularity in a curve parameterized by y 7→ (1 + 2y, 1 + 2y−1, 2).
The bubble and two-loop sunrise intersect in a curve defined by w = 2 and uv = 9. All
three Pham loci intersect at the point (u, v, w) = (3, 3, 2), which corresponds to x = y = 1.

Figure 14 shows the ice cream cone Pham locus (given by the parabolic surface), and
the bubble and sunrise Pham loci (which correspond to planes). For visualization purposes,
we have changed variables from v to ṽ = 1

v . This makes the sunrise Pham locus the
plane u = 9ṽ. The ice cream cone surface intersects both the sunrise and bubble surfaces
tangentially, while the sunrise and bubble surfaces intersect each other transversally.

Not all the points of this locus correspond to positive α. Solving for these variables, we
find that, projectively,

(α1 : α2 : α4) = ((1− x2y2)x : (x2 − y2)x : (x4 − 1)y), (6.60)
(α3 : α4) = (1 : 1) . (6.61)

To have positive energies flowing through all internal edges, we must have x > 0 and y > 0.
The positivity of the Feynman parameters in eqs. (6.60) and (6.61) further requires that
x > 1 and xy < 1. The boundary x = 1 occurs when to α4 = 0, and similarly xy = 1 occurs
when α1 = 0. We can check that these conditions are incompatible with α2 = 0. This
can also be read off of the Landau diagram, from the incompatibility of the corresponding
energy flow. If we set α1 = 0, eqs. (6.60) and (6.61) describe part of the Landau variety
associated with the diagram G . If we instead set α3 = α4 = 0, these equations describe
part of the Landau variety associated with the diagram G . The α-positive parts of these
surfaces are shown as shaded on the right side of figure 14. There, we see that half of the
parabola corresponding to the ice cream cone Landau variety is α-positive, while the other
half is not.

The parameterization of the Pham locus from eq. (6.59) is given in terms of components
of the external momenta, in a special frame parametrized by (u, v, w). As we saw in eq. (6.48),
the Pham locus looks different in terms of the Mandelstam variables (p1 + p2)2 = uv,
(p3−p4)2 = (w−u)(w−v), and (p5 +p6)2 = w2. In the (u, v, w) parameterization the locus
has a singularity of Whitney umbrella type,39 while in the Mandelstam parameterization it
has a conical singularity at a point.

39A Whitney umbrella is a singularity of a surface in the neighborhood of which the surface can be
represented either by an equation x2 − y2z = 0 or, equivalently, by a parameterization (u, v) 7→ (x, y, z) =
(uv, u, v2). In this parameterization the surface is ruled by a family of lines; for any fixed value v we have
a line in the (x, y) plane at z = v2, defined by u 7→ (x, y) = (uv, u). In the same plane, we have a line
corresponding to −v. These lines intersect at (x, y) = (0, 0). It follows that the surface has a self-intersection
along the z axis; at z = 0 the two lines become coincident. The singularity at (x, y, z) = (0, 0, 0) is called a
pinch point singularity. The Whitney umbrella also has a “handle” along the z axis defined by x = y = 0.
See figure 14 for a sketch of this singularity, but note that in that figure the surface far away from the
singularity looks different (in particular it is not ruled by lines anymore), due to the higher-order polynomial
terms that go beyond the ones described above.
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bubble
P

sunrise P

ice cream cone
P

Figure 14. Topology of the singularities of the ice cream cone integral, shown from two perspectives.
Its leading singularity is a self-intersecting surface with a Whitney umbrella singularity. The bubble
and the two-loop sunrise are subleading singularities. Their Pham loci are given by two-planes. The
ice cream cone intersects these planes along the two light green curves. These curves correspond
to the boundaries of the α-positive regions, which are shown as the black, dark green, and yellow
regions in the plot on the right. The ice cream cone surface intersects the sunrise and bubble surfaces
tangentially, which the bubble and sunrise surfaces intersect transversally.

Bubble-like singularity. One reason the ice cream cone diagram is important is because

(1−M ) (1−M ) I (p) 6= 0 . (6.62)

This nonzero sequential discontinuity contradicts the strict hierarchical principle discussed
in section 4 (see also refs. [25, 128]), which states that one should only be able to take
sequential discontinuities of AκG around leading singularities of graphs Gκ′ that dominate
Gκ. However, as we alluded in section 4, this does not contradict the hierarchical principal
when stated in terms of Pham loci, as done in Theorem 1. The reason is that the second
monodromy written as M is not exactly around the bubble singularity P but rather
around the bubble-like singularity that one gets by setting α3 = α4 = 0 in P . So, in our
notation, we can also write

(1−M ) (1−M ) I (p) 6= 0 , (6.63)

which is not surprising. The Landau loop equations are the same for the bubble-like
singularity as for the bubble, but additional on-shell conditions are imposed: q2

4 = m2
4

and q2
3 = m2

3.
Note that while the bubble-like singularity has codimension one, it is not S-type and

therefore not principal. To see this, it’s sufficient to notice that the projection map from the
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on-shell space of the bubble-like singularity within S(G ) to S(G0) has vanishing eigenvalues.
Let us recall some notation from section 5.3 so that we can check this explicitly:40

• We associate a d-dimensional vector Xc to every fundamental loop c ∈ Ĉ(kerκ), where
d is the dimension of the space-time in which the integral is defined.

• These vectors have to satisfy the constraints∑
c∈Ĉ(kerκ)

bceqe ·Xc = 0, (6.64)

for all e ∈ E(kerκ). This is the constraint that the Xµ
c belong to the kernel of the

tangent map.

• We define a quadratic form

A(X) =
∑

c1,c2∈Ĉ(kerκ)
e∈E(kerκ)

αebc1ebc2eXc1 ·Xc2 . (6.65)

The singularity is S-type if the quadratic form A(X), restricted to the kernel of the tangent
map (defined above), is positive or negative definite for positive values of the αe.

We first construct the quadratic form for the full ice cream cone Pham locus. In S(G ),
we have a vector X1 associated with the loop that involves momenta qµ1 , q

µ
2 , and q

µ
3 , and a

vector X2 associated with the loop that involves momenta q3 and q4 (see eq. (6.41) to be
reminded of the labeling of momenta). The kernel of the tangent map conditions read:

q1 ·X1 = 0, q2 ·X2 = 0, q3 ·X1 = 0, q4 · (X1 −X2) = 0, (6.66)

which can be obtained from the fundamental circuit matrix bce (given also in appendix A)

bce =
(

1 −1 0 1
0 0 1 −1

)
(6.67)

with the rows corresponding to q1, q3 and the columns to q1, q2, q3, q4. The quadratic form
is thus

A(X) = α1X
2
1 + α2X

2
1 + α3X

2
2 + α4(X1 −X2)2. (6.68)

This quadratic form encodes information about all singularities within P .
The bubble-like singularity of the ice cream cone corresponds to the subspace of P

in which α3 = α4 = 0; accordingly, the relevant contraction projects from this subspace of
S(G ) to S(G0). When we have equal masses, we also have α1 = α2 = 1

2 . In this case, the
kernel conditions become (p1 + p2) ·X1 = (p1 + p2) ·X2 = 0 and q3 ·X2 = q4 · (X1−X2) = 0.
The first two constraints imply that X1 and X2 can be chosen to be space-like.41 Then the
quadratic form becomes

A(X) = X2
1 . (6.69)

40Here we follow ref. [126].
41Here we take the ice cream cone integral in more than two dimensions so the vectors X1 and X2 can

exist. In four dimensions the integral contains a logarithmic ultraviolet divergence from a sub-bubble and
this complicates the analysis.
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In particular, this does not depend on X2 anymore so not only is the quadratic form not
definite, but it is in fact degenerate. Therefore, this singularity cannot be understood in
terms of quadratic pinches anymore. In this case a generalization of the Picard-Lefschetz
formula has to be applied which instead of vanishing spheres involves generalizations called
Pham-Brieskorn spheres (see refs. [133, 134]). For further discussions on the bubble-like
singularity, see refs. [135–137].

7 Non-hierarchical sequential discontinuities

In section 6 we analyzed situations in which we had two principal Pham loci Pκ and Pκ′
that were hierarchically related, so that G� Gκ

′
� Gκ � G0. In such cases, we found that

the value of the discontinuity around Pκ′ was unaffected by whether or not one computed
a discontinuity around Pκ first. In this section, we consider situations in which different
types of relations hold for pairs of Pham loci Pκ and Pκ′ . These relations will take the form
of double discontinuities that are forced to vanish,(

1−MPκ′
)(

1−MPκ

)
IG(p) = 0 , (7.1)

or double discontinuities that commute,(
1−MPκ′

)(
1−MPκ

)
IG(p) =

(
1−MPκ

)(
1−MPκ′

)
IG(p) . (7.2)

We will also be able to formulate a graphical condition for when these relations hold.
Actually, we already know situations in which the relation in eq. (7.1) holds. By

Theorem 1, the absorption integral AκG(p) =
(
1−MPκ

)
IG(p) can only have singularities

on Pham loci Pκ′ when κ′ dominates κ. Thus, when κ′ does not dominate κ, the sequential
relation in eq. (7.1) immediately follows. Conversely, we know that when κ′ dominates
κ, the sequential discontinuity does not generically vanish when Pκ and Pκ′ are principal
loci; it is equal to the discontinuity around Pκ′ , as shown in section 6. However, in this
section, we will go beyond these cases by considering pairs of Pham loci that are not
hierarchically related.

It is worth first commenting on why double discontinuities with respect to non-
hierarchical Pham loci can be nontrivial, as this seems to contradict Theorem 1. For
instance, in the case of relations taking the form of eq. (7.2), Theorem 1 must be satisfied
on both sides of the equation. This simultaneously requires that κ′ dominates κ on the
left side while κ dominates κ′ on the right side, which can only be the case if κ = κ′. This
would seem to restrict eq. (7.2) to cases in which it is tautological. All is not lost, however,
because Pham loci can have different branches; recall that their definition requires all the
lines in kerκ to be on shell, but puts no restrictions on the values of the associated αe
parameters, except that they cannot all be zero. Thus, like in the example in section 6.4,
we can consider subspaces of these loci where some αe are zero, even though the associated
edges are on-shell. For example, if we take a one-vertex reducible diagram

G = ... A B
... (7.3)
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Gκ Gκ
′

G0

κ′′

κ′
κ

κ′

Gκ
′′

κ′′

kerκ′

kerκ′′

kerκ′

kerκ′′

kerκ

Figure 15. Generic Pham diagram (left) and double bubble example (right). The two bubble Pham
singularities of the double bubble integral have a fiber product which is a double bubble.

then the Pham locus for the combined diagram PAB includes both PA and PB . In this section,
we label monodromies by the branch of the full locus PAB that is being encircled. Thus,
expressions such as

(
1−MPA

)(
1−MPB

)
can also be thought of as

(
1−MPAB

)(
1−MPB

)
,

which shows how there is no contradiction with the hierarchical principle. In the generic-
mass case, we will in fact see that such factorized diagrams are the only ones that can lead
to non-zero sequential discontinuities.

As a first example, consider the double-bubble graph that involves three external legs:

G =
p1

m1

m2

p3
m3

m4

p2 (7.4)

This is just the product of two bubble integrals. The left bubble has an α-positive
codimension-one branch point at the Pham locus P where p2

1 = (m1 + m2)2, while the
right bubble has a codimension-one branch point at the P where p2

2 = (m3 +m4)2. The
Pham locus P for the double bubble includes the intersection of these two surfaces, which
has codimension two. The contractions that correspond to these three Pham loci can be
embedded in a larger diagram, as in figure 15. We call diagrams like this Pham diagrams.
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While the two bubble contractions do not dominate each other, Theorem 1 does not
forbid their sequential discontinuity being nonzero due to the fact that P ⊂ P and
P ⊂ P . In fact, because I (p) is the product of the two bubbles, it is simple to
compute the double discontinuity, and the answer is the same independent of the order.
That is, (

1−M
)(

1−M
)
IG(p) =

(
1−M

)(
1−M

)
IG(p) . (7.5)

Although this example may seem trivial since the double bubble factorizes, the same
singularities can be present in any Feynman diagram that can be contracted to the diagram
in eq. (7.4). For instance, the double bubble is contraction of genuine two-loop graphs
such as:

−−−→→ (7.6)

Eq. (7.5) will also hold for these more complicated Feynman integrals.

7.1 Transversal intersections

Just as the situation we considered in section 6 had a geometric interpretation as the Pham
loci intersecting tangentially, there is a geometric interpretation of having pairs of loci that
intersect transversally: when the intersection of Pham loci is transversal, the discontinuities
commute. The general statement was proven by Pham:

Theorem 4 (Pham). If two Pham loci Pκ′ and Pκ′′ intersect transversally, then their
sequential discontinuities, in a small neighborhood of their intersection and away from other
singularities, commute:(

1−MPκ′
)(

1−MPκ′′
)
IG(p) =

(
1−MPκ′′

)(
1−MPκ′

)
IG(p) . (7.7)

Note that this theorem does not put any conditions on the Pham loci involved in this
intersection: they can be of any codimension, and do not have to be principal, α-positive,
or in the physical region. Of course, in many situations both sides of this equation will
vanish, but the fact that the discontinuities commute only requires transversality.

It is easy to see why the transversality condition is sufficient for concluding that
discontinuities commute. Let us assume both Pham loci are codimension one (otherwise
the corresponding discontinuities are zero and their commutation is trivial). When these
surfaces intersect transversally, we can always choose coordinates for C2 \ (Pκ′ ∪Pκ′′) in the
neighborhood of the intersection in which Pκ′ corresponds to the surface z1 = 0 and Pκ′′
corresponds to the surface z2 = 0. Then the space itself factorizes, so C2 \ (Pκ′ ∪ Pκ′′) =
C∗ × C∗. Thus, the monodromies around each singularity are totally independent of
the other. We visualize this in figure 16, in which the two monodromies η+ and η−
are homotopically equivalent. The monodromy η′′ around Pκ′′ thus commutes with the
monodromy η′ around Pκ′ :

η′ ◦ η′′ = η′′ ◦ η′. (7.8)

As a result, computing the corresponding discontinuities in either order gives the same result.
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z2

z1
∗

η′

η+ η−
Pκ′′

Pκ′

Figure 16. Two Pham loci Pκ′ and Pκ′′ that intersect transversally. Locally, the intersection is
described by the surfaces z1 = 0 and z2 = 0. The two cycles around Pκ′′ labeled η+ and η− are
homotopically equivalent: one can simply slip the loop over the intersection by giving z2 a small
imaginary part at the crossing. Thus, at a transversal intersection, the local homotopy group is
Abelian: η′, the monodromy around Pκ′ , commutes with η+ ≈ η−.

7.2 Compatibility of contractions

While Theorem 4 does not place any requirements on the pair of Pham loci Pκ and Pκ′
beyond their transversal intersection, we now turn our attention to a stronger result that
can be established for principal Pham loci in physical regions.42 To do so, we first note
that, given any such pair of principal loci, one can formulate a Pham diagram of the type
shown on the left side of figure 15; one just needs to find a graph Gκ which contracts to
both Gκ′ and Gκ′′ . However, in the generic case, there will be no special relation between
the kernels of the four contractions κ′, κ′′, κ′, and κ′′.

The Pham diagram for the double-bubble example on the right side of figure 15 has
the special property that kerκ′ = kerκ′ and kerκ′′ = kerκ′′. When both of these relations
are satisfied, the contractions κ and κ′ are said to be compatible [24]. If either is not
satisfied, we say that these contractions are incompatible. When a pair of contractions
are compatible, one can take kerκ = kerκ′ ⊕ kerκ′′, meaning κ is a fiber product of κ′ and
κ′′. The general result that holds in this situation, again proven by Pham, is:

Theorem 5 (Pham). Assume we have two principal Pham loci Pκ′ and Pκ′′ that intersect
transversally. Then, for generic masses,(

1−MPκ′
)(

1−MPκ′′
)
IG(p) = 0 , (7.9)

if kerκ′ and kerκ′′ are incompatible, and p is in the physical region.

We first explore this notion of compatibility in an example, then outline a general derivation
of this result.

Triangle diagram example. To see an example involving a pair of transversally-
intersecting Pham loci that have a vanishing sequential discontinuity, we return to the
triangle integral considered in section 4.2. We recall that the three bubble contractions

42Note that this implies that we only consider cases in which the kernels of κ and κ′ are neither
disconnected graphs or bouquets of graphs (one-vertex reducible). In section 8 we will consider kernels
which are disconnected graphs.
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of this diagram correspond to thresholds, which occur at p2
k = (mi ± mj)2, or equiva-

lently yij = ±1. The surfaces corresponding to each of these bubble contractions intersect
transversally, as illustrated in figure 12.

Let us consider the Landau equations that are associated with computing discontinuities
around the p2

3 and p2
2 thresholds in more detail. The p2

3 threshold occurs at (m1 + m2)2,
and corresponds to the sequence of contractions

p2

p1

q3, m3

q1, m1

q2, m2

p3 κ′′−−−−→→
q1, m1

q2, m2

p2

p1

p3 κ′−−−→→

p2

p1

p3 (7.10)

Writing qµ1 = kµ and qµ2 = pµ3 − kµ, the Landau equations require

kµ = α2
α1 + α2

pµ3 , k2 = m2
1, (k − p3)2 = m2

2, (7.11)

which have the solution p2
3 = (m1 + m2)2. In the rest frame of pµ3 , eq. (7.11) imposes

kµ = (m1, 0) and pµ3 = (m1 +m2, 0), which corresponds to a two-parameter, and therefore
codimension-one, solution in the space of external momenta. The discontinuity around the
threshold at p2

2 = (m1 +m3)2 corresponds to the contractions

p2

p1

q3, m3

q1, m1

q2, m2

p3 κ′−−−→→
q1, m1

q3, m3

p2

p1

p3 κ′′−−−−→→

p2

p1

p3 (7.12)

The Landau equations for this contraction are

kµ = α′3
α′1 + α′3

pµ2 , k2 = m2
1, (k − p2)2 = m2

3. (7.13)

In the rest frame of p2, eq. (7.13) imposes kµ = (m1, 0) and pµ2 = (m1 + m3, 0), which is
another codimension-one solution.

By constructing the appropriate Pham diagram, one can check that the pair of contrac-
tions corresponding to p2

3 = (m1 + m2)2 and p2
2 = (m1 + m3)2 is incompatible, and thus

by Theorem 5 we expect the corresponding double discontinuity of the triangle integral to
vanish. To see that this is indeed what happens, we recall that computing a discontinuity
with respect to the p2

2 threshold after computing a discontinuity with respect to the p2
3

threshold requires maintaining the on-shell condition (k − p3)2 −m2
2 = 0 when the second

discontinuity is computed. This provides an extra constraint on the momentum pµ3 that
must be imposed in addition to the Landau equations in eq. (7.13), which leaves just a
one-parameter family of solutions. This encodes a codimension-two surface in S(G0), and
therefore the monodromy around this surface will vanish. Stated differently, there is no p2

2
normal threshold of the absorption integral Aκ′G , in accordance with Theorem 5. A similar
result holds when the discontinuities are computed in the opposite order.
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In contrast, we know from section 6 that the absorption integral Aκ′G has a nonzero
discontinuity with respect to the triangle singularity at D = 0. In this case, the Landau
equations for the triangle also give a codimension-one surface, but again we must impose
the on-shell conditions associated with the bubble diagram in (7.10). However, because
all the edges in the bubble are also in the triangle, they are already on shell; there is no
new constraint. Thus, the solution space will remain codimension-one and the monodromy
can be nonzero. Indeed, the bubble absorption integral for the three-dimensional triangle
diagram in eq. (4.12) only has a singularity at D = 0 and not at y2

ij = 1, in accordance with
the sequential-discontinuity analysis.

Another way to understand this result is to recall that the absorption integral that
gives the discontinuity with respect to p2

3 has the form given in eq. (4.11):

Aκ
′
G = (2πi)2

∫
∂1∂2e12

d3k

(ds1 ∧ ds2)s3
, (7.14)

where si = q2
i −m2

i . Here we have a function s3 defined on the vanishing sphere ∂1∂2e12 where
s1 = s2 = 0. We want to know when the restriction to s3 = 0 of the projection to external
kinematics has a critical point. In other words, we want to know when ds3|s1=s2=0 = 0 when
restricted to fixed external kinematics. This is a constrained extremization problem. To
make it unconstrained we introduce Lagrange multipliers and we end up with the condition

ds3 + α1ds1 + α2ds2 = 0, (7.15)

which is equivalent to the triangle Landau equation. In other words, the only codimension-
one singularity of the bubble absorption integral is on the triangle singularity.

Sketch of a proof of theorem 5. Let us now outline a derivation of Theorem 5. We
start by considering an integral of the form

IG =
∫
h
ω , (7.16)

where the integration domain h lives in E(G), which we recall denotes the space of momentum-
conserving internal and external momentum of the graph G. The discontinuity of IG with
respect to a principal Pham loci Pκ′ gives an absorption integral

Aκ
′
G =

(
1−MPκ′

)
IG =

∫
χ′
ω′ , (7.17)

where ω′ is an integrand of the form seen in eq. (3.63), and χ′ is the vanishing sphere whose
construction was described in section 3.3.

The contour χ′ forms a fiber over S(Gκ′) in E(G). In particular, all that is really
relevant for computing this monodromy is the space E(Gκ′), since no edges other than those
of kerκ′ participate in the Landau equations. Thus, we can define χκ′ ⊂ S(Gκ′) ⊂ E(Gκ′) as
the restriction of the vanishing sphere to this smaller space. Equivalently, it is the fiber over
the basepoint p in this space, which can be defined as the inverse image of the projection
map πκ′ : S(Gκ′)→ S(G0). That is, χκ′ = π−1

κ′ (p). With this definition we can rewrite

Aκ
′
G =

∫
χκ′

∫
h′
ω′ , (7.18)
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where now h′ includes whatever additional integrations are in eq. (7.17) but not in the new
contour χκ′ .

Now let us consider computing the monodromy of Aκ′G around Pκ′′ . Following the
Picard-Lefschetz approach, this monodromy pushes the integration contour out of the way
of this singularity. But one can ask: does it deform the χκ′ contour, the h′ contour, or both?
Because Pκ′ and Pκ′′ intersect transversally, near the intersection the monodromies commute.
This implies that χκ′ is unaffected by the second monodromy. Thus the monodromy operator
can be passed through the outer integral, and we have(

1−MPκ′′
)(

1−MPκ′
)
IG =

∫
χκ′

(
1−MPκ′′

) ∫
h′
ω′ . (7.19)

On the other hand, we can ask more generally for which Pham loci P the integral∫
χκ′

(
1−MP

) ∫
h′
ω′ (7.20)

will be nonzero. As with Lemma 1, these loci are critical points of the projection map from
one on-shell space to another. In this case, since the first monodromy takes place on a
fiber over S(Gκ′), the edges in kerκ′ are on-shell on both sides of the map. That is, the
singularities are on Pham loci Pκ′′ for any κ′′ : G

κ � Gκ
′ .

We are almost done. We are still interested in the second discontinuity for κ′′ in
eq. (7.19), where the loop equations for the loops in kerκ′′ are satisfied. But as stated above,
the only possible nonzero discontinuities will be for loci Pκ′′ in which the loop equations
for the loops in kerκ′′ are satisfied. Therefore, we must be able to find a κ′′ for which
kerκ′′ = kerκ′′. Since the discontinuities commute, by Theorem 4, we must also be able
to find a κ′ for which kerκ′ = kerκ′. Therefore, the contractions must be compatible for
the sequential discontinuity to be nonzero. That completes the sketch of the proof. More
details can be found in section II.3.4 and section I.3.3 of ref. [24].

Further examples. Let us reconsider our examples from earlier in this section using the
way of thinking about absorption integrals introduced in the above proof. First, returning
to the double bubble, we have(

1−M
)
I =

(
1−M

) ∫ ddk1ddk2
s1s2s3s4

= (2πi)2
∫
χ

ddk1
ds1 ∧ ds2

∫
h′

ddk2
s3s4

(7.21)

where χ is the surface of constant k0
1 and | ~k1⊥|, as in eqs. (5.15) and (5.17), while h′ is

all of Rd for the k2 integration. The monodromy around P acts on the second integral,
and only on the 1

s3s4
propagators, since the rest is independent of k2. The contractions are

compatible in this case.
For the bubble discontinuity of the triangle in three dimensions, we have(

1−M
)
I =

(
1−M

) ∫ d3k1
s1s2s3

= (2πi)2
∫
χ

d3k1
ds1 ∧ ds2

1
s3

(7.22)

In this case, there is no second contour h′ because the spaces E(G ) and E(G ) are
the same. Accordingly, the monodromy around a different bubble, such as the one in
eq. (7.12), vanishes.
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As a third example, we can consider the bubble and sunrise singularities of the ice
cream cone diagram, shown in figure 13. We saw that these singular surfaces intersected
transversally in figure 14. First, the discontinuity with respect to the bubble singularity is(

1−M
)
I =

(
1−M

) ∫ d4k1d4k2
s1s2s3s4

= (2πi)2
∫
χ

d4k1
ds1 ∧ ds2

∫
h′

d4k2
s3s4

. (7.23)

Here h′ is all of R4, as the k2 loop momentum can be chosen not to pass through q1 or
q2. This fact also lets us pull 1

ds1∧ds2 outside of the second integral. There is no sunrise
discontinuity of this absorption integral, as the sunrise involves q2, q3 and q4, but only q3
and q4 participate in the inner integral. The sunrise singularity of the ice cream cone is
similarly given by(

1−M
)
I =

(
1−M

) ∫
d4k1d4k2

1
s1s2s3s4

(7.24)

= (2πi)3
∫
χ

d4k1d4k2
1
s1

1
ds2 ∧ ds3 ∧ ds4

. (7.25)

In this case, as with the bubble singularity of the triangle, there is no second contour h′;
rather, E(G ) = E(G ) since both loop momenta pass through the sunrise. So the bubble
followed by sunrise or sunrise followed by bubble discontinuities of the ice cream cone
vanish.

7.3 Compatibility of Landau equations

We have defined a pair of contractions to be compatible when the horizontal and vertical
kernels are equal in a Pham diagram. There is also a more direct algebraic way to understand
the compatibility of pairs of discontinuities through the Landau equations. The claim is
that:

Lemma 2. Suppose we have two contractions κ′ and κ′′ corresponding to a pair of
codimension-one Pham loci Pκ′ and Pκ′′ such that neither contraction dominates the other.
Then, for generic masses, they are compatible if and only if one can solve both the Landau
equations for Pκ′ and Pκ′′ simultaneously.

When we can solve both sets of Landau equations simultaneously, we say that the Landau
equations are compatible. A schematic diagram is shown in figure 17.

Rather than prove this lemma directly, let us first state a related lemma from which
Lemma 2 follows:

Lemma 3. Suppose we have a pair of compatible contractions κ′ and κ′′ that describe two
codimension-one Pham loci Pκ′ and Pκ′′. Then, for generic masses, the Landau diagram
that describes the codimension-two Pham locus associated with the combined contraction
κ′ ◦ κ′′ = κ′′ ◦ κ′ factorizes into a pair of diagrams that separately describe the two loci Pκ′
and Pκ′′ .

From this lemma, it follows that the only allowed sequential discontinuities that do not
vanish according to Theorem 5 are those for which the Landau diagram for the codimension-
two variety factorizes into a one-vertex reducible diagram, as depicted in eq. (7.4). Below,
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Pκ′
Pκ′′

p1

p2

k

Figure 17. Although two Pham loci Pκ′ and Pκ′′ may intersect transversally in the space formed by
some external momenta, labeled as p1 and p2, they do not necessarily intersect in the internal-variable
space, schematically shown as k. When the discontinuity around Pκ′ is given by Cutkosky’s formula,
its integration contour h′ localizes close to the Landau-singularity solution in the space of loop
momenta k. If the Landau-equation solution Pκ′′ also puts a constraint on the loop momentum k,
the corresponding vanishing cell entering the Picard-Lefschetz theorem will generally not intersect
the integration contour h′.

we will prove this lemma and consider an example in which this factorization property
holds; for now, we just sketch how Lemma 2 is implied by Lemma 3.

To show this, we first assume the pair of contractions κ′ and κ′′ in Lemma 2 are
compatible. Then, by Lemma 3, the Landau diagram that describes the combined contraction
κ′ ◦ κ′′ factorizes, and the kernels of κ′ and κ′′ do not share any loop momenta. As a result,
the two sets of Landau equations can be solved simultaneously. To establish the converse,
let us now assume that the two contractions are incompatible, and therefore both involve
some loop momentum kc. Since by assumption neither contraction dominates the other,
both kerκ′ and kerκ′′ must also involve at least one edge the other lacks. However, since Pκ′
and Pκ′′ are both codimension-one, each of the critical points p these contractions describe
corresponds to a unique solution for all the momenta qµe and kµc that appear in their kernel.
For each point p? that exists within the intersection of Pκ′ and Pκ′′ in the space of external
momenta, the solutions for the loop momenta kµc (p?) will generically be different, since
the masses are assumed to be generic. Thus, when contractions are incompatible it is not
generically possible to solve both sets of Landau equations simultaneously. This completes
our proof.

We can use the fact that the Landau equations are compatible to gain a different,
perhaps more physical, perspective on Theorem 5. Recall that the Picard-Lefschetz analysis
from section 3 takes place in an arbitrarily small region near the singular point we call the
Leray bubble (as illustrated in eq. (3.38)). The vanishing cell and the relevant part of the
integration contour for computing the discontinuity are both within the Leray bubble. For
κ′ this Leray bubble lives in E(Gκ′), while for κ′′ this Leray bubble lives in E(Gκ′′). Both
bubbles are subspaces of the space of internal and external momenta associated with the
original graph E(Gκ). When two Landau equations are incompatible, the solution for kc(p?)
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κ′′

κ′κ′

κ′′

Figure 18. Pham diagram for the bow-tie integral, which describes one of the pairs of sequential
discontinuities that can appear in the double-box integral.

at an intersection point p? are different functions of external momenta. Thus the Leray
bubbles corresponding to κ′ and κ′′ for p arbitrarily close to p? will not intersect in E(Gκ).
This means that the integration contour for Aκ′G will not intersect the vanishing cell for Pκ′′ ,
and vice versa. Therefore, in neither case is the contour of the absorption integral pinched
by the second singularity, and therefore the sequential monodromy is zero. This provides
another interpretation of eq. (7.19).

For an even more direct proof of Theorem 5, we can simply try to solve the Landau
equations for Pκ′′ when the additional on-shell constraints for the edges in kerκ′ are imposed,
and the Landau diagram formed out of both contractions does not factorize. Since Pκ′′ is a
codimension-one solution to the loop equations and the on-shell conditions encoded just by
the contraction κ′′, imposing additional on-shell constraints will make it codimension-two
or higher in the space of external momenta. Thus, there can be no discontinuity.

7.4 Allowed sequential discontinuities

Lemma 3 puts strong constraints on what sequences of discontinuities can occur in Feynman
integrals that depend on generic masses. Namely, all possible sequential discontinuities are
described by Landau diagrams that are one-vertex reducible, meaning they factorize into
two or more diagrams if one vertex is removed. This property has the effect of factorizing
the loop momentum dependence, so that each edge only depends on the loop momenta
on the left or right side of the diagram, but not both. As a result, the corresponding
Landau equations and Pham loci also trivially factorize. We now consider an example that
illustrates this phenomenon, after which we will prove Lemma 3.

Consider the double box Feynman integral with generic masses:

I = q5

q6q1

q2

q3 q4

q0

p2

p1

p3

p4

(7.26)
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While this graph itself does not factorize, we can still learn about the discontinuities that
can be accessed in this diagram by studying the Landau equations after contracting the
middle leg to a point. This gives rise to the bow-tie Landau diagram, whose Pham diagram
is depicted in figure 18. The bow-tie diagram factorizes, so by Lemma 3 it should describe
a possible sequence of discontinuities in the original double box integral.

To confirm that this is the case, we write the double box integral as

I =
∫
h.

∫
h/

ddk. ∧ ddk/
s0s1 · · · s6

, (7.27)

where the propagator labels match the momentum labels in eq. (7.26), k. denotes the
loop momentum going through the left loop, and k/ denotes the loop momentum going
through the right loop. The integration contours h. and h/ are deformed to have imaginary
parts consistent with the Feynman iε prescription, as described in section 3.6. Using the
Picard-Lefschetz theorem, we find that the discontinuity with respect to the Pham locus
P , namely the singularity that is obtained after contracting the right loop to a point, is

(1−M ) I = −〈e123, h.〉(2πi)3
∫
∂1∂2∂3e123

ddk.
ds1 ∧ ds2 ∧ ds3

∫
h/

ddk/
s0s4s5s6

, (7.28)

where e123 is the vanishing cell defined by s1 > 0, s2 > 0 and s3 > 0. Let us now take the
monodromy around the Pham locus P , which is obtained by contracting the left loop. We
note that the inner integral over h/ has a singularity at P/ and, importantly, its location
does not depend on the point in the integration domain for the outer integral. We can
therefore compute the double discontinuity as

(1−M )(1−M )I = (2πi)6〈e123, h.〉〈e456, h/〉

×
∫
∂1∂2∂3e123

ddk.
ds1 ∧ ds2 ∧ ds3

∫
∂4∂5∂6e456

ddk/
s0 ds4 ∧ ds5 ∧ ds6

, (7.29)

where e456 is defined by s4 > 0, s5 > 0 and s6 > 0. Since the two Landau singularities
P/ and P. only put constraints on one of the loop momenta, one can easily see that the
monodromies commute; that is, (1−M )(1−M )I = (1−M )(1−M )I .

Note that this construction implies that the inner integral, around which the second
monodromy is taken, can be thought of as the product of connected S-matrices at the
vertices of Gκ′ . Let us pause to comment on how this observation connects to the S-matrix
bootstrap. For the double-box example, we would write eq. (7.28) as

AG =
∫
M1(p2 → q2, q3)×M2(p1, q1 → q2)×M3(q1, q3 → p3, p4) , (7.30)

where the integral is with respect to the measure in Cutkosky’s formula, and the specific
absorption integral in eq. (7.28) is the one for whichM3 is itself a box diagram. We can
represent eq. (7.30) diagrammatically as,

(
1−M

)
IG =

p2

p1

p3

p4
q1

q2

q3M1

M2

M3 (7.31)
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where each of the gray blobs labeled with M are themselves S-matrix elements. Here,
G can be any graph that contracts to the triangle. We can go further and represent the
absorption integral corresponding to the singularity in eq. (7.29) as

(
1−M

)(
1−M

)
IG =

p2

p1
q1

q2

q3M1

M2

p3

p4
q6

q5

q4 M4

M5

M3 , (7.32)

subject to the usual caveats that the loci P and P intersect transversally and do not
overlap with other Pham loci. This picture holds to all orders in perturbation theory,
although for any particular perturbative contribution, these matrix elements are sums of
Feynman integrals. In this way, the transversally-intersecting case fits naturally into the
S-matrix bootstrap picture where singularities of higher-order diagrams are built up from
lower-order ones. This Landau diagram has been studied in integrable theories in ref. [138]
where the blobs were exact S-matrix elements.

Now let us show that all possible pairs of sequential discontinuities of Feynman integrals
with generic masses come from one-vertex reducible Landau diagrams, by proving Lemma 3.
We begin by considering the commutative diagram

Gκ Gκ
′

Gκ
′′

G0

κ′′

κ′
κ

κ′

κ′′

(7.33)

that can be constructed for any pair of compatible contractions. The Landau loop equations
associated with these contractions can be written as∑

e∈E(kerκ′)
αebceq

µ
e = 0, ∀c ∈ Ĉ(kerκ′) (7.34)

and ∑
e∈E(kerκ′′)

αebceq
µ
e = 0, ∀c ∈ Ĉ(kerκ′′) , (7.35)

respectively. Notably, a loop momentum in Ĉ(kerκ′′) cannot have any edges in E(kerκ′),
but a cycle which contracts to a cycle in Ĉ(kerκ′) may have an edge in E(kerκ′′). Thus,
the circuit matrix for Pκ′ must take the form

bce(kerκ) =

E(kerκ′′) E(kerκ′)( )
Ĉ(kerκ′′) ∗ 0
Ĉ(kerκ′) ∗ ∗

, (7.36)

where the blocks which do not necessarily vanish are marked by ∗. Moreover, because the
intersection is transversal and the monodromies commute, we can use the same argument
with κ′ and κ′′ swapped conclude that the matrix bce(kerκ) can also be written in the form

bce(kerκ) =

E(kerκ′′) E(kerκ′)( )
Ĉ(kerκ′′) ∗ ∗
Ĉ(kerκ′) 0 ∗

. (7.37)
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κt

κsκs

κt

G2s

G2t

Figure 19. Contractions of a box singularity to the bubble s and t-channel singularities. In this
case the kernels of the horizontal (or vertical) contractions are not the same as graphs; one is
connected and the other is disconnected. However, for the special kinematics the kernels impose the
same constraints.

Using the fact that kerκ′ = ker κ̄′ and kerκ′′ = ker κ̄′′, we conclude that the circuit matrix
for the kernel of the combined contraction κ must be block diagonal:

bce(kerκ) =

E(kerκ′′) E(kerκ′)( )
Ĉ(kerκ′′) ∗ 0
Ĉ(kerκ′) 0 ∗

. (7.38)

Thus, kerκ can be written as a direct sum of kerκ′ and kerκ′′, namely b(kerκ) = b(kerκ′′)⊕
b(kerκ′). This also gives us a canonical decomposition of the loop momenta Ĉ(kerκ) =
Ĉ(kerκ′′)⊕ Ĉ(kerκ′), showing that for general kinematics, the two singularities Pκ′ and
Pκ′′ are incompatible if the fundamental circuits of their kernels are not disjoint. In other
words, the Landau diagram corresponding to the contraction κ must factorize into two
diagrams, and it is therefore one-vertex reducible. This proves Lemma 3.

Note that the factorization property of Lemma 3 implies that the kernels of compatible
contractions can be put in short exact sequences with the kernel of the combined contraction:

kerκ′′� kerκ� kerκ′ , kerκ′� kerκ� kerκ′′ . (7.39)

For the bow-tie diagram in figure 18 the sequences are:

. (7.40)

Such exact sequences are characteristic of compatible Pham diagrams.

7.5 Disallowed sequential discontinuities beyond Steinmann

The Steinmann relations famously state that amplitudes cannot have double discontinuities
in partially-overlapping momentum channels [103, 104, 106]. For instance, the double
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Figure 20. Pham diagram showing how incompatibility of the contractions gives stronger constraints
than the Steinmann relations. In this case, the two contractions are not partially overlapping, the
sequential discontinuity still vanishes by Theorem 5.

discontinuity of the box diagram with respect to the s and t channels must vanish in the
physical region. These types of restrictions have been found to provide extremely powerful
constraints for bootstrap approaches to computing amplitudes in recent years [139], and thus
it is interesting to see how these relations also follow from Theorem 5. At the same time,
we will be able to see that Theorem 5 implies constraints on the sequential discontinuities
of Feynman integrals that also go beyond the Steinmann relations.

We begin by drawing the Pham diagram for the s and t channel discontinuities of
the box integral in figure 19. We can see from this construction that kerκt 6= kerκt and
kerκs 6= kerκs, which implies that κs and κt are incompatible. Thus, setting all the internal
masses in the box to be equal for simplicity (it is easy to check that the Pham loci remain
separated in (s, t) space), we conclude that(

1−Ms−4m2
)(
1−Mt−4m2

)
I = 0 . (7.41)

This relation will hold for the box diagram in the physical region, or similarly for any other
diagram that can be contracted to the box diagram. It is not hard to convince oneself
that pairs of partially-overlapping momentum channels always give rise to incompatible
contractions in the same way, implying that these pairs of sequential discontinuities must
always vanish according to Theorem 5.

To see an example in which Theorem 5 goes beyond the Steinmann relations, let us again
consider the box diagram. In general, this diagram can be taken to describe a high-point
scattering process with many different particles incoming or outgoing at each vertex, which
implies that the kinematic variables s, t, p2

1, p2
2, p2

3, and p2
4 are all independent, where p2

i

is the momentum flowing in to vertex i. In figure 20, we draw the Pham diagram that
describes the computation of sequential discontinuities around p2

1 = 4m2 and p2
3 = 4m2. If

we take the process being described to be 4→ 4, the quadruple cut through the box diagram
can be realized in the physical region, which is to say with physical on-shell momenta, if
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two of the corner Mandelstam invariants, say p2
2 and p2

4 are negative. Since the kernels in
this Pham diagram are not equal, we get a new restriction(

1−Mp2
3−4m2

)(
1−Mp2

1−4m2
)
I = 0 . (7.42)

The Pham relations therefore show that the monodromy around p2
1 − 4m2 = 0 followed by

the one around p2
3 − 4m2 = 0 is zero, despite these channels not being overlapping.

It is instructive to compare these results with the formula for the Mandelstam double
dispersion relation in ref. [3], in which it is shown that the sequential discontinuity in s

and t of the scalar box diagram I� is nonzero. This is not in any contradiction with the
result presented here for two reasons. First, as discussed in ref. [3], the support of the
double-spectral density ρ(s, t) ≡ DisctDiscsI� is outside of the physical region, so that
analytic continuation of DiscsI� is required to get to the non-vanishing region of ρ(s, t).
Second, the second discontinuity in t has support only above the threshold for the box
singularity. So the sequential monodromy corresponding to ρ(s, t) is really the one taken first
around the bubble singularity at s = 4m2, followed by the one around the box singularity
at 4st

[
st− 4m2(s+ t) + 12m2] = 0, where we have assumed that both internal and external

masses are equal to m, for simplicity. This sequential monodromy around the box threshold
is in agreement with the predictions by Pham, and eq. (7.41) is not violated, even outside
of its proven validity in the physical region. A recent discussion about the validity and
extension of the double spectral function can be found in refs. [88, 140].

7.6 Discussion

In this section (and in section 6), we have made a number of technical assumptions in
order to be able to make rigorous statements about when sequential discontinuities vanish.
However, one can certainly consider situations in which Pham loci are not principal, masses
are not generic, singularities are not in the physical region, or singular loci overlap. Indeed,
in most theories of physical or mathematical interest such as QCD or supersymmetric
Yang-Mills theory, the assumptions we have made for Theorems 2, 4, and 5 are violated.
However, one can still extract some general lessons from these results, that will allow us to
approach examples in which no general theorems yet exist.

In this respect, the main takeaway from this section is that when two contractions are
compatible the associated singularities factorize, meaning that both sets of Landau equations
can be simultaneously satisfied without increasing the codimension of the individual solutions.
This property is key to understanding the nested singularity structure of Feynman integrals,
or, more ambitiously, the S-matrix. Note that it is possible for the Landau equations to be
compatible in this way even if the contractions associated with a pair of singularities are not
compatible, when considering non-generic external kinematics. In such situations, sequential
discontinuities can still be nonzero. We next turn to some more detailed considerations of
such situations that go beyond the theorems discussed so far.

8 Generalizations

In this paper, we have mostly focused on singularities that occur in the physical region,
and on studying integrals in generic kinematics. In this section, we peek beyond these
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restrictions. To do this, we leverage the intuition we have gained by thinking about Landau
singularities as critical values in order to understand how sequential discontinuities can
newly appear for restricted kinematics. For example, the projection along the z axis from
a two-sphere has critical points at the North and South poles. But if we restrict the
domain by cutting the sphere with a plane, we can see that it is easy to obtain new critical
points. This information is contained implicitly in the Landau equations, but it is not
geometrically obvious.

There are many motivations for studying special kinematics. These include:

• Calculations often simplify in special kinematics, and the value of Feynman integrals
and amplitudes in special kinematics can sometimes be used to bootstrap these
quantities [46].

• Mathematical features that don’t arise in generic kinematics until higher loop orders,
such as effective (transversal) intersections of singularity loci, can be simulated and
studied in special kinematic configurations already at one loop.

• One can explore regions which are not physical, such as (2, 2) spacetime signature,
which has been useful for understanding twistor constructions and in which massless
three-point vertices can be naturally accommodated.

• Feynman integrals that evaluate to special functions that go beyond multiple poly-
logarithms often simplify to polylogarithmic expressions in special kinematics. The
techniques developed in this paper for studying Landau singularities may make it
possible to systematically find kinematic limits in which these simplifications occur.
For example, the two-loop sunrise integral, which is generically elliptic, reduces to
multiple polylogarithms at the pseudo-threshold [141].

We will not explore examples of all these possibilities here. Rather, we focus on exploring the
key idea from section 7.3, that sequential discontinuities can only occur when the Landau
equations that encode two singularities are compatible. In particular, we will consider
two examples in which new double discontinuities appear in special kinematics where the
Landau equations that encode these singularities become compatible, as shown in figure 21,
despite the fact that the incompatibility of the corresponding contractions restrict these
discontinuities from appearing in generic kinematics.

8.1 Special mass configurations

In section 7.5, we saw that the double discontinuity of the box integral

I =

p1

p2 p3

p4

q4

q1

q2

q3

(8.1)
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Pκ′
Pκ′′

p1

p2

k

Figure 21. While the transversally-intersecting Pham loci Pκ′ and Pκ′′ do not lead to compatible
solutions of the Landau equations for generic masses (as illustrated in figure 17), these configurations
can become compatible in special kinematic configurations.

with respect to the s-channel and t-channel singularities vanishes. In terms of the momentum
labels in eq. (8.1), the s-channel singularity occurs when

s= (m2+m4)2, qµ2 =−α4
α2
qµ4 =−α4(p2+p3)µ α2 = m4

m2
α4 = m4

m2+m4
, (8.2)

while the t-channel singularity occurs when

t= (m1+m3)2, qµ1 =−α3
α1
qµ3 =−α3(p1+p2)µ α1 = m3

m1
α3 = m3

m1+m3
. (8.3)

Although these two loci intersect in the space of external momenta, they do not intersect in
the larger space of internal and external momenta — the vanishing cell for one does not
intersect the integration contour for the other, implying that there is no pinch singularity
corresponding to the second discontinuity. However, while this situation holds for generic
masses, we can ask if there exists a choice of internal masses for which these solutions to
the Landau equations become compatible and the double discontinuity becomes nonzero.

Momentum conservation tells us that qµ1 = −pµ1 + qµ2 . Thus, if we are to be on the
support the s-channel and t-channel singularities simultaneously, eqs. (8.2) and (8.3) tell us
that we must have

− α3(p1 + p2)µ = −pµ1 − α4(p2 + p3)µ . (8.4)

When this equation is satisfied, the s-channel and t-channel loci lead to the same values for
the loop momenta, and thus become compatible.

Although eq. (8.4) is strongly constraining, it can be solved for special kinematics. For
example, consider the following assignment of masses:

I� = p1
4m

q1

2m

q2

2m
q3

m

q4

m

2m
p3

m p2

m p4

s

t

(8.5)
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We have kept the arrows in this diagram the same as in eq. (8.1) to be consistent, but keep
in mind that any left-pointing arrow should have negative energy to be physical. This choice
of masses corresponds to a singular configuration where all the vertices are allowed on shell,
as can be seen in the center-of-mass frame of pµ1 . In particular, the bubble singularity in
the s-channel has the following α-positive solution to its Landau equations:

s = 9m2, α2 = 1
3 , α4 = 2

3 . (8.6)

In the rest frame of pµ1 , this is the normal threshold for producing the particles associated
with the momenta qµ2 , q

µ
4 , and p

µ
4 , all at rest. The t-channel bubble is similar:

t = 9m2, α1 = 1
3 , α3 = 2

3 . (8.7)

Again, in the pµ1 rest frame this is a normal threshold, now for producing the particles
associated with the momenta pµ2 , q

µ
1 , and qµ3 , all at rest. At the intersection of these

solutions, all momenta in the diagram are at rest. To check that eq. (8.4) is satisfied when
both eq. (8.6) and (8.7) are imposed, we note that in the rest frame it becomes simply

− 2
3(4m−m) = −4m− 2

3(−m− 2m) , (8.8)

which is true. Indeed, eq. (8.4) simply came from demanding a consistent assignment of
momenta to the two bubbles, and now we have assigned momenta consistently to the whole
diagram.

At this point, we have found a special kinematic point where the Landau equations
for the s-channel and t-channel bubble diagrams can be simultaneously satisfied. As a
result, sequential discontinuities in these channels are not forbidden, despite the fact that
the kernels of the corresponding contractions are incompatible. To see how these bubble
singularities are related to the box and triangle singularities that are also part of the Pham
locus for the contraction of the box to the elementary graph, we can compute the Gram
matrix qi · qj :

qi · qj =


4m2 −4m2 1

2
(
5m2 − t

)
2m2

−4m2 4m2 2m2 1
2
(
5m2 − s

)
1
2
(
5m2 − t

)
2m2 m2 −m2

2m2 1
2
(
5m2 − s

)
−m2 m2

 (8.9)

At the threshold s = t = 9m2, we see that det qi · qj = 0, which implies that the Landau
equations for the box are satisfied. In addition, all the first minors of this matrix (deter-
minants with one row and column removed) vanish at s = t = 9m2, indicating that the
triangle singularities are also all coincident. So in this singular kinematic configuration, the
box, triangles, and bubble singularities all occur at the same locus.

8.2 Factorization in (2, 2) signature

Another way that we can get around the constraints implied by Theorem 5 is by going
outside the physical region, for instance to kinematic regions that correspond to different
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spacetime signatures. While in general, the interpretation of discontinuities as absorption
integrals does not hold in outside of the physical region, the monodromy is still defined and
can be computed directly using the polylogarithmic form of this integral, or its symbol.

The symbol of I for generic masses can be found in [142] (see also refs. [143, 144]). It
can be written in a parsimonious form by adopting variables similar to those we used for
the triangle integral in eq. (4.7),

zij =
p2
ij −m2

i −m2
j

2mimj
, (8.10)

where in p2
ij = (pi + pi+1 + · · ·+ pj−1)2 the cyclic ordering of external momenta is implicit.

In this notation,

zii =−1, zi,i+1 =
p2
i−m2

i−m2
j

2mimj
, z13 = t−m2

1−m2
3

2m1m3
, z24 = s−m2

2−m2
4

2m2m4
, (8.11)

so the s-channel singularity occurs at z24 = 1 while the t-channel singularity occurs at
z13 = 1.

While keeping all internal masses generic, we now consider values of the external
momenta that satisfy zi,i+1 = 0, which implies that p2

i = m2
i −m2

i+1 for all four external
momenta. In such a kinematic configuration, the symbol of the box integral takes an
especially simple form, which contains the following pair of terms:

z13 +
√
z2

13 − 1

z13 −
√
z2

13 − 1
⊗
z24 +

√
z2

24 − 1

z24 −
√
z2

24 − 1
+ (z13 ↔ z24) . (8.12)

These terms give precisely the (symbol of the) product of the s and t bubble integrals. It is
therefore possible to compute a double discontinuity around these bubble thresholds, by
analytically continuing around z13 = 1 and z24 = 1. However, while it is clear that one will
get a nonzero result from this calculation, it is not clear what the correct interpretation
of this double discontinuity ought to be; similar to what we observed in the example in
section 8.1, the two bubble thresholds, the four triangle thresholds, and the box threshold
all coincide when z13 = z24 = 1. This can again be deduced by computing the determinant
of the Gram matrix

− qi · qj
mimj

=


−1 0 z13 0
0 −1 0 z24
z13 0 −1 0
0 z24 0 −1

 , (8.13)

as well as its minors that encode the bubble and triangle singularities.
It is also worth asking what spacetime signature the double discontinuity around z13 = 1

and z24 = 1 can be accessed. Recall that in the physical region, all external momenta are
real in (1,3) signature. These reality conditions can be written in terms of Gram matrices
constructed out of external momenta. When zi,i+1 = 0, the matrix pi · pj takes the form m2

1+m2
2 m1m3z13−m2

2 −m1m3z13−m2m4z24 m2m4z24−m2
1

m1m3z13−m2
2 m2

2+m2
3 m2m4z24−m2

3 −m1m3z13−m2m4z24
−m1m3z13−m2m4z24 m2m4z24−m2

3 m2
3+m2

4 m1m3z13−m2
4

m2m4z24−m2
1 −m1m3z13−m2m4z24 m1m3z13−m2

4 m2
1+m2

4

 , (8.14)
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Figure 22. Parameter space for the box with restricted kinematics zi,i+1 = 0 and mi = 1. Dashed
lines are the α-positive branch points at z13 = 1 and z24 = 1. The physical region (real momenta) is
shown for Lorentzian (1,3) signature as the blue region, which does not include the dashed lines. The
intersection of the two singularities at z24 = z13 = 1 is on the boundary of the Euclidean region and
the (2, 2)-signature region. The region above the threshold (z13 > 1, z24 > 1) is in the (2, 2) region.

and being in the physical region requires that the determinant of the first 2× 2 block of
this matrix is negative, while the determinant of the first 3× 3 is positive [22]. The physical
region is shown in figure 22 for the simplified case in which all masses mi = 1. There, we
see that there is no physical solution for either z13 = 1 or z24 = 1 in Lorentzian signature,
much less at their intersection.

Instead, we can consider this integral in (2,2) signature, which we can also think of as
(1,3) signature for a configuration of external momenta that all have a purely imaginary x
component. Such a configuration can be achieved when the determinant of the first 2× 2
block of eq. (8.14) is positive, while the determinant of its first 3× 3 block is negative [22].
As seen in figure 22, the region above the s-channel and t-channel thresholds, where z13 > 1
and z24 > 1, corresponds to (2,2) signature, while the intersection of the thresholds z13 = 1
and z24 = 1 occurs at the boundary of this region.

To work out the kinematics explicitly, we pick pairs of light-cone coordinates X =
(X+, X−, X⊕, X	) with the scalar product

X · Y = 1
2(X+Y − +X−Y + +X⊕Y 	 +X	Y ⊕). (8.15)

Then, on support of zi,i+1 = 0 for all i, we can take

x1 = m1(1, 1, 0, 0), (8.16)
x3 = m3(x+

3 , (x+
3 )−1, 0, 0), (8.17)
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x2 = m2(0, 0, 1, 1), (8.18)
x4 = m4(0, 0, x⊕4 , (x⊕4 )−1), (8.19)

where xi are dual coordinates to pi, such that pµij = (xj − xi)µ, and the loop-momentum
components are given by qµi = (xi − x0)µ. For these dual coordinates to be consistent with
the definition of zij in eq. (8.10) we need

x+
3 + 1

x+
3

= −2z13, (8.20)

x⊕4 + 1
x⊕4

= −2z24. (8.21)

In fact, we can see that we associate the same coordinates z13 and z24 to the configurations
in which x+

3 ↔ (x+
3 )−1 or x⊕4 ↔ (x⊕4 )−1, which are related by parity. Which one of them

is chosen depends on the choice of square root for
√
z2

13 − 1 and
√
z2

24 − 1. In this sense,
working with the components of the momenta naturally realizes the double-cover of all the
square roots. We also see that the α-positive bubble singularities correspond to taking
x+

3 = −1 and x⊕4 = −1.
To solve for the on-shell space for the box, we need to solve the on-shell equations

(xi−x0)2−m2
i = 0 for the coordinates xi described above. These equations can be rewritten

as

(x1 − x0)2 = m2
1, x0 · (x2 − x1) = x0 · (x3 − x1) = x0 · (x4 − x1) = 0. (8.22)

One of the solutions is x0 = (0, 0, 0, 0) while the other is more complicated. At the
intersection of the two bubble Pham loci, where x+

3 = −1 and x⊕4 = −1, one can check that
the two solutions for x0 coincide.

For these values of the xi variables, we get

pµ1 = (−m1,−m1,m2,m2) , pµ2 = (−m3,−m3,−m2,−m2) , (8.23)
pµ3 = (m3,m3,−m4,−m4) , pµ4 = (m1,m1,m4,m4) . (8.24)

Plugging these external momenta into eq. (8.4), we see that the two Pham loci indeed give
rise to the same values of the loop momentum. So, at the codimension-two point where
z13 = 1 and z24 = 1, none of the α need vanish; any linear combination of the values of αi
determined by each bubble singularity solves the Landau equations.

9 Summary of results

This is a long paper, and the results are interleaved with explanations and examples. We
therefore include here a more concise summary of the definitions and main results.

We began by considering generic Feynman integrals, which take the form

IG(p) =
∫
h

∏
c∈Ĉ(G)

ddkc
∏

e∈Eint(G)

1
se
, (9.1)
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where se = q2
e−m2

e and the +iε’s in the propagators have been transferred to the integration
contour h. To study the singularities of IG, we considered graphs Gκ to which the original
graph G could be contracted, via sequences such as

G
κ−−→→ Gκ

κ−−→→ G0 . (9.2)

When one can write a sequence like this, we say that the composed contraction κ ◦ κ
dominates the contraction κ. To each such contraction, we define a Pham locus Pκ that
corresponds to the set of external momenta that satisfy the equations for some αe that are
not all vanishing:

Pκ : pµ ∈ S(G0)
∣∣∣ ⋂
c∈Ĉ(Gκ)

{ ∑
e∈Eint(Gκ)

bce αeq
µ
e = 0

} ⋂
e∈Eint(Gκ)

{
q2
e = m2

e

}
. (9.3)

Note that these Pham loci correspond to Landau diagrams in which all lines are on shell,
but the αe in Gκ are not all required to be non-zero. For instance, while in most of the
examples we considered the αe for all the edges in Gκ are non-zero, we also worked through
some examples in which some of these αe are set to zero, such as the bubble-like singularity
of the ice cream cone.

Landau showed (in Pham’s language) that the singularities of IG(p) occur on the
support of the Pham loci associated with diagrams to which G can be contracted:

Theorem (Landau). The Feynman integral IG(p) is analytic outside of the Pham loci Pκ
of contractions κ : Gκ � G0 of diagrams for which there exists a contraction κ : G� Gκ.

One can compute the discontinuities of IG(p) with respect to the singularities associated
with these Pham loci. These discontinuities are especially well understood in the case of
principal Pham loci:

Definition. A principal Pham locus is (complex) codimension one in the space of external
kinematics, α-positive, and of type S+

1 .

Here, being α-positive means that the values of all the αe that occur in the relevant solution
to the Landau equations are non-negative. If they are all strictly positive, this is called the
leading singularity of the Pham locus. Being a singularity of type S+

1 means that all of
the eigenvalues of the Hessian of the projection map πκ are positive (see figure 8).

In the cases where the Pham loci are principal (which is true of many of the singularities
of IG(p) in the physical region on the physical sheet), we can apply the Picard-Lefschetz
theorem to derive Cutkosky’s form of the absorption integral:

Theorem (Cutkosky). The discontinuity AκG(q) =
(
1 −MPκ

)
IG(p) around a principal

Pham locus Pκ is given by the absorption integral in eq. (2.18):

AκG(p) =
(
1−MPκ

)
IG(p) =

∫
h

∏
c∈Ĉ(G)

ddkc
∏

e∈E(kerκ)
(−2πi) θ∗(q0

e)δ(se)
∏

e′ 6∈E(kerκ)

1
se′

(9.4)
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where θ∗(q0
e) picks out the sign of the energies of the cut lines determined by the solution

of the Landau equations at the singular point. In section 3, we explained how Cutkosky’s
formula can be derived using the Picard-Lefschetz theorem and Leray’s multivariate residue
calculus. Doing so gives a more flexible form of the absorption integral. Labeling the edges
in kerκ by e = 1, . . . ,m, the formula is

AκG(p) =
∫
∂1···∂meκ

∧
c∈Ĉ(G) ddkc

ds1 ∧ · · · ∧ dsm
∏

e′ 6∈E(kerκ)

1
se′
. (9.5)

Here, eκ is the vanishing cell defined by the conditions se > 0 for all e ∈ E(kerκ) and
∂1 · · · ∂meκ is the vanishing sphere. The vanishing sphere comprises the singularities
that get pinched at the branch point. The singularities of absorption integrals can also be
characterized in terms of Pham loci associated with dominating contractions:
Theorem (Pham; Thm. 1). The absorption integral AκG(p) associated with the contrac-
tion κ and the sequence G � Gκ � G0 is analytic everywhere for p in physical re-
gions, outside of the Pham loci Pκ′ of contractions κ′ that dominate κ through sequences
G� Gκ

′
� Gκ � G0.

Note that this does not exclude the case in which κ′ is the trivial contraction. The
discontinuities of absorption integrals can also be computed using Picard-Lefschetz theorem,
as we illustrated in section 4.

A powerful way of understanding Pham loci is in terms of the critical points of maps
between on-shell spaces:
Lemma (Pham; Lemma 1). Critical values of the projection map πκ : S(Gκ) → S(G0)
constitute the Pham locus Pκ.

Here S(Gκ) is the space of on-shell internal and external momenta of Gκ, and S(G0) is the
space of on-shell external momenta. Thus, by studying the geometric properties of Pham
loci in the space of on-shell momenta, we can derive constraints on the discontinuities of
Feynman integrals.

We have presented a number of important relations between the sequential discontinu-
ities of Feynman integrals. The first puts constraints on hierarchical pairs of singularities:
Theorem (Pham; Thm. 2). For a series of contractions G � Gκ

′
� · · · � Gκ � G0

the relation (
1−MPκ′

)
· · ·
(
1−MPκ

)
IG(p) =

(
1−MPκ′

)
IG(p) (9.6)

holds when Pκ · · · Pκ′ correspond to principal Pham loci, and p is in the physical region.

A more general statement also holds for tangentially-intersection Pham loci, which holds
even if these loci are not principal or related hierarchically:
Theorem (Pham; Thm. 3). If two Pham loci Pκ′ and Pκ′′ are of codimension one and
intersect tangentially, then their sequential monodromies, in a small neighborhood of their
intersection and away from other singularities, satisfy:

Mη′+
◦Mη+IG(p) = Mη′−

◦Mη−IG(p) = Mη+ ◦Mη′−
IG(p) = Mη− ◦Mη′+

IG(p) , (9.7)

where the paths η′± and η± were defined in section 6.2.
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If κ′′ does not dominate κ′, then there are also conditions on when double discontinuities
with respect to Pκ′′ and Pκ′ can be nonzero. Namely, this is only possible if Pκ′′ is a subspace
(not the leading singularity) of some larger Pham locus Pκ that itself dominates Pκ′ . In
this case, Pκ must be a codimension-two Pham locus so that the subspace corresponding to
Pκ′′ can be codimension-one. Then

Theorem (Pham; Thm. 4). If two Pham loci Pκ′ and Pκ′′ intersect transversally, then
their sequential discontinuities, in a small neighborhood of their intersection and away from
other singularities, commute:(

1−MPκ′
)(

1−MPκ′′
)
IG(p) =

(
1−MPκ′′

)(
1−MPκ′

)
IG(p) . (9.8)

In this case we can draw the diagram of contractions

Gκ Gκ
′

Gκ
′′

G0

κ′′

κ
κ′ κ′

κ′′

. (9.9)

In addition, we defined two notions of compatibility. The first applies to contractions:

Definition. The contractions κ′ and κ′′ are compatible contractions if kerκ′ = kerκ′
and kerκ′′ = kerκ′′, otherwise they are incompatible contractions.

In terms of this notion of compatibility, the final theorem we discussed is

Theorem (Pham; Thm. 5). Assume we have two principal Pham loci Pκ′ and Pκ′′ that
intersect transversally. Then, for generic masses,(

1−MPκ′
)(

1−MPκ′′
)
IG(p) = 0 , (9.10)

if kerκ′ and kerκ′′ are incompatible contractions, and p is in the physical region.

The Steinmann relations constitute an important subset of the consequences of this last
theorem, but do not exhaust its content. The second notion of compatibility we defined
applies to the Landau equations:

Definition. A pair of codimension-one solutions Pκ′ and Pκ′′ to the Landau equations that
correspond to contractions κ′ and κ′′, neither of which dominates the other, are considered
to be compatible when both solutions can be imposed simultaneously.

This notion of compatibility agrees with the compatibility of contractions for Feynman
integrals with generic masses:

Lemma (Lemma 2). Suppose we have two contractions κ′ and κ′′ corresponding to a pair
of codimension-one Pham loci Pκ′ and Pκ′′ such that neither contraction dominates the
other. Then, for generic masses, the contractions are compatible if and only if the solutions
to the Landau equations are compatible.
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Geometrically, in the generic mass case, two principal Pham loci are compatible if they
intersect transversely, as in Theorem 4.

Lemma 2 follows from another important result, that only one-vertex reducible Landau
diagrams lead to potentially non-vanishing sequential discontinuities:

Lemma (Lemma 3). Suppose we have a pair of compatible contractions κ′ and κ′′ that
describe two codimension-one Pham loci Pκ′ and Pκ′′ . Then, for generic masses, the Landau
diagram that describes the codimension-two Pham locus associated with the combined
contraction κ′ ◦ κ′′ = κ′′ ◦ κ′ factorizes into a pair of diagrams that separately describe the
two loci Pκ′ and Pκ′′ .

Beyond the generic-mass case, sequential discontinuities can be nonzero in situations where
pairs of solutions to the Landau equations are compatible even when the corresponding
contractions are not compatible. We explored this possibility in section 8, where we found,
among other things, that the symbol for the box diagram factorizes in a special-kinematic
configuration where the sequential discontinuity becomes allowed. When internal masses
are equal to m, and external masses to M , this configuration occurs when M2 = 2m2. Since
such factorization is characteristic of Landau diagrams for allowed sequential discontinuities
according to Lemma 3, it would be interesting to explore the connection further.

10 Conclusion

In this paper, we have presented a detailed analysis of the locations and properties of
singularities in Feynman integrals, in particular focusing on when these singularities can
give rise to sequential discontinuities. In doing so, we have identified individual branches
of the Landau variety with what we call Pham loci, which are specified by the set of
propagators that are put on shell in the Landau equations while the Feynman parameters
in these equations are allowed to take any value. This definition can be contrasted with
what are sometimes called Landau loci, where branches are classified according to which
Feynman parameters are required to be nonzero. Pham loci prove to be more useful for
extending the application of Landau analysis from the study of the singularities of Feynman
integrals to the study of the singularities of the discontinuities of Feynman integrals.

Our analysis has closely followed the work of Pham [24], who studied the analyticity
properties of scattering amplitudes using homological methods. However, while Pham
studied non-perturbative amplitudes, we have here applied these methods to individual
Feynman integrals that involve generic kinematics (including generic masses) in perturbation
theory. Our primary focus has been the study of Pham loci that are codimension-one in the
space of external kinematics, as these identify the singularities that give rise to nontrivial
monodromies. For Feynman integrals with generic masses, these codimension-one surfaces
are described by solutions to the Landau equations in which the value of all Feynman
parameters are determined up to an overall rescaling.

In studying the properties of Pham loci, we have emphasized the importance of
understanding their geometric features in the space of on-shell kinematics. For instance,
when we have two codimension-one Pham loci that are associated with the same elementary
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graph, it is valuable to know whether these loci intersect tangentially or transversally. This
distinction helps unravel what types of relations hold among the discontinuities of Feynman
integrals with respect to these singularities. More specifically, we can probe the properties
of sequential discontinuities by analyzing the local fundamental group in the neighborhood
of such intersections: the generators of these homotopy groups in general satisfy various
relations, which imply similar relations among the monodromies of Feynman integrals. For
instance, in the case of transversally-intersecting Pham loci, the monodromies around the
two singularities commute (Theorem 4). In the case of tangential intersections, one can find
relations among discontinuities that correspond to analytically continuing around different
sides of the intersection point of the two singular surfaces (Theorem 3). We emphasize that
these types of topological constraints follow from relations among generators of the local
fundamental group, independently of other properties of Feynman integrals.

We have also derived additional relations that hold among the discontinuities of
Feynman integrals in physical kinematics with respect to principal singularities, which
are singularities of type S+

1 . Singularities that are encoded by one-loop Landau diagrams
are of this type, as are all singularities that correspond to branches of Pham loci that
involve only non-negative Feynman parameters and in which there are no on-shell loops that
involve Feynman parameters that are all zero. Thus, while this requirement puts precise
mathematical conditions on many of the results we have presented, these conditions are
satisfied by many of the singularities of highest interest of Feynman integrals, for instance
in the physical region.

One of the main results we have presented is a general set of restrictions on when pairs of
principal singularities can give rise to sequential discontinuities in Feynman integrals. Using
the Picard-Lefschetz theorem and the multivariate calculus of Leray and Pham [118, 120], one
can compute a discontinuity by trading one’s original integration contour for an infinitesimal
contour that encircles the first Pham locus. According to Cutkosky’s theorem, this localizes
the propagators on loop-momentum values that are close to those of the corresponding
solution to the Landau equations. Computing a second discontinuity then involves altering
the contour again to encircle the second Pham locus, which tells us we must also localize on
the other solution to the Landau equations. If the solutions for the two different branches
lead to different constraints on the internal loop momenta, the sequential discontinuity
must vanish. Intuitively, this corresponds to the observation that while Pham loci may
intersect in the space of external momenta, they might not intersect in the larger space
of internal and external momenta. The constraints that follow from these considerations
include — but also go well beyond — the Steinmann relations [103, 104], which state that
sequential discontinuities of amplitudes in partially-overlapping momentum channels must
vanish in physical regions.

Non-principal singularities also appear in Feynman integrals. An example is given
by the bubble-like singularity that arises in the ice-cream cone integral, where the two
Feynman parameters in the bubble of the ice cream cone Landau diagram both vanish. An
immediate difficulty that arises when encountering singularities of this type is the question
of how one should construct the vanishing cells that enter the Picard-Lefschetz theorem;
since the transverse Hessian is not definite, we cannot build them using the conditions that
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se > 0. It would be interesting to describe a general method for constructing these vanishing
cells. More speculatively, it would also be interesting to study whether the presence of
non-principal singularities can serve as some kind of diagnostic for the appearance of
integrals that go beyond multiple polylogarithms, such as integrals over elliptic curves or
Calabi-Yau manifolds [145].

While we have briefly illustrated how the ideas we have used in this paper can be
applied to Feynman integrals in special kinematics or that do not involve generic masses, a
great deal of further investigation is warranted to understand these generalizations. The
study of these non-generic situations is what is required for understanding real-world
theories, in which scattering generally involves particles that have equal masses as well as
particles whose mass is zero. One of the complications that arises in massless theories is
the presence of infrared divergences, whose homological study requires a careful analysis of
the interplay between these divergences and the further singularities that arise in special
kinematic limits. Notably, progress has already been made in this direction, as many of the
relations and theorems presented here were already established at one loop in the context
of dimensional regularization [80]. However, we already know that further generalizations
are likely to be nontrivial. For example, the Steinmann relations do not seem to hold
for partially-overlapping two-particle momentum channels in massless integrals, and the
so-called extended Steinmann relations [107] for massless integrals have been observed to
generalize to the non-planar sector for some momentum channels and not others [146].
Developing a better understanding of these special cases is sure to provide us with new
insight into the analytic structure of perturbative scattering amplitudes.

We have mostly made use of the loop-momentum space formulation of Feynman integrals.
Alternative formulations can be derived from the Symanzik form of Feynman integrals, in
which the loop momenta have already been integrated out [147]. The Landau equations for
the Symanzik form of Feynman integrals are useful for algorithmically and/or numerically
solving the Landau equations in terms of the Feynman parameters αe (see for instance
refs. [85, 88, 130]). However, it is harder to apply Picard-Lefschetz theory to this Symanzik
form of Feynman integrals, as the denominator is no longer a product of simple poles.

By constraining the analytic structure of scattering amplitudes, we get incrementally
closer to realizing the goals of the original S-matrix program. Indeed, much of the motivation
for applying homological methods to scattering amplitudes in the nineteen-sixties came
from the study of non-perturbative amplitudes for the strong interaction. The results we
have presented in this paper also conjecturally apply to the nonperturbative S-matrix,
given generous assumptions about its analyticity and singularity properties. For instance,
the Landau equations can be interpreted non-perturbatively as identifying singularities
that correspond to on-shell classical configurations of scattering particles, where each of
the vertices in the corresponding Landau diagram should be understood to represent a
non-perturbative S-matrix. Singularities that correspond to increasingly large Landau
diagrams then arise from iteratively blowing up the S-matrix elements at the vertices of
smaller Landau diagrams. This approach can be contrasted with the Feynman-diagrammatic
perspective presented in this work, where propagators of diagrams are collapsed to find
subleading Landau singularities. In the view of recent progress in bootstrapping the non-
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perturbative S-matrix (see e.g. [140, 148–162]), it would be interesting to revisit whether
the methods presented here can be extended to apply to the S-matrix bootstrap program.
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A Graph theory

In this appendix, we review some useful notions from graph theory that we make use of in
the main body of the paper. A good reference for this material is [163].

A directed graph G is defined by a set of vertices V (G) and a set of oriented edges
E(G) that begin and end on vertices drawn from V (G). We denote the number of vertices
and edges by |V (G)| and |E(G)|. Usually only a single edge is permitted between any pair
of vertices, but this restriction is lifted when considering multigraphs, which we hereafter
just refer to as graphs. In order to avoid treating the external lines in Feynman and
Landau diagrams in a special way, we compactify graphs by adding a vertex at infinity and
joining the external lines at this vertex, which we denote by v∞. However, when it proves
convenient, we denote the set of internal edges by Eint(G) (it should always be clear which
vertex is at infinity). The edges of these compactified graphs will be oriented according to
the flow of energy.

Given a graph G, we define its incidence matrix to be the |V (G)| × |E(G)| matrix a
whose entries are given by

ave =


1 if the edge e starts on the vertex v,
−1 if the edge e ends on the vertex v,
0 otherwise.

(A.1)

For example, the incidence matrix of the ice cream cone integral, depicted in figure 23, can
be written as

p1 p2 p3 p4 p5 p6 q2 q4 q3 q1


v∞ 1 1 1 −1 −1 −1 0 0 0 0
v1 −1 −1 0 0 0 0 1 1 1 0
v2 0 0 0 0 1 1 −1 0 0 −1
v3 0 0 −1 1 0 0 0 −1 −1 1

, (A.2)

where we have labeled the columns and rows of this matrix to make clear how the edges
and vertices are indexed.
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∞

∞

∞ ∞

∞

∞1
2

3

Figure 23. A choice of spanning tree (in thick black lines) for the ice cream cone diagram, containing
the edges through which momenta q2, q4 and p6 flow. Through the complementary edges flow
momenta p1, p2, p3, p4, p5, q3 and q1. These momenta can be varied independently. The internal
momenta q3 and q1 provide a labeling for the loop momenta of the corresponding Feynman integral.
See also the figure in eq. (6.41).

A circuit c in G is a sequence of edges in which each pair of sequential edges share
a vertex, and whose initial and final edges also have a common vertex. A circuit can be
assigned two possible orientations. Note that a circuit that is oriented in the same way as
all the edges it contains must pass through the vertex at infinity. A spanning tree T of a
graph G is a tree that contains all the vertices of G. For example, one choice of spanning
tree is shown for the ice cream cone diagram in figure 23. We similarly denote by T̄ the
cospanning tree that is formed by all the edges that are not in T .43 Since adding any of the
edges from T̄ to the spanning tree T forms a circuit, the edges in T̄ are each associated
with a distinct circuit. These circuits, called fundamental circuits, form a basis for the
set of circuits in G. We will denote the set of all circuits associated with a graph G by
C(G), and the set of fundamental circuits by Ĉ(G). Since the fundamental circuits are in
correspondence with edges in a chosen cospanning tree, we will often abuse notation by
parameterizing an independent set of loop momenta by considering all kc for c ∈ T̄ .

The circuit matrix b of a graph G is defined as the matrix with entries

bce =


1 if the edge e is in the circuit c and is oriented in the same way as c,
−1 if the edge e is in the circuit c and is oriented in the opposite way to c,
0 otherwise.

(A.3)
The circuit matrix obtained by restricting to fundamental circuits is called the fundamental
circuit matrix. The fundamental circuit matrix of the ice cream cone integral is given by

p1 p2 p3 p4 p5 p6 q2 q4 q3 q1



cq3 0 0 0 0 0 0 0 −1 1 0
cq1 0 0 0 0 0 0 −1 1 0 1
cp1 1 0 0 0 0 1 1 0 0 0
cp2 0 1 0 0 0 1 1 0 0 0
cp3 0 0 1 0 0 1 1 −1 0 0
cp4 0 0 0 1 0 −1 −1 1 0 0
cp5 0 0 0 0 1 −1 0 0 0 0

, (A.4)

43Note that if G is a multigraph, cospanning trees can include circuits.
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where we have labeled the fundamental circuits by the momenta associated with edges of
the cospanning tree, for the choice of spanning tree in figure 23.

The incidence matrix and fundamental circuit matrix satisfy an orthogonality relation
for each vertex and each circuit in a graph. These orthogonality relations are summarized
by the equation ∑

e∈E(G)
avebce = 0 , (A.5)

which can be proven as follows. First, we note that the sum vanishes if c does not involve
the vertex v; we can thus take the sum to be over the edges in the circuit c that are incident
with the vertex v. Tracing c as it passes through v, we have an incoming edge and an
outgoing edge. If both these edges are oriented towards v or away from v, then the ave
values have the same sign but the values for bce have opposite signs, so avebce cancels when
summed over these two edges. If one edge is oriented towards v and the other away from
v, then the bce have the same sign but the ave have opposite signs, so avebce again cancels
when summed over the two edges. The orthogonality relation follows from the cancellation
obtained from all such pairs in the sum.

To parameterize the independent momenta in our graphs, we will in general choose
a spanning tree T that contains only a single external edge. In terms of the fundamental
circuits defined by T , the momenta associated with each edge e can then be written as

pe =
∑

c∈Ĉ(G)

bcepc , (A.6)

where pc denotes the momenta flowing through the edge in the cospanning tree T̄ that is
associated with the cycle c.

Given a graph contraction kerκ� Gκ � G0, we can pick a labeling for the internal
momenta so that the fundamental circuits Ĉ(Gκ) of Gκ are such that Ĉ(Gκ) = Ĉ(G0) ∪
Ĉ(kerκ) (with some abuse of notation). That is, we decompose the fundamental circuits
in Ĉ(Gκ) into two sets of independent variables: the ones corresponding to the next − 1
external momenta in Ĉ(G0), and the L loop momenta in Ĉ(kerκ). This can always be
achieved by first picking a set of fundamental circuits for Ĉ(kerκ), which — since kerκ
embeds in Gκ — maps to a subset of Ĉ(Gκ). We can also pick a set of fundamental circuits
of Ĉ(G0) and for each element of this set we can pick an element of Ĉ(Gκ) which contracts
to it. This last choice is neither unique nor canonical in general, but neither is a choice of
fundamental circuits. In practice we label the fundamental circuits by the loop-momenta kc
and the external momenta by pc.

B Kronecker indices

In this appendix, we set up the formalism needed to find the integer-valued Kronecker
indices that appear in the Picard-Lefschetz theorem.

Definition 1 (orientation). Given a manifold X of real dimension n with an open cover Uα
and charts φα : Uα → Vα ⊂ Rn, a choice of orientation is an assignment of oα ∈ {−1,+1}
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for each patch such that under changes of coordinates they transform as oα =
(
sgn det Jαβ

)
oβ,

where Jαβ is the Jacobian of changes of coordinates on Uα ∩ Uβ from Uα to Uβ.

A choice of orientation can be given by a system of indicators (see ref. [118]):

Definition 2 (system of indicators). Given a manifold X of real dimension n and a point
x ∈ X, a system of indicators at x is a choice of vectors v1, . . . , vn ∈ Tx(X) such that the
orientation oα associated to the chart φα : Uα → Vα is determined by oα sgn det(vi)αj = 1,
where (vi)αj is the coordinate j of the vector vi in the coordinate chart α. This is well-defined
since oα transforms correctly under changes of coordinates.

Let Y1 and Y2 be two submanifolds in X whose dimensions add up to dimRX = n, which
intersect transversally at a point x ∈ X. We take Y1 and Y2 to be oriented and their
orientation to be specified by a system of indicators (v1, . . . , vp) for Y1 and (vp+1, . . . , vn)
for Y2. We say that the orientations of Y1 and Y2 match at x if the system of indicators
(v1, . . . , vn) yields the orientation of X at x.

Definition 3 (Kronecker index). Given two homology cycles γ, σ in X of complementary
codimension, represented by manifolds and which intersect transversally at a finite number
of points, the Kronecker index 〈γ, σ〉 is the sum over the intersection points of contributions
± according to whether the orientations of σ and γ at that point match or not.

Warning! In comparing the orientations, σ and γ are swapped with respect to the
ordering 〈γ, σ〉 in the Kronecker index.

Remark 1. A choice of orientation can also be made by a nowhere-vanishing top differential
form. Indeed, consider such a differential form φ which in a coordinate chart α with
coordinates xα can be written φ = φαdxα1 ∧ . . .∧ dxαn. Then, one can check that oα = sgnφα
transforms in the right way to define an orientation.

Remark 2. A complex manifold has a canonical choice of orientation that is invariant
under holomorphic changes of coordinates. Indeed we can define such an orientation by the
differential form dRex1 ∧ dImx1 ∧ . . . ∧ dRexn ∧ dImxn.

Let us compute a Kronecker index of two special n-dimensional cycles in a n-dimensional
complex space. We can arrange so that the cycles intersect at the origin in a convenient
coordinate frame. In a small neighborhood of the origin we take the first cycle, e, to be
defined by Imx1 = . . . = Imxn = 0 so it is parametrized by coordinates (Rex1, . . . ,Rexn).
We can then choose a system of indicators

∂

∂Rex1
, . . . ,

∂

∂Rexn
(B.1)

for e. We take the second cycle, h, to be defined by Imxi = λRexi for i = 1, . . . , n. When
represented as a vector field, this is a radial vector field which vanishes at the origin. It is a
source if λ > 0 and a sink if λ < 0.

The tangent space to h at 0 is generated by

∂

∂Rex1
+ λ

∂

∂Imx1
, . . . ,

∂

∂Rexn
+ λ

∂

∂Imxn
, (B.2)
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and we choose the orientation of h to be described by this system of indicators. To finish
the computation we need to compare the orientation of the concatenation of these systems
of indicators to that defined by

∂

∂Rex1
,

∂

∂Imx1
. . . ,

∂

∂Rexn
,

∂

∂Imxn
. (B.3)

One can see now that there are two contributions to the sign which compares the two
orientations. The first is from (sgnλ)n and the second is from sorting the vectors to agree
with the orientation of X as a complex manifold which yields (−1)

n(n+1)
2 .

In conclusion, we have shown that

〈e, h〉 =

(−1)
n(n+1)

2 , λ > 0,
(−1)

n(n−1)
2 , λ < 0.

(B.4)

Remark 3. From these results it is easy to prove Cartan’s theorem on the Kronecker index
of a sphere S with itself. Indeed, we can deform one of the cycles by a vector field which
has a source at the North pole and a sink at the South pole. Then we can apply the result
above in a patch around the North pole and in a patch around the South pole to find

〈S, S〉 = (−1)
n(n−1)

2 + (−1)
n(n+1)

2 = (−1)
n(n−1)

2 (1 + (−1)n). (B.5)

The self-intersection number vanishes for odd-dimensional spheres, it is +2 if the dimension
is divisible by 4 and −2 if the dimension is even but not divisible by 4.

C Poincaré duality

In this appendix, we work out the Poincaré duality that was needed to derive Cutkosky’s
formula in eq. (3.63).

Consider a real n-dimensional manifold X, without boundary, which contains a sub-
manifold N of real codimension one. Suppose that N is given by a global equation f(x) = 0
and that f(x) > 0 defines a compact manifold M with boundary N . Then, we have∫

M
ω =

∫
X
θ(f)ω, (C.1)

where θ is the Heaviside function θ(x) = 1 if x > 0 and θ(x) = 0 if x < 0. If ω is an exact
form and can be written as ω = dρ, then∫

M
dρ =

∫
X
θ(f)dρ =

∫
X

(
d(θ(f)ρ)− (dθ(f)) ∧ ρ

)
. (C.2)

The first term yields zero by Stokes theorem since X has no boundary. The second term
localizes the integral on N = ∂M since dθ

dx = δ(x). Indeed, since

dθ(f) = δ(f)df, (C.3)

we have ∫
M

dρ = −
∫
X
δ(f)df ∧ ρ =

∫
N
ρ, (C.4)
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where the second equality follows from Stokes theorem. The statement of Stokes theorem
assumes that an orientation on N is induced from an orientation on M and we will always
follow this convention.

The identity ∫
∂M

ρ = −
∫
X
δ(f)df ∧ ρ (C.5)

will be important for us. In this example, the integration over X can be replaced by an
integration over a domain that contains N = ∂M . The differential form −δ(f)df (or, more
precisely, the current) is the Poincaré dual to N (see page 51 of ref. [164], but note that
our definition of the Poincaré dual differs from theirs by a sign).

Let us illustrate this with an example, in which we take X = R and M = [a, b], so N
consists of the two points a, b ∈ R with a < b.44 We then choose f(x) = (b− x)(x− a).45 If
we pick a test function φ on R, then we have〈

dθ(f)
dx

, φ

〉
= −

〈
θ(f), dφ

dx

〉
= −

∫ b

a

dφ

dx
= −φ(b)+φ(a) = 〈−δ(x−b)+δ(x−a), φ〉. (C.6)

Since this holds for all test functions φ, we have that

dθ((b− x)(x− a))
dx

= −δ(x− b) + δ(x− a). (C.7)

On the other hand, using dθ(f) = δ(f)df we have

dθ
(
(b− x)(x− a)

)
= δ

(
(b− x)(x− a)

)
d
(
(b− x)(x− a)

)
. (C.8)

Using δ(f(x)) = ∑
xi|f(xi)=0

δ(x−xi)
|f ′(xi)| , we can rewrite

δ
(
(b− x)(x− a)

)
= δ(x− b)
|b− a|

+ δ(x− a)
|b− a|

. (C.9)

Combining this with the fact that

d
(
(b− x)(x− a)

)
= (−(x− a) + (b− x))dx, (C.10)

we find

δ
(
(b− x)(x− a)

)
d
(
(b− x)(x− a)

)
=(δ(x− b)

|b− a|
+ δ(x− a)
|b− a|

)
(−(x− a) + (b− x))dx =

δ(x− b)
|b− a|

(−(x− a))dx+ δ(x− a)
|b− a|

(b− x)dx =

− δ(x− b)dx+ δ(x− a)dx. (C.11)

Higher-dimensional examples work in a similar way.
44In this case X has a boundary, so it does not satisfy the requirements in the discussion above; however,

in this example we will integrate only forms of compact support where the boundary plays no role, so we
ignore this subtlety.

45Note that this choice f is not unique; in particular, we can multiply f by any positive function.
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Applying the eq. (C.5) repeatedly, we thus find that∫
∂m...∂1e

ω = (−1)m
∫
U
δ(s1)ds1 ∧ . . . ∧ δ(sm)dsm ∧ ω, (C.12)

where U is a space containing ∂m . . . ∂1e.

D Sketch of proof of theorem 1

We here sketch the proof of Theorem 1, that the singularities of the absorption integral
AκG only occur on the Pham loci Pκ′ associated with graphs Gκ′ that dominate Gκ. The
discussion in this appendix follows section II.2.1 of ref. [24].

We start by considering a Feynman integral I =
∫
h ω, where the contour h is almost

real and the form ω is real for real momenta. Computing the monodromy of this integral
around the Pham locus Pκ that is associated with the contraction κ : Gκ � G0 leads to the
absorption integral

AκG = (2πi)m
∫
∂m···∂1e

s1 . . . smω

ds1 ∧ . . . ∧ dsm
, (D.1)

where s1, . . . , sm are propagators corresponding to the edges em ∈ E(kerκ) and ∂m · · · ∂1e

is the vanishing sphere. In section 2.1, we saw that the Pham locus corresponding to the
contraction κ can be written in differential form as

d`(κ) = α1ds1 + . . . αmdsm =
∑

e∈E(kerκ)
αedse. (D.2)

The constraint d` = 0 encodes the content of Lemma 1, that the Pham locus corresponds
to critical points of the projection map from S(Gκ) to S(G0).

To see where AκG can become singular, we first rewrite the absorption integral AκG as

AκG = (2πi)m
∫
∂m···∂1e

∏
c∈Ĉ(G) ddkc

ds1 ∧ . . . ∧ dsm sm+1 . . . snint
. (D.3)

We now apply the Landau equations to this integral. To do so, we note that the integration
contour for AκG is the vanishing sphere ∂m · · · ∂1e, which corresponds to the surface s1 =
· · · = sm = 0. Thus, all the singularities of AκG must correspond to points where all these
si, and possibly more, vanish. The singularities of AκG will thus be described by graphs Gκ′

that dominate Gκ. This motivates constructing the diagram

G Gκ
′

Gκ

G0

κ

κ′
κ (D.4)

where we have introduced the contraction κ : Gκ′ � Gκ and the composition κ′ = κ ◦ κ.
We denote by sm+1, . . . , sm+m′ the propagators corresponding to the edges in E(kerκ).

These are a subset of the uncut denominators that remain in ω. The integrand in eq. (D.1)
will become singular when these denominators vanishes, and when ds1 ∧ . . .∧ dsm = 0. The
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last condition can be equivalently written as d`(κ) = 0. The analog of the pinching condition
for Feynman integrals then becomes the condition that there exist α0, αm+1, . . . , αm+m′ ,
not all vanishing, such that

α0d`(κ) + αm+1dsm+1 + . . .+ αm+m′dsm+m′
∣∣∣
p

= 0 (D.5)

where |p means external momenta are held fixed.
Combining eq. (D.5) with eq. (D.2) we have that∑

e∈E(kerκ)∪E(kerκ)
αedse

∣∣∣
p

= 0 (D.6)

for a singularity of AκG. Since E(kerκ) ∪E(kerκ) = E(kerκ′), we see that this condition is
exactly the condition for being on the Pham locus Pκ′ . We conclude that the absorption
integral AκG can only have singularities on Pham loci Pκ′ where κ′ : Gκ

′
� G0.

Note that if κ′ is of codimension two, then one potential solution to the Landau
equation in eq. (D.6) is that αe = 0 for all e ∈ E(kerκ), so the absorption integral is
potentially singular at the location of the Pham locus Pκ. This type of singularity, for
a contraction whose target is not the elementary graph, plays an important role in our
analysis of codimension-two Pham diagrams in section 7.

Example. For a concrete example, consider the triangle absorption integral of the box:

p1

p2 p3

p4

q4

q1

q2

q3
κ−−−→→

p2

p1

q2

q3

q1

p3

p4

κ−−−→→
p2 p3

p4p1

(D.7)

The box integral is given by

I =
∫
h

d4k

s1s2s3s4
, (D.8)

while the triangle monodromy of the box integral is

A = (1−M )I =
∫
∂3∂2∂1e

d4k

(ds1 ∧ ds2 ∧ ds3)s4
. (D.9)

Here the vanishing sphere ∂3∂2∂1e is the surface s1 = s2 = s3 = 0. This can have
singularities when s4 = 0, which puts the fourth propagator on-shell and leads to the Pham
locus P . Or it can have singularities when ds1 ∧ ds2 ∧ ds3 = 0, which is the triangle
singularity again.

Both P and P dominate P , consistent with Thm. 1. Another possibility is that
ds1 and ds2 in the denominator ds1 ∧ ds2 ∧ ds3 of the A integrand become proportional.
This looks like a bubble singularity, P . However, it is not exactly a bubble since we
still have the extra on-shell condition s3 = 0 from the integration domain. This is the
bubble-like singularity contained within P and is codimension-two because of the extra
on-shell constraint. A codimension-one bubble-like singularity is discussed in section 6.4.
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E Critical points and Hessian matrices

In section 5.3, we argued that since the Hessian matrix of `(p) = ∑
e αe(q2

e − m2
e) at a

principal singularity p∗ was negative definite, the corresponding vanishing cell entering the
Picard-Lefschetz theorem was real. In this appendix, we show why the Hessian matrix of
`(p), when differentiating with respect to the loop momenta kµci , is the quantity that leads
to a bounded vanishing cell. In particular, we show that the on-shell space for real momenta
close to the principal singularity at p∗ is bounded. We first discuss some general features of
a constrained extremization problem, before applying it to Feynman integrals below.

Consider a function f : Rn → R that we want to minimize subject to some constraints
g1 = . . . = gm = 0, where gi : Rn → R for i = 1, . . . ,m. For this purpose we can use the
method of Lagrange multipliers. Thus, we define an auxiliary function F : Rn×Rm → R by

F (x, t) = f(x)−
m∑
i=1

tigi(x). (E.1)

The critical point conditions for F read

∂f(x)
∂xa

−
m∑
i=1

ti
∂gi(x)
∂xa

= 0, (E.2)

gi(x) = 0 , (E.3)

where the second set of conditions ensure that the solution for x satisfies the original
constraints.

Now, let us study the conditions under which a point that satisfies the conditions
above is a minimum. Let us consider a curve x(u) inside the intersection of the constraint
hypersurfaces, such that x∗ = x(0) is the critical point. This means that gi(x(u)) = 0 for
i = 1, . . . ,m. Taking the derivatives with respect to u we find

∂gi(x(u))
∂xa

∂xa(u)
∂u

= 0, (E.4)

∂2gi(x(u))
∂xa∂xb

∂xa(u)
∂u

∂xa(u)
∂u

+ ∂gi(x(u))
∂xa

∂2xa(u)
∂u2 = 0. (E.5)

Multiplying by t∗i , summing over i, and using the critical point condition we find

m∑
i=1

t∗i
∂2gi(x∗)
∂xa∂xb

∂xa(0)
∂u

∂xb(0)
∂u

+ ∂f(x∗)
∂xa

∂2xa(0)
∂u2 = 0. (E.6)

The function f has a local minimum at x∗ if the function f(x(u)) has a local minimum at
u = 0 for all curves x(u) satisfying the constraints gi(x(u)) = 0 for i = 1, . . . ,m. We have

∂f(x(u))
∂u

= ∂f(x(u))
∂xa

∂xa(u)
∂u

, (E.7)

∂2f(x(u))
∂u2 = ∂2f(x(u))

∂xa∂xb

∂xa(u)
∂u

∂xb(u)
∂u

+ ∂f(x(u))
∂xa

∂2xa(u)
∂u2 . (E.8)
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Setting u = 0 and using a result above we find

∂2f(x(0))
∂u2 =

(
∂2f(x∗)
∂xa∂xb

−
m∑
i=1

t∗i
∂2gi(x∗)
∂xa∂xb

)
∂xa(0)
∂u

∂xb(0)
∂u

, (E.9)

where t∗i are the values of the Lagrange multipliers at the critical point.46 Since this must
hold for all velocities ∂x(u)

∂u satisfying the condition ∂gi(x∗)
∂xa

∂xa(0)
∂u = 0 then we must have

that the quadratic form
∂2f(x∗)
∂xa∂xb

−
m∑
i=1

t∗i
∂2gi(x∗)
∂xa∂xb

(E.10)

should be positive-definite when restricted to such velocities.
Hence, we have reduced the problem of deciding if a critical point is minimal to the

question of whether a quadratic form A(X) = XtAX restricted to the kernel of a linear
operator BX = 0 is positive-definite or not. Sometimes it is inconvenient to solve for the
kernel of B. In those cases, we can apply the following result.

If A is an n× n symmetric real matrix and B is a k × n real matrix with k < n and
rankB = k, then the quadratic form A restricted to kerB is positive definite when the
following conditions are satisfied. We first define the (n+k)×(n+k) bordered Hessian matrix

H =
(

0 B

Bt A

)
, (E.11)

and Hl to be the l × l minor obtained by erasing the last n+ k − l rows and columns. We
then have that A|kerB > 0 if and only if (−1)k detHl > 0 for l = 2k + 1, . . . , n + k [165].
Sometimes in the literature only the last condition l = n+k is stated explicitly, as in ref. [23].

Now we can apply the results above to the Feynman integral in section 5.3. In our
application of finding critical points of Feynman integrals, the constraints gi are the on-shell
conditions, the Lagrange multipliers ti are the variables αe, and the variables x are kc and
pi. It is less obvious what f should be. To identify it we write the critical point condition
in differential form

df =
m∑
e=1

αedse, (E.12)

where the d in the right-hand side acts on both k and p. This means we can identify
f(p) = `(p), where `(p) = 0 is the local equation for the Landau variety. This choice of f
ensures that eq. (E.2) is satisfied.

The derivatives with respect to the x variables become derivatives with respect to
the momenta kc and pi. If we restrict to derivatives with respect to kc, the quadratic
form becomes

−
m∑
e=1

αe
∂2se(k∗, p∗)
∂kµc1∂k

ν
c2

= −2
m∑
e=1

αebc1ebc2eηµν (E.13)

since the derivative of f with respect to k vanishes at the singular locus. If we remove
the global minus sign we obtain a negative-definite quadratic form. When contracting this

46The solution for t∗ does not have to be unique. Higher-dimensional solution spaces for t∗ arise for higher
codimension Landau singularities.
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equation with the vectors Xµ
c1 and Xν

c2 from section 5.3 and summing over c1 and c2, the
right-hand side becomes

A(Xµ
c ) =

∑
c1,c2∈Ĉ(kerκ)
e∈E(kerκ)

αebc1ebc2eXc1 ·Xc2 , (E.14)

which is precisely eq. (5.30).
Looking at the double derivatives with respect to the pi, we obtain a quadratic form

involving the second derivative of f that does not seem to have been considered in the
literature before. The extra matrix elements involving mixed derivatives with respect to kc
and pi can be seen to play a role in the transversality condition (see page 182 of ref. [24])
and the definition of exceptional critical points (see page 183 of ref. [24]). The case where
the critical point equations (E.2) have a higher dimensional space of solutions in t is more
complicated, but the corresponding equations can also be worked out in this case.

F Homotopy of tangential intersections

In this appendix, we work out the first homotopy group of C2 \ (P1 ∪P2), where P1 and P2
are two Pham loci that intersect tangentially at a point with a quadratic contact. Without
loss of generality, we take P1 and P2 to be given by the equations y = 0 and y = x2, where
(x, y) ∈ C2 are complex coordinates. The resulting space can be seen as a fibration over
the base B = C∗; for every value of y there are two values of x such that y = x2, so the
fiber is Fy = C \ {+√y,−√y}. Since we have excluded the value y = 0, the topology of the
fiber is that of the complex plane minus two points. We take E to be the total space of the
fibration, which is the space C2 \ (P1 ∪ P2) we wanted to study.

At this point we have a fibration E → B with fiber F . Next, we apply the long
exact sequence for the homotopy of fibrations, which reads (see, for example, Thm. 4.41 of
ref. [166])

· · · → πn(F )→ πn(E)→ πn(B)→ πn−1(F )→ · · · → π0(E)→ 1, (F.1)

where we have used 1 to denote the trivial group (consisting only of the neutral element 1).
We have π0(E) = 1 since the space is path connected, and π2(B) = 1 since C \ {−√y,√y}
does not have a nontrivial second homotopy group. So the long exact sequence becomes a
short exact sequence

1→ π1(F )→ π1(E)→ π1(B)→ 1. (F.2)

The group π1(F ) is the first homotopy of the complex plane minus two points, so it is
generated by two paths, one going around +√y and the other around −√y. Let us call
these generators η±. Also, the base B = C∗, so π1(B) is generated by a path γ going
around y = 0.

Thus, we have that π1(F ) ∼= Z ∗Z, where G ∗H is the free product of the groups G and
H, which is the group generated by arbitrary elements g1h1g2h2 · · · . If we pick a generator
η+ for the first Z, and a generator η− for the second Z, then the elements of Z ∗ Z are
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ηn1
+ ηm1
− ηn2

+ ηm2
− · · · where n1,m1, n2,m2, · · · ∈ Z. Here, the multiplication corresponds to

concatenation followed by the grouping of common terms. We also have that π1(B) ∼= Z
with generator γ.

We are now faced with the problem of finding the middle group from a short exact
sequence of groups. We start by considering a general short exact sequence

1→ N
ι−→ G

π−→ Q→ 1. (F.3)

We can think of the elements of the fundamental group G as pairs (n, q) ∈ N ×Q and the
maps in the short exact sequence being

ι(n) = (n, 1), π(n, q) = q. (F.4)

Clearly π ◦ ι = 1 (where 1 is the group homomorphism that sends everything to the identity).
To fully identify the group G, we need to define the group law on its elements (n, q) ∈ G,
such that ι and π are homomorphisms. We already know that

(n, 1)(n′, 1) = (nn′, 1), (1, q)(1, q′) = (f(q, q′), qq′). (F.5)

The term f(q, q′) appears because the only information we have is the action of π, and that
erases the first term.

In the present case, we want to solve the constraints in (F.5) for the case where
N = Z ∗ Z and Q = Z. These constraints are difficult to solve in general and the solution
is not unique. However, there are two obvious solutions, one of which is the case where
π1(E) ∼= (Z ∗ Z)× Z. The second solution is a semidirect product defined as follows. We
have a group homomorphism φ : Q→ Aut(N), where Aut(N) is the automorphism group
of N , that is the group of bijective homomorphisms from N to itself. Then the group law
in G can be written as

(n, q)(n′, q′) = (nφ(q)(n′), qq′). (F.6)
This group is written N oφ Q.

We will now use the extra information that π1(B) has an action φ on π1(F ). In the
special case we are interested in, where Q ∼= Z and N ∼= Z ∗ Z, we take

φ(γ)(η+) = η−, φ(γ)(η−) = η+, (F.7)

which is an automorphism of N . In general we have φ(γ2n)(η±) = η± and φ(γ2n+1)(η±) = η∓.
Using the group law described above, we have

(η±, 1)(1, γ) = (η±, γ), (F.8)
(1, γ)(η±, 1) = (η∓, γ). (F.9)

If we identify (η±, 1) with η± in π1(E) and (1, γ) with γ in π1(E), then these two equalities
can be written as the relation η± ◦ γ = γ ◦ η∓.

To summarize, the group π1(E) can be written as a semidirect product as π1(E) ∼=
(Z ∗ Z) oφ Z. It also has a presentation

π1(E) = 〈η+, γ | γ2 ◦ η+ ◦ γ−2 ◦ η−1
+ = 1〉 (F.10)

in terms of generators and relations, where we have solved for η−.

– 106 –



J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.

References

[1] R. Karplus, C.M. Sommerfield and E.H. Wichmann, Spectral Representations in Perturbation
Theory. I. Vertex Function, Phys. Rev. 111 (1958) 1187 [INSPIRE].

[2] R. Karplus, C.M. Sommerfield and E.H. Wichmann, Spectral Representations in Perturbation
Theory. II. Two-Particle Scattering, Phys. Rev. 114 (1959) 376 [INSPIRE].

[3] S. Mandelstam, Analytic properties of transition amplitudes in perturbation theory, Phys. Rev.
115 (1959) 1741 [INSPIRE].

[4] N. Nakanishi, Ordinary and Anomalous Thresholds in Perturbation Theory, Prog. Theor.
Phys. 22 (1959) 128.

[5] J.D. Bjorken, Experimental tests of Quantum electrodynamics and spectral representations of
Green’s functions in perturbation theory, Ph.D. thesis, Stanford University, Stanford, U.S.A
(1959) [INSPIRE].

[6] L.D. Landau, On analytic properties of vertex parts in quantum field theory, Nucl. Phys. 13
(1959) 181 [INSPIRE].

[7] S. Mandelstam, Unitarity Condition Below Physical Thresholds in the Normal and
Anomalous Cases, Phys. Rev. Lett. 4 (1960) 84 [INSPIRE].

[8] R.E. Cutkosky, Singularities and discontinuities of Feynman amplitudes, J. Math. Phys. 1
(1960) 429 [INSPIRE].

[9] R.J. Eden, Proof of the Mandelstam Representation in Perturbation Theory, Phys. Rev. Lett.
5 (1960) 213.

[10] R.J. Eden, Analytic Structure of Collision Amplitudes in Perturbation Theory, Phys. Rev.
119 (1960) 1763.

[11] R.J. Eden, Problem of Proving the Mandelstam Representation, Phys. Rev. 120 (1960) 1514.

[12] R.J. Eden, Proof of the Mandelstam Representation for Every Order in Perturbation Theory,
Phys. Rev. 121 (1961) 1567 [INSPIRE].

[13] N. Nakanishi, Parametric Integral Formulas and Analytic Properties in Perturbation Theory,
Prog. Theor. Phys. Suppl. 18 (1961) 1.

[14] J. Boyling, Hermitian analyticity and extended unitarity in s-matrix theory, Nuovo Cim.
(1955–1965) 33 (1964) 1356.

[15] J. Bros, H. Epstein and V.J. Glaser, Some rigorous analyticity properties of the four-point
function in momentum space, Nuovo Cim. 31 (1964) 1265 [INSPIRE].

[16] T. Regge and G. Barucchi, On the properties of landau curves, Nuovo Cim. 34 (1964) 1843.

[17] J. Bros, H. Epstein and V. Glaser, A proof of the crossing property for two-particle
amplitudes in general quantum field theory, Commun. Math. Phys. 1 (1965) 240 [INSPIRE].

[18] J.C. Polkinghorne, Hermitian Analyticity and S-Matrix Singularity Structure, J. Math. Phys.
7 (1966) 2230.

– 107 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1103/PhysRev.111.1187
https://inspirehep.net/literature/46105
https://doi.org/10.1103/PhysRev.114.376
https://inspirehep.net/literature/46907
https://doi.org/10.1103/PhysRev.115.1741
https://doi.org/10.1103/PhysRev.115.1741
https://inspirehep.net/literature/3311
https://doi.org/10.1143/ptp.22.128
https://doi.org/10.1143/ptp.22.128
https://inspirehep.net/literature/14869
https://doi.org/10.1016/B978-0-08-010586-4.50103-6
https://doi.org/10.1016/B978-0-08-010586-4.50103-6
https://inspirehep.net/literature/4561
https://doi.org/10.1103/PhysRevLett.4.84
https://inspirehep.net/literature/47710
https://doi.org/10.1063/1.1703676
https://doi.org/10.1063/1.1703676
https://inspirehep.net/literature/9133
https://doi.org/10.1103/physrevlett.5.213
https://doi.org/10.1103/physrevlett.5.213
https://doi.org/10.1103/physrev.119.1763
https://doi.org/10.1103/physrev.119.1763
https://doi.org/10.1103/physrev.120.1514
https://doi.org/10.1103/physrev.121.1567
https://inspirehep.net/literature/2104906
https://doi.org/10.1143/ptps.18.1
https://doi.org/10.1007/bf02749470
https://doi.org/10.1007/bf02749470
https://doi.org/10.1007/BF02733596
https://inspirehep.net/literature/1402142
https://doi.org/10.1007/bf02750590
https://doi.org/10.1007/BF01646307
https://inspirehep.net/literature/1402169
https://doi.org/10.1063/1.1704909
https://doi.org/10.1063/1.1704909


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[19] M.J.W. Bloxham, On certain physical-region singularities in s-matrix theory, Nuovo Cim. A
Serie 44 (1966) 794.

[20] J.B. Boyling, A discontinuity formula for physical-region singularities, Nuovo Cim. A Series
10 44 (1966) 379.

[21] P.V. Landshoff and D.I. Olive, Extraction of Singularities from the S Matrix, J. Math. Phys.
7 (1966) 1464.

[22] R.J. Eden, P.V. Landshoff, D.I. Olive and J.C. Polkinghorne, The Analytic S-Matrix,
Cambridge University Press (1966).

[23] R.C. Hwa and V.L. Teplitz, Homology and Feynman integrals, Mathematical physics
monograph series, W. A. Benjamin, New York (1966) [ISBN: 9780805347500].

[24] F. Pham, Singularités des processus de diffusion multiple, Annales de l’I.H.P. Physique
théorique 6 (1967) 89.

[25] J.B. Boyling, A homological approach to parametric Feynman integrals, Nuovo Cim. A Serie
53 (1968) 351.

[26] C. Risk, Analyticity of the Envelope Diagrams, J. Math. Phys. 9 (1968) 2168.
[27] P. Goddard, Anomalous threshold singularities in S-matrix theory, Nuovo Cim. A 59 (1969)

335 [INSPIRE].
[28] M.J.W. Bloxham, D.I. Olive and J.C. Polkinghorne, S-matrix singularity structure in the

physical region. I. properties of multiple integrals, J. Math. Phys. 10 (1969) 494 [INSPIRE].
[29] M.J.W. Bloxham, D.I. Olive and J.C. Polkinghorne, S-matrix singularity structure in the

physical region. II. unitarity integrals, J. Math. Phys. 10 (1969) 545 [INSPIRE].
[30] M.J.W. Bloxham, D.I. Olive and J.C. Polkinghorne, S-matrix singularity structure in the

physical region. III. general discussion of simple landau singularities, J. Math. Phys. 10
(1969) 553 [INSPIRE].

[31] G. Ponzano, T. Regge, E.R. Speer and M.J. Westwater, The monodromy rings of a class of
self-energy graphs, Commun. Math. Phys. 15 (1969) 83 [INSPIRE].

[32] G. Sommer, Present state of rigorous analytic properties of scattering amplitudes, Fortsch.
Phys. 18 (1970) 577 [INSPIRE].

[33] G. Ponzano, T. Regge, E.R. Speer and M.J. Westwater, The monodromy rings of one loop
feynman integrals, Commun. Math. Phys. 18 (1970) 1 [INSPIRE].

[34] P. Goddard, Nonphysical region singularities of the s matrix, J. Math. Phys. 11 (1970) 960
[INSPIRE].

[35] I.T. Todorov, References, in Analytic Properties of Feynman Diagrams in Quantum Field
Theory, International Series of Monographs in Natural Philosophy 38, I. Todorov ed.,
Pergamon (1971), pp. 140–149.

[36] J. Bros, V. Glaser and H. Epstein, Local analyticity properties of the n particle scattering
amplitude, Helv. Phys. Acta 45 (1972) 149 [INSPIRE].

[37] T. Regge, E.R. Speer and M.J. Westwater, The monodromy rings of the necklace graphs,
Fortsch. Phys. 20 (1972) 365 [INSPIRE].

[38] R.F. Streater, Outline of Axiomatic Relativistic Quantum Field Theory, Rept. Prog. Phys. 38
(1975) 771 [INSPIRE].

[39] A.B. Goncharov, Multiple polylogarithms and mixed Tate motives, math/0103059 [INSPIRE].

– 108 –

https://doi.org/10.1007/BF02911205
https://doi.org/10.1007/BF02911205
https://doi.org/10.1007/bf02740860
https://doi.org/10.1007/bf02740860
https://doi.org/10.1063/1.1705056
https://doi.org/10.1063/1.1705056
https://doi.org/10.1007/BF02800115
https://doi.org/10.1007/BF02800115
https://doi.org/10.1063/1.1664557
https://doi.org/10.1007/BF02755022
https://doi.org/10.1007/BF02755022
https://inspirehep.net/literature/57327
https://doi.org/10.1063/1.1664866
https://inspirehep.net/literature/57330
https://doi.org/10.1063/1.1664875
https://inspirehep.net/literature/57331
https://doi.org/10.1063/1.1664876
https://doi.org/10.1063/1.1664876
https://inspirehep.net/literature/57332
https://doi.org/10.1007/BF01645374
https://inspirehep.net/literature/58772
https://doi.org/10.1002/prop.19700181102
https://doi.org/10.1002/prop.19700181102
https://inspirehep.net/literature/64613
https://doi.org/10.1007/BF01649638
https://inspirehep.net/literature/65448
https://doi.org/10.1063/1.1665233
https://inspirehep.net/literature/63736
https://inspirehep.net/literature/79084
https://doi.org/10.1002/prop.19720200603
https://inspirehep.net/literature/77423
https://doi.org/10.1088/0034-4885/38/7/001
https://doi.org/10.1088/0034-4885/38/7/001
https://inspirehep.net/literature/103620
https://arxiv.org/abs/math/0103059
https://inspirehep.net/literature/1289920


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[40] F.C.S. Brown, Multiple Zeta Values and Periods of Moduli Spaces M0,n(R), Annales Sci.
Ecole Norm. Sup. 42 (2009) 371 [math/0606419] [INSPIRE].

[41] A.B. Goncharov, M. Spradlin, C. Vergu and A. Volovich, Classical Polylogarithms for
Amplitudes and Wilson Loops, Phys. Rev. Lett. 105 (2010) 151605 [arXiv:1006.5703]
[INSPIRE].

[42] F. Brown, Mixed Tate motives over Z, Annals Math. 175 (2012) 949 [arXiv:1102.1312].

[43] S. Caron-Huot, Superconformal symmetry and two-loop amplitudes in planar N = 4 super
Yang-Mills, JHEP 12 (2011) 066 [arXiv:1105.5606] [INSPIRE].

[44] S. Caron-Huot et al., The Double Pentaladder Integral to All Orders, JHEP 07 (2018) 170
[arXiv:1806.01361] [INSPIRE].

[45] A.J. McLeod, H.J. Munch, G. Papathanasiou and M. von Hippel, A Novel Algorithm for
Nested Summation and Hypergeometric Expansions, JHEP 11 (2020) 122
[arXiv:2005.05612] [INSPIRE].

[46] S. Caron-Huot et al., The Steinmann Cluster Bootstrap for N = 4 Super Yang-Mills
Amplitudes, PoS CORFU2019 (2020) 003 [arXiv:2005.06735] [INSPIRE].

[47] S. He, Z. Li and C. Zhang, The symbol and alphabet of two-loop NMHV amplitudes from Q̄

equations, JHEP 03 (2021) 278 [arXiv:2009.11471] [INSPIRE].

[48] S. He, Z. Li, Q. Yang and C. Zhang, Feynman Integrals and Scattering Amplitudes from
Wilson Loops, Phys. Rev. Lett. 126 (2021) 231601 [arXiv:2012.15042] [INSPIRE].

[49] L.J. Dixon, A.J. McLeod and M. Wilhelm, A Three-Point Form Factor Through Five Loops,
JHEP 04 (2021) 147 [arXiv:2012.12286] [INSPIRE].

[50] J. Golden and A.J. McLeod, The two-loop remainder function for eight and nine particles,
JHEP 06 (2021) 142 [arXiv:2104.14194] [INSPIRE].

[51] Z. Li and C. Zhang, The three-loop MHV octagon from Q equations, JHEP 12 (2021) 113
[arXiv:2110.00350] [INSPIRE].

[52] L.J. Dixon, Y.-T. Liu and J. Miczajka, Heptagon functions and seven-gluon amplitudes in
multi-Regge kinematics, JHEP 12 (2021) 218 [arXiv:2110.11388] [INSPIRE].

[53] N. Arkani-Hamed et al., Grassmannian Geometry of Scattering Amplitudes, Cambridge
University Press (2016) [DOI:10.1017/CBO9781316091548] [INSPIRE].

[54] J. Golden et al., Motivic Amplitudes and Cluster Coordinates, JHEP 01 (2014) 091
[arXiv:1305.1617] [INSPIRE].

[55] J. Golden, M.F. Paulos, M. Spradlin and A. Volovich, Cluster Polylogarithms for Scattering
Amplitudes, J. Phys. A 47 (2014) 474005 [arXiv:1401.6446] [INSPIRE].

[56] J. Golden and M. Spradlin, A Cluster Bootstrap for Two-Loop MHV Amplitudes, JHEP 02
(2015) 002 [arXiv:1411.3289] [INSPIRE].

[57] S. Abreu, R. Britto, C. Duhr and E. Gardi, Algebraic Structure of Cut Feynman Integrals
and the Diagrammatic Coaction, Phys. Rev. Lett. 119 (2017) 051601 [arXiv:1703.05064]
[INSPIRE].

[58] J. Drummond, J. Foster and Ö. Gürdoğan, Cluster Adjacency Properties of Scattering
Amplitudes in N = 4 Supersymmetric Yang-Mills Theory, Phys. Rev. Lett. 120 (2018) 161601
[arXiv:1710.10953] [INSPIRE].

– 109 –

https://doi.org/10.24033/asens.2099
https://doi.org/10.24033/asens.2099
https://arxiv.org/abs/math/0606419
https://inspirehep.net/literature/1235978
https://doi.org/10.1103/PhysRevLett.105.151605
https://arxiv.org/abs/1006.5703
https://inspirehep.net/literature/859757
https://doi.org/10.4007/annals.2012.175.2.10
https://arxiv.org/abs/1102.1312
https://doi.org/10.1007/JHEP12(2011)066
https://arxiv.org/abs/1105.5606
https://inspirehep.net/literature/901752
https://doi.org/10.1007/JHEP07(2018)170
https://arxiv.org/abs/1806.01361
https://inspirehep.net/literature/1676464
https://doi.org/10.1007/JHEP11(2020)122
https://arxiv.org/abs/2005.05612
https://inspirehep.net/literature/1795911
https://doi.org/10.22323/1.376.0003
https://arxiv.org/abs/2005.06735
https://inspirehep.net/literature/1796405
https://doi.org/10.1007/JHEP03(2021)278
https://arxiv.org/abs/2009.11471
https://inspirehep.net/literature/1818875
https://doi.org/10.1103/PhysRevLett.126.231601
https://arxiv.org/abs/2012.15042
https://inspirehep.net/literature/1838860
https://doi.org/10.1007/JHEP04(2021)147
https://arxiv.org/abs/2012.12286
https://inspirehep.net/literature/1838074
https://doi.org/10.1007/JHEP06(2021)142
https://arxiv.org/abs/2104.14194
https://inspirehep.net/literature/1861356
https://doi.org/10.1007/JHEP12(2021)113
https://arxiv.org/abs/2110.00350
https://inspirehep.net/literature/1937375
https://doi.org/10.1007/JHEP12(2021)218
https://arxiv.org/abs/2110.11388
https://inspirehep.net/literature/1950254
https://doi.org/10.1017/CBO9781316091548
https://inspirehep.net/literature/1208741
https://doi.org/10.1007/JHEP01(2014)091
https://arxiv.org/abs/1305.1617
https://inspirehep.net/literature/1232241
https://doi.org/10.1088/1751-8113/47/47/474005
https://arxiv.org/abs/1401.6446
https://inspirehep.net/literature/1278755
https://doi.org/10.1007/JHEP02(2015)002
https://doi.org/10.1007/JHEP02(2015)002
https://arxiv.org/abs/1411.3289
https://inspirehep.net/literature/1327523
https://doi.org/10.1103/PhysRevLett.119.051601
https://arxiv.org/abs/1703.05064
https://inspirehep.net/literature/1517522
https://doi.org/10.1103/PhysRevLett.120.161601
https://arxiv.org/abs/1710.10953
https://inspirehep.net/literature/1633479


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[59] J. Drummond, J. Foster and Ö. Gürdoğan, Cluster adjacency beyond MHV, JHEP 03 (2019)
086 [arXiv:1810.08149] [INSPIRE].

[60] J. Golden and A.J. Mcleod, Cluster Algebras and the Subalgebra Constructibility of the
Seven-Particle Remainder Function, JHEP 01 (2019) 017 [arXiv:1810.12181] [INSPIRE].

[61] J. Golden, A.J. McLeod, M. Spradlin and A. Volovich, The Sklyanin Bracket and Cluster
Adjacency at All Multiplicity, JHEP 03 (2019) 195 [arXiv:1902.11286] [INSPIRE].

[62] J. Drummond, J. Foster, Ö. Gürdogan and C. Kalousios, Tropical Grassmannians, cluster
algebras and scattering amplitudes, JHEP 04 (2020) 146 [arXiv:1907.01053] [INSPIRE].

[63] N. Arkani-Hamed, T. Lam and M. Spradlin, Non-perturbative geometries for planar N = 4
SYM amplitudes, JHEP 03 (2021) 065 [arXiv:1912.08222] [INSPIRE].

[64] N. Henke and G. Papathanasiou, How tropical are seven- and eight-particle amplitudes?,
JHEP 08 (2020) 005 [arXiv:1912.08254] [INSPIRE].

[65] S. Abreu et al., From positive geometries to a coaction on hypergeometric functions, JHEP
02 (2020) 122 [arXiv:1910.08358] [INSPIRE].

[66] J. Drummond, J. Foster, Ö. Gürdogan and C. Kalousios, Algebraic singularities of scattering
amplitudes from tropical geometry, JHEP 04 (2021) 002 [arXiv:1912.08217] [INSPIRE].

[67] N. Henke and G. Papathanasiou, Singularities of eight- and nine-particle amplitudes from
cluster algebras and tropical geometry, JHEP 10 (2021) 007 [arXiv:2106.01392] [INSPIRE].

[68] J. Drummond, J. Foster, Ö. Gürdoğan and C. Kalousios, Tropical fans, scattering equations
and amplitudes, JHEP 11 (2021) 071 [arXiv:2002.04624] [INSPIRE].

[69] J. Mago, A. Schreiber, M. Spradlin and A. Volovich, Symbol alphabets from plabic graphs,
JHEP 10 (2020) 128 [arXiv:2007.00646] [INSPIRE].

[70] J. Mago et al., Symbol alphabets from plabic graphs II: rational letters, JHEP 04 (2021) 056
[arXiv:2012.15812] [INSPIRE].

[71] L. Ren, M. Spradlin and A. Volovich, Symbol alphabets from tensor diagrams, JHEP 12
(2021) 079 [arXiv:2106.01405] [INSPIRE].

[72] J. Mago et al., Symbol alphabets from plabic graphs III: n = 9, JHEP 09 (2021) 002
[arXiv:2106.01406] [INSPIRE].

[73] S. Abreu et al., The diagrammatic coaction beyond one loop, JHEP 10 (2021) 131
[arXiv:2106.01280] [INSPIRE].

[74] A. Herderschee, Algebraic branch points at all loop orders from positive kinematics and wall
crossing, JHEP 07 (2021) 049 [arXiv:2102.03611] [INSPIRE].

[75] N. Arkani-Hamed, A. Hillman and S. Mizera, Feynman polytopes and the tropical geometry of
UV and IR divergences, Phys. Rev. D 105 (2022) 125013 [arXiv:2202.12296] [INSPIRE].

[76] F.C.S. Brown, On the periods of some Feynman integrals, arXiv:0910.0114 [INSPIRE].

[77] S. Bloch and D. Kreimer, Cutkosky Rules and Outer Space, arXiv:1512.01705 [INSPIRE].

[78] D. Kreimer, Cutkosky Rules from Outer Space, PoS LL2016 (2016) 035 [arXiv:1607.04861]
[INSPIRE].

[79] S. Abreu, R. Britto, C. Duhr and E. Gardi, From multiple unitarity cuts to the coproduct of
Feynman integrals, JHEP 10 (2014) 125 [arXiv:1401.3546] [INSPIRE].

– 110 –

https://doi.org/10.1007/JHEP03(2019)086
https://doi.org/10.1007/JHEP03(2019)086
https://arxiv.org/abs/1810.08149
https://inspirehep.net/literature/1699255
https://doi.org/10.1007/JHEP01(2019)017
https://arxiv.org/abs/1810.12181
https://inspirehep.net/literature/1700792
https://doi.org/10.1007/JHEP03(2019)195
https://arxiv.org/abs/1902.11286
https://inspirehep.net/literature/1722534
https://doi.org/10.1007/JHEP04(2020)146
https://arxiv.org/abs/1907.01053
https://inspirehep.net/literature/1742330
https://doi.org/10.1007/JHEP03(2021)065
https://arxiv.org/abs/1912.08222
https://inspirehep.net/literature/1771547
https://doi.org/10.1007/JHEP08(2020)005
https://arxiv.org/abs/1912.08254
https://inspirehep.net/literature/1771560
https://doi.org/10.1007/JHEP02(2020)122
https://doi.org/10.1007/JHEP02(2020)122
https://arxiv.org/abs/1910.08358
https://inspirehep.net/literature/1759664
https://doi.org/10.1007/JHEP04(2021)002
https://arxiv.org/abs/1912.08217
https://inspirehep.net/literature/1771544
https://doi.org/10.1007/JHEP10(2021)007
https://arxiv.org/abs/2106.01392
https://inspirehep.net/literature/1866972
https://doi.org/10.1007/JHEP11(2021)071
https://arxiv.org/abs/2002.04624
https://inspirehep.net/literature/1779862
https://doi.org/10.1007/JHEP10(2020)128
https://arxiv.org/abs/2007.00646
https://inspirehep.net/literature/1804576
https://doi.org/10.1007/JHEP04(2021)056
https://arxiv.org/abs/2012.15812
https://inspirehep.net/literature/1839093
https://doi.org/10.1007/JHEP12(2021)079
https://doi.org/10.1007/JHEP12(2021)079
https://arxiv.org/abs/2106.01405
https://inspirehep.net/literature/1866976
https://doi.org/10.1007/JHEP09(2021)002
https://arxiv.org/abs/2106.01406
https://inspirehep.net/literature/1867052
https://doi.org/10.1007/JHEP10(2021)131
https://arxiv.org/abs/2106.01280
https://inspirehep.net/literature/1866768
https://doi.org/10.1007/JHEP07(2021)049
https://arxiv.org/abs/2102.03611
https://inspirehep.net/literature/1845374
https://doi.org/10.1103/PhysRevD.105.125013
https://arxiv.org/abs/2202.12296
https://inspirehep.net/literature/2037717
https://arxiv.org/abs/0910.0114
https://inspirehep.net/literature/832791
https://arxiv.org/abs/1512.01705
https://inspirehep.net/literature/1408557
https://doi.org/10.22323/1.260.0035
https://arxiv.org/abs/1607.04861
https://inspirehep.net/literature/1476668
https://doi.org/10.1007/JHEP10(2014)125
https://arxiv.org/abs/1401.3546
https://inspirehep.net/literature/1277252


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[80] S. Abreu, R. Britto, C. Duhr and E. Gardi, Cuts from residues: the one-loop case, JHEP 06
(2017) 114 [arXiv:1702.03163] [INSPIRE].

[81] N. Arkani-Hamed and E.Y. Yuan, One-Loop Integrals from Spherical Projections of Planes
and Quadrics, arXiv:1712.09991 [INSPIRE].

[82] J. Collins, A new and complete proof of the Landau condition for pinch singularities of
Feynman graphs and other integrals, arXiv:2007.04085 [INSPIRE].

[83] J.L. Bourjaily et al., Sequential Discontinuities of Feynman Integrals and the Monodromy
Group, JHEP 01 (2021) 205 [arXiv:2007.13747] [INSPIRE].

[84] H.S. Hannesdottir, A.J. McLeod, M.D. Schwartz and C. Vergu, Implications of the Landau
equations for iterated integrals, Phys. Rev. D 105 (2022) L061701 [arXiv:2109.09744]
[INSPIRE].

[85] R.P. Klausen, Kinematic singularities of Feynman integrals and principal A-determinants,
JHEP 02 (2022) 004 [arXiv:2109.07584] [INSPIRE].

[86] M. Mühlbauer, Momentum Space Landau Equations Via Isotopy Techniques,
arXiv:2011.10368 [INSPIRE].

[87] S. Mizera, Crossing symmetry in the planar limit, Phys. Rev. D 104 (2021) 045003
[arXiv:2104.12776] [INSPIRE].

[88] M. Correia, A. Sever and A. Zhiboedov, Probing multi-particle unitarity with the Landau
equations, SciPost Phys. 13 (2022) 062 [arXiv:2111.12100] [INSPIRE].

[89] J.L. Bourjaily, C. Vergu and M. von Hippel, Landau Singularities and Higher-Order Roots,
arXiv:2208.12765 [INSPIRE].

[90] W. Flieger and W.J. Torres Bobadilla, Landau and leading singularities in arbitrary
space-time dimensions, arXiv:2210.09872 [INSPIRE].

[91] T. Dennen, M. Spradlin and A. Volovich, Landau Singularities and Symbology: One- and
Two-loop MHV Amplitudes in SYM Theory, JHEP 03 (2016) 069 [arXiv:1512.07909]
[INSPIRE].

[92] T. Dennen et al., Landau Singularities from the Amplituhedron, JHEP 06 (2017) 152
[arXiv:1612.02708] [INSPIRE].

[93] I. Prlina et al., All-Helicity Symbol Alphabets from Unwound Amplituhedra, JHEP 05 (2018)
159 [arXiv:1711.11507] [INSPIRE].

[94] I. Prlina, M. Spradlin, J. Stankowicz and S. Stanojevic, Boundaries of Amplituhedra and
NMHV Symbol Alphabets at Two Loops, JHEP 04 (2018) 049 [arXiv:1712.08049] [INSPIRE].

[95] I. Prlina, M. Spradlin and S. Stanojevic, All-loop singularities of scattering amplitudes in
massless planar theories, Phys. Rev. Lett. 121 (2018) 081601 [arXiv:1805.11617] [INSPIRE].

[96] Ö. Gürdoğan and M. Parisi, Cluster patterns in Landau and Leading Singularities via the
Amplituhedron, arXiv:2005.07154 [INSPIRE].

[97] P. Dorey and D. Polvara, From tree- to loop-simplicity in affine Toda theories I: Landau
singularities and their subleading coefficients, JHEP 09 (2022) 220 [arXiv:2206.09368]
[INSPIRE].

[98] S. Coleman and R.E. Norton, Singularities in the physical region, Nuovo Cim. 38 (1965) 438
[INSPIRE].

– 111 –

https://doi.org/10.1007/JHEP06(2017)114
https://doi.org/10.1007/JHEP06(2017)114
https://arxiv.org/abs/1702.03163
https://inspirehep.net/literature/1512937
https://arxiv.org/abs/1712.09991
https://inspirehep.net/literature/1645284
https://arxiv.org/abs/2007.04085
https://inspirehep.net/literature/1805806
https://doi.org/10.1007/JHEP01(2021)205
https://arxiv.org/abs/2007.13747
https://inspirehep.net/literature/1809060
https://doi.org/10.1103/PhysRevD.105.L061701
https://arxiv.org/abs/2109.09744
https://inspirehep.net/literature/1925144
https://doi.org/10.1007/JHEP02(2022)004
https://arxiv.org/abs/2109.07584
https://inspirehep.net/literature/1922765
https://arxiv.org/abs/2011.10368
https://inspirehep.net/literature/1831975
https://doi.org/10.1103/PhysRevD.104.045003
https://arxiv.org/abs/2104.12776
https://inspirehep.net/literature/1860992
https://doi.org/10.21468/SciPostPhys.13.3.062
https://arxiv.org/abs/2111.12100
https://inspirehep.net/literature/1975634
https://arxiv.org/abs/2208.12765
https://inspirehep.net/literature/2142345
https://arxiv.org/abs/2210.09872
https://inspirehep.net/literature/2166814
https://doi.org/10.1007/JHEP03(2016)069
https://arxiv.org/abs/1512.07909
https://inspirehep.net/literature/1411344
https://doi.org/10.1007/JHEP06(2017)152
https://arxiv.org/abs/1612.02708
https://inspirehep.net/literature/1502378
https://doi.org/10.1007/JHEP05(2018)159
https://doi.org/10.1007/JHEP05(2018)159
https://arxiv.org/abs/1711.11507
https://inspirehep.net/literature/1639904
https://doi.org/10.1007/JHEP04(2018)049
https://arxiv.org/abs/1712.08049
https://inspirehep.net/literature/1644665
https://doi.org/10.1103/PhysRevLett.121.081601
https://arxiv.org/abs/1805.11617
https://inspirehep.net/literature/1675319
https://arxiv.org/abs/2005.07154
https://inspirehep.net/literature/1796423
https://doi.org/10.1007/JHEP09(2022)220
https://arxiv.org/abs/2206.09368
https://inspirehep.net/literature/2098308
https://doi.org/10.1007/BF02750472
https://inspirehep.net/literature/48874


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[99] D. Fotiadi, M. Froissart, J. Lascoux and F. Pham, Applications of an isotopy theorem,
Topology 4 (1965) 159.

[100] C. Bogner, A. Schweitzer and S. Weinzierl, Analytic continuation and numerical evaluation of
the kite integral and the equal mass sunrise integral, Nucl. Phys. B 922 (2017) 528
[arXiv:1705.08952] [INSPIRE].

[101] K. Bönisch et al., Feynman integrals in dimensional regularization and extensions of
Calabi-Yau motives, JHEP 09 (2022) 156 [arXiv:2108.05310] [INSPIRE].

[102] J. Broedel, C. Duhr and N. Matthes, Meromorphic modular forms and the three-loop
equal-mass banana integral, JHEP 02 (2022) 184 [arXiv:2109.15251] [INSPIRE].

[103] O. Steinmann, Ueber den Zusammenhang zwischen den Wightmanfunktionen und den
retardierten Kommutatoren, Helv. Phys. Acta 33 (1960) 257.

[104] O. Steinmann, Wightman-Funktionen und Retardierte Kommutatoren. II, Helv. Phys. Acta
33 (1960) 347.

[105] H. Araki, Generalized Retarded Functions and Analytic Function in Momentum Space in
Quantum Field Theory, J. Math. Phys. 2 (1961) 163.

[106] K.E. Cahill and H.P. Stapp, Optical Theorems and Steinmann Relations, Annals Phys. 90
(1975) 438 [INSPIRE].

[107] S. Caron-Huot et al., The Cosmic Galois Group and Extended Steinmann Relations for
Planar N = 4 SYM Amplitudes, JHEP 09 (2019) 061 [arXiv:1906.07116] [INSPIRE].

[108] P. Benincasa, A.J. McLeod and C. Vergu, Steinmann Relations and the Wavefunction of the
Universe, Phys. Rev. D 102 (2020) 125004 [arXiv:2009.03047] [INSPIRE].

[109] L.J. Dixon, Ö. Gürdogan, A.J. McLeod and M. Wilhelm, Folding Amplitudes into Form
Factors: An Antipodal Duality, Phys. Rev. Lett. 128 (2022) 111602 [arXiv:2112.06243]
[INSPIRE].

[110] L.J. Dixon et al., Heptagons from the Steinmann Cluster Bootstrap, JHEP 02 (2017) 137
[arXiv:1612.08976] [INSPIRE].

[111] O. Almelid et al., Bootstrapping the QCD soft anomalous dimension, JHEP 09 (2017) 073
[arXiv:1706.10162] [INSPIRE].

[112] J. Drummond, J. Foster, Ö. Gürdoğan and G. Papathanasiou, Cluster adjacency and the
four-loop NMHV heptagon, JHEP 03 (2019) 087 [arXiv:1812.04640] [INSPIRE].

[113] J. Henn, E. Herrmann and J. Parra-Martinez, Bootstrapping two-loop Feynman integrals for
planar N = 4 sYM, JHEP 10 (2018) 059 [arXiv:1806.06072] [INSPIRE].

[114] S. Caron-Huot et al., Six-Gluon amplitudes in planar N = 4 super-Yang-Mills theory at six
and seven loops, JHEP 08 (2019) 016 [arXiv:1903.10890] [INSPIRE].

[115] L.J. Dixon, O. Gürdogan, A.J. McLeod and M. Wilhelm, Bootstrapping a stress-tensor form
factor through eight loops, JHEP 07 (2022) 153 [arXiv:2204.11901] [INSPIRE].

[116] D.B. Fairlie, P.V. Landshoff, J. Nuttall and J.C. Polkinghorne, Singularities of the Second
Type, J. Math. Phys. 3 (1962) 594.

[117] S. Lefschetz, Applications of algebraic topology, Springer-Verlag, New York-Heidelberg (1975)
[DOI:10.1007/978-1-4684-9367-2].

[118] F. Pham, Singularities of integrals: Homology, hyperfunctions and microlocal analysis,
Springer London (2011) [DOI:10.1007/978-0-85729-603-0].

– 112 –

https://doi.org/10.1016/0040-9383(65)90063-7
https://doi.org/10.1016/j.nuclphysb.2017.07.008
https://arxiv.org/abs/1705.08952
https://inspirehep.net/literature/1601298
https://doi.org/10.1007/JHEP09(2022)156
https://arxiv.org/abs/2108.05310
https://inspirehep.net/literature/1903620
https://doi.org/10.1007/JHEP02(2022)184
https://arxiv.org/abs/2109.15251
https://inspirehep.net/literature/1935880
https://doi.org/10.3929/ethz-a-000107369
https://doi.org/10.1515/physiko.18.76
https://doi.org/10.1515/physiko.18.76
https://doi.org/10.1063/1.1703695
https://doi.org/10.1016/0003-4916(75)90006-8
https://doi.org/10.1016/0003-4916(75)90006-8
https://inspirehep.net/literature/80768
https://doi.org/10.1007/JHEP09(2019)061
https://arxiv.org/abs/1906.07116
https://inspirehep.net/literature/1740164
https://doi.org/10.1103/PhysRevD.102.125004
https://arxiv.org/abs/2009.03047
https://inspirehep.net/literature/1815487
https://doi.org/10.1103/PhysRevLett.128.111602
https://arxiv.org/abs/2112.06243
https://inspirehep.net/literature/1989026
https://doi.org/10.1007/JHEP02(2017)137
https://arxiv.org/abs/1612.08976
https://inspirehep.net/literature/1507140
https://doi.org/10.1007/JHEP09(2017)073
https://arxiv.org/abs/1706.10162
https://inspirehep.net/literature/1608176
https://doi.org/10.1007/JHEP03(2019)087
https://arxiv.org/abs/1812.04640
https://inspirehep.net/literature/1708725
https://doi.org/10.1007/JHEP10(2018)059
https://arxiv.org/abs/1806.06072
https://inspirehep.net/literature/1678290
https://doi.org/10.1007/JHEP08(2019)016
https://arxiv.org/abs/1903.10890
https://inspirehep.net/literature/1726794
https://doi.org/10.1007/JHEP07(2022)153
https://arxiv.org/abs/2204.11901
https://inspirehep.net/literature/2072539
https://doi.org/10.1063/1.1724262
https://doi.org/10.1007/978-1-4684-9367-2
https://doi.org/10.1007/978-0-85729-603-0


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[119] Y. Nambu, Parametric representations of general Green’s functions, Nuovo Cim. C 6 (1957)
1064 [INSPIRE].

[120] J. Leray, Le calcul différentiel et intégral sur une variété analytique complexe. (Problème de
Cauchy. III.), Bull. Soc. Math. Fr. 87 (1959) 81.

[121] T. Binoth and G. Heinrich, An automatized algorithm to compute infrared divergent multiloop
integrals, Nucl. Phys. B 585 (2000) 741 [hep-ph/0004013] [INSPIRE].

[122] T. Binoth and G. Heinrich, Numerical evaluation of multiloop integrals by sector
decomposition, Nucl. Phys. B 680 (2004) 375 [hep-ph/0305234] [INSPIRE].

[123] H.S. Hannesdottir and S. Mizera, What is the iε for the S-matrix?, Springer (2023)
[DOI:10.1007/978-3-031-18258-7] [INSPIRE].

[124] M. Mühlbauer, Cutkosky’s Theorem for Massive One-Loop Feynman Integrals — Part I, Lett.
Math. Phys. 112 (2022) 118 [arXiv:2206.08402] [INSPIRE].

[125] I.M. Guelfand and G.E. Chilov, Les distributions, Collection Universitaire de Mathématiques,
VIII. Dunod, Paris (1962).

[126] A. Ramakrishnan, Symposia on Theoretical Physics and Mathematics, Springer US (1968)
[DOI:10.1007/978-1-4684-7727-6].

[127] Z. Capatti et al., Numerical Loop-Tree Duality: contour deformation and subtraction, JHEP
04 (2020) 096 [arXiv:1912.09291] [INSPIRE].

[128] P.V. Landshoff, D.I. Olive and J.C. Polkinghorne, The hierarchical principle in perturbation
theory, Nuovo Cim. A Series 10 43 (1966) 444.

[129] L.B. Okun and A.P. Rudik, On a method of finding singularities of Feynman graphs, Nucl.
Phys. 15 (1960) 261 [INSPIRE].

[130] S. Mizera and S. Telen, Landau discriminants, JHEP 08 (2022) 200 [arXiv:2109.08036]
[INSPIRE].

[131] R. Thom, Les singularités des applications différentiables, Annales Inst. Fourier 6 (1955/56)
43.

[132] A. Ramakrishnan, Symposia on Theoretical Physics and Mathematics, Springer US (1968)
[DOI:10.1007/978-1-4684-7727-6].

[133] F. Pham, Formules de picard-lefschetz généralisées et ramification des intégrales, Bull. Soc.
Math. Fr. 93 (1965) 333.

[134] E.V. Brieskorn, Examples of singular normal complex spaces which are topological manifolds,
Proc. Nat. Acad. Sci. 55 (1966) 1395.

[135] T. Kawai and H.P. Stapp, Discontinuity formula and Sato’s conjecture, Publ. Res. Inst. Math.
Sci. 12 (1976) 155.

[136] T. Kawai and H.P. Stapp, On the Regular Holonomic Character of the S-Matrix and
Microlocal Analysis of Unitarity Type Integrals, Commun. Math. Phys. 83 (1982) 213
[INSPIRE].

[137] N. Honda, T. Kawai and H.P. Stapp, On the geometric aspect of Sato’s postulates on the
S-matrix, RIMS Kôkyûroku Bessatsu B52 (2014) 1153.

[138] S.R. Coleman and H.J. Thun, On the Prosaic Origin of the Double Poles in the Sine-Gordon
S Matrix, Commun. Math. Phys. 61 (1978) 31 [INSPIRE].

– 113 –

https://doi.org/10.1007/bf02747390
https://doi.org/10.1007/bf02747390
https://inspirehep.net/literature/458289
https://doi.org/10.24033/bsmf.1515
https://doi.org/10.1016/S0550-3213(00)00429-6
https://arxiv.org/abs/hep-ph/0004013
https://inspirehep.net/literature/525717
https://doi.org/10.1016/j.nuclphysb.2003.12.023
https://arxiv.org/abs/hep-ph/0305234
https://inspirehep.net/literature/619313
https://doi.org/10.1007/978-3-031-18258-7
https://inspirehep.net/literature/2064387
https://doi.org/10.1007/s11005-022-01612-4
https://doi.org/10.1007/s11005-022-01612-4
https://arxiv.org/abs/2206.08402
https://inspirehep.net/literature/2097638
https://doi.org/10.1007/978-1-4684-7727-6
https://doi.org/10.1007/JHEP04(2020)096
https://doi.org/10.1007/JHEP04(2020)096
https://arxiv.org/abs/1912.09291
https://inspirehep.net/literature/1771932
https://doi.org/10.1007/bf02752870
https://doi.org/10.1016/0029-5582(60)90307-2
https://doi.org/10.1016/0029-5582(60)90307-2
https://inspirehep.net/literature/2650706
https://doi.org/10.1007/JHEP08(2022)200
https://arxiv.org/abs/2109.08036
https://inspirehep.net/literature/1922774
https://doi.org/10.5802/aif.60
https://doi.org/10.5802/aif.60
https://doi.org/10.1007/978-1-4684-7727-6
https://doi.org/10.24033/bsmf.1628
https://doi.org/10.24033/bsmf.1628
https://doi.org/10.1073/pnas.55.6.1395
https://doi.org/10.2977/prims/1195196605
https://doi.org/10.2977/prims/1195196605
https://doi.org/10.1007/BF01976042
https://inspirehep.net/literature/165821
https://doi.org/10.1007/BF01609466
https://inspirehep.net/literature/129104


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[139] S. Caron-Huot, L.J. Dixon, A. McLeod and M. von Hippel, Bootstrapping a Five-Loop
Amplitude Using Steinmann Relations, Phys. Rev. Lett. 117 (2016) 241601
[arXiv:1609.00669] [INSPIRE].

[140] M. Correia, A. Sever and A. Zhiboedov, An analytical toolkit for the S-matrix bootstrap,
JHEP 03 (2021) 013 [arXiv:2006.08221] [INSPIRE].

[141] S. Bloch and P. Vanhove, The elliptic dilogarithm for the sunset graph, J. Number Theor.
148 (2015) 328 [arXiv:1309.5865] [INSPIRE].

[142] J.L. Bourjaily, E. Gardi, A.J. McLeod and C. Vergu, All-mass n-gon integrals in n
dimensions, JHEP 08 (2020) 029 [arXiv:1912.11067] [INSPIRE].

[143] K. Aomoto, Analytic Structure of Schläfli Function, Nagoya Math J. 68 (1977) 1.

[144] A.I. Davydychev and R. Delbourgo, A Geometrical angle on Feynman integrals, J. Math.
Phys. 39 (1998) 4299 [hep-th/9709216] [INSPIRE].

[145] J.L. Bourjaily et al., Functions Beyond Multiple Polylogarithms for Precision Collider
Physics, in the proceedings of the Snowmass 2021, Seattle U.S.A., July 17–26 (2022)
[arXiv:2203.07088] [INSPIRE].

[146] S. Abreu, H. Ita, B. Page and W. Tschernow, Two-loop hexa-box integrals for non-planar
five-point one-mass processes, JHEP 03 (2022) 182 [arXiv:2107.14180] [INSPIRE].

[147] K. Symanzik, Dispersion Relations and Vertex Properties in Perturbation Theory, Prog.
Theor. Phys. 20 (1958) 690.

[148] M.F. Paulos et al., The S-matrix bootstrap II: two dimensional amplitudes, JHEP 11 (2017)
143 [arXiv:1607.06110] [INSPIRE].

[149] M.F. Paulos et al., The S-matrix bootstrap. Part III: higher dimensional amplitudes, JHEP
12 (2019) 040 [arXiv:1708.06765] [INSPIRE].

[150] Y. He, A. Irrgang and M. Kruczenski, A note on the S-matrix bootstrap for the 2d O(N)
bosonic model, JHEP 11 (2018) 093 [arXiv:1805.02812] [INSPIRE].

[151] L. Córdova and P. Vieira, Adding flavour to the S-matrix bootstrap, JHEP 12 (2018) 063
[arXiv:1805.11143] [INSPIRE].

[152] A.L. Guerrieri, J. Penedones and P. Vieira, Bootstrapping QCD Using Pion Scattering
Amplitudes, Phys. Rev. Lett. 122 (2019) 241604 [arXiv:1810.12849] [INSPIRE].

[153] C. Bercini, M. Fabri, A. Homrich and P. Vieira, S-matrix bootstrap: Supersymmetry, Z2, and
Z4 symmetry, Phys. Rev. D 101 (2020) 045022 [arXiv:1909.06453] [INSPIRE].

[154] L. Córdova, Y. He, M. Kruczenski and P. Vieira, The O(N) S-matrix Monolith, JHEP 04
(2020) 142 [arXiv:1909.06495] [INSPIRE].

[155] A.L. Guerrieri, A. Homrich and P. Vieira, Dual S-matrix bootstrap. Part I. 2D theory, JHEP
11 (2020) 084 [arXiv:2008.02770] [INSPIRE].

[156] A.L. Guerrieri, J. Penedones and P. Vieira, S-matrix bootstrap for effective field theories:
massless pions, JHEP 06 (2021) 088 [arXiv:2011.02802] [INSPIRE].

[157] A. Hebbar, D. Karateev and J. Penedones, Spinning S-matrix bootstrap in 4d, JHEP 01
(2022) 060 [arXiv:2011.11708] [INSPIRE].

[158] P. Tourkine and A. Zhiboedov, Scattering from production in 2d, JHEP 07 (2021) 228
[arXiv:2101.05211] [INSPIRE].

– 114 –

https://doi.org/10.1103/PhysRevLett.117.241601
https://arxiv.org/abs/1609.00669
https://inspirehep.net/literature/1485096
https://doi.org/10.1007/JHEP03(2021)013
https://arxiv.org/abs/2006.08221
https://inspirehep.net/literature/1801178
https://doi.org/10.1016/j.jnt.2014.09.032
https://doi.org/10.1016/j.jnt.2014.09.032
https://arxiv.org/abs/1309.5865
https://inspirehep.net/literature/1255117
https://doi.org/10.1007/JHEP08(2020)029
https://arxiv.org/abs/1912.11067
https://inspirehep.net/literature/1773023
https://doi.org/10.1017/s0027763000017839
https://doi.org/10.1063/1.532513
https://doi.org/10.1063/1.532513
https://arxiv.org/abs/hep-th/9709216
https://inspirehep.net/literature/449120
https://arxiv.org/abs/2203.07088
https://inspirehep.net/literature/2051224
https://doi.org/10.1007/JHEP03(2022)182
https://arxiv.org/abs/2107.14180
https://inspirehep.net/literature/1895595
https://doi.org/10.1143/ptp.20.690
https://doi.org/10.1143/ptp.20.690
https://doi.org/10.1007/JHEP11(2017)143
https://doi.org/10.1007/JHEP11(2017)143
https://arxiv.org/abs/1607.06110
https://inspirehep.net/literature/1477431
https://doi.org/10.1007/JHEP12(2019)040
https://doi.org/10.1007/JHEP12(2019)040
https://arxiv.org/abs/1708.06765
https://inspirehep.net/literature/1618361
https://doi.org/10.1007/JHEP11(2018)093
https://arxiv.org/abs/1805.02812
https://inspirehep.net/literature/1672175
https://doi.org/10.1007/JHEP12(2018)063
https://arxiv.org/abs/1805.11143
https://inspirehep.net/literature/1675294
https://doi.org/10.1103/PhysRevLett.122.241604
https://arxiv.org/abs/1810.12849
https://inspirehep.net/literature/1701028
https://doi.org/10.1103/PhysRevD.101.045022
https://arxiv.org/abs/1909.06453
https://inspirehep.net/literature/1754206
https://doi.org/10.1007/JHEP04(2020)142
https://doi.org/10.1007/JHEP04(2020)142
https://arxiv.org/abs/1909.06495
https://inspirehep.net/literature/1754217
https://doi.org/10.1007/JHEP11(2020)084
https://doi.org/10.1007/JHEP11(2020)084
https://arxiv.org/abs/2008.02770
https://inspirehep.net/literature/1810388
https://doi.org/10.1007/JHEP06(2021)088
https://arxiv.org/abs/2011.02802
https://inspirehep.net/literature/1828526
https://doi.org/10.1007/JHEP01(2022)060
https://doi.org/10.1007/JHEP01(2022)060
https://arxiv.org/abs/2011.11708
https://inspirehep.net/literature/1832649
https://doi.org/10.1007/JHEP07(2021)228
https://arxiv.org/abs/2101.05211
https://inspirehep.net/literature/1840543


J
H
E
P
0
7
(
2
0
2
3
)
2
3
6

[159] Y. He and M. Kruczenski, S-matrix bootstrap in 3 + 1 dimensions: regularization and dual
convex problem, JHEP 08 (2021) 125 [arXiv:2103.11484] [INSPIRE].

[160] A. Guerrieri and A. Sever, Rigorous Bounds on the Analytic S Matrix, Phys. Rev. Lett. 127
(2021) 251601 [arXiv:2106.10257] [INSPIRE].

[161] J. Albert and L. Rastelli, Bootstrapping pions at large N, JHEP 08 (2022) 151
[arXiv:2203.11950] [INSPIRE].

[162] J. Elias Miro, A. Guerrieri and M.A. Gumus, Bridging positivity and S-matrix bootstrap
bounds, JHEP 05 (2023) 001 [arXiv:2210.01502] [INSPIRE].

[163] M. Namiki, Graph theory and Feynman integrals, (1966) [INSPIRE].
[164] R. Bott and L.W. Tu, Differential forms in algebraic topology, Graduate Texts in

Mathematics 82, Springer-Verlag, New York-Berlin (1982) [DOI:10.1007/978-1-4757-3951-0].
[165] C. Hassell and E. Rees, The index of a constrained critical point, Am. Math. Mon. 100 (1993)

772.
[166] A. Hatcher, Algebraic topology, Cambridge University Press, Cambridge (2002)

[ISBN: 9780521795401].

– 115 –

https://doi.org/10.1007/JHEP08(2021)125
https://arxiv.org/abs/2103.11484
https://inspirehep.net/literature/1852848
https://doi.org/10.1103/PhysRevLett.127.251601
https://doi.org/10.1103/PhysRevLett.127.251601
https://arxiv.org/abs/2106.10257
https://inspirehep.net/literature/1869304
https://doi.org/10.1007/JHEP08(2022)151
https://arxiv.org/abs/2203.11950
https://inspirehep.net/literature/2057513
https://doi.org/10.1007/JHEP05(2023)001
https://arxiv.org/abs/2210.01502
https://inspirehep.net/literature/2159858
https://inspirehep.net/literature/20325
https://doi.org/10.1007/978-1-4757-3951-0
https://doi.org/10.2307/2324784
https://doi.org/10.2307/2324784

	Introduction
	Branch points in Feynman integrals
	Feynman integrals and the Landau equations
	Branches of the Landau variety
	Absorption integrals

	Discontinuities of Feynman integrals
	Monodromies in Feynman-parameter space
	Picard-Lefschetz in Feynman parameter space
	Picard-Lefschetz in momentum space
	Multivariate residues
	Cutkosky from Picard-Lefschetz
	Complex integration contours

	Discontinuities of absorption integrals
	Singularities of absorption integrals
	Applying Picard-Lefschetz to absorption integrals

	A geometric angle on Landau varieties
	Pham Loci as critical values of projection maps
	Codimension of Landau singularities
	Principal loci

	Hierarchical sequential discontinuities
	Tangential maps 
	Homotopy loops
	First example: the triangle integral
	Second example: the ice cream cone

	Non-hierarchical sequential discontinuities
	Transversal intersections
	Compatibility of contractions
	Compatibility of Landau equations
	Allowed sequential discontinuities
	Disallowed sequential discontinuities beyond Steinmann
	Discussion

	Generalizations
	Special mass configurations
	Factorization in (2,2) signature

	Summary of results
	Conclusion
	Graph theory
	Kronecker indices
	Poincaré duality
	Sketch of proof of theorem 1
	Critical points and Hessian matrices
	Homotopy of tangential intersections

