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(QFT) generalizing the kinetic energy operators to an infinite series of higher-order deriva-
tives inspired by string field theory. We prove that, at the non-perturbative level, the
physical spectrum of the theory is actually corrected by the “infinite number of deriva-
tives” present in the action. We derive a set of Dyson-Schwinger equations in differential
form, for correlation functions till two-points, the solution for which are known in the local
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mass gap, depending also on the mass scale of non-locality, and show that it is damped
in the deep UV asymptotically. We point out some possible implications of our result in
particle physics and cosmology and discuss aspects of non-local QCD-like scenarios.
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1 Introduction

Adopting novel perspectives, our understanding of the fundamental nature of reality may
reside in the putative finiteness of superstring loop amplitudes via the Polyakov represen-
tation [1, 2]. This novel formalism invokes the fact that the fundamental constituent to be
quantized is an extended non-local object.

In this context, an infinite derivative non-local approach was motivated starting from
string field theory [3-23] where attempts where made to address the divergence problem
in QFT by generalizing the kinetic energy operators of the Standard Model (SM) to an
infinite series of higher order derivatives suppressed by the scale of non-locality (M) at
which the higher order derivatives come into the picture [24]. Such a theoretical construc-
tion naturally solves the SM vacuum instability problem as the [J-functions at the scale
of non-locality vanish beyond M, without introducing any new degrees of freedom in the
particle spectrum [25, 26]. They have been explicitly shown to be ghost-free [27], predicting



conformal invariance in the UV, trans-planckian scale transmutation and dark matter phe-
nomenology, leading to a new directions of UV-completion of 4D Quantum Field Theories,
valid and perturbative up to infinite energy scales [55, 56].!

Strongly coupled sectors in such a scenario was studied in a scalar field theory case and
was found to predict diluted mass gap in the UV, with M determining the corrections to
the mass spectrum arising from the infinite sets of higher-derivatives present in the theory.
Alongside with detailed investigations of N-point correlation functions were performed in
ref. [57]. The purpose of this paper is to extend our analysis to Yang-Mills case and under-
stand the Green’s functions in the otherwise non-perturbative regions of the interactions.
We will see that the mass gap developed in the local theory gets asymptotically diluted
and scale invariance is asymptotically reached in the deep UV.

This paper is organized as follows: in section 2, we introduce the non-local Yang-Mills
theory and fix the formalism. In section 3, we obtain the Dyson-Schwinger equations for n-
point correlation functions (dubbed nP-functions in the following) and obtain the structure
of the 2P-function and the mass gap. In section 4, we put this work in perspective to future
possible applications framing better its understanding. Finally, in section 5, we yield the
conclusions.

2 Infinite derivative SU(N)

For local non-Abelian SU(N) gauge theory, the Lagrangian includes the gauge boson kinetic
term,

1
Ly = —EF‘”‘”F(W,. (2.1)
The trace is over the SU(N) group indices and the field-strength tensor is given by
F, = 0, A% — gf*"° AL A (2.2)

where the fo%¢ represents the group structure constant and ¢ the coupling that is dimen-
sionless. For implementation of the non-local modification, we follow the approach in
refs. [26, 58].

It should be pointed out that a common definition in literature is the following [5, 58]

1 W 2
Ly=—1Fue HD) paw. (2.3)

This definition is somewhat misleading for the following reason. Let us take

D2
2
(D% =1 (24)
where DZb = 0,0% — igAy (T )@ is the covariant derivative in the adjoint representation
and, as usual, M is a very large mass that sets the scale of non-locality. It should be

!Theories of gravity with infinite derivatives were studied in refs. [28-30], particularly for singulari-
ties, such as black hole singularities [28, 31-41] and cosmological singularities [42-47] and in context to
inflationary cosmology & predictions in the CMB, [48-52]. For SUSY see refs. [53, 54].



very large as non-local effects have not been uncovered so far. So, generally speaking, the
variation in momenta scale of the D? will be at most comparable but lesser to M?2. Now,

= (O — igT" A)? = 0 — ig0" (T AQ) — igT* A" — g*T°T" Ag A", (2.5)

By a direct application of the Backer-Campbell-Hausdorff formula (BCH), this yields

oDy _ i i (migdn (TO A ) —igTe Agor —PToT Ag AP (2.6)
efﬁ[D,fz'ga/‘(T“AZ)figT“AZBlLngT“T”AﬁAb“] %

ey

that implies that the commutators are all higher orders with respect to first two exponen-
tials entering as powers of the field. Indeed, there are two kind of approximations that we
introduce at this stage. Firstly, we are assuming that the gauge field A7, is very small with
respect to the non-local mass scale. Secondly, we assume that also its space-time variations
happen on scale smaller than that of the non-local mass scale. This will imply that a gauge
change will not affect the action in a sensible way keeping invariance in a proper limit.

In order to explicitly evaluate this in the strong coupling limit, let us consider

D2 00(1) 2 a pa\ __ ;0 gQ 2ab qa Abp\"
( ) _anM% (6% —igor (T A5) —igT* A" — g*T°T" Ag A™)

(2.7)
In the strong coupling limit, the theory acquires a scale mass i and the background solution
we start from for SU(N) has the form Ajf o M(Z/Ngz)%f(x,,u, Ng?), where f(x,u, Ng?) is
a bounded function (see [59] for the local case). This implies that we get a power series in
/M and terms like M _18M. We are granted that gauge invariance is preserved wherever
u/M < 1 and gradient terms can be retained. At the same time, the strong coupling
limit Ng? > 1 holds consistently and helps to enforce our approximation. Therefore, our
techniques can be safely applied. Such an ordering is essential for what follows where we
assume that fields are large locally but not with respect to the non-local mass scale M. So,
adding further fields to preserve gauge invariance, at this stage, would imply to keep higher
order terms in our approximation as the scale /M < 1 will determine their importance.

This argument is consistent with ref. [5] where all the non-local factors in the gauge
field propagator are properly evaluated with (J rather than D? but in that case, the author
works in the weak coupling limit. Our approximation is just dual to it, for the local limit,
and consistent as well.

The exponential term is introduced by the non-local modification and the Lagrangian
includes an infinite series of higher dimensional operators that are all suppressed by the
non-local scale M. As a result, their contribution can be largely ignored at energies lower
than M. In other words, the conventional Lagrangian is reproduced in the limit of M — oco.
We take the metric convention with diag(+1,—1,—1,—1) to implement our procedure for
UV completion upon the Wick rotation.

2.1 Gauge field re-definition

Now, we show that we can treat eq. (2.3) as for the scalar field. Let us define

A

At = 35O q0, (2.8)



The idea with this change of variables is to eliminate the exponential non-local factor from
the kinetic term just as happens for scalar field theory. Indeed, our work will parallel the
one already presented in [57].

We will arrive at the Lagrangian

Ly= %AZ(DT}W — Or9v)A? (2.9)
% fabee=f(©) [e%f(D) (fh Aa — ) (ezf(m Abresf(O) Acu)]
gfabce—f(m) {e%f@)ﬁl’“e%f@)ﬁ e3/(0) (8HA$ _ &/AZ)}

fabCfcde - {ezf(El)Abue2f(IZI)Acue2f(EI)A e%f(m)Ai]
4 jﬂezf(m Aan (2.10)

where we added an arbitrary source term j;; that will be useful in the following. This is
similar in the way the non-local scalar field theory is formulated. The main difference is
the multiplication of the interaction part by the non-local factor e/,

The non-Abelian ghost and gauge-fixing Lagrangians are given by

['ghost = _Eaeif(m) (8uDzb)Cb, (211)
and )
L, f= 2—£Af; O argv Aa, (2.12)

where £ is the gauge fixing parameter. In order to have consistency with the standard gauge
fixing procedure, we choose the entire function e~/ (0, The standard result is obtained in
the local limit of M — oo.

Similarly as we have done for the gauge field, also the ghost field can be redefined as

@ = e 2/ @, (2.13)

This will yield
Laposs = —0°0" (9,0 — igez/ D Ag (1)) ¢ 4 jjoed! Ot 4 21Oy, (2.14)
Also in this case, we added arbitrary source terms n® and 7°.
Finally, our Lagrangian will be given by

L= ﬁf + ﬁg,f + Lghost- (2.15)

3 N-point correlation functions

The aim of this section is to obtain the Dyson-Schwinger equations for the correlation
functions of the non-local Yang-Mills theory. Then, we solve them using a generalized form
of the mapping theorem [60, 61]. This theorem permits to match the classical solutions of
a local scalar field theory on the classical solutions of a local Yang-Mills theory. We will
show how this works also for the non-local case. This will provide the spectrum of the
non-Abelian theory for the latter case.



3.1 Classical infinite derivative Yang-Mills theory

The aim of this section is to show that there is a way to solve the classical Yang-Mills theory
that successfully parallels the Dyson-Schwinger approach. This is a current expansion, as-
suming the gauge potentials as functions of the currents themselves. This was initially pre-
sented in [62] for the scalar field but it can be applied straightforwardly to any field theory.
We are working fixing the gauge to Landau-Lorenz. The main reason to do this is
that, when we will quantize the theory, this choice will make our computations simpler.
By no means, this imply that the same computations cannot be done in another or more
convenient gauge. Our main result will be the spectrum of the theory that is a gauge-
invariant observable and can be obtained in lattice computations at least for the local case.
We can write down the equations of motion for the Yang-Mills field in the form

0A% + g fabee=3/ @, [eéf(D) AZ e3/(@) Acu} +

gftee 3O [e3FO) 43 O) (g, A0 — 0, A%)| +
ngabCfcdeeféf(D) [eéf(D)Abveéf(D)Ageéf(D)Az} - e%f(D)jz, (3.1)
where we have no ghost field, this will enter when we will quantize the theory. We have
removed the hat from the fields being the context clear. Then, assuming we are in a strong
coupling limit, we can evaluate a strong coupling series by a functional Taylor series in the

currents as

a

0A
A4l = A® 4 [ -b
= A0+ [ ey s )
1 52 A
—i——/dA‘x Aoy —(—F (1) 75 (22) + O(5°). 3.2
2 10 T3 575 (1)55 (@2) j:OJ (21)75(2) (J°) (32)

The coefficients, that play a similar role to the correlation functions of the quantum theory
that we will see in a moment, can obtained from eq. (3.1) by deriving it successively with
respect to the currents and solving the corresponding PDEs one obtains. We do not give
here this set of equations because are not of interest for what follows.

Anyway, we point out that, In order to solve this hierarchy of equations, there is a
class of solutions for the local Yang-Mills theory that maps on a ¢* theory. In principle,
this permits to solve all the hierarchy of the Dyson-Schwinger equations [59]. Besides, it
gives the spectrum of the theory in very close agreement with lattice computations [63].
Then, it is legit to guess that we can have such solutions at the leading order that are
properly corrected by non-local effects, if we refer to the mass scale M being very high.
This mapping was firstly proposed in refs. [60, 61].

The technique is the following [64]. Let us introduce a set of symbols: n—symbols for
SU(N) (this can be possibly extend to the SO(N) case in a straightforward way. It should
be seen for other groups.). For the sake of simplicity, we work out the case for SU(2) where
the proof of their existence is straightforward. Indeed, in this case, they can be defined
as [64, 65]

n, = ((0,1,0,0),(0,0,1,0),(0,0,0,1)), (3.3)



that yields
n, = (0,1,0,0), 77 = (0,0,1,0), nj = (0,0,0,1), (3.4)

that implies nin* = 3. This easily generalizes to SU(N) as
nin™ = N? — 1. (3.5)

Similarly, by generalizing the SU(2) case,

1o = Sap, (3.6)
and )
Uﬁﬁfﬁ D) (G — Opw) » (3.7)

being g,,, the Minkowski metric and d,,, the identity tensor. Then, we choose the solutions
as for the local case in the form

Ay () = nuo() (3.8)

and put this into the action. This will work exactly in the Lorenz gauge. that we fix to
carry on the quantum theory otherwise we will get asymptotic corrections [60, 61] in the
limit of a strong coupling.

3.2 Partition function

Give the Lagrangian in eq. (2.15), the partition function is given by
2l = [ DIADIDIe [ 46T @'y ] e, (39)

We will refer to it when we will do averaging in quantum field theory. We are working in
Euclidean metric.

3.3 Dyson-Schwinger equations

We use the Bender-Milton-Savage method [66], described in appendix A, to obtain the
set of Dyson-Schwinger equations for our case. Then, we will approach these equations
choosing a set of solutions mapped from a scalar field. This will yield in the end the main
result of the paper that is, the spectrum of the theory.

We start from the Lagrangian given in eq. (2.9). After we have chosen the Landau-
Lorenz gauge aiming at quantization, as already said, we obtain the motion equations for
the gauge fields given by

A% 4 gfobee=3/ D), [e%f(D) Abezf© Acu} 4
gfe 3O [e35O) 47e3SO) (9, 45 - 9,45)] +
g2 fabe pede o~ 3 £(0) [e%f(D)Abueéf(D)AcVieéf(D)AZ] +

gfabce%f(m)ébﬁﬂcc = e%f(D)jl‘j, (3.10)



and for the ghost field is

— O+ gfoe (e%f(D)AZ> e = 3/ @pa, (3.11)

For our computations to follow, we point out that the propagator in the Landau gauge
can be written as [68]

9,0,

GZIL(% y) = dab <77u1/ - 0

) Ga(z,y). (3.12)

Our aim will be to get the structure of the 2P-function for the non-local Yang-Mills
theory and the mass gap, and study its nature. These are presented in appendix B.

3.4 Solution of the Dyson-Schwinger equations

We can try to get a solution to the Dyson-Schwinger set of equations for the infinite-
derivative Yang-Mill theory in a similar way this is done for the local theory [59]. The idea is
to select a set of solutions and work out all the results (background field method). Anyway,
it is possible to start with a different set of solutions, e.g. a Yang-Wu monopole [67], but
in this way the results obtained for the local theory are quite different and closed form
solutions could not possibly be found. The Dyson-Schwinger set of equations, till 2-P
functions, is derived in appendix B. In order to solve them, starting with the 1P-functions,
we look for a solution mapped on a scalar field by taking [59]

1 () = nuo(x). (3.13)

Using the properties of the n-symbols and the fact that one can take the 1P-functions,
Pf(z) = 0 and K§°(0) = 0, we get for eq. (B.15)

1

O¢(z) + Ng2e 2/ |2G5(0)e! D g(z) + (e2f(D>¢(x))3} =0. (3.14)

This is very similar to the result we obtained for the scalar field in [57]. The most important
change arises from the mass shift due to quantum effects that, in this case, is given by

om? = 2N g*G2(0). (3.15)

The factor 2 arises just by the algebraic properties of the gauge group and can change
depending on it.

Next, we can consider the 2P-function by applying the mapping with the scalar field
in eq. (3.13) and the 2P-function in the Landau gauge as in eq. (3.12). For reasons of



completeness, we need to report the mapped equation. One gets

2,0
dan (77“,\— MD/\> OG(z,y)

1 1 1 9,0
. ) 0,0
eéf(D)ﬁyéb( )+€2f([| b‘b(ﬂj) % (771»\ D)\> GQ(CE,Z/):| -

gfabceféf(lj)

ex/ g Ghen (0,y)+ex! gy, (m O ak)a”“f DGy (2, y)ncer! Do)

eI b0 o()d, <nu 2! O Gy(x,y) }

5)
( 0,0)

gfabce—%f(lj)

eéf(D)a#Ggi’f\y(O —|—62f(D)5bh

)8 Ga(,y)n 2! O g(z)+

1 0”0y
RGN (ni = )a Ga(w,y)mer! Do, )}

ngabc]ccdee—%f(m) e%f

ol —

OGN (0, )3T Dyreedd O g(z)

0,0 0)0”
O (1~ A5 ) Ga(0)eH O3, (1~ 2 ) Gty + e/ 0 Gty (0,0, +

|

5 a’/a ev 5 2
e/ @y, (771/)\_ DA)Gz(CE y)nom ( éf(m%(iﬁ)) +

1 0v0 1 2
e2f s, <77K— DA) Ga(w,yympt (e3/ D () +
e%f(D)Gbth( )€2f(EI ¢( )

8 5' 81/8 1
Obe (nz n ) le( )GZ( 0)dan (TIVA_TA> e2f(D)G2(xay)
9,0

HOGER 0,0)eH Do)+ (- 220 ) HOGa 010 (=222 ) MO Gy (ay)| -

gftees! O LI (2, y)e2! O [0, P (2)]+ P (@)e2! O [0, 050 (2, 9)| +0, [WhS (0.9)| } =
1 o 3.16
e/ O gehy 564z —y). (3.16)

90 ?
BECIE (nMA—“—A> Go(w,y)nin® (2! Do(x)) +

®

This equation can be simplified by noticing that the terms linear f¢ goes to zero, due to
anti-symmetry of f2%¢ granting the correct symmetry arising from the Kronecker symbol
in the first term. The reason for this is quite simply. One has terms like f*“n,d,.;, but, for
the equation to have a non-trivial solution, one must have only the terms with a = h due
to the fact that we have a factor d,; on other terms. This sets those contributions to zero.
We also assume that the contributions coming from G3 and G4 are zero. Finally, we use
the solution Pf*(z) = 0 introduced in the computations of the 1P-function. This will give
in the end

2
OGs(z,y) + om?e2/DGo(w,y) + 3Ng? (e3/Dg(a)) 3/ OGa(a,y) = e/ D' (z - y).
(3.17)
Similarly, for the ghost 2P-functions one gets

— OKS$"(z,y) = e2/ @5t (z — y), (3.18)



and

— OJ§" (z,y) = 0. (3.19)
We see that, also for non-local Yang-Mills field theory the ghost decouples in the Landau
gauge and has the propagator of a free massless particle. This means that we can also
assume J§" (x,y) = 0 consistently.

3.5 Mass gap

In this section, we aim to compute the spectrum of the theory. This is a gauge-independent
observable that is obtained by the 2P-function that, otherwise, are gauge dependent. It
seen in the local case that, indeed, the correct spectrum is obtained by comparison with the
lattice data [63]. Particularly, in the non-local case, the main result is just the mass gap.

As already seen for the scalar field [57], due to the non-local effects being small cor-
rections to the local case ¢.(z), we do a negligible error if we put ¢(z) ~ ¢.(x) into the
equation for the 2P-function being [59]

1
9 \ 3}
o) =1 (5773) sn(p-a+0) (3:20)
being p and 6 arbitrary integration constants and provided that
Ng?
P =y (3.21)

We can use the equation [57]

2 Vi 271 & ef("Jr%)”
f@ _ _1\n ( (2n+1) Zp)
S [M <N92> k@ =V T e .

2

(3.22)

sin ((Zn + 1)2K(z’) (p-z+ 0))
that, for our aims, takes the form

f 2 2 \z 4r2
() =1t

mef(“ﬁmﬁ) Sm2<2K() — ) +ZD ] (3.23)

being D,, all the contributions arising from the square of the series w1th n > 0. It is an

effect of the non-locality to flatten the spectrum of the theory retaining a mass gap that
is diluted in the ultraviolet, as already seen for the scalar field. This happens also in this
case as we get the equation for the 2P-function

- s o/ 2 >% Ax?
DGy(z,y) +3Ng"p <N92 KOl
) [ (s )]+ 3 Jo
{(1 +€7ﬂ)2e 1 — cos 0 (p-x+0) +;Dn(x) ez’ 5 Gy (x, y)
+ 5m26éf(D)G2(:c, y) = e%f(m)54(x —9). (3.24)



This equation is linear and we can apply a Fourier transform. Anyway, already at this
stage, we can note a mass term given by

1 4g? e ™ Fl——zp?
22 2\ 2 IE 2
Am* = p (18Ng ) K20 +e—7r)2e ( 1K2(i) ) + om?. (3.25)
This must be completed by the gap equation
2 2 o [ d'p
sm? = 2Ng2G(0) = 2Ng / i) (3.26)

This result agrees quite well with the mass gap presented in [57] for the scalar field, aside
from the factor 2 in the gap equation that is 3 for the scalar field and here arises from
algebraic properties of the gauge group.
Working as already done for the scalar field, we can write down the structure of the
2P-function as [57]
ezl (—K?) 1

k) =
GQ( ) k2 + AmQG%f(*’#) 1-— H(k’)

(3.27)

where the function II(k) and the corresponding sign can be properly obtained by an itera-
tion procedure already described in [57].

By comparison with [57], we see that the structure of the two-point function in
eq. (3.27) is very similar to the one obtained for the scalar field. This does not come out as
a surprise as we used a mapped solution but it is indeed remarkable that all the techniques
devised for the local field theory apply here as well yielding absolutely non-trivial results.

4 Non-local QCD-like theory: a heuristic discussion

4.1 Non-local QCD-like model

Adding Fermions to the theory we discussed in this paper implies that it would be interest-
ing to study its infrared limit. Indeed, we can use the 2P-function we obtained in eq. (3.27)
to devise a non-local Nambu-Jona-Lasinio approximation. We can possibly write

LaNiL = l/;(x)e%f(u) (i — m)p(x) + 92/d4ylz(95)¢(33)(;2(x’y)@(y)wy) (4.1)

where we used the result given in [26] for the non-local Dirac equation and omitted internal
degrees of freedom. Anyway, this kind of model can imply breaking of chiral symmetry
and confinement as recently shown [64]. This kind of model can also describe bounded
states and all the properties of QCD at very low-energy can be translated to the non-local
case. The advantage to have an entire function multiplying the propagator can assure
convergence of the integrals, notably for the chiral condensate. A natural cut-off is also
granted by the non-local mass scale M.

~10 -



4.2 Non-local confinement criterion

In a recent paper [58], it was shown that BRST invariance does not change too much with
respect to the local case. This is a rather interesting result in view of the Kugo-Ojima crite-
rion for confinement in a Yang-Mills theory without fermions [69, 70]. It was shown recently
that this criterion, obtained by BRST invariance, provides the exact beta function for the
local theory that is shown to confine [71]. Therefore, we are in a very similar situation in
the non-local case and we could get a beta function, even if approximately, describing the
behaviour of the theory on all the energy range providing a confinement proof.

We extended these ideas to the non-local case and we have shown that, in the infrared
limit, there is the coupling running to infinity without a Landau pole. This is a different
way to obtain confinement to a trivial fixed point. Also, we see that in the integral that
determines the Kugo-Ojima confinement criterion, easily extended to the non-local case,
the very existence of a non-local mass scale yields UV contributions that, when integrated,
cannot be neglected lowering the energy scale. This is expected as such an integral ranges
on all the enrgy scale to infinity [72].

4.3 Asymptotically diluted mass gap

Considering eq. (3.25) and (3.26) in the UV-limit, the mass gap of the non-local Yang-
Mills theory becomes diluted in the UV. So, the mass gap becomes even more negligible
as the energy increases. This property of the theory can be helpful to understand several
phenomena as dark energy understood as quintessence.

4.4 Toy model for dark matter

As we have seen, the non-local Yang-Mills theory appears to have a single stable glueball
in the spectrum while higher order excitations are displaced in the very far UV. This could
be a possible candidate for dark matter. Possible paths to pursue are comprehensively
described in [73, 74].

5 Conclusion

We investigated non-local Yang-Mills theory in 4-D with non-Abelian SU(N) gauge interac-
tions and predicted the mass gap and the mass spectrum of the states in the strong coupled
regime. Alongside we compared the results with that of the local theory and discussed im-
plications regarding realistic QCD-like scenarios. We summarize the main findings of our
paper below:

o We particularly studied the mass gap generated in non-local infinite-derivative Yang-
Mills field theory and showed, as an example, for the case of non-local Gaussian
operator, that the non-local scale M is responsible for no extra poles in the propa-
gator even in the non-perturbative regime (see eq. (3.27)). This feature was already
speculated while investigating the scalar non-local field theory in ref. [57].

o As in the case of the scalar field, the generated mass gap gets diluted and asymp-
totically vanishes in the UV in the limit M — oo or becomes very small near the

non-local mass scale.
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e We have shown that, also for non-local Yang-Mills theory, the mass spectrum is
yielded by a single mass gap with higher excitations displaced far away in the energy
scale with respect to the local theory (see eq. (3.27)).

The approach of evaluation mass gap and N-point functions is general enough that
can be extended, in principle, to the case for gravity, as gauge theory in the form of
non-local gravity as a direction of re-normalizable, ghost-free quantum gravity. Several
possibilities involving particle physics and cosmology open up with our obtained results as
already shown in section 4. which will pursue the avenues of research incorporating proper
treatment of quantum gravity and cosmology in future publications.
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A Dyson-Schwinger equations & Bender-Milton-Savage technique

In this appendix, we describe the Bender-Milton-Savage technique [66] to obtain the hi-
erarchy of equations for the nP-functions of a quantum field theory. The main idea is to
retain the PDE form for them without ever introducing the vertex functions.

In order to fix the ideas, we work with a single component scalar field having the
following generic partition function

21j] = /[D¢]ei5'(¢>)+ifd4xj(93)¢(5‘7)_ (A1)

The first equation for the 1P-function is obtained by

{ &jfx ) = i) (A.2)

where
f[qu] - eiS(¢)+ifd4zj(x)¢($) R
e .3
> I1 D¢]ei5(¢)+z‘ [ ddzj(x)p() (A.3)

We complete the procedure by setting j = 0. Then, we derive the above equation dependent
on j to obtain the equation for the 2P-function. We point out that the nP-functions are
defined by

(@lo)ota) o)) = 5 M (A4
Therefore, 5. )
Gg(...
So, for a ¢* theory one will have
S = / e B(W _ i&} , (A.6)
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and we have to evaluate

0%(¢) + A (2)) = j(x). (A7)
This yields '
Z[j10°GY (z) + Mg (2)) = j(a). (A.8)
Using the definition of the 1P-function it is
Z[16Y) (x) = (¢(x)). (A.9)
Deriving this with respect to j(x) we obtain
Z[GY (@) + Z[]GY) (x,2) = (¢*(@)). (A.10)
Another derivation step gives
ZHGY (@) + 321GV (2)Ga(, 2) + Z[f)GY (2, 2, 2) = (¢°(x)). (A.11)

This is substituted into eq. (A.7) giving
Gy () + NGY @) + 36 067 (@) + 60,00 = 27 ljw) (A1)

We realize that, by the effect of renormalization, a mass term appeared. This, by setting
j =0, yields the first Dyson-Schwinger equation into differential form

9*G1(x) + A[G1(2)]? + 3AG2(0)G1 (x) + G3(0,0) = 0. (A.13)
We derive again eq. (A.12) with respect to j(y) obtaining
0°Gy) () + 3NGY (@) GY (. y)+
3NGY) (2, 2,9)GY () + 3AGY (2, 2)GY (2, y) + G (2, 2,2,y) =
2@ =) +5(0) 5527 )
Setting j = 0, one gets the equation for the 2P-function as

82G2(:E7 y) + 3>‘[G1 (x>]2G2(xa y) + 3)‘G3(07 y)Gl(m) + 3AG2(0)G2($, y) + G4(07 0, y) = 54(x - y)

(A.14)
Such a procedure can be iterated to whatever order giving, in principle, all the set of the
Dyson-Schwinger hierarchy’s equations in PDE form.

B Derivation of the Dyson-Schwinger equations for 1P- and 2P-functions

In this appendix we show all the step needed to obtain the Dyson-Schwinger equations
for the 1P- and 2P-functions for the non-local Yang-Mills theory with the Bender-Milton-
Savage method. After averaging the equations of motion we get

G + gfaeeHO (9, [HO Db O 4]} 4
gfabce—%f(ﬂ) <[e%f(D)AbVe%f(D) (0, A5 — 3VAZ)}>
g2fab0fcdee—%f(ﬂ) < [e%f(D)Abueéf(D)A,cjle%f(D)Az} > +

+gfabeesf©@) <abaucC> =3/ Oj0, (B.1)
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and similarly for the ghost
— DPl(n)a + g fbe <(e%f(D)A/i> 8“cb> = e%f(D)n“. (B.2)
At this stage, we have introduced the 1P-functions

GY) (@) = 271 (AL (x))

P (z) = Z~ Y (). (B.3)

A similar equation holds also for ¢* that gives an)a(a:). Then, we evaluate the averages ap-
pearing in these equations as follows. Let us consider the definitions given above written as

215, 0, e’ OGN () = (2! O A% (x))
21, NP () = ((x)). (B.4)

We have introduced the apexes (j) and (1) to remember the explicit dependence on the
currents that will be set to zero to the end of computation. Then, we derive one time with
respect to j(x) on the first equation to get

Zex!OGH (2, 2) + Ze3!OGY) (2)e3/OGY) (2) = (25O A9 (2)e2! @ Ab(2)). (B.5)

2uv v

Therefore, by applying the space derivative 0¥, we also have

1

Ze%f(u)a”Ggﬁsb(x,x) + Ze%f(m)(?”Ggﬁa(x)eif(D)Ggi)b(x) = <6%f(D)3VAZ($)e%f(D)Azb/(x»-

(B.6)
This step is important as such averages enter into the equation for the 1P-function. A
further derivation of eq. (B.5) with respect to 7% will yield

Ze%f(D)nglBSb(x, 2)e2/ DGV (z) + Ze%f(D)ngu)Sbcy(m, z, z)+
2e37 O GV (2)e3I OGP (2)e3/ O G () + 263! OV GY (2)e3 O G+
Ze3"OGH (2)e3/ O GY) (x) = (37O A% (2)e37 @) A8 (2)e3/ O A% (). (B.7)

In order to complete the computation, we need also to evaluate the averages for the ghost

field. From eq. (B.3) we write

ZG, 0, P (@) = ((x)). (B.8)

Then, we derive this equation with respect to d,, and then with respect to 7, the first deriva-
tive just enters into the equation of motion of the ghost field while the latter is needed to
obtain the correlation function. One gets

2P (2)e2f O g P () 4+ ZoM KM (2, 2) = (0" (). (B.9)
In this equation, we have introduced the new 2P-function

_16P%(x)

(n)ab
KQU (ﬂj‘,y) - E 577b(y)

(B.10)
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Also, we need the following 2P-function

1 5P1(77)a(a:)

(n,4)ab

= =—", B.11
JQ ( 7y) 7 5]bﬂ(y) ( )
Therefore, by deriving eq. (B.8) with respect to j%(z), we get

2e3"O G (@)or P (@) + 20 I (2, ) = (AL ()9 (). (B.12)

Finally, we can collect all these computations to get
DG( +gf“bce_2f(D)8” [62 )G(j)bc(ac x) + e%f(D)ng/jb(x)e%f(D)ngl,)c(m)} —
gfabcefif(lil) [62 (] )al/G( )V (z,2) + o3 (D)auG(J) (z )eéf(D)ngU)c@:)} B
f“bce_%f(m) [65 (D)auGéV)bcy(x x) + e2/@ )6MG(3) (x)e%f(D)G(j)w(x)} +
f-abc.]ccdee 2f { % G(J bd(.ﬁ(} x)e%f(D)ng)Ve< ) + €2f(D)6VG(])bdeu<x7x7x)+
e2fD)G (13)6% G(j (z )e%f(D)ng)Ve(x)—l—e§f(D)Géu)bey(x,x)eﬁf(D)ng,)d(x)+
OGN (2,2)e3 T OGH (@) -
Ly c c 1 -a
gfebees! { P (@)ed! O [0, P (2)] + 0, | K3 (w,)| | = €27, (B.13)
It is interesting to point out that, if the exponential due to the non-locality would be set

to 1 (i.e. we are taking the local limit M — o0), we have just recovered the same equation
computed for this case in [59]. The same is true for the ghost field that yield instead

_ DP( gfabc f(D)ngu)a(x)aupl(ﬂ)b(x) - gfabcaujg(,z:j)ab(m’ .’L') _ e%f(D)nc‘ (B14)

Following the computational step reported here, we get the first equation for the 1P-
function by setting all the currents to zero to obtain

DG%M_Fgfabcef%f(D)au [62 Ocke(z, x)—i—e%f(D)Gb (z)ez/ @ 11/(13)} _
gfabce—%f(EI) [ iy (D)auGQW( ) + 4 e3/(@ oGl (@) (D)Giu(fﬂ)} _
gf e D [e2O0,Gl (2, 0) + 2109,61, (2)e2 O G ()] +
92fab0fcdeeféf(|:|) [eéf(D)Gng/(x7 $)e%f(D)G11/6(x) + e%f(m)al/Ggic;ly(x’ z, $)+
3/ OGE (2)e2fOGL, (2)e O G (2) + 3/ DG (2, 2)e3T DG, (2)+
e%f(D)Gde”(x x)e%f(D)Gl{M(m)} —
gftees $/O) {Pb( )e2 3O 0,P8(x)] + 0, [Kgc(x,x)]} —0, (B.15)

We see that, in the local limit, we have recovered the Dyson-Schwinger equation for the
1P-function of the Yang-Mills theory [59]. Similarly, for the ghost field we get

—0Pf — gfeer/ DG, (2)0" Pl (x) — gf ™o J5h(z,2) = 0, (B.16)
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and similarly for Pf(x). Equations for 1P-functions are fundamental to apply our back-
ground field method. Then, given their solutions, we are able to evaluate the 2P-functions
and obtain the observables of the theory.

Moving from eq. (B.13), we can get the equations for the 2P-functions in the following
way. We derive it with respect to j(y) obtaining

OG5 (0,y) + 9O [T OGIR @, 2, y) + e OGHN ) x
H O G (2) + +eH OGN (@) OCHS )] -
gftee=aI O 3t OGNSt (v, 2,y) + 3/ Do G (@, y)ed DG (@) +
O G (2 J(D)G(V);h(x,y)} -
gftee IO 3/ O, GO (@, 2,y) + 2D 0,GEN (2,9)er! DGV (2)+
419,60 (@) OGH™ (2,y)] +
Zfabc!fcdeef%f([l) [62 (D)G( )bdh(x " y)eéf(D)ng)ue(x)_i_

e2 JM (z,2)e 2f(I:I)G(] l/eh( )+ (D)ayGigﬁdehu(w,x,x,y)—I—
el GO (@, y)ex! O G (2)e %f(D)ng)Ve(x)_i_

2T OG" (@)es! DGR (@, y)es! DG (2)+

e%f(D)Gggb( )ez/ DG 1)/ QOGO (g, )+
OGN (2,2, y)er O G (2)+
OGO

e OGN (w,2,9)ex OGN (@) + e OCE)™ (2, 2)e S OGN (@) -
o0 (85,1110 [0, )] +
P (1)e3/ O [%Jg(z)m(x,y)} + 0, {Wg,j)bch(x’%y)” _
e%f(m)éahnuA64(a: —y), (B.17)
where we have introduced the 3P-function

LK (2,y)
5e(z)

Turning to the 1P-function for the ghost, We derive it with respect to n"(y) to obtain

Wal D 2,y 2) = Z° (B.18)

— 0K (@, y) — iged! " TO LI (3 y)0 P ()
—igfPex! OGO () K" (2, y) — igfrro Wi (z, 2, )

= 3/ ghst(z —y). (B.19)
Here we have introduced the 2P-function
(9)a
(n,9)ab 6GY " ()
L T,Y) = — = B.20
21 ( ) 6’]7b(y) ( )
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Then, we derive with respect to j*(y). This yields the equation for .J, as

— O (@,y) — ig f e O GEN" (@,y)0" P ()
zgfabce2f )G( Ja ( )8“J(n’])bhy(x,y)
- igf“bca“Jg(u’j)abh(w,x,y) =0, (B.21)
where we have introduced the 3P-function

,j)ab
SIS ()

Jén J)abc( Y, 2) = 5702) (B.22)
Again, setting all the currents to 0, gives the equations for the 2P-functions as
OGS (2,y) + 9 f e 8O0 [3 OGKD (2,2.) + 3 O (2.9) %
e/ OGS, (2) + +e2 G (2)e2! DGl ()] -
gfree 2! O [ O Gt (v, 2,y) + e/ O GY, (2, y)e2 OGS, (2)+
e/ D07 Gh (2)e2 O)GsE ()] -
gf e IO [ O9, Gl (v, 2.y) + 3 D9,G50 (2.9 VG () +
e3/@9,Gt (2)e3 ! OGS (z, ﬂ I
g2fab0fcdeef%f(|]) [e%f(D)Ggii;)\(x z y)eﬁf(D)Gue(x)
e%f(D)Ggiu(x,x) 1) OGysh(z, y) + er(D)a”deeh”(a: x,x,Y)+
2O (@,9)e2 O 6, ()e3 O G @)+
2/ OG, (2)ex! DG (2.9)er! O G @)+
e%f(D)Gl{u( Je 3 /O 1G4 (z )e%f( )Gy (2, y)+
%f(D)GgZ}B\”(x x y)le(D)Gd (z)+
S OCE! (2,203 G, (1) +
2/ (O )Gdeh”($,x,y)e2f( e u(T) +e 2/@ )Gdey(x,x)e%f( )G2 NG y)}
gfabCeaf VLR @, y)er O [0, P ()] +
Plb(ac)eif(m) [8 TS0 (x,y } [WbCh(x,x,y)H =
e%f(D)dahnM(S‘l(x —v). (B.23)
For the ghost, one has
— 0K, y) — igex! " T O L8 (2, y)0* P ()
—igf*e2! O Gy, ()" KY (@,y) — igf 0" Wi (.2, )
= 3/ @ gty —y), (B.24)
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and

— 0I5 (2, y) — igfex’ O QY (2, 4)0" Pl ()
—igf* e/ OGS, ()9 13" (2, y)

— igf“bc8”J§3h(w, z,y) =0. (B.25)
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