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1 Introduction

The interplay between supersymmetry and geometry has a long and beautiful history,
but it is fair to say that we are still trying to understand which geometries can support
supersymmetric theories. One reason is that the very notion of “supersymmetric theory”
is fluid. If we take the conservative stance that a supersymmetric theory is a field theory
invariant under some supersymmetry algebra, then the first question one needs to answer
is which are the possible supersymmetry algebras, to be followed by the analysis of their
unitary representations. The former problem has not been completely solved, whereas the
latter problem is largely unexplored.

There are two main classes of supersymmetric theories, depending on whether or not
the supersymmetry is local. The former are the supergravity theories, many of which are
related to low-energy limits of superstring theories, whereas the latter are the rigidly su-
persymmetric theories, which are the subject of much study today due to their rôle in
localisation in quantum field theory (see, e.g., [1]). The two kinds of theories are closely
related. Indeed, one way to construct rigidly supersymmetric theories, pioneered by Fes-
tuccia and Seiberg [2] a decade ago, is to couple a supergravity theory (with an off-shell
formulation) to matter and then to freeze the gravitational degrees of freedom (i.e., the
fields in the supergravity multiplet) in such a way that some supersymmetry is preserved.
This results in a rigidly supersymmetric theory for the matter multiplet. Supergravity
theories with an off-shell formulation are rare, however, and hence it is desirable to find
alternative means to constructing rigidly supersymmetric field theories.

Whereas in the Festuccia-Seiberg approach it is neither essential nor indeed desirable
for the fields in the supergravity multiplet to be on-shell, but only for them to preserve some
supersymmetry, in the strict context of supergravity the interesting geometries are the su-
persymmetric bosonic backgrounds. A bosonic background is a solution of the supergravity
field equations where the fermionic fields have been put to zero. Bosonic backgrounds have
very rich geometries, being after all examples of (higher-dimensional) general relativity
coupled to matter.

A particularly interesting and rich subclass of bosonic backgrounds are those which pre-
serve some supersymmetry. Since fermions are set to zero, the variation of any bosonic field
under supersymmetry is automatically zero, but not so for the variation of the fermionic
fields. In particular, the characteristic property of a supergravity theory is that the varia-
tion of the gravitino Ψ under a supersymmetry transformation with spinor field parameter
ε takes the form δεΨ = Dε, where D is a connection on spinors which, on a bosonic
background, includes terms depending on the additional bosonic fields in the supergravity
multiplet. For such a transformation to preserve a bosonic background, this variation must
vanish on that background; in other words, ε must be parallel with respect to D . The
condition Dε = 0, possibly augmented by algebraic conditions coming from the supersym-
metric variations of any other fermionic fields in the supergravity multiplet, is the Killing
spinor equation. The spinors ε obeying it are called Killing spinors, because squaring such
a spinor gives rise to a Killing vector field, known as its Dirac current.

It is always the case, perhaps after imposing some additional conditions on the bosonic
fields, that the Dirac current of a Killing spinor preserves the other bosonic fields of the
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background, and hence it preserves the connection D . This implies that such Killing vectors
preserve the space of Killing spinors, together with which they generate a Lie superalgebra
known as the Killing superalgebra of the background [3]. The Killing superalgebra is a
useful algebraic invariant of a supersymmetric supergravity background, and one conse-
quence of the homogeneity theorem [4] is that it determines a (> 1

2)-BPS1 background up
to local isometry. This was proved in [5] for eleven-dimensional supergravity, but it holds
in general for any background for which the Killing superalgebra is transitive.

The construction of the Killing superalgebra suggests that all we need in order to
identify which geometries can support rigid supersymmetry is a suitable notion of Killing
spinor: one which guarantees that the Killing spinors generate a Lie superalgebra.2 For
example, in the standard Poincaré supersymmetry on Minkowski spacetime, Killing spinors
are parallel with respect to the spin connection, whereas in AdS supersymmetry [7] Killing
spinors are so-called geometric Killing spinors, satisfying ∇Xε = λX ·ε, for some constant λ
related to the curvature of AdS. Geometric Killing spinors were also used in the pioneering
work of Blau’s [8] for the construction of rigidly supersymmetric gauge theories. Parallel
and geometric Killing spinors are intrinsic notions on any spin manifold, but the resulting
theories are not too different from Poincaré supersymmetry. To make further progress we
need to consider other notions of Killing spinors.

If we assume that the definition of a Killing spinor is that it be parallel with respect
to a suitable connection in the spinor bundle (possibly augmented by algebraic — i.e.,
non-differential — constraints), then a straightforward generalisation of the result in [5] for
the Killing superalgebra of eleven-dimensional supergravity backgrounds shows that the
resulting superalgebra has a special algebraic structure. Namely, it is naturally filtered in
such a way that the associated graded superalgebra is a graded subalgebra of the Poincaré
superalgebra. We say that it is a filtered subdeformation of the Poincaré superalgebra.

Such deformations are governed by the (generalised) Spencer cohomology of graded
superalgebras [9, 10], and so calculation of the relevant Spencer cohomology groups for
the Poincaré superalgebra is the first step in this analysis. The Spencer cohomology not
only determines the filtered deformations of the Poincaré superalgebra, it also gives the
expression for the connection defining the notion of a Killing spinor. In some cases, such as
the D = 11 [11, 12] and minimal D = 4 [13] Poincaré superalgebras, one obtains precisely
the connection D of a supergravity theory, but in other cases, such as the minimal D =
6 [14] Poincaré superalgebra, the Spencer cohomology is richer: additional bosonic fields
may be turned on, and the definitions of Killing spinors, supersymmetric backgrounds and
Killing superalgebras may be consistently generalised to accommodate them. The existence
of such generalisations is intriguing, not least because they provide curved backgrounds for
rigidly supersymmetric theories which do not appear to be attainable via supergravity.

In the present paper we discuss the Spencer cohomology of the minimal D = 5 Poincaré
superalgebra. Our motivation is two-fold. On the one hand, it is an intermediate case

1I.e., any background where the dimension of the space of Killing spinors is more than half the rank of
the spinor bundle.

2For a different approach to this problem, based on the algebraic classification of supersymmetric ex-
tensions of known spacetime algebras, and the superisation of the corresponding homogeneous spacetimes,
see, e.g., [6].
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between two similar calculations: minimal D = 4 and D = 6 Poincaré superalgebras,
and provides a useful additional datapoint in framing a conjecture about the behaviour
of Spencer cohomology under dimensional reduction. A second motivation is that we
may then go on to study supersymmetric reductions of the geometries admitting maximal
supersymmetry to four dimensions and perhaps in this way obtain novel four-dimensional
lorentzian and riemannian spin manifolds admitting rigid supersymmetry. This is the
subject of ongoing work.

We find that the relevant Spencer cohomology group H2,2(s−, s) is parametrised by
a two-form, which is expected from supergravity, and an sp(1)-valued one-form, which
does not correspond to any supergravity field. This is reminiscent of the Spencer data
from minimal D = 6, which also includes an additional sp(1)-valued one-form [14]. As
in the 6-dimensional case, after using Spencer cocycles to define a connection on spinors,
by imposing a constraint (the vanishing of the Clifford trace) on the curvature of that
connection, the bosonic equations of motion for supergravity can be recovered along with
an additional set of field equations for the one-form.

This paper is organised as follows. In section 2, we introduce our conventions and
some identities before describing the minimal Poincaré superalgebra s in 5 dimensions as a
graded Lie superalgebra. Our calculation of the Spencer cohomology H2,2(s−, s) is given in
section 3 and culminates in Theorem 9. This data is interpreted geometrically in section 4
by using it to define a connection D on spinors, as well as an associated notion of Killing
spinors, in a suitable geometric setting (a bosonic background). The curvature of D is
explicitly calculated in terms of the bosonic background fields and various conditions on it
are characterised. Theorem 13 characterises those geometries where the Clifford trace of
the curvature vanishes, whereas Theorem 14 characterises those geometries with vanishing
curvature. Section 5 is concerned with Killing superalgebras: the spinorial Lie derivative is
defined and some of its properties described; some properties of Killing spinors are derived;
then finally Killing superalgebras are defined, and their existence is proven (Theorem 21).
In section 6, we describe the maximally supersymmetric backgrounds explicitly. As can
be read in Theorem 23, these fall into two branches: the first coincides with maximally
supersymmetric supergravity backgrounds, making contact with known results [15, 16];
the second is characterised by the existence of an sp(1)-valued one-form. We determine
backgrounds belonging to the second branch, noting the resemblance to the 6-dimensional
case [14], and we describe the Killing superalgebras in both branches explicitly as filtered
deformations of s. Appendix A is a compilation of combinatorial tensor identities used in
geometric calculations.

2 The Poincaré superalgebra

In this section we set up our conventions and introduce the Poincaré superalgebra.

2.1 Spinorial conventions

Let (V, η) be a five-dimensional (mostly minus) lorentzian vector space. We will let [ :
V → V ∗ denote the musical isomorphism sending v to v[, where

v[(w) = η(v, w). (2.1)
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We define so(V ) to be the Lie algebra of η-skew-symmetric endomorphisms of V :

so(V ) = {A : V → V | η(Av,w) = −η(v,Aw) ∀v, w ∈ V } . (2.2)

There is a vector space (in fact, an so(V )-module) isomorphism so(V ) ∼= ∧2V . If A ∈ so(V ),
we define ωA ∈ ∧2V by

Av = −ιv[ωA. (2.3)

Conversely, if ω ∈ ∧2V , we define Aω ∈ so(V ) by the same relationship: namely,

Aωv = −ιv[ω. (2.4)

It then follows that these two maps are mutual inverses: AωA = A and ωAω = ω. Relative
to an orthonormal basis eµ for V , with η(eµ, eν) = ηµν , we find that

ωA = 1
2A

µνeµ ∧ eν where Aeµ = eνA
ν
µ, (2.5)

and indices are lowered and raised with ηµν and its inverse ηµν .
We define the Clifford algebra C`(V ) by the Clifford relations (notice the sign!)

v · v = η(v, v)1. (2.6)

As a real associative algebra, C`(V ) ∼= End(Σ) ⊕ End(Σ′), where Σ and Σ′ are two in-
equivalent irreducible Clifford modules, which are two-dimensional quaternionic (right)
vector spaces. They are distinguished by the action of the centre of C`(V ). The centre is
spanned by the identity and the volume element, defined by the Levi-Civita symbol εµνρστ
normalised to ε01234 = 1.

On the Clifford module Σ the volume element acts like the identity endomorphism idΣ,
whereas on Σ′ it acts like − idΣ′ . In other words, the centre of C`(V ) acts trivially on Σ
and non-trivially on Σ′. We will work with Σ from now on. We will also use the notation
1 for the identity endomorphism of Σ.

Under the representation homomorphism C`(V ) → End(Σ) the basis element eµ is
represented by the endomorphism Γµ. These endomorphisms satisfy the Clifford relation

ΓµΓν + ΓνΓµ = 2ηµν1. (2.7)

In addition, they obey
ΓµΓν = Γµν + ηµν1, (2.8)

with Γµν = 1
2 [Γµ,Γν ], et cetera. Since the volume element acts trivially and Hodge duality

is implemented by multiplication by the volume element, a basis for End(Σ) is given by
(1,Γµ,Γµν). Indeed, we have the following useful identities in End(Σ) for the other skew-
symmetric products of the Γµ:

Γµνρ = −1
2εµνρστΓστ , Γµνρτ = εµνρστΓτ and Γµνρστ = εµνρστ1. (2.9)
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Lemma 1. The following identities between gamma matrices hold:

ΓµΓµ = 51

ΓµΓνΓµ = −3Γν
ΓµΓνρΓµ = Γνρ

1
2ΓµνΓµν = −101

1
2ΓµνΓρΓµν = −2Γρ

1
2ΓµνΓρσΓµν = 2Γρσ.

(2.10)

If A ∈ so(V ), its action on Σ is given by Clifford product with 1
2ωA:

As = 1
2ωA · s = 1

4A
µνΓµνs. (2.11)

Let ∆ denote a one-dimensional quaternionic (right) vector space, which we think as a
two-dimensional complex vector space. We can similarly think of Σ as a four-dimensional
complex vector space with a quaternionic structure, so that the (complex) tensor product
Σ⊗C ∆ has a real structure and hence it is the complexification of a real eight-dimensional
representation we denote by S. As a real vector space, S is just Σ when we restrict scalars
from H to R. Spinors in S are “symplectic Majorana” spinors and we choose to view them
as pairs sA ∈ Σ, where A = 1, 2, subject to a symplectic Majorana condition which uses the
symplectic structures on Σ and ∆, respectively, and which we will write presently. Let us
normalise εAB so that ε12 = +1 and ε12 = +1. We raise and lower indices with ε according
to the conventions: εABX

B
C = XAC and εABXAC = XB

C , et cetera. The symplectic
Majorana condition on the pair sA is such that

(sA)∗ = εABBsB, (2.12)

where B obeys
BΓµ = Γ∗µB (2.13)

and normalised to B†B = 1.
It follows that the gamma matrices preserve S, hence so does the 16-dimensional real

associative subalgebra RΓ ⊂ EndC(Σ) they generate. Note that this algebra is simply the
image of C`(V ) under the representation on Σ. We denote by EndH ∆ the real associative
subalgebra of EndC ∆ which preserves the quaternionic structure on ∆. As a real vector
space, EndH ∆ = R1 ⊕ sp(1). If we use the symplectic form to lower indices and identify
∆∗ ∼= ∆, we also identify EndC ∆ ∼= ⊗2∆ = �2∆ ⊕ ∧2∆. Under this identification, sp(1)
is the quaternionic structure-preserving part of �2∆ and R1 ∼= Rε is that of ∧2∆. We
can identify EndR(S) as the real subalgebra of End(Σ ⊗C ∆) which preserves S, and it
follows from the discussion above that EndR(S) = RΓ⊗ (R1⊕ sp(1)). The inclusion in one
direction is clear; the other then follows by a dimension count.

The symplectic structure C on Σ is real and satisfies

CΓµ = ΓTµC =⇒ CΓµν = −ΓTµνC. (2.14)

We define for sA1 , sA2 ∈ Σ,
sA1 s

B
2 :=

(
sA1

)T
CsB2 . (2.15)

– 5 –
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Lemma 2. The following identities hold for all sA1 , sA2 ∈ Σ:

1. sA1 sB2 = −sB2 sA1 ,

2. sA1 ΓµsB2 = −sB2 ΓµsA1 ,

3. sA1 ΓµνsB2 = sB2 ΓµνsA1 .

This allows us to define a symmetric inner product on S:

〈s1, s2〉 := εABs
A
1 s

B
2 . (2.16)

It follows from Lemma 2 that for all v ∈ V ,

〈s1, v · s2〉 = 〈v · s1, s2〉 , (2.17)

and from this it follows that it is so(V )-invariant:

〈As1, s2〉 = −〈s1, As2〉 , (2.18)

for all A ∈ so(V ).
There are a number of bilinears we can make from spinors. If s ∈ S, then we define

µs := εABs
AsB, κµs := εABs

AΓµsB and ωABs,µν = sAΓµνsB. (2.19)

The map κ : S → V sending s 7→ κs defines the Dirac current of s to be the unique
vector κs ∈ V such that for all v ∈ V ,

η(κs, v) = 〈s, v · s〉 . (2.20)

Similarly, µs = 〈s, s〉 more invariantly and also for all v, w ∈ V ,

ωABs (v, w) = 1
2s

A[v, w] · sB, (2.21)

where [v, w] is the Clifford commutator. The following is the result of a calculation in an
explicit realisation.

Lemma 3 (Reality conditions). For s symplectic Majorana, it follows that µs and κs are
real, whereas

(
ω11
s

)∗ = ω22
s and

(
ω12
s

)∗ = −ω12
s .

The proof of the following Fierz identities is routine. We simply remark that tr 1 = 4
since we are working in a four-dimensional complex vector space (with a quaternionic
structure).

Lemma 4 (Fierz identities). For all sA1 , sB2 ∈ Σ,

sA1 s
B
2 = −1

4s
A
1 s

B
2 1− 1

4s
A
1 ΓµsB2 Γµ −

1
8s

A
1 ΓµνsB2 Γµν . (2.22)

In particular, taking s1 = s2 = s we arrive at

sAsB = −1
8ε

ABµs1−
1
8ε

ABκs −
1
4ω

AB
s , (2.23)

where we define ωABs = 1
2ω

AB
s,µνΓµν .
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From this latter Fierz identity there follow some useful relations between the bilinears
µs, κs and ωABs defined above.

Lemma 5. Let s ∈ S and let µ, κ and ωAB be the corresponding bilinears. Then they
satisfy the following relations:

(i) κ · sA = µsA

(ii) 3µsC + εABω
CA · sB = 0

(iii) ω(AB · sC) = 0

(iv) ωAB(κ,−) = 0

Proof. As a result of the Fierz identity (2.23) we find that

µsC = εABs
AsBsC

= εABs
CsAsB

= εAB

(
−1

8ε
CAµ1− 1

8ε
CAκ− 1

4ω
CA
)
· sB

= 1
8µs

C + 1
8κ · s

C − 1
4εABω

CA · sB

(2.24)

or, equivalently,
7
8µs

C − 1
8κ · s

C + 1
4εABω

CA · sB = 0. (2.25)

Similarly, by calculating κ · sC and using the Fierz identity (2.23), we arrive at

5
8µs

C − 11
8 κ · s

C − 1
4εABω

CA · sB = 0. (2.26)

Adding equations (2.25) and (2.26), we obtain (i) and, plugging (i) back into either of those
two equations, we obtain (ii). To obtain (iii), we calculate ωAB · sC again using the Fierz
identity (2.23), obtaining

ωAB · sC + 1
2ω

CA · sB + 5
4ε

ACµsB + 1
4ε

ACκ · sB = 0. (2.27)

Using (i), we rewrite this as

ωAB · sC + 1
2ω

CA · sB + 3
2ε

ACµsB = 0. (2.28)

This equation decomposes into two equations by (skew-)symmetrising in AC. The skew-
symmetric component

ωB[A · sC] + 3
2ε

ACµsB = 0 (2.29)

vanishes identically by (ii), whereas the symmetric component

1
2ω

BA · sC + 1
2ω

BC · sA + 1
2ω

CA · sB = 0 (2.30)
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is precisely (iii). Finally, to obtain (iv), we notice that for any w ∈ V ,

ωAB(κ,w) = 1
2s

A[κ,w] · sB

= 1
2s

Aκ · w · sB − 1
2s

Aw · κ · sB

= 1
2κ · s

Aw · sB − 1
2s

Aw · κ · sB,

(2.31)

which vanishes by (i) and where we have used that:

sAκ = (sA)TCκ = (sA)TκTC = (κ · sA)TC = κ · sA. (2.32)

It follows from (ii) and (iii) in Lemma 5 that ωAB · sC = −µ
(
sAεBC + sBεAC

)
=

−2µs(AεB)C . In addition, it follows from (i) that η(κ, κ) = µ2 ≥ 0, so that κ is causal:
timelike if 〈s, s〉 6= 0 and null if 〈s, s〉 = 0, and it follows from (iv) that the elements of
so(V ) corresponding to ωAB leave κ invariant. We also have ωABµν ω

µν
AB = 6µ2 ≥ 0 by (i),

(ii), and a further application of the Fierz identity. There are other identities which can
be derived, such as

ωAB[µν κρ] = −1
6µεµνρστω

AB στ . (2.33)

The 2-forms ωAB associated with s define spinor endomorphisms

ω̂AB := 1
4ω

AB
µν Γµν , (2.34)

whose commutators satisfy:

[ω̂12, ω̂11] = µω̂11, [ω̂12, ω̂22] = −µω̂22 and [ω̂11, ω̂22] = −2µω̂12, (2.35)

defining, for µ 6= 0, the complex Lie algebra sl(2,C). However, the symplectic Majorana
condition on s picks out a real form corresponding to the real 2-forms; using Lemma 3,
this is the real span of the following spinor endomorphisms:

L1 := 1
2(ω̂11 + ω̂22), L2 := i

2(ω̂11 − ω̂22) and L3 := iω̂12. (2.36)

These satisfy
[Li, Lj ] = µεijkLk, (2.37)

for i, j, k = 1, 2, 3. In summary we have proved the following.

Proposition 6. Let s ∈ S and µ, κ and ωAB be the corresponding bilinears. Then the
2-forms ωAB define a Lie subalgebra of the stabiliser of κ in so(V ) under the isomorphism
so(V ) ∼= ∧2V . If κ is null (equivalently, µ = 0), this subalgebra is abelian and if κ is
timelike, the subalgebra is isomorphic to sp(1).
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2.2 The Poincaré superalgebra

The Poincaré algebra p(V ) is the Lie algebra of isometries of (V, η). It is a 15-dimensional
Z-graded Lie algebra with underlying vector space

p(V ) = p−2 ⊕ p0 = V ⊕ so(V ) (2.38)

and Lie brackets

[A,B] = AB −BA [A, v] = Av and [v, w] = 0 (2.39)

for all v, w ∈ V , and A,B ∈ so(V ).
The d = 5 Poincaré superalgebra s(V ) is the minimal superalgebra extending the

Poincaré algebra of V . In fact, the even Lie algebra s0̄ = p(V ) is the Poincaré algebra.
The odd subspace s1̄ = S, the real eight-dimensional Clifford module S. The underlying
vector space of the Z-graded Lie superalgebra s(V ) is

s(V ) = s−2 ⊕ s−1 ⊕ s0 = V ⊕ S ⊕ so(V ) (2.40)

and Lie brackets given by those in (2.39) and

[A, s] = 1
2ωA · s [v, s] = 0 and [s, s] = κs (2.41)

for all s ∈ S, v ∈ V and A ∈ so(V ). In the remainder of the paper, we will denote the
Poincaré superalgebra simply by s, leaving V implicit in the notation.

3 Spencer cohomology

In this section we describe our calculation of the Spencer cohomology of the d = 5 Poincaré
superalgebra.

3.1 Lie algebra cohomology

We start by briefly recalling the Chevalley-Eilenberg complex computing the cohomology of
a (finite-dimensional) Lie algebra g relative to a module M. Let G be the simply-connected
Lie group with Lie algebra g. The exterior derivative of a left-invariant differential form on
G is itself left-invariant and hence the left-invariant forms on G define a sub-complex of the
de Rham complex of G. Furthermore, since a left-invariant form is uniquely determined
by its value at the identity, we may localise the sub-complex of left-invariant forms at the
identity, resulting in a differential complex (C•(g) = ∧•g∗, ∂) known as the Chevalley-
Eilenberg complex. Its cohomology H•(g) is the Lie algebra cohomology of g or, more
precisely, the Lie algebra cohomology of g with values in the trivial module R.

Let ρ : g→ gl(M) be a representation of g and let us also denote by ρ the corresponding
representation of the simply-connected G. Letting Lg : G→ G denote the left multiplica-
tion by g ∈ G, we may consider the G-equivariant M-valued differential forms on G: M-
valued differential forms ω which obey L∗gω = ρ(g) ◦ω for all g ∈ G. Every such ω localises
at the identity to a linear map ∧•g→M. The space C•(g,M) := M⊗ ∧•g∗ of such maps
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becomes a complex under the Chevalley-Eilenberg differential ∂ : Ck(g,M)→ Ck+1(g,M)
defined by extending linearly the linear map

∂(m⊗ ω) = ∂m ∧ ω +m⊗ ∂ω, (3.1)

for m ∈ M and ω ∈ ∧kg∗, where ∂ω is induced, as before, by the de Rham differential
and ∂m : g → M is defined by ∂m(X) = ρ(X)m for all X ∈ g. The cohomology of this
complex is denoted H•(g,M) and is called the Lie algebra cohomology of g with values in
the module M.

The preceding discussion extends to the case of g a Lie superalgebra and M a module,
except that now ∧ is taken in the super-sense (i.e., symmetric on odd elements) and we
must insert the relevant Koszul signs. Explicitly, the Chevalley-Eilenberg differential ∂ :
Ck(g,M)→ Ck+1(g,M) in low degree is given by

∂ : C0(g,M)→ C1(g,M)
∂m(X) = ρ(X)m,

(3.2)

∂ : C1(g,M)→ C2(g,M)
∂ϕ(X,Y ) = ρ(X)ϕ(Y )− (−1)xyρ(Y )ϕ(X)− ϕ([X,Y ]) ,

(3.3)

∂ : C2(g,M)→ C3(g,M)
∂ϕ(X,Y, Z) = ρ(X)ϕ(Y, Z) + (−1)x(y+z)ρ(Y )ϕ(Z,X) + (−1)z(x+y)ρ(Z)ϕ(X,Y )

− ϕ([X,Y ], Z)− (−1)x(y+z)ϕ([Y,Z], X)− (−1)z(x+y)ϕ([Z,X], Y ) ,
(3.4)

where x, y, z denote the parity of elements X,Y, Z of g.
If we take M = g to be the adjoint representation, with ρ(X)Y = [X,Y ], then H•(g, g)

has the following interpretation in low degree:

• H0(g, g) is isomorphic to the centre of g;

• H1(g, g) is the quotient of the derivations of g by the inner derivations; and

• H2(g, g) are the infinitesimal deformations of g.

In this paper we concentrate on a refinement of this latter cohomology group for the case
of graded Lie superalgebras. Rather than discuss this in full generality, let us already
specialise to the Poincaré superalgebra defined in section 2.2.

3.2 The Spencer complex

Let s− := s−1 ⊕ s−2 denote the negative-degree subalgebra of the Poincaré superalgebra.
It is a Lie superalgebra in its own right and the restriction of the adjoint action of s to s−
makes s into a module of s−. We define Cp(s−; s) = Hom(∧ps−, s), where ∧p is taken in the
super-sense. The direct sum C• := ⊕

pC
p(s−; s) becomes a differential complex relative to

the Chevalley-Eilenberg differential of s− relative to its module s. We extend the Z-grading
of s to C• in the natural way and, since s is Z-graded, the differential has degree 0. Therefore
the Chevalley-Eilenberg complex decomposes into subcomplexes of a fixed degree: we let
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Cd,p(s−; s) denote the p-cochains of degree d and ∂ : Cd,p(s−; s) → Cd,p+1(s−; s) denote
the restriction of the Chevalley-Eilenberg differential. We are interested in calculating
H2,2(s−; s). The relevant spaces of cochains are:

C2,1(s−; s) = Hom(V, so(V ))
C2,2(s−; s) = Hom(∧2V, V )⊕Hom(V ⊗ S, S)⊕Hom(�2S, so(V ))
C2,3(s−; s) = Hom(�2S ⊗ V, V )⊕Hom(�3S, S),

(3.5)

and the differential can be read off from equations (3.3) and (3.4) above, with ρ(X)Y =
[X,Y ] for X ∈ s− and Y ∈ s.

As usual, the Spencer differential ∂ : C2,1(s−; s) → C2,2(s−; s) is injective and hence
H2,1(s−; s) = 0. Moreover, H2,2(s−; s) ∼= H 2,2, where

H 2,2 = kerπ1 ∩ Z2,2, (3.6)

where Z2,2 is the space of Spencer cocycles in C2,2(s−; s) and π1 : C2,2(s−; s) →
Hom(∧2V, V ) is the natural projection onto the first summand. In other words, cohomology
classes in H2,2(s−; s) are in bijective correspondence with normalised cocycles β+γ ∈ Z2,2,
where β : V ⊗ S → S and γ : �2S → so(V ).

There are two components to the cocycle condition: one in Hom(�2S ⊗ V, V ):

γ(s, s)v + 2[s, β(v, s)] = 0, (3.7)

and one in Hom(�3S, S)
γ(s, s)s+ β([s, s], s) = 0, (3.8)

for all v ∈ V and s ∈ S.

3.3 Solution of the first cocycle condition

We define βv ∈ End(S) by βv(s) = β(v, s) for v ∈ V and s ∈ S. We let βµ := βeµ and
parametrise βµ as follows:

(βµs)B = Aµs
B+BµBCsC+CµνΓνsB+Dµν

B
CΓνsC+ 1

2EµνρΓ
νρsB+ 1

2Fµνρ
B
CΓνρsC , (3.9)

where Bµ, Dµν , Fµνρ ∈ sp(1). In particular, with all lowered ∆-indices, these components
are symmetric in those indices. The first cocycle condition (3.7) becomes

γ(s, s)µν + 2εABsAΓµ(βνs)B = 0. (3.10)

The skew-symmetric part in µν expresses γ(s, s) in terms of β, whereas the symmetric part
constrains β.

Lemma 7 (First cocycle condition). The solution of the first cocycle condition (3.7) is
given by

(βµs)B = Bµ
B
Cs

C + CµνΓνsB + 1
5D

B
CΓµsC + 1

2EµνρΓ
νρsB + 1

4F
ρB

CΓµρsC

γ(s, s)µν = 2µCµν −
2
5DABω

AB
µν + 2Eµνρκρ + 1

4εµνρ
στF ρABω

AB
στ ,

(3.11)

for some C ∈ ∧2V and E ∈ ∧3V .
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Proof. Symmetrising the first cocycle condition in µν results in

0 = εABs
A
(
Γµ(βνs)B + Γν(βµs)B

)
, (3.12)

which expands to

0 = 2κ(µAν) + 2µC(µν) +Dµ
ρ
ABω

AB
νρ +Dν

ρ
ABω

AB
µρ + 2E(µν)ρκ

ρ

− 1
4εµρσ

τξFν
ρσ
ABω

AB
τξ −

1
4ενρσ

τξFµ
ρσ
ABω

AB
τξ . (3.13)

Since this equation holds for all s ∈ S, the terms in µ, κµ and ωABµν must separately vanish.
The µ-term simply says that C(µν) = 0, so that C ∈ ∧2V . (We do not distinguish between
V and V ∗.) The κ-terms result in the equation

0 = Eµνρ + Eνµρ + ηµρAν + ηνρAµ. (3.14)

Adding the cyclic permutations of this equation and using that Eµνρ = −Eµρν , we find that

η(µνAρ) = 0 =⇒ Aµ = 0, (3.15)

and hence that Eµνρ = −Eνµρ, which says that E ∈ ∧3V . Finally, the ω-terms result in

0 = Dµξητν +Dνξητµ −Dµτηξν −Dντηξµ −
1
2εµρστξFν

ρσ − 1
2ενρστξFµ

ρσ, (3.16)

where we have omitted the sp(1)-indices. Tracing with ηµν we find

D[τξ] = 1
4ετξνρσF

νρσ, (3.17)

whereas tracing with ηντ yields

5Dµξ −Dηµξ + 1
2εµξρστF

τρσ = 0, (3.18)

where we have introduced D := ηµνDµν . Breaking up into symmetric and skew-symmetric
parts, we find

D(µξ) = 1
5ηµξD and D[µξ] = − 1

10εµξρστF
ρστ . (3.19)

Taking these equations together with equation (3.17), we conclude that Dµν = 1
5ηµνD and

εµνρστF
ρστ = 0, so that the ∧3V component of F vanishes. Back into the ω-equation (3.16),

we find
εµρστξFν

ρσ + ενρστξFµ
ρσ = 0. (3.20)

Contracting with εντξαβ , we arrive at

16Fµαβ + 4δβµFννα − 4δαµFννβ = 0 =⇒ Fµνρ = 1
4 (ηµνFρ − ηµρFν) , (3.21)

where we have defined Fµ := F ννµ. Collecting these results together, we arrive at the
expressions for β and γ in the statement of the lemma.
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3.4 Solution of the second cocycle condition

The second cocycle condition (3.8) becomes
1
4γ(s, s)µνΓµνsB + κµ(βµs)B = 0, (3.22)

where γ(s, s)µν and (βµs)B are given in Lemma 7.

Lemma 8 (Second cocycle condition). The second cocycle condition reduces to

DB
C = 0, Bµ

B
C = −1

2Fµ
B
C and Eµνρ = 1

4εµνρστC
στ . (3.23)

Proof. From the expressions for β and γ in Lemma 7, the second cocycle condition (3.22)
can be written as (

µΘB
C + κµΨµ

B
C + 1

2ω
AD
µν Φµν

ADδ
B
C

)
sC = 0, (3.24)

where we have introduced the shorthands

ΘB
C := 1

2CµνΓµνδBC + 1
2D

B
C −

1
4Fµ

B
CΓµ

Ψµ
B
C := EµνρΓνρδBC +Bµ

B
C + 1

4Fµ
B
C + CµνΓνδBC

Φµν
AB := 1

8ε
µνρστFρABΓστ .

(3.25)

We expand µ, κ and ω in equation (3.24) to obtain(
εABs

AsBΘC
D + εABs

AΓµsBΨµ
C
D + 1

2s
AΓµνsBΦµν

ABδ
C
D

)
sD = 0 (3.26)

and we polarise away from the diagonal:(
εABs

A
1 s

B
2 ΘC

D + εABs
A
1 ΓµsB2 Ψµ

C
D + 1

2s
A
1 ΓµνsB2 Φµν

ABδ
C
D

)
sD3

+
(
εABs

A
2 s

B
3 ΘC

D + εABs
A
2 ΓµsB3 Ψµ

C
D + 1

2s
A
2 ΓµνsB3 Φµν

ABδ
C
D

)
sD1

+
(
εABs

A
1 s

B
3 ΘC

D + εABs
A
1 ΓµsB3 Ψµ

C
D + 1

2s
A
1 ΓµνsB3 Φµν

ABδ
C
D

)
sD2 = 0,

(3.27)

where in the last line we have used the symmetry properties of Lemma 2. We write this
as an endomorphism acting on sD3 :(

εABs
A
1 s

B
2 ΘC

D + εABs
A
1 ΓµsB2 Ψµ

C
D + 1

2s
A
1 ΓµνsB2 Φµν

ABδ
C
D

+ 2εADΘC
Bs

B
1 s

A
2 s

D
3 + 2εADΨµ

C
Bs

B
1 s

A
2 Γµ + Φµν

ADs
C
1 s

A
2 Γµν

)
sD3 = 0. (3.28)

This is true for all s3, hence the endomorphism in parenthesis has to vanish for all s1 and
s2. Being symmetric in s1 and s2, it is uniquely characterised by its values on the diagonal,
so we can simply take s1 = s2 = s and rewrite the second cocycle condition as

εABs
AsBΘC

D + εABs
AΓµsBΨµ

C
D + 1

2s
AΓµνsBΦµν

ABδ
C
D

+ 2εADΘC
Bs

BsAsD3 + 2εADΨµ
C
Bs

BsAΓµ + Φµν
ADs

CsAΓµν = 0. (3.29)

– 13 –



J
H
E
P
0
7
(
2
0
2
1
)
2
0
9

We use the Fierz identity (2.23) in the last three terms and we collect terms in µ, κ and
ω together, each of which must vanish (as an endomorphism of S) separately, resulting in
three equations:

5ΘC
D + Ψµ

C
DΓµ + 1

2ε
ACΦµν

ADΓµν = 0, (3.30)

5Ψµ
C
D + ΘC

DΓµ + Ψν C
DΓµν + 1

2ε
ACΦνρ

ADΓµΓνρ = 0, (3.31)

and

Φµν
ABδ

C
D + 1

2εD(AΘC
B)Γµν −

1
2Ψρ

C
(AεB)DΓµνΓρ − 1

4δ
C
(AΦρσ

B)DΓµνΓρσ = 0. (3.32)

We notice that the µ-equation (3.30) is the Clifford trace of the κ-equation (3.31): indeed,
contracting equation (3.31) on the right with Γµ we obtain equation (3.30). Therefore the
µ-equation is redundant and we concentrate on the other two equations.

The κ-equation can be rewritten as

5ΨµAB + ΘABΓµ + Ψν
ABΓµν + 1

2Φνρ
ABΓµΓνρ = 0. (3.33)

Upon substituting the expressions for Θ, Ψ and Φ into this equation, we first symmetrise
in AB (dropping the indices) and using the Clifford relations we arrive at

5
(
Bµ + 1

2Fµ
)

+
(
Bν + 1

2F
ν
)

Γµν + 1
2DΓµ = 0, (3.34)

which results in
DAB = 0 and Bµ

AB = −1
2F

µ
AB. (3.35)

If instead we skew-symmetrise in AB we arrive at

5(EµνρΓνρ + CµνΓν) + 1
2CνρΓ

νρΓµ + (EνστΓστ + Cνρρ )Γµν = 0. (3.36)

Contracting with Γµ on the right and simplifying we find

3Cµν = εµνρστE
ρστ , (3.37)

which can be inverted to write

Eµνρ = 1
4εµνρστC

στ . (3.38)

Re-inserting this back into equation (3.36), we find that it is identically satisfied.
One can check that the remaining equation (3.32) is identically satisfied.

In summary, we have proved the following

Theorem 9. As a module of so(V )⊕ sp(1), we have the following isomorphism:

H2,2(s−; s) ∼=
(
∧2V ⊗ ∧2∆

)
⊕
(
V ⊗�2∆

)
, (3.39)
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where to a class (CµνεAB, FµAB) ∈ H2,2 there corresponds the cocycle (β, γ) ∈ Hom(V ⊗
S, S)⊕Hom(�2S, so(V )) given by

β(v, s)B = 1
4v · C · s

B − 3
4C · v · s

B − 1
8v · F

B
C · sC −

3
8F

B
C · v · sC

γ(s, s)µν = 2µCµν + 1
2κ

ρεµνρστC
στ + 1

4εµνρ
στF ρABω

AB
στ .

(3.40)

This is not far from the naive dimensional reduction of the result in [14]: the self-dual
3-form reduces dimensionally to a 2-form (Cµν) and a 3-form (Eµνρ) which are related by
Hodge duality and the sp(1)-valued 1-form gives rise to an sp(1)-valued 1-form (FµAB) and
an sp(1)-valued scalar, which is missing from the five-dimensional calculation. The precise
behaviour of the Spencer cohomology under dimensional reduction lies beyond the scope
of this paper and will be addressed in a separate paper.

4 Zero-curvature equations

In this section we interpret the cohomological calculations of the previous section geomet-
rically. The first step is to re-interpret the Spencer complex geometrically and we do this
in section 4.1, arriving at a connection D on spinor fields, whose curvature we calculate
in section 4.3. The final aim of this section is to derive the conditions for maximal super-
symmetry, which at least locally is tantamount to the flatness of D . We do this in two
steps: in section 4.4 we impose the vanishing of the Clifford trace of the curvature, which
in the supergravity context often coincides with the bosonic field equations, and finally in
section 4.5 we derive the conditions for vanishing curvature. In section 5 we will show that
the D-parallel spinor fields generate a Lie superalgebra at least when the curvature of D

is Clifford-traceless and in section 6 we will study the geometries on which D is flat.

4.1 Setup

We shall fix a five-dimensional lorentzian spin manifold (M, g) and let V be as in section 2;
that is, V is a five-dimensional lorentzian vector space we may identify with R1,4. The
spin bundle Spin(M) is a principal Spin(V )-bundle which comes with a bundle morphism
Spin(M) → SO(M) to the oriented orthonormal frame bundle, covering the identity and
agreeing fibrewise with the standard 2-to-1 covering homomorphism Spin(V ) → SO(V ).
The principal bundle SO(M) is a G-structure with G = SO(V ) and therefore comes with a
soldering form which restricts pointwise to a vector space isomorphism TpM → V . These
isomorphisms assemble to a bundle isomorphism between TM and the “fake tangent bun-
dle” SO(M) ×SO(V ) V , which is the associated vector bundle of SO(M) corresponding to
the vector representation of SO(V ). Using this construction, we may locally write the
components of tensor fields on M as if they were tensors on V using the orthonormal basis
on V . This may be equivalently viewed as working in a local orthonormal frame on M .

Since we are interested in spin manifolds, the relevant principal bundle is Spin(M).
Any associated vector bundle to SO(M) can be interpreted as an associated vector bundle
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to Spin(M) via the bundle morphism Spin(M)→ SO(M), but there are of course also as-
sociated vector bundles to Spin(M) which do not arise in this way: namely, those involving
spinorial representations.

As in section 2.1, let Σ denote one of the two inequivalent Clifford modules of C`(V ).
It becomes a Spin(V )-module by restriction. Let $ := Spin(M) ×Spin(V ) Σ denote the
corresponding spinor bundle. It is a complex rank-4 vector bundle with a quaternionic
structure J and an invariant symplectic inner product (σ, τ) 7→ σ̄τ inherited from Σ. We
introduce an auxiliary trivial3 complex rank-2 vector bundle H ∼= M × ∆. It too has a
quaternionic structure j and a symplectic inner product (·, ·) inherited from ∆. We will
make a global choice of symplectic frame e1, e2 for H such that (eA, eB) = εAB, where
εAB is as in section 2.1. On the tensor product bundle SC := $⊗H we have an invariant
real structure J ⊗ j. Its real sub-bundle S is the real rank-8 vector bundle associated to
Spin(M) via the representation S, whose complexification S ⊗R C = Σ ⊗C ∆. Any spinor
section s of SC or S may be expanded relative to the global frame eA as s = sA⊗eA, where
in the case of S the sA are subject to the reality condition (2.12). The symplectic inner
products on $ and H combine to an inner product on SC given by 〈s1, s2〉 = εAB s̄

A
1 s

B
2 ,

which is real when restricted to S. We shall refer to sections of SC as (symplectic) Dirac
spinor fields and to sections of S as (symplectic) Majorana spinor fields.

In summary, with any representation W of Spin(V ) made out of V and S (via ten-
sor product and taking duals) we can associate a vector bundle Spin(M) ×Spin(V ) W in
such a way that to any Spin(V )-equivariant linear map ϕ : W1 → W2 between two such
representations, we associate a corresponding bundle morphism Spin(M) ×Spin(V ) W1 →
Spin(M)×Spin(V ) W2. Since the cochains in the generalised Spencer complex are Spin(V )-
modules and the differential is Spin(V )-equivariant, we may interpret the Spencer complex
as a complex of the associated vector bundles and, in particular, as a complex on their
spaces of smooth sections, and similarly for its cohomology.

In this way, for example, the component β of the Spencer cocycle in equation (3.40)
can be interpreted as a section of the vector bundle associated to the representation
Hom(V,End(S)), which is the bundle of one-forms with values in End(S). This is the
bundle on whose space of sections the affine space of connections on S is modelled on
and therefore we may understand β as the difference between two such connections. The
natural connection on S is the spin connection ∇ — that is, the one induced from the lift
to Spin(M) of the Ehresmann connection on SO(M) which induces the Levi-Civita con-
nection on TM — and therefore we may interpret the cocycle component β as ∇−D for
some connection D on S. The cocycle component β depends on the additional geometric
data parametrising the relevant Spencer cohomology, namely a two-form C ∈ Ω2(M) and
an sp(1)-valued one form F ∈ Ω1(M, sp(1)).

Thus let us define a (bosonic) background (M, g,C, F ) to be a spin manifold
(M, g) with the structures described above along with the forms C ∈ Ω2(M) and F ∈
Ω1(M ; sp(1)). It will be useful in places to view the components FAB of F in a symplec-

3It could be interesting to relax this condition, gauge the R-symmetry and introduce a connection on a
possibly non-trivial R-symmetry bundle, but that lies beyond the scope of the present paper.
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tic frame for H as 1-forms on M . The End(S)-valued one-form β corresponding to the
Spencer cocycle in equation (3.40) is given by

βXs = 1
4X · C · s−

3
4C ·X · s−

1
8X · F · s−

3
8F ·X · s, (4.1)

where s is a Majorana spinor field, X is a vector field, · denotes both the Clifford multi-
plication of forms and the Clifford action of forms on spinor fields, and F also acts via the
sp(1) action on Γ(S) to the right.4

With the conventions chosen above, in components we have

(βµs)A = 1
8C

αβ
(
εµαβστΓστ + 8ηµαΓβ

)
sA + 1

4F
αA
B

(
Γµα − 2ηµα

)
sB. (4.2)

We define the superconnection D on S by

DXs = ∇Xs− βXs, (4.3)

where ∇ is (the spin lift of) the Levi-Civita connection, X ∈ X(M) and s ∈ Γ(S). In
components,

(Dµs)A = ∇µsA −
1
8C

αβ
(
εµαβστΓστ + 8ηµαΓβ

)
sA − 1

4F
αA
B

(
Γµα − 2ηµα

)
sB. (4.4)

Let us remark that, contrary to what one might have suspected, the sp(1)-valued one-
form F does not correspond to the difference between two connections on the auxiliary
bundle H . If that were the case, the term 1

4F
αA
B Γµα in the expression for D would be

absent, while its presence suggests a mixing of local Lorentz and R-symmetries.

Definition 10. A Killing spinor (field) on a background (M, g,C, F ) is a spinor field
s ∈ Γ(S) which is parallel with respect to the superconnection D ; that is, if it satisfies the
Killing spinor equation

∇s = βs. (4.5)

A background (M, g,C, F ) is supersymmetric if it admits a Killing spinor, and maxi-
mally supersymmetric if its space of Killing spinors has maximal dimension.

The notion of “maximal dimension” in the definition above arises because a set of
linearly independent sections has linearly independent values at all points; hence such a
set has size at most rank S = dimS. The following proposition gives a necessary condition
for maximal supersymmetry.

Proposition 11. If a background (M, g,C, F ) is maximally supersymmetric, it is flat with
respect to the superconnection: the curvature tensor RD , given by

RD(X,Y ) = D[X,Y ] − [DX ,DY ] (4.6)

where X,Y are vector fields, vanishes. The converse holds if M is simply connected.
4We abuse notation in that on the right-hand side we should have the metrically dual one-form X[ and

not the vector field, but we trust this ought not be a cause of confusion.
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Proof. Clearly from the definition, RD annihilates Killing spinors. If there are rank S =
dimS linearly independent Killing spinors, at any point x ∈M their values span the fibre
Sx, thus RD must annihilate all spinors at x, hence RD vanishes.

Conversely, assume M is simply connected and D is flat. Any choice of a spinor at any
point determines a Killing spinor by parallel transport, and furthermore, parallel transport
of a basis at any point determines dimS linearly independent Killing spinors.

Determining the curvature tensor will allow necessary (and sufficient, in the case of
simply-connected backgrounds) conditions for maximal supersymmetry to be found. It is
also possible to recover the bosonic supergravity equations by imposing a weaker restriction
than the vanishing of the curvature, namely the vanishing of its Clifford trace: ΓνRD

µν = 0.
Indeed, after finding RD , our approach will be to calculate its Clifford trace and derive
necessary and sufficient conditions for this to vanish, which will simplify the vanishing
curvature calculation.

4.2 Conventions on curvature tensors

We define the curvature RD ∈ Ω2(M ; End(E)) of any connection D on a vector bundle E
over M by

RD(X,Y ) = D[X,Y ] − [DX , DY ]. (4.7)

In particular, R∇ is the Riemann curvature tensor and RD is the curvature of the super-
connection D . The Ricci tensor Ric ∈ �2T ∗M is

Ric(X,Y ) = tr
(
Z 7→ R∇(X,Z)Y

)
. (4.8)

In a local frame5 {eµ}, we define the components of the Riemann curvature tensor to be

R∇(eµ, eν)eτ = R σ
µν τeσ. (4.9)

We use the metric to raise and lower indices so that

Rµνστ = gσρR
ρ

µν τ = g(eσ, R∇(eµ, eν)eτ ). (4.10)

We denote the corresponding Riemann tensor in ∧2 �2 T ∗M with these components by
Riem:

Riem(W,X, Y, Z) = g(Y,R∇(W,X)Z). (4.11)

The components of the Ricci tensor are then

Rµν = Ric(eµ, eν) = R ρ
µρ ν , (4.12)

and the scalar curvature is the trace of the Ricci endomorphism defined by Ric(X,Y ) =
g(X,Ric(Y )), or

R = gµνRµν . (4.13)
5Coordinate frame or local orthonormal frame. Recall that in the latter case, gµν = ηµν .

– 18 –



J
H
E
P
0
7
(
2
0
2
1
)
2
0
9

Since the Riemann curvature tensor R∇(X,Y ) takes values in so(TM), it defines an element
in the Clifford bundle as in (2.11), so the action on spinors fields s is given by

R∇(X,Y ) · s = 1
4RµνστX

µY νΓστs. (4.14)

We will also use the Weyl tensor

W = Riem + R

2n(n− 1)g ? g + 1
n− 2(Ric−R

n
g) ? g, (4.15)

which in components is

Wµνρσ = Rµνρσ + 1
n− 2(Rµρgνσ +Rνσgµρ −Rµσgνρ −Rνρgµσ)

− R

(n− 1)(n− 2)(gµρgνσ − gµσgνρ). (4.16)

4.3 Determination of the superconnection curvature

From the definition of the curvature of the superconnection RD and the Riemann curvature
R∇, we have

RD(X,Y )s = D[X,Y ]s− [DX ,DY ]s
= ∇[X,Y ]s− β[X,Y ]s− [∇X ,∇Y ]s− [βX , βY ]s+ [∇X , βY ]s+ [βX ,∇Y ]s
= R∇(X,Y ) · s− β[X,Y ]s− [βX , βY ]s+ (∇XβY )s− (∇Y βX)s,

(4.17)

for all s ∈ Γ(S). Locally, we can write

RD A
µν B = 1

4RµνστΓστδAB − [βµ, βν ]AB + 2∇[µβ
A

ν] B . (4.18)

We’ll expand each of the β terms in turn. The components β A
µ B of β are defined by

(βµs)A = β A
µ Bs

B. The differential term, straightforwardly, is

∇[µβ
A

ν] B = −1
8εαβστ [µ∇ν]C

αβΓστδAB +∇[µCν]σΓσδAB −
1
4ησ[µ∇ν]F

A
τ B Γστ − 1

2∇[µF
A

ν] B .

(4.19)

For the commutator [βµ, βν ] = 2
(
β[µβν]

)
, we first compute

β A
µ Cβ

C
ν B

= 1
64C

αβCγδ
(
εµαβστΓστ+8ηµαΓβ

)(
ενγδκλΓκλ+8ηνγΓδ

)
δAB

+ 1
16F

αA
C F

βC
B

(
Γµα−2ηµα

)(
Γνβ−2ηνβ

)
+ 1

32C
αβF γAB

[(
εµαβστΓστ+8ηµαΓβ

)(
Γνγ−2ηνγ

)
+
(
Γµγ−2ηµγ

)(
εναβστΓστ+8ηναΓβ

)]
.

(4.20)
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We will refer to the collections of terms in this expression proportional to CC, FF
and CF as [CC], [FF ] and [CF ] respectively. Expanding [CC] and for now omitting the
δAB, after a long calculation we have

1
64C

αβCγδ
[
εµαβστ ενγδκλΓστΓκλ + 8ηνγ εµαβστΓστΓδ + 8ηµαενγδκλΓβΓκλ + 64ηµαηνγΓβΓδ

]
= 1

64C
αβCγδεµαβστ ενγδκλΓστκλ + 1

8C
αβ
(
Cµρεναβστ + Cνρεµαβστ

)
Γρστ

+ 5
4CµαC

α
ν −

1
8ηµνC

αβCαβ

+ 1
4

(
3CµσCντ Γστ −

(
CµαC

α
σ Γ σ

ν − CναC α
σ Γ σ

µ

)
− 1

2C
αβCαβΓµν

)
+ 1

4C
αβ
(
C γ
µ εναβγτ − C γ

ν εµαβγτ

)
Γτ . (4.21)

We have written the above expression so that terms symmetric in µν appear first,
followed by the skew-symmetric terms. We will do the same with [FF ] and [CF ]. For the
former, after another calculation gives

1
16F

αA
C F

βC
B

[
ΓµαΓνβ − 2ηνβΓµα − 2ηµαΓνβ + 4ηµαηνβ

]
= − 1

32ηµν [Fα, Fβ ]ABΓαβ + 5
32{Fµ, Fν}

A
B −

1
16ηµν(FαFα)AB

− 1
32[Fα, Fβ ]ABΓ αβ

µν − 1
16(FαFα)ABΓµν + 3

32[Fµ, Fν ]AB

+ 1
16
[
(FνFα − 2FαFν)ABΓµα − (2FµFα + FαFµ)ABΓνα

]
,

(4.22)

where we have separated terms which are explicitly symmetric, skew-symmetric and of
indeterminate symmetry in µν. Turning finally to [CF ], we have

1
32C

αβF γAB

[(
εµαβστΓστ+8ηµαΓβ

)(
Γνγ−2ηνγ

)
+
(
Γµγ−2ηµγ

)(
εναβστΓστ+8ηναΓβ

)]
= 1

16εαβστ(µC
αβF γAB Γστν)γ+ 1

2F
A

τ B Cσ(µΓ στ
ν) −

1
4C

αβF A
(µ B εν)αβστΓστ+Cσ(µF

A
ν) B Γσ

+ 1
8C

αβ
(
−εµναβσF A

τ B +ησ[µεν]αβγτF
γA
B

)
Γστ+ 1

2
(
CµνFσ +ησ[µCν]αF

αA
B

)
Γσ. (4.23)

We now have all of the terms of the commutator [βµ, βν ]. This has two ∆-indices, and
after lowering both, it can be separated into symmetric and skew-symmetric parts with
respect to these indices. The symmetric part is proportional to ε and the skew-symmetric
part takes values in sp(1). We must therefore determine the symmetry of the ∆ indices in
each term. The following lemma addresses this.

Lemma 12. [Fµ, Fν ]AB is symmetric in AB and {Fµ, Fν}AB is skew-symmetric.

Proof. The result follows immediately from the fact that F takes values in sp(1). Alter-
natively, we can show this purely by an exercise in indices: note that FAB is symmetric in
AB and consider the product FµFν with lowered indices:

(FµFν)AB = FµAC F
C

ν B = εDCFµAC FνDB = −εCDFνBD FµCA
= −FνBD F D

µ A = −(FνFµ)BA;
(4.24)
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we thus have

(F(µFν))AB = (F(νFµ))AB = −(F(µFν))BA, (F[µFν])AB = −(F[νFµ])AB = (F[µFν])BA,

(4.25)

hence the result.

We now evaluate the commutator. Since [βµ, βν ] = 2
(
β[µβν]

)
, only the µν-skew-

symmetric terms of [CC], [CF ] and [FF ] contribute. Organising the terms of the commu-
tator by their ∆-symmetry but suppressing those indices for convenience, the commutator
[βµ, βν ] is

1
4
[(

6CµσCντ +4ησ[µCν]αC
α
τ −CαβCαβ ηµσηντ

)
ε+ 1

2
(
ησ[µ

{
Fν],Fτ

}
−(FαFα)ηµσηντ

)]
Γστ

+εαβγσ[µC
αβCγν]εΓ

σ+ 1
4
[
ησ[µ

[
Fν],Fτ

]
−
(
εµναβσC

αβFτ −ησ[µεν]αβγτC
αβF γ

)]
Γστ

+
[
− 1

16εµναβσ
[
Fα,F β

]
+CµνFσ +ησ[µCν]αF

α
]
Γσ+ 3

16[Fµ,Fν ]. (4.26)

An explicit expression for the curvature of the superconnection in terms of C and F
can now finally be found by substituting equations (4.19) and (4.26) into equation (4.18).
For the sake of readability, we will first define some new notation. It will be useful to
denote the components of RD as follows:

RD
µνAB = 1

2LµνστABΓστ +MµνσAB Γσ +NµνAB , (4.27)

where

L = L∧εAB + L�AB L∧ ∈ Ω2(M ;∧2TM) L� ∈ Ω2(M ;∧2TM ⊗ sp(1))
M = M∧εAB +M�AB M∧ ∈ Ω2(M ;∧1TM) M� ∈ Ω2(M ;∧1TM ⊗ sp(1))
N = N∧εAB +N�AB N∧ ∈ Ω2(M) N� ∈ Ω2(M ; sp(1)).

(4.28)

Said another way, LµνστAB ,MµνσAB and NµνAB are skew-symmetric in µν, and LµνστAB is
also skew-symmetric in στ ; L∧ and L� are respectively the skew-symmetric and symmetric
parts of L (with respect to ∆-indices).

Since it is skew-symmetric, the anticommutator {Fµ, Fν} can be written in terms of its
trace: {Fµ, Fν}AB = 1

2{Fµ, Fν}
C
CεAB. Let us define Fµ · Fν = F AB

µ FνAB = −(FµFν)AA
and F 2 = Fα · Fα. Note that Fµ · Fν = Fν · Fµ, so

{Fµ, Fν}AB = −(Fµ · Fν)εAB and (FαFα)AB = −1
2F

2εAB. (4.29)
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We thus have

L∧µνστ = 1
2
[
Rµνστ−

(
6Cµ[σC|ν|τ ] +2ηµ[σC|να|C

α
τ ] −2ην[σC|µα|C

α
τ ] −C

αβCαβ ηµ[ση|ν|τ ]

)
−εαβστ [µ∇ν]C

αβ+ 1
4
(
ηµ[σ(F|ν| ·Fτ ])−ην[σ(F|µ| ·Fτ ])−F 2ηµ[ση|ν|τ ]

)]
(4.30)

M∧µνσ =−εαβγσ[µC
αβCγν] +2∇[µCν]σ (4.31)

N∧µν = 0 (4.32)

L�µνστ =−1
4
(
ηµ[σ

[
F|ν|,Fτ ]

]
−ην[σ

[
F|µ|,Fτ ]

])
+ 1

2εµναβ[σC
αβFτ ]

− 1
4
(
ηµ[σετ ]ναβγC

αβF γ−ην[σετ ]µαβγC
αβF γ

)
− 1

2
(
ηµ[σ∇|ν|Fτ ] −ην[σ∇|µ|Fτ ]

)
(4.33)

M�µνσ = 1
16εµναβσ

[
Fα,F β

]
−CµνFσ −ησ[µCν]αF

α (4.34)

N�µν =− 3
16[Fµ,Fν ]−∇[µFν] . (4.35)

This explicitly gives the superconnection curvature RD in terms of the background
fields. We now go on to show how equations of motion and maximal supersymmetry
conditions can be extracted from the curvature.

4.4 Clifford trace of superconnection curvature

In this section we seek to compute necessary and sufficient conditions for the Clifford trace
of the curvature ΓνRD

µν to vanish identically as a one-form with values in End(S). To this
end we will make use of some of the identities from appendix A.

Theorem 13. Let (M, g,C, F ) be a 5-dimensional background with superconnection D

given by equation (4.3). The Clifford trace of the curvature ΓνRD
µν vanishes if and only

if the following equations hold:

∇αCαµ = 1
2εµαβγδC

αβCγδ (4.36)

CµαF
α = 0 (4.37)

∇[σCµν] = 0 (4.38)

Rµν +
(
6CµαC α

ν − ηµνCαβCαβ
)
− 3

8
(
(Fµ · Fν)− ηµνF 2

)
= 0 (4.39)

∇µFν = −1
2εµναβγC

αβF γ (4.40)

[Fµ, Fν ] = 0. (4.41)

Equation (4.38) is simply dC = 0, or C is closed, consistent with C being the field
strength tensor of a one-form potential as in supergravity. Equation (4.37) is simply
ιFAB C = 0. Equation (4.36) is the Maxwell-like supergravity bosonic equation of motion,
while if we set F = 0, equation (4.39) becomes the Einstein-like equation. Equation (4.40)
provides a third equation of motion wherever F 6= 0. Writing ∆-indices, we also learn
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that each FAB is a Killing vector field and (from equation (4.41)) that the Fµ commute
everywhere under the sp(1) commutator.

Proof. Using L,M,N as defined above,

ΓνRD
µν = 1

2Lµνστ
(
Γνστ + 2ην[σΓτ ]

)
+Mµνσ (Γνσ + ηνσ) +Nµν Γν ,

=
(
−1

4εαβγστL
αβγ
µ +Mµστ

)
Γστ +

(
L α
µ ασ +Nµσ

)
Γσ +M α

µ α

(4.42)

For the first term we have

L∧µ[αβγ] = 3Cµ[αCβγ] + 1
4
(
εκλαβγ∇µCκλ − εµκλ[αβ∇γ]C

κλ
)
, (4.43)

L�µ[αβγ] = 1
4ηµ[α

[
Fβ , Fγ]

]
+ 1

2εµκλ[αβC
κλFγ] −

1
4ηµ[αεβγ]κλρC

κλF ρ + 1
2ηµ[α∇βFγ] ,

(4.44)

thus

−1
4εαβγστL

∧ αβγ
µ = −3

4εαβγστC
α

µ Cβγ − 1
2∇µCστ −

1
2ηµ[σ∇

γC|γ|τ ] , (4.45)

−1
4εαβγστL

� αβγ
µ = − 1

16εµαβστ
[
Fα, F β

]
− 1

4Cστ Fµ + 1
2Cµ[σFτ ] − ηµ[σCτ ]γF

γ

− 1
8εµαβστ∇

αF β . (4.46)

The trace in the second term is

L∧
α
µ ασ = 1

2

[
Rµσ+

(
6CµαC α

σ −ηµσCαβCαβ
)
− 3

8
(
(Fµ ·Fσ)−ηµσF 2

)
+ 1

2εµσαβγ∇
αCβγ

]
,

(4.47)

L�
α
µ ασ = 3

8[Fµ,Fσ]− 1
8εµσαβγC

αβF γ+ 1
4
(
ηµσ∇αFα+3∇µFσ

)
. (4.48)

We also need

M∧µ[στ ] = −1
2εµαβγ[σC

α
τ ] C

βγ + 1
2εαβγστC

α
µC

βγ +∇µCστ +∇[σCτ ]µ , (4.49)

M∧
α
µ α = −1

2εµαβγδC
αβCγδ +∇αCαµ , (4.50)

M�µ[στ ] = 1
16εµσταβ

[
Fα, F β

]
− Cµ[σFτ ] + 1

2ηµ[σCτ ]αF
α, (4.51)

M�
α
µ α = CµαF

α. (4.52)

It follows immediately from equation (4.42) that ΓνRD
µν vanishes if and only if

−1
4εαβγστL

∧ αβγ
µ +M∧µ[στ ] = 0, −1

4εαβγστL
� αβγ
µ +M�µ[στ ] = 0,

L∧
α
µ ασ = 0, L�

α
µ ασ +N�µσ = 0,

M∧
α
µ α = 0, M�

α
µ α = 0.

(4.53)
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Expanding each of these out, we obtain equations (4.36) and (4.37) as well as

−1
4εαβγστC

α
µ Cβγ− 1

2εµαβγ[σC
α

τ ] C
βγ+ 3

2∇[µCστ ]−
1
2ηµ[σ∇

γC|γ|τ ] = 0, (4.54)

Rµσ+
(
6CµαC α

σ −ηµσCαβCαβ
)
− 3

8
(
(Fµ ·Fσ)−ηµσF 2

)
+ 1

2εµσαβγ∇
αCβγ = 0, (4.55)

−3
4C[στ Fµ] −

1
2ηµ[σCτ ]γF

γ− 1
8εµαβστ∇

αF β = 0, (4.56)
3
16[Fµ,Fσ]− 1

4∇[µFσ] −
1
8εµσαβγC

αβF γ+ 1
4
(
ηµσ∇αFα+3∇(µFσ)

)
= 0. (4.57)

We’ll tackle these equations by splitting each of them into irreducible so(V )-module
components. Taking equation (4.54) first, its full skew-symmetrisation is

1
4εαβγ[στC

α
µ] C

βγ + 3
2∇[µCστ ] = 0. (4.58)

The first term vanishes identically by (A.4) from appendix A, so this is equivalent to
equation (4.38). The trace of (4.54) is

1
2εταβγδC

αβCγδ −∇αCατ = 0, (4.59)

which gives us equation (4.36) again. What remains of (4.54) after subtracting off the skew
and trace parts is

− 1
4εαβγστC

α
µ Cβγ − 1

2εµαβγ[σC
α

τ ] C
βγ − 1

4ηµ[σετ ]αβγδC
αβCγδ = 0, (4.60)

which using the tensor identities (A.4) and (A.5) from appendix A is trivial. The skew-
symmetric part of equation (4.55) gives equation (4.38) again. The symmetric part is
equation (4.39). The totally skew-symmetric part of equation (4.56) is

− 3
4C[στ Fµ] −

1
8εµσταβ∇

αF β = 0. (4.61)

The trace gives equation (4.37) again. The remaining part vanishes identically. The skew-
symmetric part of equation (4.57) is

3
16[Fµ, Fσ]− 1

4∇[µFσ] −
1
8εµσαβγC

αβF γ = 0, (4.62)

and the symmetric part is

1
4
(
ηµσ∇αFα + 3∇(µFσ)

)
= 0. (4.63)

Tracing this equation gives ∇αFα = 0, which can be back-substituted to give ∇(µFσ) = 0.
Thus contracting equation (4.61) with εκλµστ yields equation (4.40). Substituting that
equation into equation (4.62) finally produces equation (4.41).
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4.5 Flatness of the superconnection and maximal supersymmetry

We now turn to finding conditions on (M, g,C, F ) equivalent to the vanishing of the cur-
vature of the superconnection, which by Proposition 11 is necessary for the background to
be maximally supersymmetric. We will prove the following theorem.
Theorem 14. Let (M, g,C, F ) be a 5-dimensional background with superconnection D

given by equation (4.3). If it is maximally supersymmetric then C = 0 or F = 0, and
1. If C = 0 and F = 0 then the Riemann curvature vanishes.

2. If C = 0 and F 6= 0 then F = ϕ⊗r for some parallel one-form ϕ and some r ∈ sp(1),
and the Riemann curvature is given by

Rµνστ = ϕ2ηµ[ση|ν|τ ] −
(
ηµ[σϕ|ν|ϕτ ] − ην[σϕ|µ|ϕτ ]

)
. (4.64)

3. If F = 0 and C 6= 0 then C is a closed 2-form such that

∇σCµν = 1
2ησ[µ∇

αC|α|ν] = 1
4ησ[µεν]αβγδC

αβCγδ, (4.65)

and the Riemann curvature is given by

Rµνστ = 2CµνCστ +2Cµ[σC|ν|τ ] +2ηµ[σC|να|C
α

τ ] −2ην[σC|µα|C
α

τ ] −C
αβCαβ ηµ[ση|ν|τ ].

(4.66)
Proof. The curvature RD

µν vanishes if and only if each of the components, given by equa-
tions (4.30)–(4.35), vanishes separately. We first simplify the problem by noting that if RD

vanishes, in particular its Clifford trace vanishes, so we may use the conditions derived at
the end of the previous subsection. We will also need some of the identities of appendix A.
Indeed, using [Fµ, Fν ] = 0 and CµαFα = 0, the vanishing of M� and N� gives

∇[µFν] = 0 and CµνFσ = 0, (4.67)

so in particular, either F = 0 or C = 0 and since we already have ∇(µFν) = 0 from the
zero Clifford trace equations, F is parallel. Now L� = 0 exactly. Using dC = 0 and
equation (A.4), the vanishing of M∧ is equivalent to

∇σCµν = 1
2εαβγµνC

αβCγσ , (4.68)

and then using equations (A.5) and (4.36) (which is in fact the trace of equation (4.68))
yields equation (4.65). Now using equation (4.65), L∧ = 0 if and only if

Rµνστ = 2CµνCστ + 2Cµ[σC|ν|τ ] + 2ηµ[σC|να|C
α

τ ] − 2ην[σC|µα|C
α

τ ] − C
αβCαβ ηµ[ση|ν|τ ]

− 1
4
(
ηµ[σ

(
F|ν| · Fτ ]

)
− ην[σ(F|µ| · Fτ ])− F 2ηµ[ση|ν|τ ]

)
, (4.69)

which we note can be traced to give equation (4.39). For the F = 0 case, we get equa-
tion (4.66). Finally, for the C = 0 case, since both ∇F = 0 and [Fµ, Fν ] = 0, F = ϕ ⊗ r,
for some one-form ϕ and some fixed r ∈ sp(1). In components, FABµ = ϕµr

AB, so
Fµ · Fν = ϕµϕνr

ABrAB. We have rABrAB = − tr(rr), where this trace is taken in the
vector representation of sp(1) ∼= su(2) on C2, and is therefore negative-definite. We can as-
sume without loss of generality that r 6= 0 (by choosing ϕ=0 if F = 0), and then by rescaling
r and ϕ we can also assume that rABrAB = − tr(rr) = 4, yielding equation (4.64).
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5 The Killing superalgebra

In this section we define and prove the existence of the supersymmetry algebra of a super-
symmetric background. To do so, we will need the notion of the spinorial derivative, for
which we will give a definition and state some properties. We will also need to upgrade our
definitions of spinor bilinears from section 2.1 to bilinears of spinor fields and derive some
of their differential properties.

5.1 The spinorial Lie derivative

Throughout, let (M, g) be a spin manifold with an associated spinor bundle S.
Recall that for any vector field X, ∇X defines an endomorphism on the C∞(M)-

module of vector fields X(M) by Y 7→ ∇YX; ∇X is a section of End(TM) with components
(∇X)µν = ∇νXµ. Furthermore, ∇X is actually a section of so(TM) if and only if X is
a Killing vector field (this follows directly from the definition), in which case ∇X has the
action on spinors (∇X)s = −1

4∇µXνΓµνs. This allows us to make the following definition.

Definition 15 ([17, 18]). The spinorial Lie derivative of a spinor field s along the
Killing vector field X is given by

LXs = ∇Xs− (∇X)s. (5.1)

Locally, we have
LXs = ∇Xs+ 1

4∇µXνΓµνs. (5.2)

This obeys the Leibniz rule: for a smooth function f and a spinor field s,

LX(fs) = ∇X(fs)− (∇X)(fs)
= X(f)s+ f∇Xs− f((∇X)s)
= X(f)s+ fLXs.

(5.3)

We will not prove the following lemma; we refer the reader to [17, 18].

Lemma 16. The spinorial Lie derivative obeys the following properties:

1. Representation of the Lie algebra of vector fields on spinor fields:

LXLY s = LLXY s+ LY LXs (5.4)

for all Killing vectors X,Y and all s ∈ Γ(S),

2. Leibniz rule with respect to the Clifford action:

LX(Φ · s) = (LXΦ) · s+ Φ · (LXs) (5.5)

for all Killing vectors X and all Φ ∈ Ω•(M), s ∈ Γ(S),
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3. Compatibility with the Levi-Civita connection:

LX∇Y s = ∇LXY s+∇Y LXs (5.6)

for all Killing vectors X and all Y ∈ X(M), s ∈ Γ(S).

We have an additional result for backgrounds.

Lemma 17. If (M, g,C, F ) is a 5-dimensional background with superconnection D ,

LXDY s = DLXY s+ DY LXs− (LXβ)Y s (5.7)

for all Killing vectors X and all Y ∈ X(M), s ∈ Γ(S).

Proof. Using Lemma 16 and the definition of D ,

LXDY s = LX∇Y s−LX(βY s)
= ∇LXY s+∇Y LXs− (LXβ)Y s− βLXY s− βY LXs

= DLXY s+ DY LXs− (LXβ)Y s,
(5.8)

hence the result.

5.2 Spinor field bilinears

We now “geometrise” our definitions of the spinor bilinears equation (2.19). For s ∈ Γ(S),
we define µs ∈ C∞(M), κs ∈ X(M) and ωABs ∈ Ω2(M ; C) as follows:

µs = 〈s, s〉, g(κs, X) = 〈s,X · s〉, ωABs (X,Y ) = 1
2 s̄

A[X,Y ] · sB, (5.9)

for allX,Y ∈ X(M). It is then useful to define the (linear) Dirac current map κ : �2Γ(S)→
X(M) by

g(κ(s1, s2), X) = 〈s1, X · s2〉, (5.10)

and we note that clearly κs = κ(s, s).

Lemma 18. The Dirac current map is equivariant under the action of Killing vector fields
via L ;

LXκ(s, s) = 2κ(LXs, s) (5.11)

for all spinor fields s ∈ Γ(S) and Killing vector fields X.

Proof. First, note that since κ is symmetric in its arguments, it is sufficient to prove the
result on the diagonal since the full result then follows by a polarisation identity. Hence,
X be a Killing vector field, Y a vector field and s a spinor field. Then locally,

Y · ((∇X)s) = −1
4Y

λ∇µXνΓλΓµνs

= −1
4Yλ∇µXνΓλµνs− 1

2Y
µ∇µXνΓνs

= −1
8ε

λµνστYλ∇µXνΓστ · s−
1
2(∇YX) · s

(5.12)
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and so, since 〈s,Γστs〉 = 0,

〈s, Y · (∇X)s〉 = −1
2 〈s, (∇YX) · s〉 . (5.13)

Using this and the definition of the Dirac current, we have

g(LXκ(s, s), Y ) = X(g(κ(s, s), Y ))− g(κ(s, s),LXY )
= g(∇Xκ(s, s), Y ) + g(κ(s, s),∇XY )− g(κ(s, s), [X,Y ])
= 2g(κ(s,∇Xs), Y ) + g(κ(s, s),∇YX)
= 〈s, 2Y · (∇Xs) + (∇YX) · s〉
= 〈s, 2Y · (∇Xs− (∇X)s)〉
= 2 〈s, Y ·LXs〉
= 2g(κ(s,LXs)), Y ),

(5.14)

hence the result, since Y is arbitrary.

We also “geometrise” the γ component of a Spencer cocycle as follows. The map
γ : �2S → so(TM) is defined via the first cocycle condition (3.7):

γ(s, s)X = −2κ(s, βXs) (5.15)

for all s ∈ Γ(S) and X ∈ X(M). In components, this is given by (3.40).

5.3 Properties of Killing spinors

From now on, we work with a background (M, g,C, F ). We are now almost ready to define
the Killing superalgebra of such a background. However, we will see that in order for
its bracket to close, the Dirac current of a Killing spinor must be a Killing vector which
preserves the background fields C and F . The following proposition will help to show this.

Proposition 19. Let s ∈ Γ(S) be a Killing spinor field, and for notational convenience fix
µ, κ, ω to be the Dirac bilinears of s. Then the following identities hold:

∇µµ= 2Cµακα+ 1
2F

α
AB ω

AB
µα (5.16)

∇µκν = γµν(s,s) = 2Cµνµ+ 1
2εµναβγC

αβκγ+ 1
4εµναβγF

α
AB ω

βγAB (5.17)

∇µωABνρ = εαβγµ[νC
αβωγ AB

ρ] +εαβγνρCαµωβγAB−
1
4εµνραβF

αABκβ+ 1
2ηµ[νF

AB
ρ] µ

+F (A
[ν C ω

B)C
ρ]µ −F (A

µ C ω
B)C

νρ −gµ[νF
α(A

C ω
B)C

ρ]α ,
(5.18)

and in particular

∇νωABνρ = 1
2εραβγδC

αβωγδAB + F AB
ρ µ− 1

2F
ν(A

C ω
B)C

ρν (5.19)

∇[µω
AB
νρ] = −1

4εµνραβF
αABκβ . (5.20)
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Proof. Each of these identities follow from the Killing spinor equation. We have

∇µ(s̄AsB) = ∇µs
A
sB + s̄A∇µsB = −s̄B∇µsA + s̄A∇µsB = 2s̄[A∇µsB] = 2s̄[A(βµs)B],

(5.21)
which is equivalent to

∇µµ = 2εAB2s̄A(βµs)B, (5.22)

and substituting in equation (4.2) for β yields equation (5.16). Similarly, we have

∇µκν = 2εAB s̄AΓν(βµs)B, (5.23)

which, using cocycle condition (3.7) gives equation (5.17), and

∇µωABνρ = 2s̄AΓνρ(βµs)B, (5.24)

which after expanding and evaluating the resulting products of Γ-matrices yields equa-
tion (5.18). The expression ∇ωAB has three components — the trace, skew-symmetrisation
and the elbow — which we will treat separately. The trace part gives the divergence of
ωAB, while the skew-symmetrisation gives its exterior derivative

∇[µω
AB
νρ] = εαβγ[µνC

αβωγ AB
ρ] + εαβγ[µνC

α
ρ]ω

βγAB − 1
4εµνραβF

αABκβ , (5.25)

of which the first two terms cancel identically by equation (A.2), giving equation (5.20).

We highlight one of these identities in particular.

Corollary 20. If s is a Killing spinor field, the gradient of its Dirac current is given by

∇κ = −γ(s, s). (5.26)

In particular, κ is a Killing vector.

Note that this is a direct consequence of the cocycle condition equation (3.7).

5.4 Existence of Killing superalgebras

We can now construct the supersymmetry algebra of a supersymmetric background
(M, g,C, F ). For such a background, we denote the space of (symplectic Majorana) Killing
spinors by K1̄; that is,

K1̄ = {s ∈ Γ(S)|Ds = 0}, (5.27)

and we also define

K0̄ = {X ∈ X(M)|LXg = LXC = LXF = 0}, (5.28)

the space of Killing vector fields which preserve C and F . We define the bracket [·, ·] on
K = K0̄ ⊕ K1̄ by extension of the following:

• the usual Lie bracket of vector fields on K0̄ ⊗ K0̄, [X,Y ] = LXY ,
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• the Dirac current on K1̄ ⊗ K1̄, [s, s] = κs,

• the spinorial Lie derivative on K0̄ ⊗ K1̄, [X, s] = LXs.

Theorem 21. If (M, g,C, F ) is a background such that ΓνRD
µν = 0, then (K, [·, ·]) as

described above is a Lie superalgebra.

Proof. Throughout, let s be a Killing spinor field and let µ, κ and ωAB be the bilinears
associated to s. First, note that the super skew-symmetry of the bracket follows directly
from the definition. We will next show that K is closed under the bracket operation. First,
we have Lκg = 0 by Corollary 20. Using the Cartan formula for the Lie derivative, we have

LκC = dικC + ικdC, (5.29)

but by equation (5.16), ικC = −1
2dµ−

1
4 ιFABω

AB, so

LκC = −1
4dιFABω

AB + ικdC. (5.30)

In components, the first term is proportional to

∇[µ

(
ω AB
ν]ρ F ρAB

)
=
(
∇[µω

AB
ν]ρ

)
F ρAB + ω AB

[ν|ρ|

(
∇µ]F

ρ
AB

)
= 3

2
(
∇[µω

AB
νρ]

)
F ρAB −

1
2
(
∇ρω AB

µν

)
F ρAB + ω AB

[ν|ρ|

(
∇µ]F

ρ
AB

)
.

(5.31)

Using equation (5.20), the first term in this expansion vanishes identically:

3
2
(
∇[µω

AB
νρ]

)
F ρAB = −3

8εµνραβ(F ρ · Fα)κβ = 0, (5.32)

because F ρ · Fα is symmetric. Substituting equation (5.18) into the second term of equa-
tion (5.31), three terms vanish by symmetry, leaving

−1
2
(
∇ρωABµν

)
F ρAB =−1

2
[
εαβγρ[µC

αβF γABω
ρAB

ν] +εµναβγCαρF
ρ
ABω

βγAB+
[
F ρ,F[µ

]
BC
ωBCν]ρ

]
.

(5.33)

Thus

∇[µ

(
ω AB
ν]ρ F ρAB

)
=
(
∇[µF

ρ
AB −

1
2εαβγρ[µC

αβF γAB

)
ωABν]ρ

− 1
2εµναβγC

α
ρF

ρ
ABω

βγAB − 1
2
[
F ρ, F[µ

]
BC
ωBCν]ρ .

(5.34)

Thus LκC vanishes when ΓνRD
µν = 0 by Theorem 13. Since each FAB is a one-form, we

can also use the Cartan formula for its Lie derivative:

LκFAB = dικFAB + ικdFAB, (5.35)

which in components gives

(LκFAB)µ = ∇µ(κνFνAB )+κν∇νFµAB−κν∇µFνAB = (∇µκν)FνAB +κν∇νFµAB . (5.36)

– 30 –



J
H
E
P
0
7
(
2
0
2
1
)
2
0
9

Using equation (5.17), the first term on the right hand side is

γµνF
ν
AB = 2CµνF νAB µ+ 1

2εµναβγC
αβF νAB κ

γ + 1
4εµναβγF

ν
AB F

α
CD ω

βγCD

= 2CµνF νAB µ+ 1
2εµαβγδC

αβF γAB κ
δ + 1

8εµαβστ
[
Fα, F β

]C
(A
ωστB)C ,

(5.37)

where the second equality arises as follows: we have

F
[α
A(B F

β]
C)D =F

[α
[A|(B F

β]
C)|D] = 1

2εADε
EFF

[α
E(B F

β]
C)F =−1

4εAD
[
Fα,F β

]
BC
, (5.38)

F
[α
A[B F

β]
C]D = 1

2εBCε
EFF

[α
AE F

β]
FD =−1

4εBC
[
Fα,F β

]
AD
, (5.39)

and so
F

[α
AB F

β]
CD = −1

4
(
εAD

[
Fα, F β

]
BC

+ εBC
[
Fα, F β

]
AD

)
, (5.40)

and finally symmetrising in AB gives F [α
AB F

β]
CD = 1

2ε(C|(A

[
Fα, F β

]
B)|D)

.6 We thus have

(LκFAB)µ = 2CµνF νAB µ+
(
∇δFµAB + 1

2εµαβγδC
αβF γAB

)
κδ

+ 1
4εµαβστ

[
Fα, F β

]C
(A
ωστB)C . (5.41)

By Theorem 13, this vanishes if ΓνRD
µν = 0. We have thus shown that [K1̄,K1̄] ⊆ K0̄.

One can easily verify that [K0̄,K0̄] ⊆ K0̄. We must show that [K1̄,K0̄] + [K0̄,K1̄] ⊆ K1̄; that
is, LKs ∈ K1̄ for all K ∈ K0̄ and s ∈ K1̄. By Lemma 17, for all X ∈ X(M) we have

DXLKs = D[X,K]s+ LKDXs+ (LKβ)Xs = (LKβ)Xs, (5.42)

where we have used Ds = 0, but using the expression (4.1) for β and the Leibniz rule
for the Lie derivative with respect to Clifford multiplication, we see that LKβ = 0 for all
K ∈ K0̄. Thus LKs ∈ K1̄.

It remains to be shown only that the Jacobi identity is satisfied. For three Killing
vector fields this is clear because the bracket is simply the commutator. For two Killing
vector fields X,Y and a Killing spinor field s,

[s, [X,Y ]] + [X, [Y, s]]− [Y, [s,X]] = −LLXY s+ LXLY s−LY LXs, (5.43)

so the Jacobi identity follow from L being a Lie algebra representation of vector fields on
spinor fields, which follows from Proposition 16. By symmetry, for the case of one Killing
vector field and two Killing spinor fields, we need only consider the identity where both
spinor fields are the same:

[X, [s, s]] + [s, [s,X]]− [s, [X, s]] = [X,κ(s, s)]− κ(s,LXs)− κ(s,LXs), (5.44)
6This reflects the Hodge isomorphism ∧2�2 ∆ ∼= �2∆ with respect to the inner product on �2∆ induced

by the symplectic product on ∆.
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which vanishes by Lemma 18. Finally, for three Killing spinor fields, again we need only
consider the case where they are all the same; using Corollary 20 this reduces to the
vanishing of

[[s, s], s] = Lκs = ∇κs− (∇κ)s = βκs+ γ(s, s)s, (5.45)

which is simply the cocycle condition (3.8).

We can now finally state the definition of the Killing superalgebra.

Definition 22. The Killing superalgebra of a background (M, g,C, F ) with ΓνRD
µν = 0

is the Lie superalgebra K = K0̄ ⊕ K1̄ where

K0̄ = {X ∈ X(M)|LXg = LXC = LXF = 0} (5.46)

is the space of Killing vector fields which preserve C and F ,

K1̄ = {s ∈ Γ(S)|Ds = 0} (5.47)

is the space of Killing spinor fields, and the bracket [·, ·] is defined above.

In the proof of Theorem 21, the vanishing Clifford trace of the curvature is used to
show that the algebra closes. One might ask whether this is necessary; that is, do Killing
superalgebras only exist for backgrounds which satisfy the equations of motion? Recalling
Theorem 13, note that equations (4.36) and (4.39) were not necessary to close the algebra.
Thus, if F = 0, dC = 0 is sufficient to close the algebra. This is the case in 5-dimensional
supergravity: C is (proportional to) the field strength of a Maxwell field and hence closed,
so there may exist “off-shell” supersymmetric bosonic backgrounds. On the other hand, if
C = 0, ∇F = [F, F ] = 0 suffices.

6 Maximally supersymmetric backgrounds

Throughout we work in a maximally supersymmetric background (M, g,C, F ) which we
assume to be connected. We seek only to classify the geometries up to local isometry, so we
also assume that M is simply connected. Under this assumption, maximal supersymmetry
is equivalent to the vanishing of the curvature RD of the superconnection, so Theorem 14
gives necessary and sufficient conditions for maximal supersymmetry. We now work with
local coordinate frames rather than local orthonormal frames, still using Greek indices.

6.1 Maximally supersymmetric supergravity backgrounds

Taking F = 0 reduces the problem to the determination of maximally supersymmetric ge-
ometries in minimal 5-dimensional supergravity. These are already known in the literature.
They were constructed directly in [15] and via quotients from the maximally supersym-
metric backgrounds of (1, 0) six-dimensional supergravity in [16]. They are given by

• the near-horizon geometry of the BMPV black hole [19],
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• AdS3 × S2 and AdS2 × S3, which also arise as limits of the BMPV near-horizon
solution,

• a particular Cahen-Wallach pp-wave [20],

• a 5-dimensional analogue of the Gödel universe.

In addition, in [15] there are three further candidate geometries which, as the authors al-
ready speculate, are in fact locally isometric to cases already listed above. This is easy
to check by calculating their Killing superalgebras and showing that they are isomorphic
to the ones above and observing, as was shown in [5] in the context of eleven-dimensional
supergravity but holds more generally, that for a (> 1

2)-BPS background, the Killing su-
peralgebra, which is transitive, determines the geometry up to local isometry.

6.2 Maximally supersymmetric backgrounds with F 6= 0

By Theorem 14, the geometry is given by a nonzero parallel one-form ϕ (which we now
regard dually as a vector field) and the Riemann curvature is constrained by equation (4.64),
which in a coordinate frame reads

Rµνστ = ϕ2gµ[σgτ ]ν − ϕµϕ[σgτ ]ν + ϕνϕ[σgτ ]µ. (6.1)

The Ricci and scalar curvatures are then

Rµν = 3
2
(
ϕµϕν − ϕ2gµν

)
and R = −6ϕ2, (6.2)

and the Weyl tensor vanishes, so the metric is conformally flat. It is also locally symmetric
(hence symmetric, since M is simply connected): ∇λRµνστ = 0 since ∇ϕ = 0. Another
consequence of ϕ 6= 0 being parallel is that it is nowhere vanishing and ϕ2 is constant —
in particular, the scalar curvature is constant. The geometry is thus determined by the
causal type of ϕ.

6.2.1 Spacelike ϕ

When ϕ2 < 0, ϕ defines a distribution of rank 1 in TM which is preserved by the holon-
omy of ∇ since ϕ is parallel. The rank-4 perpendicular distribution is also preserved by
holonomy, and the metric is nondegenerate on either distribution. The de Rham-Wu de-
composition theorem then allows us to decompose (M, g) as a product (N, gN )×(R,−dx2),
where (N, gN ) is a 4-dimensional lorentzian manifold and x is the standard coordinate on
R. We then define the symmetric tensor

hµν = gµν −
ϕµϕν
ϕ2 (6.3)

so we can write the curvature tensors as

Rµνστ = ϕ2hµ[σhτ ]ν

Rµν = −3
2ϕ

2hµν

R = −6ϕ2.

(6.4)
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The pullback of h to N coincides with gN . Since (N, gN ) is a lorentzian symmetric space
with constant positive scalar curvature,7 it must be AdS4 by a result of Cahen and Wal-
lach [21, 22].

6.2.2 Timelike ϕ

We can treat this similarly to the spacelike case. Here, we get a decomposition (R, dt2)×
(N,−gN ) where t is the standard coordinate on R and (N, gN ) is a riemannian manifold.
Note that the pullback of h coincides with −gN . The sectional curvature of (N, gN ) is a
positive constant, so it is S4.

6.2.3 Null ϕ

In this case, the de Rham-Wu theorem cannot be used since the distribution defined by ϕ
is degenerate. The geometry here is a Brinkmann pp-wave space — a lorentzian manifold
with a parallel null vector field. The curvature tensors reduce to

Rµνστ = −gµ[σϕ|ν|ϕτ ] + gν[σϕ|µ|ϕτ ]

Rµν = 3
2ϕµϕν

(6.5)

and R = 0. Thus (M, g) is a scalar-flat lorentzian symmetric space; by the Cahen-Wallach
theorem [21, 22] it is a Cahen-Wallach pp-wave CW5(A). Such a space has a coordinate
system (x+, x−, x1, x2, x3) in which the metric is given by

g = 2dx+dx− −

 3∑
i,j=1

Aijx
ixj

(dx−)2 −
3∑
i=1

(
dxi
)2
, (6.6)

where A ∈ �2R3. We take ϕ = ∂+ to be the distinguished parallel null vector field. This
metric is scalar-flat for any A, and the non-vanishing components of the Riemann and Ricci
tensors are Ri−j− = −Aij and R−− = −∑3

i=1Aii. The non-vanishing components of the
Weyl tensor are given by the trace-free part of A: namely,

Wi−j− = −Aij + 1
3δij

3∑
k=1

Akk. (6.7)

We already saw that the Weyl tensor for a maximally supersymmetric geometry vanishes,
so we have Aij = aδij where a = 1

3
∑3
k=1Akk. Now, comparing with equations (6.5) for

ϕ = ∂+, we find that a = −1
2 . We have thus shown the following.

Theorem 23. Let (M, g,C, F ) be a maximally supersymmetric 5-dimensional background.
If F = 0 then (M, g) is a maximally supersymmetric background of minimal 5-dimensional
supergravity. If F 6= 0 then C = 0 and F = ϕ⊗r for some one-form ϕ and some r ∈ sp(1),
and up to local isometry,

• If ϕ2 > 0, (M, g) = R1,0×S4, where S4 is the round sphere with scalar curvature 6ϕ2

(radius
√

2
ϕ2 ),

7One might object that AdS4 has negative scalar curvature; however, this is only true in mostly-positive
signature. The Ricci tensor is invariant under the homothety g → −g, while the scalar curvature undergoes
a change of sign, thus AdS4 has positive curvature in our conventions.
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• If ϕ2 < 0, (M, g) = AdS4 × R0,1, where AdS4 is the 4-dimensional anti-de Sitter
spacetime with scalar curvature 6ϕ2 (cosmological constant Λ = 3

2ϕ
2),

• If ϕ2 = 0, (M, g) is a Cahen-Wallach pp-wave with coordinates (x+, x−, x1, x2, x3) in
which ϕ = ∂+ and

g = 2dx+dx− + 1
2

( 3∑
i=1

(xi)2
)

(dx−)2 −
3∑
i=1

(
dxi
)2
. (6.8)

We note that this result here is (up to a rescaling of ϕ and r) precisely the 5-dimensional
analogue of Theorem 27 part (ii) in [14].

6.3 Killing superalgebras

In this section we will explicitly describe the Killing superalgebras of the maximally
supersymmetric backgrounds as filtered subdeformations of the five-dimensional mini-
mal Poincaré superalgebra. As explained in [5] in the context of eleven-dimensional
supergravity, the Killing superalgebra is generated by sections of a supervector bundle
E = E0̄ ⊕ E1̄, where

E0̄ = TM ⊕ so(TM) and E1̄ = S, (6.9)

which are parallel relative to a superconnection D which agrees on sections of E0̄ with
the Killing transport connection [23, 24] and on sections of E1̄ with the connection given
by equation (4.3). There might be in addition additional (tensorial) constraints on the
sections of E .

For the case at hand, the Killing superalgebra is a filtered Lie superalgebra whose
underlying vector space is V ⊕ S ⊕ h, where h ⊂ so(V ) is a subalgebra. The Lie brackets
of the Killing superalgebra are defined by

[A,B] = AB −BA

[A, s] = 1
2ωA · s

[A, v] = Av + [A, λv]− λAv︸ ︷︷ ︸
∈h

[s, s] = κ(s) + γΦ(s, s)− λκ(s,s)︸ ︷︷ ︸
∈h

[v, s] = βΦ
v s+ 1

2ωλv · s

[v, w] = λvw − λwv︸ ︷︷ ︸
∈V

+R(v, w) + [λv, λw]− λλvw−λwv︸ ︷︷ ︸
∈h

,

(6.10)
for all A,B ∈ h, s ∈ S and v, w ∈ V . Here βΦ + γΦ is the normalised cocycle (with α = 0)
where Φ stands for the generic additional fields (here C and F ) and h = so(V ) ∩ stab(Φ)
is the Lie algebra of the stabiliser of Φ in SO(V ). In addition, R is the Riemann curvature
tensor, induced from a map ∧2V → so(V ). Finally, λ : V → so(V ) is defined only up to a
linear map V → h, so it is to be thought of more precisely as a linear map V → so(V )/h.
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6.3.1 Killing superalgebras for maximally supersymmetric supergravity back-
grounds

For these backgrounds, the normalised cocycle is given by equation (3.40) with F = 0. In
components, we have

βΦ
µ = 1

8C
στ (ΓµΓστ − 3ΓστΓµ)

γΦ
µν = 2µCµν + 1

2εµνρστκ
ρCστ .

(6.11)

Letting γ(s, s) := γΦ(s, s)− λκ(s,s), we find that

γµν = 2µCµν + 1
2εµνρστκ

ρCστ − κρλρµν , (6.12)

where λρµν = −λρνµ. Demanding that γ(s, s) ∈ h is tantamount to demanding the vanish-
ing of the Clifford commutator

[γµνΓµν , CστΓστ ] = 0, (6.13)

since that is, up to inconsequential factors, the action of γ(s, s) on C. It is clear that if we
define λ by

λρµν = 1
2ερµνστC

στ , (6.14)

then γ(s, s) ∈ h, where γµν = 2µCµν . We remark that λ is h-equivariant, so that the h

component of the [A, v] bracket in equation (6.10) is absent.
Defining βv := βΦ

v + 1
2ωλv , we see that in components

βµ = βΦ
µ + 1

4λµστΓστ

= 1
8C

αβ (ΓµΓαβ − 3ΓαβΓµ + εµσταβΓστ )

= 1
4C

αβεµαβστΓστ + CµνΓν .

(6.15)

Now α(v, w) := λvw − λwv is given in components by

αµνρ = −εµνρστCστ . (6.16)

Defining ρ : ∧2V → so(V ) by ρ(v, w) := R(v, w) + [λv, λw]− λα(v,w), we can write the Lie
brackets of the Killing superalgebra as follows:

[A,B] = AB −BA

[A, s] = 1
2ωA · s

[A, v] = Av

[s, s] = κ(s) + γ(s, s)
[v, s] = βvs

[v, w] = α(v, w) + ρ(v, w),
(6.17)

and determine ρ by the Jacobi identity and check that it maps to h. Most of the components
of the Jacobi identity are already satisfied by construction:

• [h, h,−] because V ⊕ S ⊕ h is an h-module,
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• [h, S, S] because γ is h-equivariant,

• [h, S, V ] because β is h-equivariant,

• [S, S, S] because of the Spencer cocycle condition, and

• the V -component of [S, S, V ] because of the Spencer cocycle condition.

We will use the [S, V, V ] Jacobi to define ρ and then check that ρ is h-equivariant and maps
to h which means that the [h, V, V ] Jacobi is satisfied. Finally, we have to check that the
h-component of the [S, S, V ] Jacobi as well as [V, V, V ] Jacobi are satisfied.

The [S, V, V ] Jacobi says that for all v, w ∈ V and s ∈ S,

[v, [w, s]]− [w, [v, s]] != [[v, w], s] (6.18)

which is equivalent to
1
2ωρ(v,w)

!= [βv, βw]− βα(v,w). (6.19)

This requires that the r.h.s. should belong to ∧2V ⊂ C`(V ), which can be checked to be
the case. In components, the above condition is

1
4ρµναβΓαβ != [βµ, βν ]− αµνρβρ (6.20)

and after a short calculation (which we omit) results in

ρµναβ = 4CµνCαβ . (6.21)

It follows that ρ is h-equivariant and moreover that it lands in h. Therefore the [h, V, V ]
Jacobi is satisfied. It is straightforward, if somewhat tedious, to check that the rest of the
Jacobi identity is satisfied.

In summary, the Killing superalgebra of a maximally supersymmetric background
(M, g,C) of minimal 5-dimensional supergravity is the filtered Lie superalgebra with un-
derlying vector space g = V ⊕ S ⊕ h, where h = so(V )∩ stab(C), whose brackets are given
for all A,B ∈ h, s ∈ S and v, w ∈ V by equation (6.17), with

αµνρ = −εµνρστCστ

βµ = 1
4εµαβστC

αβΓστ + CµνΓν

γµν = 2µCµν
ρµναβ = 4CµνCαβ .

(6.22)

6.3.2 Killing superalgebras for maximally supersymmetric backgrounds with
F 6= 0

For these backgrounds, C = 0 and F = ϕ⊗r where ϕ is a parallel vector field (or one-form)
and r ∈ sp(1) is a fixed element of the R-symmetry Lie algebra. The normalised cocycle
βΦ + γΦ can be read off from equation (3.40):

βΦ(v, s)A = −1
8 (v · ϕ+ 3ϕ · v) · rABsB

γΦ(s, s)µν = 1
4εµνρ

στϕρrABω
AB
στ .

(6.23)
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It follows that γ(s, s) ∈ h = so(V ) ∩ stab(ϕ): indeed,

γΦ
µνϕ

ν = 1
4ϕ

νϕρεµνρ
στrABω

AB
στ = 0, (6.24)

by symmetry. This means that we can choose λ = 0 and hence α = 0, β = βΦ and γ = γΦ

and the Lie brackets of the Killing superalgebra are given by

[A,B] = AB −BA

[A, s] = 1
2ωA · s

[A, v] = Av

[s, s] = κ(s) + γ(s, s)
[v, s] = βvs

[v, w] = ρ(v, w),
(6.25)

subject to the Jacobi identity, which will determine ρ.
As in the case of the supergravity backgrounds, most of the components of the Jacobi

identity are already satisfied. The [h, V, V ] component will follow from the h-component of
the [S, S, V ] Jacobi. Indeed, this component says that

ρ(v, κ(s, s)) != 2γ(β(v, s), s). (6.26)

If we can solve this equation for ρ, which basically means that the r.h.s. only depends on
κ(s, s) and not on either µ nor ωAB, then ρ is indeed h-equivariant, since so are β and
γ, and ρ maps to h, since so does γ. The other two Jacobi components which need to be
satisfied are the [S, V, V ] component:

β(v, β(w, s))− β(w, β(v, s)) != [ρ(v, w), s] (6.27)

and the [V, V, V ] component:

ρ(u, v)w + ρ(v, w)u+ ρ(w, u)v != 0. (6.28)

We actually prefer to derive ρ from the [S, V, V ] Jacobi and check the other two. A
straightforward (if tedious) calculation shows that

ρµνστ = ϕ2gµ[σgτ ]ν − ϕµϕ[σgτ ]ν + ϕνϕ[σgτ ]µ, (6.29)

agreeing, as expected, with the Riemann tensor (6.1). It follows that ρ is h-equivariant
and we check that it does map to h: indeed, a short calculation shows that ρµνστϕτ = 0,
with terms cancelling pairwise. Similarly, one checks that ρ[µνσ]τ = 0, which shows that
the [V, V, V ] Jacobi is satisfied and, finally, that equation (6.26) is too.

In summary, the Killing superalgebra of the maximally supersymmetry backgrounds
with C = 0 is given by equation (6.25) with h = so(V ) ∩ stab(ϕ) and

βµ
A
B = −1

8ϕ
ν (ΓµΓν + 3ΓνΓµ) rAB

γµν = 1
4εµνρστϕ

ρωστ
(6.30)

where we have introduced the shorthand ωστ := rABω
AB
στ and where ρ is given by equa-

tion (6.29).
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A Tensorial identities for 2-forms

We collect here some identities which are required for various calculations in the main body
of this paper. Let (M, g) be a 5-dimensional lorentzian manifold and let A,B ∈ Ω2(M).
We work in a local orthonormal frame, starting with the identity

εαβγ[µνA
α

ρ] B
βγ + 2

3εµνραβA
αδBβ

δ = 0, (A.1)

which can be verified by contracting the left hand side with εµνρστ . It then follows that

εαβγ[µνA
α

ρ] B
βγ + εαβγ[µνA

αβB γ
ρ] = 0. (A.2)

We can then show that

ενραβγ
(
A α
µ Bβγ +AαβB γ

µ ,
)

+ ηµ[νερ]αβγδA
αβBγδ = 0 (A.3)

by contracting the left hand side with ενρστχ and using equation (A.2). In particular,
we have

εαβγ[µνA
α

ρ] A
βγ = 0, (A.4)

εαβγνρA
α
µ Aβγ + 1

2ηµ[ν ερ]αβγδA
αβAγδ = 0. (A.5)

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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