
J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

Published for SISSA by Springer

Received: August 8, 2023
Revised: January 12, 2024

Accepted: May 26, 2024
Published: June 21, 2024

Positivity-causality competition: a road to ultimate EFT
consistency constraints

Mariana Carrillo González ,a Claudia de Rham ,a Sumer Jaitly,a Victor Pozsgaya
and Anna Tokarevaa,b,c

aTheoretical Physics, Blackett Laboratory, Imperial College,
London, SW7 2AZ, U.K.

bSchool of Fundamental Physics and Mathematical Sciences,
Hangzhou Institute for Advanced Study, UCAS,
Hangzhou 310024, China

cInternational Centre for Theoretical Physics Asia-Pacific,
Beijing/Hangzhou, China

E-mail: m.carrillo-gonzalez@imperial.ac.uk, c.de-rham@imperial.ac.uk,
sumer.jaitly14@imperial.ac.uk, v.pozsgay19@imperial.ac.uk,
tokareva@ucas.ac.cn

Abstract: Effective field theories (EFT) are strongly constrained by fundamental principles
such as unitarity, locality, causality, and Lorentz invariance. In this paper, we consider the
EFT of photons (or other U(1) gauge field) and compare different approaches to obtain
bounds on its Wilson coefficients. We present an analytic derivation of the implications
of unitarity (linear and non-linear positivity bounds) and compare these constraints with
the requirement of causal propagation of the photon modes around non-trivial backgrounds
generated by external sources. Within this setup, we find that the low energy causality
condition can give complementary constraints to our analytic positivity bounds. In other
words, simple analytic techniques can give strong constraints on the allowed region of the
photon EFT parameters even when the positivity bounds are not numerically optimized.

Keywords: Effective Field Theories, Scattering Amplitudes

ArXiv ePrint: 2307.04784

Open Access, © The Authors.
Article funded by SCOAP3. https://doi.org/10.1007/JHEP06(2024)146

https://orcid.org/0000-0003-1119-9097
https://orcid.org/0000-0002-6183-1030
mailto:m.carrillo-gonzalez@imperial.ac.uk
mailto:c.de-rham@imperial.ac.uk
mailto:sumer.jaitly14@imperial.ac.uk
mailto:v.pozsgay19@imperial.ac.uk
mailto:tokareva@ucas.ac.cn
https://doi.org/10.48550/arXiv.2307.04784
https://doi.org/10.1007/JHEP06(2024)146


J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

Contents

1 Introduction 2

2 Photon effective field theory 4
2.1 EFT of U(1) gauge field 4
2.2 Partial UV completions 6

3 Positivity bounds 6
3.1 Indefinite helicity amplitudes and manifest crossing symmetry 8
3.2 Dispersion relations and positivity bounds 10
3.3 Weak coupling assumption and low energy analyticity 12
3.4 Applying positivity bounds to the EFT: linear bounds 14
3.5 Non-linear bounds 15
3.6 Visualising positivity bounds 16

4 Causality bounds 19
4.1 Spherically-symmetric backgrounds 19
4.2 Causality bounds 23

5 Positivity and causality 34
5.1 Positivity bounds are stronger then causality 35
5.2 Complementarity of the positivity and causality bounds 37
5.3 Case g2 = 0 40

6 Conclusions 40

A Equations of motion 42

B Explicit expressions for propagation around spherically symmetric
backgrounds 44

C Optimization method 46

D Spin-2 partial UV (in)completions 47

E Reducing the angle dependence for the positivity bounds 48

F Comparison of conventions with other works 50

– 1 –



J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

1 Introduction

Effective field theories (EFTs) allow us to describe low-energy physics without the knowledge
of the fundamental theory in the ultraviolet (UV). These low-energy descriptions can include
any interaction that is consistent with the symmetries of the system and thus can lead to
a large number of free parameters. From a phenomenological perspective, bounding these
parameters from observations without any theoretical guidance could result in an incorrect
estimation of their actual value. Thus, it is desirable to understand how physical principles
can reduce the freedom in this large parameter space. The assumption that the ultimate
fundamental theory obeys the basic principles of quantum field theory and relativity puts
constraints on its low-energy effective description. Namely, imposing unitarity, Lorentz
invariance, analyticity, and locality of the scattering amplitudes leads to constraints on the
couplings of the low-energy EFT [1–3]. One such class of constraints is termed positivity
bounds, as the simplest of them require strict positivity of linear combinations of EFT
coefficients. The study of positivity bounds fits within the broader program of the S-matrix
bootstrap, which aims to map the infinite-dimensional space of possible S-matrices of all
consistent quantum field theories [4–7]. Techniques for obtaining positivity bounds have
been fruitfully explored in the recent years following the revival due to [1], leading to infinite
sets of positivity bounds beyond the forward limit [8–11], for massive spinning particles
(particularly spin-2) [12–19], including massless gravity [20–32], massive gravity [33–36],1 and
non-linear bounds from crossing symmetry, Cauchy-Schwarz type inequalities and properties
of Gegenbauer polynomials [37–41], as well as applications to the SMEFT [42–49].

In this paper, we will analyze in detail the consequences of one of the physical conditions
required to derive positivity bounds, namely causality. By imposing causality one reaches the
conclusion that scattering amplitudes are analytic in the complex s plane up to physical poles
and branch cuts in the real axis [4, 50–54], which is used to derive positivity bounds. Causality
is the requirement that no information can be received before it is generated. For a local field
theory, this is encoded in the condition that the retarded Green’s function does not have sup-
port outside the lightcone, which in turn is a consequence of micro-causality, that is, that com-
mutators of local operators vanish outside the lightcone. Here, we assume that the spacetime
in which the fields propagate has a chronology defined by a minimally coupled photon moving
at the speed of light. Examples, where this is not assumed have been considered in [55–57] and
allow for a large time advance. In such settings, an observable time advance does not imply
that we can generate a closed timelike curve as is the case in the examples considered in [1],
which also assumes the chronology of the spacetime to be given by the photon as in this paper.

Besides the implications of causality for the derivation of positivity bounds, one can
also obtain constraints on the Wilson coefficients of an EFT without any assumptions of the
UV by only requiring causal propagation at low energies around non-trivial backgrounds
generated by external sources [58–69]. One should note that the strict requirement of a
subluminal speed of sound is too strong. Modes can propagate superluminally in small regions
of spacetime and not lead to any observable violation of causality. Instead of focusing on the

1Note however that the recent work [36] relies on the additional assumption of a purely tree-level completion
where the branch-cut starts at best at the cutoff. While this assumption may be appropriate for some
non-gravitational theories as we shall discuss here, it is not anticipated to be valid in massive gravity.
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speed of sound, we will consider a cleaner diagnostic by computing the time delay experienced
by a propagating mode in the EFT relative to a free mode. The time delay is invariant under
field redefinitions since it is directly related to the S-matrix as

∆T = −i
〈

in
∣∣∣∣Ŝ† ∂

∂ω
Ŝ

∣∣∣∣ in〉. (1.1)

By defining the scattering phase shift from the S-matrix eigenvalues as Ŝ| in⟩ = e2iδ| in⟩, we
can compute the time delay at fixed impact parameter

∆Tb = 2∂δℓ
∂ω

∣∣∣∣
b
, (1.2)

which corresponds to the time delay computed in the Eikonal approximation [70, 71]. In
order to have a well-defined time delay, one requires a separation of scales between the
background and the propagating modes. The scales of variation of the background should be
much larger than the wavelength of the mode in order to observe a well-defined phase shift
and hence time delay. This means that we will be working in the semi-classical regime, in
other words, in the WKB regime. We can now diagnose violations of causality by checking
whether a theory can give rise to closed-timelike curves, which is equivalent to obtaining a
resolvable time-advance [1, 72]. Additionally, this should be computed within the regime of
validity of the EFT and the WKB approximation. The concept of resolvability arises from
the uncertainty principle which tells us that, if we have a mode with frequency ω, we cannot
measure its time delay/advance if it is smaller than the uncertainty ∆t ∼ ω−1. Thus, if
a mode experiences a time advance that is resolvable, that is, a time advance larger than
the resolution scale of geometric optics,

∆T < −1/ω , (1.3)

then the theory has a mode that violates causality. Note that there is no strict derivation of
this bound such as the Wigner bound in [73]. Nevertheless, there is evidence that this bound
should hold for relativistic theories as well [69, 72, 74]. The precise number on the r.h.s. of
the equation above has not been determined, but it should be an order one number. We
will explore below the consequences of having different values of this order one number. By
imposing that our theory does not have any such modes, we can bound the value of Wilson
coefficients. In this paper, we will analyze such bounds for the case of an EFT of a photon.

In principle, one would expect that the requirement of causal propagation in the infrared
leads to weaker constraints than the requirement of a local, unitary, causal, and Lorentz
invariant theory all the way to the UV. Nevertheless, the actual constraints obtained from our
requirement of causal propagation and the actual constraints obtained by deriving positivity
bounds are not guaranteed to encode the full power of these assumptions. As we will see, it is
possible that these bounds test both similar and different regions of the parameter space. Thus,
in some cases, causality and positivity can lead to similar bounds, while in other cases they
can probe different regions of the parameter space and lead to complementary bounds that
can be combined to obtain a much stronger constraint on the Wilson coefficients of the EFT.

The main purpose of this paper is to compare the implications arising from the requirement
of causal propagation with the constraints from positivity bounds by considering the example
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of an EFT of photons. The positivity bounds on the EFT coefficients were studied previously
in [1, 38, 75–77]. In this paper, we formulate new constraints on the operators up to dimension-
12 (we consider 7 independent couplings) in the form of analytic expressions. We develop a
new approach based on scattering amplitudes for indefinite polarization states of photons
parameterized by four angles. This allows us to make the bounds stronger than those derived
from the scattering of given polarization states, as the obtained inequalities must be valid
for all possible indefinite polarization states. We formulate a set of linear positivity bounds
derived in a way similar to [9],2 and analytically perform the optimisation of the inequalities.
In addition, we formulate the two non-linear bounds constraining dimension-10 operators
between dimension-8 and dimension-12 couplings. We also discuss how one-loop corrections
to the amplitudes would affect the bounds.

To compare the strength of the causality and positivity requirements, we consider
different slices in the 6-dimensional space of couplings. We show that, in some directions of
the parameter space, positivity bounds provide stronger constraints while causality conditions
do not lead to compact bounds in all directions. The later is due to technical challenged
related to the implementation of the WKB approximation, which prevent us from including
non-sign definite contributions to the time delay for certain Wilson coefficients. This does not
imply that causality requirements cannot lead to compact bounds in these specific directions,
but rather that in some situations, our current setup does not lead to a compact bound in
all directions. On the other hand, for dimension-10 operators we obtain compact causality
bounds which are so far stronger than the analytic positivity bounds formulated in this work.
We emphasize that this does not represent a contradiction but simply signals the fact that
the ultimate unitarity constraints must be stronger than those which were formulated so far.
Thus, the causality conditions can provide a hint for the formulation of better constraints
on the EFT parameter space.

The paper is organised as follows. In section 2 we introduce the photon EFT and review
the connection between the Lagrangian and scattering amplitudes parametrisations. In
section 3 we describe the novel methods of obtaining positivity bounds for the scattering
of indefinite polarization states of photons. Section 4 is dedicated to deriving the causality
constraints from the absence of a resolvable time advance in photon propagation on top
of a spherically-symmetric background generated by an external source. In section 5, we
compare positivity and causality bounds in different slices of the parameter space. After
that, in section 6 we present the conclusions and discussion on the complementarity of
positivity and causality bounds. Throughout the manuscript, we work in four spacetime
dimensions, with signature (− + ++).

2 Photon effective field theory

2.1 EFT of U(1) gauge field

The most generic EFT of a massless vector field Aµ enjoying a U(1) gauge symmetry can
be formulated in the following way. We define the field-strength (or Faraday) tensor Fµν

2To the best of our knowledge, the bounds of this type were never formulated before for amplitudes without
s − u crossing symmetry.
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and its Hodge dual F̃µν in the following way

Fµν = ∂µAν − ∂νAµ , F̃µν = 1
2ϵµνρσF

ρσ . (2.1)

We make the hypothesis that the U(1)-symmetric Lagrangian only depends on gauge-invariant
quantities, i.e.

LF = L(F, F̃ , ∂F, ∂F̃ , . . . ) . (2.2)

Note that we will forbid any operator with an odd number of F̃ to avoid any parity breaking.
We will assume that our EFT breaks down at a scale Λ and we will consider operators of
at most 4 fields and dimension-12. We assume that operators with more than 4 fields are
suppressed at the EFT order that we work at, which allows us to compare the causality
bounds to positivity bounds. The precise conditions for the validity of the EFT and the
truncation of the infinite series of operators at this order are shown in detail in eq. (4.11).
After neglecting redundant terms that can be removed through field redefinitions, we write
a set of independent operators up to dimension-12 which reads

L = −1
4FµνF

µν

+ c1
Λ4F

µνFµνF
αβFαβ + c2

Λ4F
µνFαβFµαFνβ

+ c3
Λ6F

αµF νβ∂µFβγ∂νF
γ

α + c4
Λ6F

αµF νβ∂βFµγ∂
γFαν + c5

Λ6F
αµF νβ∂βFνγ∂

γFαµ

+ c6
Λ8F

µν∂µFνρ∂
ρ∂αF βγ∂αFβγ + c7

Λ8F
µ
γ∂µFνρ∂

νFαβ∂
ρ∂γFαβ

+ c8
Λ8F

µγ∂µFνρ∂
ρ∂βFαγ∂

αF νβ . (2.3)

The 4-point tree-level scattering amplitude arising from this theory can be parametrized as

A++++ = f2
Λ4

(
s2 + t2 + u2

)
+ f3

Λ6 stu+ f4
Λ4

(
s2 + t2 + u2

)2
, (2.4a)

A++−− = g2
Λ4 s

2 + g3
Λ6 s

3 + g4
Λ8 s

4 + g′4
Λ8 s

2tu , (2.4b)

A+++− = h3
Λ6 stu , (2.4c)

where all other helicity configurations can be obtained by symmetry considerations (parity,
time-reversal, boson exchange, crossing symmetry) and we consider a set up where all
particles are incoming. The scattering amplitude parameters above are related to the Wilson
coefficients in eq. (2.3) via

f2 = 2(4c1 + c2) , g2 = 2(4c1 + 3c2)

f3 = −3(c3 + c4 + c5) , g3 = −c5 , h3 = −3
2c3 ,

f4 = 1
4c6 , g4 = 1

2(c6 − c8) + c7 , g′4 = −1
2(c7 + c8) . (2.5)

Note that throughout the text we occasionally refer to the amplitude parameters themselves
as ‘Wilson coefficients’.
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UV completion g2 f2 f3 g3 h3 f4 g4 g′4

scalar 1 1 3 1 0 1
2 1 0

axion 1 −1 −3 1 0 −1
2 1 0

scalar QED 1 3
4

5
14

3
28

1
28

1
84

41
420 − 1

168

spinor QED 1 − 3
11 −10

77
4
77 − 1

77 − 1
231

13
660 − 5

462

vector QED 1 1
28

5
294 − 47

1764
1

588
1

1764
131
8820 − 23

1176

spin-2 even I* 1 1 0 1 0 1
2 1 −6

spin-2 even II 1 0 0 −1 0 0 1 −2
spin-2 odd* 1 −1 0 1 0 −1

2 1 −6
min.-coupled spin-2 1 0 0 −1

2 0 0 1
2 −1

Table 1. Values of the Wilson coefficients for known partial UV completions, where g2 is normalized
to unity. The partial UV completions with a ∗ superscript do not satisfy the causality and positivity
bounds. This simply indicates that the non-minimal couplings that they contain are ruled out; see
appendix D for more details.

2.2 Partial UV completions

Together with the positivity and causality bounds, we will show explicitly the values for
the coefficients of known partial UV completions. We will focus on tree level, partial UV
completions given by the interactions of the photon with a scalar and an axion. In some
cases, we will also show the values for the partial UV completions involving a graviton
that were analyzed in [75–77]. We refer to the spin-2 partial UV completion from [75] as
minimally-coupled spin-2. Lastly, we will also analyze some of these bounds that can be
compared to one-loop, partial UV completions from QED-like theories. We will consider
the standard (spinor) QED [78–81], scalar QED [82, 83], and vector QED [83, 84]. Table 1
shows the coefficients for all these partial UV completions.

The labels even or odd in principle refer to the theories that propagate only in the even
or odd sector. These sectors are defined by the transformation of the partial waves under
space inversion; even modes transform with a factor (−1)ℓ and odd modes with a factor
(−1)ℓ+1. Nevertheless, some of the theories labeled below as odd or even do not satisfy this
property, but we still use this name as is the one used in the original paper that constructed
them [77]. The time delay for the even sector of the axion vanishes as it should. Similarly,
the time delay for the odd sector vanishes for the scalar partial UV completions. On the
other hand, the so-called odd and even spin-2 partial UV completions do not satisfy this
feature. See appendix D for more details.

3 Positivity bounds

In this section, we will explore constraints on the Wilson coefficients of the photon EFT that
arise from requiring a so-called ‘standard’ or ‘consistent’ UV completion [1]. By ‘standard’
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we mean that the UV theory has an S-matrix satisfying certain properties that encapsulate
unitarity, causality, locality, and Lorentz invariance:

• Unitarity: the S-matrix being unitary follows from the completeness of the asymptotic
in/out Hilbert space and implies the conservation of probability in scattering processes.
This leads to the optical theorem, which roughly states that,

ImAi−→i(s, 0) = 1
2
∑
n

|Ai−→n(s)|2 , (3.1)

i.e. that the imaginary part of the elastic scattering amplitude from state i to i is related
to the absolute values of the amplitudes for all i to n processes, for any intermediate
state n. An immediate consequence of this is that the imaginary part of the forward
limit elastic amplitude is positive. Since the imaginary part of the amplitude arises
from non-analytic structures such as poles and branch cuts, unitarity also informs us of
the analytic structure of the amplitude.
One slightly more technical statement that we utilise is positivity of t-derivatives of
the discontinuity (or imaginary part as phrased above) at t = 0. This can be derived
from properties of the partial wave expansion, e.g. see [9, 13, 27]. Non-analyticity of
the amplitude generated by massless loops can undermine this, however for spin-1 loops
it is possible to circumvent this with an IR regulating mass.

• Causality: the statement of microcausality in the quantum field theory, i.e. that
space-like separated operators commute, is connected to the analytic structure of the
amplitude [50]. The amplitude is assumed to be analytic in the upper half complex s

plane for fixed negative t. The assumption of the Schwarz reflection property extends
this to the lower half plane, with the final result that the amplitude is analytic up to
the poles and branch cuts required by unitarity.

• Locality: we assume that the fixed t amplitude is polynomially bounded in the complex s
plane as |s| −→ ∞. This assumption is implicit in the derivation of scattering amplitudes
via the LSZ prescription as it allows one to Fourier transform between position and
momentum space correlation functions. This has been linked in quantum field theory
with the notion of locality and is required for the existence of a dispersion relation
representation [52, 85].

• Boundedness: for theories with a mass gap, the Froissart-Martin bound demands that
the elastic amplitude grows slower than s2 as |s| −→ ∞, allowing for a twice subtracted
dispersion relation to be written. Whilst this boundedness is not proven for theories
without a mass gap, we will assume that the exact amplitude obeys this property [86–88].

In this section we assume that there are no poles due to the exchange of states with
spin ≥ 2 (such as the infamous t-channel pole arising from graviton exchange) and so we can
safely assume any poles have been already subtracted, leaving us with the pole-subtracted
amplitude, without violating the boundedness properties of the amplitude.

It is worth emphasizing once more that the positivity bounds obtained here are by no
means expected to be the most optimal bounds following from the above assumptions and

– 7 –
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the dispersion relation, and neither is this the point of this work, however they provide a
good starting point for comparing with causality bounds. It is also worth pointing out that
in order to make the comparaison with causality bounds more visible, our region plots are in
contrast with those that have been obtained in the recent literature [22, 75, 76]. The above
works mainly give the allowed region for any two Wilson coefficients as a projection which
is independent of the values of the other Wilson coefficients, as is natural in the numerical
optimization approach to EFT bounds [41]. In our analysis we explicitly fix the values of
the other Wilson coefficients in obtaining our bounds, giving a slice of the parameter space,
as opposed to a projection. As the primary focus of this work is to compare the positivity
and causality bounds, the latter of which apply to slices of the parameter space, it is more
sensible to examine slices on the positivity bound side.

3.1 Indefinite helicity amplitudes and manifest crossing symmetry

Positivity bounds can be derived for any scattering amplitude that is elastic, meaning that
the initial and final states are the same. In these cases, unitarity implies positivity of the
discontinuities of the amplitude. Thus, we construct a general in-going state of two photons,
|in⟩ = ∑

h1,h2 ah1h2 |h1, h2⟩ where the helicity labels are summed over the two polarization
states, hi = ±, and study the elastic scattering of this state. Bounds on such indefinite helicity
amplitudes have been fruitfully explored in previous literature [15, 16, 26, 27, 33, 89–91].

As the initial state is a sum of helicity eigenstates, the scattering amplitude will decompose
into a sum of amplitudes between helicity eigenstates which notably contains amplitudes
for processes that are themselves not elastic. The helicity amplitudes for the process with
in-state of helicity |h1, h2⟩ and out-state of helicity | − h3,−h4⟩ are denoted,

(in-out) Ah1h2→−h3−h4(s, t, u) ≡ Ah1h2h3h4(s, t, u) (all in) . (3.2)

Generally crossing relations/symmetries between helicity amplitudes are extremely compli-
cated (see for example [13]) however for the massless, bosonic and equal spin scattering we
are interested in, the relations are a lot simpler and are given by,

Ah1h2h3h4(s, t, u) = Ah1h4h3h2(u, t, s) ,
Ah1h2h3h4(s, t, u) = Ah1h3h2h4(t, s, u) ,
Ah1h2h3h4(s, t, u) = Ah1h2h4h3(s, u, t) .

(3.3)

If we denote the elastic scattering of our generic initial state as the s-channel process, with
amplitude As(s, t, u), the corresponding crossed u-channel process will have the amplitude
Au(s, t, u) given by,

Au(s, t, u) = As(u, t, s) =
∑
hi

ah1h2a
∗
−h3−h4Ah1h2h3h4(u, t, s) (3.4)

=
∑
hi

ah1h2a
∗
−h3−h4Ah1h4h3h2(s, t, u) . (3.5)

Note that the final expression cannot arise as the amplitude for an elastic scattering process
and so we cannot use positivity of the u-channel discontinuity or apply positivity bounds
in the usual manner. This can be simply remedied by requiring that the coefficients in our
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general initial state are factorisable (making it a separable state) such that ah1h2 = αh1βh2

in which case the above expression becomes,

Au(s, t, u) =
∑
hi

αh1βh2α
∗
−h3β

∗
−h4Ah1h4h3h2(s, t, u) (3.6)

=
∑
hi

αh1β
∗
−h2α

∗
−h3βh4Ah1h2h3h4(s, t, u) , (3.7)

which identifies the amplitude Au as the elastic amplitude for the initial state, |in⟩ =∑
αh1β

∗
−h2
|h1h2⟩.

By comparing the above two lines we can deduce that the amplitude will obey manifest
s − u crossing symmetry if the βh coefficients satisfy,

βh = β∗−he
iγ =⇒ As(s, t, u) = Au(s, t, u) , γ ∈ R , (3.8)

and similarly manifest s − t crossing symmetry if,

βh = α∗
−he

iψ =⇒ As(s, t, u) = At(s, t, u) , ψ ∈ R . (3.9)

If both the above conditions are satisfied the amplitude will be triple crossing symmetric, i.e.
unchanged under any permutation of s, t, u and As = At = Au. A useful parametrisation
of the α, β coefficients that guarantees correct normalisation of states is given by (for real
values of the angles and phases),

α+ = cos θ , α− = sin θ eiϕ , β+ = cosχ , β− = sinχ eiψ . (3.10)

The motivation for imposing manifest crossing symmetries is that different, a priori stronger
positivity bounds can be derived for such amplitudes [40, 41]. Imposing the above conditions
amounts to restrictions on the angles introduced in eq. (3.10) and leaves one with families
of crossing symmetric amplitudes parameterised by the remaining angles. For example,
the one-parameter family of manifestly triple crossing symmetric (which we denote by stu)
amplitudes is,

Astu = 1
2(A++−− +A+−−+ +A+−+−) + 2A+−−− cosϕ+ 1

2A++++ cos 2ϕ , (3.11)

whereas the indefinite helicity amplitude with no manifest crossing symmetry, denoted ih,
is given by,

Aih = 1
2
(

cos(2θ)(A++−− −A+−−+) cos(2χ) +A++−− + 4A+−−− sin(χ) cos(χ) cos(ψ)

+A+−−+ + sin(2θ) sin(2χ)(A++++ cos(ψ + ϕ)

+A+−+− cos(ϕ− ψ)) + 4A+−−− sin(θ) cos(θ) cos(ϕ)
)
. (3.12)

Finally the manifestly s− u symmetric amplitudes, Asu are obtained by evaluating Aih on
any value of θ or χ such that cos(2θ) cos(2χ) = 0.
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ϵ2Λ2

µ

s

−t

∞

Figure 1. Structure of the pole subtracted amplitude, and the integration contour used for the
dispersion relation. The dashed line corresponds to the two arcs at infinity which close the two disjoint
contours in the upper and lower half plane. The value of s in the dispersion relation is taken inside the
semi-circular region near the origin. The boxes denote the start of the two branch cuts, the s-channel
going from µ = 0 to the right and the u-channel from µ = −t to the left.

3.2 Dispersion relations and positivity bounds

From our assumptions on the UV theory, the analytic structure of the amplitude in the
complex s plane for fixed t < 0 is known, and depicted in figure 1. Dispersion relations are
an essential tool in connecting these UV assumptions to the amplitudes in the EFT; here,
we give a brief summary of their derivation. Consider the integral,

1
2πi

(∮
+

+
∮
−

)As(µ, t)
(µ− s)3 dµ = 0 , (3.13)

where the two closed contours, labelled + in the upper half plane and − in the lower, are
shown in red in figure 1. The branch cuts completely cover the real axis and overlap, so we
are forced to use this combination of disjoint contours, rather than the one typically used in
situations where there is an analytic region between the cuts. From the residue theorem, we
know that both integrals are zero as they contain no poles. Additionally, the assumption that
the amplitude grows more slowly than µ2 as |µ| −→ ∞, or in other words that there exists a
twice subtracted dispersion relation, implies that the integral over the arcs at infinity vanishes
due to the µ3 suppression in the denominator of the integrand. Separating the remainder
of the contour into the path along the branch cuts and the two arcs at the intermediate
scale |µ| = ϵ2Λ2 one arrives at the dispersion relation,

1
2πi

∫
arcs

dµ As(µ, t)(µ− s)3 =
∫ ∞

ϵ2Λ2

dµ
π

DiscsAs(µ, t)
(µ− s)3 +

∫ ∞

ϵ2Λ2−t

dµ
π

DiscsAu(µ, t)
(µ− u)3 , (3.14)

where the integral on the left-hand side is taken anticlockwise on the arcs at |µ| = ϵ2Λ2, i.e.
opposite to how is shown in the above figure. The discontinuity is defined as,

DiscsA(s, t) ≡ lim
ϵ−→0+

1
2i(A(s+ iϵ, t)−A(s− iϵ, t)) , (3.15)

– 10 –
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and under the assumption of the Schwarz reflection principle, A(s∗, t) = A(s, t)∗, this is equal
to the imaginary part of A(s, t). Note that we have also used crossing symmetry to relate
the left-hand branch cut discontinuity of As to the physical right-hand cut of Au, which
also obeys positivity properties as both processes are elastic. Note that the procedure of
computing the low energy integral along the arc is equivalent to subtracting the calculable
part of the low energy branch cut and subtracting it, i.e. using the improved positivity bounds.

The power of the dispersion relation representation comes from the fact that the left-hand
side is a low-energy quantity, computable in an effective field theory, whilst the right-hand
side includes information about the amplitude at arbitrarily large energy scales in the UV.
Therefore it connects the Wilson coefficients of the EFT to a high-energy quantity that can be
constrained by our requirements of a consistent UV completion, and thereby, directly constrain
the low-energy theory itself. From this point, positivity bounds are a direct consequence of
unitarity, which implies positivity of the discontinuities in the integrals of the right-hand
side, for all energies. Taking the limit |s| −→ 0 and t −→ 0− in the dispersion relation gives
positive quantities on both sides,

1
2πi

∫
arcs

dµ As(µ, 0)
µ3 =

∫ ∞

ϵ2Λ2

dµ
π

DiscsAs(µ, 0)
µ3 +

∫ ∞

ϵ2Λ2

dµ
π

DiscsAu(µ, 0)
µ3 > 0 . (3.16)

Inserting the tree-level EFT amplitude A++−−(s, 0) into the left-hand side and computing the
integral simply yields the coefficient g2, thus we arrive at the first positivity bound, g2 > 0.

More generally by taking s and t derivatives of the dispersion relation given by eq. (3.14)
and then taking the limits |s| −→ 0 and t −→ 0− we can derive further positivity statements.
There are an infinite number of dispersion relations one could obtain in this way, but as
the number of derivatives increases so does the number of Wilson coefficients in the bounds.
In order to bound the coefficients g2, f2, g3, f3, h3 we shall first examine the leading three
dispersion relations. To condense expressions we introduce the notation,

C(n,m) ≡ n!/2
2πi

∫
arcs

dµ ∂
m
t A(µ, 0)
µn+1 and Is,u(n,m) ≡

∫ ∞

ϵ2Λ2

dµ
π

∂mt DiscsAs,u(µ, 0)
µn+1 > 0 ,

(3.17)
which gives the first three dispersion relations as,

C(2, 0) = Is(2, 0) + Iu(2, 0) > 0 ,
C(3, 0) = 3Is(3, 0)− 3Iu(3, 0) ,

C(2, 1) = DiscsAu(ϵ2Λ2, 0)
π(ϵ2Λ2)3 + Is(2, 1)− 3Iu(3, 0) + Is(2, 1) .

(3.18)

Due to positivity and the µ suppression in the integrands I(n,m), we have the inequality,

Is,u(n+ 1,m) < 1
ϵ2Λ2 Is,u(n,m) ,

allowing us to construct positive quantities even when negative factors of the discontinuity
integrals appear in the above expressions. From doing this we obtain the following linear
positivity bounds,

C(2, 0) > 0 , C(3, 0) + 3
ϵ2Λ2C(2, 0) > 0 , C(2, 1) + 3

ϵ2Λ2C(2, 0)− DiscsAu(ϵ2Λ2, 0)
π(ϵ2Λ2)3 > 0 .

(3.19)
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In the final line, the explicit factor of the discontinuity appears as a consequence of the
t dependence of the lower limit of the u-channel integral in the dispersion relation. The
discontinuity is positive and so serves to improve the strength of the positivity bounds if
we are able to compute it in the EFT.

If we take arbitrary linear combinations of the first three dispersion relations in eq. (3.18),
we can derive other positivity statements. In such a combination the coefficient of C(2, 1)
must be positive for the combination to be positive, as it contains Is(2, 1) which, if multiplied
by a negative number cannot be compensated by anything in C(2, 0) or C(3, 0). Then we
have a continuum of positive quantities parameterised by Ω,Θ ∈ R,

C(2, 1)− DiscsAu(ϵ2Λ2, 0)
π(ϵ2Λ2)3 + ΘC(3, 0) + Ω

ϵ2Λ2C(2, 0) > 0 , ∀Ω ≥ 3
∣∣∣∣Θ + 1

2

∣∣∣∣+ 3
2 . (3.20)

Since C(2, 0) is positive, the strongest bound will be obtained when Ω takes its minimum
value. The bound should be then satisfied for any Θ and so by varying over this parameter
we find the equivalent statement,

|C(3, 0)| < 3
ϵ2Λ2C(2, 0) ∪ C(2, 1)− 1

2C(3, 0) + 3
2ϵ2Λ2C(2, 0)− DiscsAu(ϵ2Λ2, 0)

π(ϵ2Λ2)3 > 0 .

(3.21)
Finally, two further C(n,m) coefficients we examine are,

C(4, 0) = 12Is(4, 0) + 12Iu(4, 0) > 0 ,

C(3, 1) = 3Is(3, 1)− 3Iu(3, 1) + 12Iu(4, 0)− 3DiscsAu(ϵ2Λ2, 0)
π(ϵ2Λ2)4 .

(3.22)

We do not include C(2, 2) as it receives 1-loop corrections which are logarithmically divergent
as t −→ 0− [77, 92]. From these expressions we can derive, in a similar manner to before,
the linear positivity bounds,

0 < C(4, 0) < 12
(ϵ2Λ2)2C(2, 0) ∪ C(3, 1) + 3

ϵ2Λ2C(2, 1)− 3
2ϵ2Λ2C(3, 0) + 9C(2, 0)

2(ϵ2Λ2)2 > 0 .

(3.23)

3.3 Weak coupling assumption and low energy analyticity

All the above positivity bound statements can be applied to the various elastic photon
amplitudes that were derived in section 3.1. These positivity bounds accounted for the
presence of loops in the EFT, which would generate non-analyticities at arbitrarily low
energy, due to the masslessness of the photon. In the three leading quantities C(2, 0), C(3, 0),
and C(2, 1) the 1-loop corrections appear as polynomials in the Wilson coefficients and in
particular do not introduce logarithms. At 2-loop or higher, it is possible for this to change
and for logarithms to arise. Running loop corrections in quantities such as C(4, 0) and C(3, 1)
(provided that they themselves do not diverge as t −→ 0−), which would take the form of
logarithms [77], imply that the Wilson coefficients are dependent on the arbitrary dim-reg
scale µ which can be chosen to be µ = ϵ2Λ2. With this choice of dim-reg scale the logarithmic
corrections which depend on ratios of µ to ϵ2Λ2, would vanish leaving some finite corrections.
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The assumption that loop corrections to the amplitude in the EFT are suppressed
to the point of being negligible, either by a weak coupling in the UV (as for example in
perturbative string theory) or a large hierarchy of scales (e.g. for gravitational interactions at
low energies) is often termed weak-coupling. If we assume that the UV completion involves
interactions that are controlled by a dimensionless coupling g2

∗ such that the EFT Lagrangian
can be organised into a form exhibiting a single mass scale and the UV coupling (see for
example [35, 91, 93, 94]):

LEFT = 1
g2
∗

(
Λ4L0(A/Λ, ∂/Λ) + g2

∗L1 + . . .
)
, (3.24)

then the loop counting parameter is effectively g2
∗. In this above expression the LL functions

descend into the EFT from L-loop corrections in the UV theory. In fact from analysis of
Feynman diagrams, one can determine that L-loop corrections are suppressed by a factor
of (g2

∗/16π2)L, implying that the theory becomes strongly coupled (which in this context
means a breakdown of the loop expansion) at g∗ = 4π. As a consequence, if one assumes that
g∗ ≪ 1, loop contributions and thus non-analyticities are suppressed throughout the regime
of validity of the EFT and positivity bounds can be applied to the tree-level EFT amplitudes.

Finally, we note that even if g∗ > 4π, there can be situations in which loop corrections
in the EFT become suppressed by a large hierarchy of scales. One notable example of this
is in the EFT of gravity, where power counting arguments reveal that loop corrections are
ever-more suppressed by factors of E/MPl where E denotes a typical low-energy scale of
the physical system, be it a scattering center of mass energy, or the curvature scale of the
gravitational background [95]. This suppression however becomes weaker as E increases
and so is less robust than the weakly-coupled UV scenario which remains accurate for all
energies up to the cutoff.

In the weak-coupling approximation, non-analyticities in the amplitude start at the cutoff
Λc which is generically higher than the scale explicit in the EFT action3 Λ2

c ≳ Λ2 and below
this scale, the EFT amplitude is polynomial in Mandelstam variables. The corresponding
dispersion relation exhibits branch cut integrals Is,u having lower limits starting at Λ2.
The upshot is that the assumption of weak coupling practically means we can set all loop
contributions to zero as well as freely take ϵ −→ 1 from below. This also means that the explicit
term involving the discontinuity evaluated at ϵ2Λ2 is not present in the bounds. Whilst this
assumption is not strictly necessary in our setup as we could in principle compute the 1-loop
corrections, for the sake of comparison to causality bounds it is natural to neglect 1-loop
corrections as the scattering time advance/delay is computed in the semi-classical regime.

Finally, we emphasise that our bounds do not rely on s←→ t (or triple) crossing symmetry
in the form of null constraints. Such constraints have been fruitfully used in the numerical
approach to positivity bounds to obtain optimal bounds on Wilson coefficients [41], however

3The scale explicitly appearing in the action Λ is where classically the effects of irrelevant interactions
become comparable in strength to that of relevant and marginal interactions. This typically indicates the
scale, at which tree-level perturbative unitarity breaks down at which point either loop corrections or new
degrees of freedom must contribute to restore unitarity. If loop corrections do not restore unitarity, i.e. the
unitarity breaking is non-perturbative in nature, then new degrees of freedom must arise at this scale, which
we then identify as the cutoff of the EFT [96].
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when there is no mass gap there is no region in which fixed variable twice subtracted dispersion
relations are valid in all scattering channels simultaneously (as would be the case within the
Mandelstam triangle in a gapped theory). Our bounds rely only on validity of the fixed-t
dispersion relation (for which low energy branch cuts can in principle be computed and
subtracted to arbitrary precision) and are robust against low energy loop corrections.

3.4 Applying positivity bounds to the EFT: linear bounds

Ignoring loop corrections in the EFT then we find the above C coefficients to be,

Λ4C(2, 0) = g2 + f2 sin(2θ) sin(2χ) cos(ψ + ϕ) ,
Λ6C(3, 0) = 3g3 cos(2θ) cos(2χ) ,

Λ6C(2, 1) = 1
2(−f3 sin(2θ) sin(2χ) cos(ψ + ϕ) + 3g3 cos(2θ) cos(2χ)− 3g3

− 4h3(sin(θ) cos(θ) cos(ϕ) + sin(χ) cos(χ) cos(ψ))) ,
Λ8C(4, 0) = 12(2f4 sin(2θ) sin(2χ) cos(ψ + ϕ) + g4) ,
Λ8C(3, 1) = 6(2f4 sin(2θ) sin(2χ) cos(ψ + ϕ) + g4)− 3(2g4 + g′4) cos(2θ) cos(2χ) ,

(3.25)

and the linear positivity bound statements allowing ϵ −→ 1− are,

g2 + f2 sin(2θ) sin(2χ) cos(ψ + ϕ) > |g3 cos(2θ) cos(2χ)| , (3.26)

6g2 > 6g3 + 8h3 sin(χ) cos(χ) cos(ψ) + 8h3 sin(θ) cos(θ) cos(ϕ)
+ sin(2θ) sin(2χ) cos(ψ + ϕ)(−6f2 + 2f3)

(3.27)

f2 sin(2θ) sin(2χ) cos(ψ + ϕ) + g2 > 2f4 sin(2θ) sin(2χ) cos(ψ + ϕ) + g4 > 0 , (3.28)

sin(2χ)(2 sin(2θ)(3f2 − f3 + 8f4) cos(ψ + ϕ)− 4h3 cos(ψ)) + 6g2 + 8g4

> 6g3 + 4(2g4 + g′4) cos(2θ) cos(2χ) + 4h3 sin(2θ) cos(ϕ) .
(3.29)

From the first inequality one can obtain the bounds on g2 and f2, namely

g2 > 0 , g2 > |f2| . (3.30)

Note that it is not possible to have g2 = 0 in any unitary interacting theory, as g2 can be
expressed as an integral over a positive discontinuity which is non-zero if there are interactions.
In fact it can be seen from the above bounds that if g2 were to go to zero, all other Wilson
coefficients under consideration would be forced to also vanish.

The dependence on angles makes it difficult in general to immediately read off the
strongest constraints on the Wilson coefficients; however, two simple statements are

g4 > 2|f4| , g2 > |f2 − 2f4|+ g4 . (3.31)

Notice that the last inequality provides the upper bound on g4, as can also be seen in
the plots below.

Finally, whilst we find the bound (3.29), for the purposes of comparison to causality
constraints we shall not impose it on the Wilson coefficients in the plots shown in this paper
as the latter constraints are independent of g′4 as is explained below.
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3.5 Non-linear bounds

In the spirit of [40] we may use the Cauchy-Schwarz inequality to derive non-linear bound
statements. One can define a normalised positive distribution from the s and u-channel
discontinuities, then Cauchy-Schwarz inequality implies,

Is,u(3, 0)2 < Is,u(2, 0)Is,u(4, 0) . (3.32)

The latter term can be related to C(2, 0)C(4, 0) resulting in the inequality

4
3C(3, 0)2 < C(2, 0)C(4, 0) . (3.33)

In a similar way, one can derive the bound for C(2, 1),

C(2, 1)− 1
2C(3, 0) = Is(2, 1) + Iu(2, 1)− 3

2(Is(3, 0) + Iu(3, 0)) . (3.34)

The negative term on the right-hand side can be made positive by adding a larger quantity,
again given by the Cauchy-Schwarz inequality,

(Is(3, 0) + Iu(3, 0))2 < (Is(2, 0) + Iu(2, 0))(Is(4, 0) + Iu(4, 0)) . (3.35)

The right-hand side of this inequality can be written in terms of C(2, 0)C(4, 0) which leads
us to the bound,

C(2, 1)− 1
2C(3, 0) +

√
3

4

√
C(2, 0)C(4, 0) > 0 . (3.36)

In summary, we have the two non-linear bounds involving C(4, 0),

4
3C(3, 0)2 < C(2, 0)C(4, 0) , ∪ C(2, 1)− 1

2C(3, 0) +
√

3
4

√
C(2, 0)C(4, 0) > 0 . (3.37)

Given the inequality 0 < C(4, 0) < 12C(2, 0)/(ϵ2Λ2)2, these two non-linear bounds are strictly
stronger than the two linear bounds given in eq. (3.21).

In terms of EFT parameters, the two non-linear bounds are,

(g2 + f2 cos (ϕ+ ψ) sin (2θ) sin (2χ))(g4 + 2f4 cos (ϕ+ ψ) sin (2θ) sin (2χ))
> g2

3 cos2 (2θ) cos2 (2χ) ,
(3.38)

3
√

(g2 + f2 cos (ϕ+ ψ) sin (2θ) sin (2χ))(g4 + 2f4 cos (ϕ+ ψ) sin (2θ) sin (2χ))

> 3g3 + 2h3(sin (2θ) cosϕ+ sin (2χ) cosψ) + f3 cos (ϕ+ ψ) sin (2θ) sin (2χ) .
(3.39)

Notice that the last bound becomes the same as Dstu lower bound [40] for the full crossing
symmetric choice of angles (ϕ = ψ, χ = θ = π/4). The latter bound reads,

−3
2

√
(g2 + f2 cos (2ϕ))(g4 + 2f4 cos (2ϕ)) < −1

2(3g3 + 4h3(cosϕ) + f3 cos (2ϕ)) . (3.40)
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The upper Dstu derived in [40] can be formally applied to the photon EFT,

−1
2(3g3 + 4h3(cosϕ) + f3 cos (2ϕ)) < 8

√
(g2 + f2 cos (2ϕ))(g4 + 2f4 cos (2ϕ)) . (3.41)

However, this bound was consistently formulated only for gapped theories, as it relies on the
full crossing symmetry for polynomial expansion of the amplitude. For gapless theories, the
right-hand side of this bound will also include logarithmic terms which make it impossible
to express the bound through C(4, 0).

Remarkably, the bounds (3.37) already result in restricting the values of g3, f3, h3 to
be in the compact ranges, regardless of the value of ϵ. Thus, these bounds do not rely on
the assumption of weak coupling. Figure 3(a) shows that in the case g4 = 1 these non-linear
bounds coincide with the linear bound (3.21) for ϵ = 1. In general, these bounds provide
stronger restrictions on the parameter space of the EFT, especially for smaller values of
g4, see figure 3(b).

3.6 Visualising positivity bounds

To visualise the regions of parameter space allowed by positivity bounds, we plot ratios of
the Wilson coefficients with g2 > 0. In other words, in what follows, if a Wilson coefficient gn
appears in the axis of a plot it is understood to represent the ratio gn/g2. To generate plots
we use all linear and non-linear bounds given above except bound eqs. (3.29) and (3.41) and
so we effectively have a six-dimensional space of ratios (since g′4 is not included in any bound),
in which we select two-dimensional slices by fixing all but two of the Wilson coefficients.
We do not include the positivity bound which depends on g′4 in our plots, as the purpose
of our bounds is to compare with causality bounds which do not depend on this coefficient.
However, from the view of tree-level positivity bounds there is nothing special about g′4 (other
than that it vanishes in the forward limit) and it is expected to obey compact bounds just
as the g3, f3, h3 coefficients. These bounds however would depend on Wilson coefficients
corresponding to higher order operators (just as the double sided bound on g3 depends on g4
etc.), beyond the order to which we work. When considering loop level contributions to the
amplitude one should proceed with caution as the g′4 coefficient corresponds to the low energy
quantity ∂2

s∂
2
tA which is divergent in the forward limit at 1-loop. Particularly, this divergence

(and similar divergences in other higher derivative terms) has the potential to restrict which
sum rules should be used in the numerical optimization approach to positivity bounds.

The positivity bounds we use to generate plots are unaffected by g′4 and so we effectively
have a six-dimensional space of ratios, in which we select two-dimensional slices by fixing
a number of Wilson coefficients. This is effectively equivalent to absorbing the value of g2
into the scale appearing in the effective action, i.e. setting g2 = 1.

As mentioned earlier, the positivity bounds above depend on several angular variables
arising from the indefinite helicity of the incoming state, and in particular the bound holds
for any value of these angles. Then, to find the strongest constraint on the Wilson coefficients,
we must either vary over these angles or find a way to eliminate angles analytically and
obtain the strongest bound as is described in appendix E. In the plots below we use a
combination of these approaches.
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Figure 2. (a) Allowed region for g3, f3, h3 for f2 = 0, g2 = 1, g4 = 1, f4 = 0. The blue point
corresponds to the scalar-axion UV completion (partial UV completion where both scalar and axion
have the same coupling strength). The red point represents massive spin-2 (even II) UV completion.
(b) f3 − h3 plots for g2 = 1, g3 = −1 and f2 = −1, 0, 1. This bound does not depend on the values
of g4, f4 and all other couplings in the EFT.

In figure 2(a) we take the slice of the bounds corresponding to g2 = g4 = 1, f2 = f4 = 0.
We present the constraints on g3, f3, h3 obtained analytically from linear inequalities after
optimization with respect to angles. Even though the original inequalities (3.26) and (3.27)4

are linear, the outcome of the optimization procedure described in appendix E leads to
non-linear relations. The mixed axion-scalar UV completion, as well as massive spin-2 (even),
lie precisely on the boundary of the allowed region. Figure 2(b) represents the f3 − h3
slices for different values of f2.

In figure 3 we explore the correspondence between the two strongest linear bounds (3.26)
and (3.27) derived under the assumption of weak coupling and the non-linear bounds (3.37)
which do not rely on that assumption. We take g2 = 1, f2 = f4 = 0. The left-hand panel
shows the linear bounds after analytical optimization with respect to the angles, taking ϵ = 1
(solid green cone) as well as the non-linear bounds (3.37) after numerical scanning over the
angles (orange-shaded cone). The latter only deviates from the linear bounds by a small
region which can be entirely attributed to the numerical error. As a non-trivial conclusion,
non-linear bounds coincide with linear ones for g4 = 1. If g4 < 1, the non-linear bounds are
stronger (recall that the linear bounds (3.26) and (3.27) do not depend on g4). We plot the
bounds (3.37) for different values of g4. One can see that the allowed region is shrinking
while keeping the same shape when g4 is decreasing.

Last, figure 4 shows the bounds on the f4 − g4 plane following from (3.28) for g2 = 1
at different values of f2. Remarkably, the allowed region shrinks towards a line when the
value of f2 becomes close to ±1. We save further analysis of positivity bounds for future
work after the comparison with causality bounds.

4The other linear bounds are weaker than (3.26) and (3.27).
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Figure 3. (a) Allowed regions from analytically obtained linear (ϵ = 1, green) bounds and numerical
non-linear bounds of g3, f3, h3 for f2 = −1, g2 = 1, g4 = 1, f4 = −1/2 (orange-shaded region). These
two regions coincide upon a small computational error related to the non-optimal choice of angles
in the numerical optimization of inequalities. The blue point corresponds to the axion partial UV
completion. (b) Non-linear bounds of g3, f3, h3 for g2 = 1, f2 = 0, f4 = 0 and for different values of
g4 = 1, 1/2, 1/4. The inner region corresponds to the lowest value of g4.

Figure 4. Positivity bounds in the f4 − g4 plane with Wilson coefficients set to g3 = f3 = h3 = 0,
varying f2. As the value of f2 −→ 1 the allowed region approaches the line segment going from (f4, g4) =
(0, 0) to (0.5, 1) and similarly as f2 −→ −1 approaches the line segment going from (f4, g4) = (0, 0)
to (−0.5, 1).
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4 Causality bounds

In this section, we analyze bounds arising on the Wilson coefficients of the photon EFT
from a related, but different perspective than in the previous sections. Here, we will obtain
bounds by imposing causal propagation of the two physical photon modes around a non-
trivial electromagnetic background. This is a purely low-energy calculation and does not rely
any specific assumptions on the UV completion of the theory. We will follow the analysis
performed in [69] for a scalar field theory. More specifically, we will consider the propagation
of a linearized mode around a spherically-symmetric electromagnetic background in the regime
where the scale measuring the variations of the background is much larger than the scale at
which the perturbative mode varies. This will allow us to compute the time delay experienced
by the mode traveling on a non-trivial background compared to that of a mode traveling in a
background with Fµν = 0. Causal propagation dictates that the time delay is bounded as

∆T > −1/ω , (4.1)

where ω is the frequency of the mode. This simply indicates that one should not have a
measurable time advance.

4.1 Spherically-symmetric backgrounds

To proceed we compute the equations of motion (explicitly shown in appendix A) and consider
small fluctuations Aµ on top of a background Āµ(r) such that, in spherical coordinates,

Aµ(t, r, θ, φ) = Āµ(r) +Aµ(t, r, θ, φ) , (4.2)

where the spherically-symmetric background is given by5

Āµ(r)dxµ = Ā0(r)dt . (4.3)

We assume that this background is sourced by an arbitrary, spherically-symmetric, external
current Jν . One is then left with the task to expand the vector perturbations in spherical
harmonics. In order to do so, we will assume azimuthal symmetry and thus neglect any φ

dependence, meaning that we effectively take the quantum number m to be vanishing and
then the spherical harmonics reduce to Legendre polynomials instead. We will also assume
that the time dependence factorises out in the form eiωt where ω is the frequency of the
wave. We parameterise the gauge field as

Aµ(t, r, θ) = 1
r

4∑
I=1

∑
ℓ≥0

Dℓ
I(r)Z(I)ℓ

µ (θ)eiωt , (4.4)

5Note that a radial component that depends only on r could be included but this is just a gauge mode
that does not contribute to the field strength.
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where we take the basis

Z(1)ℓ
µ = δtµYℓ(θ) ,

Z(2)ℓ
µ = δrµYℓ(θ) ,

Z(3)ℓ
µ = r√

ℓ(ℓ+ 1)
δθµ∂θYℓ(θ) ,

Z(4)ℓ
µ = r√

ℓ(ℓ+ 1)
sin θδφµ∂θYℓ(θ) . (4.5)

The functions Yℓ(θ) are the usual Legendre polynomials and ℓ denotes the order of a given
partial wave. The functions Z(I)ℓ

µ with I = 1, 2, 3 have polar or even parity, whereas I = 4
has axial or odd parity.6 It follows that the perturbation modes Dℓ

I(r) are also real and
inherit polar parity for I = 1, 2, 3 and axial parity for I = 4, meaning that those two sectors
decouple at leading order. One of the Dℓ

I modes can be removed straightforwardly via a
gauge transformation of the form Aµ → Aµ + ∂µχ with

χ(t, r, θ) = − Dℓ
3(r)√

ℓ(ℓ+ 1)
Yl(θ)eiωt . (4.6)

We can now consider the redefinition

uℓ1 ≡ Dℓ
1 −

iωr√
ℓ(ℓ+ 1)

Dℓ
3 ,

uℓ2 ≡
1
r

(
Dℓ

2 −
r√

ℓ(ℓ+ 1)
(Dℓ

3)′
)
,

uℓ4 ≡ Dℓ
4 , (4.7)

so that the vector perturbations take the following form

Aµ =
(
uℓ1
r
Yℓ, u

ℓ
2Yℓ, 0,

uℓ4√
ℓ(ℓ+ 1)

sin θY ′
l

)
eiωt . (4.8)

Note that we have introduced a 1/r factor in the definition of uℓ2 which makes this function
dimensionful, however, this will simplify further analysis. By analyzing the equations of
motion, one can further notice that one of them corresponds to a constraint that removes the
remaining unphysical degree of freedom and we are left only with two propagating modes
(given by uℓ2 and uℓ4) as expected for a massless vector field in 4 dimensions. This constraint
equation sets a linear combination of uℓ1, uℓ2, and derivatives of uℓ2 to zero and can be found
at any desired order in the EFT expansion. The explicit expression is given in eq. (A.3).

We can solve the equations of motion for the 2 remaining physical degrees of freedom, uℓ2
and uℓ4, by removing higher-order radial derivatives iteratively in order to obtain a second-
order differential equation for each mode and using the WKB approximation. We work with
ℓ > 0 since a vector field does not propagate a monopole mode.7 In this case, it is well-known

6The parity of each mode can be understood by their behavior under a space inversion θ → π − θ. Under
this transformation we have

(
Z

(1,2,3)ℓ
µ , Z

(4)ℓ
µ

)
→
(

(−1)ℓZ
(1,2,3)ℓ
µ , (−1)ℓ+1Z

(4)ℓ
µ

)
.

7While this is a well known fact, it can be seen explicitly in our setting by setting ℓ = 0 in the equations
of motion in which case we are left with only two modes, namely D0

1 and D0
2. One of this modes can be

removed by a gauge transformation χ(t, r, θ) = −D0
1(r)Y0eiωt/(iωr) . Meanwhile, the second one is set to zero

by Maxwell’s equations. Thus there are no propagating modes.
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that we need to take r → eρ to better describe the problem at low ℓ [97]. Once the equations
of motion are expressed in this variable, we can remove the friction term and then change
variables back to r. For more detail on how to perform this calculation see [69, 74]. We
now proceed to solve the equations of motion for the two physical degrees of freedom by
using the WKB approximation to find the phase shift experienced by these modes when
propagating around non-trivial backgrounds.

Regime of validity of the EFT and WKB approximation. Following the same notation
as in [69], i.e. we denote by r0 the typical oscillation length of the background Ā0(r) and
by Φ̄0 its typical amplitude, which carries mass dimensions. We also introduce the reduced
(dimensionless) radial coordinate R defined as

Ā0(r) = Φ̄0f(R) , R ≡ r

r0
. (4.9)

The impact parameter of the free theory is designated by b, and its reduced partner B

ωb = ℓ+ 1/2 , B ≡ b

r0
. (4.10)

The strongest bounds that we will find will be in two different regimes. One for small B
which is akin to wave like scattering and the other one for B ≫ 1 which is similar to the
eikonal regime calculations from scattering amplitudes. Both regimes arise in different regions
of the Wilson coefficients space. In order to stay within the regime of validity of the EFT,
we following parameters need to remain small

ϵ1 ≡
Φ̄0
r0Λ2 ≪ 1 , ϵ2 ≡

1
r0Λ ≪ 1 , Ω ϵ2 ≡

ω

r0Λ2 ≪ 1 . (4.11)

Furthermore, we will take ϵ1 ≪ ϵ2 to neglect the ϵ41 contributions and ωr0 ≫ 1 as well as
Ω > 1 to ensure the consistency of our expansion within the WKB approximation. The
former is simply the requirement for the WKB approximation to hold and tells us that
the typical scale of variation of the perturbation is shorter than that of the background.
The latter (Ω > 1) is required so that higher WKB corrections which cannot be included
consistently in the phase shift calculation can be ignored at the order we work at. Overall,
this requires the following hierarchy for our parameters

ϵ1 ≪ ϵ2 ≪ 1 < Ω≪ 1
ϵ2
. (4.12)

This hierarchy and the order of magnitude of the operators we considered can be observed
in figure 5. It is also worth mentioning that this EFT power counting uses the standard
assumption that the Wilson coefficients are order one. If the Wilson coefficients were allowed
to become uncontrollably large, the cutoff would effectively be smaller, leading to an earlier
breaking of the EFT expansion.

Time delay. Now that we have all the ingredients, we can apply the machinery to get
the phase shift and then the time delay. The phase shift experienced by the propagating
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Figure 5. Schematic depiction of the order of magnitude of the expansion parameters in eq. (4.11)
and the operators in the EFT. The LO label corresponds to the leading order terms in the EFT
expansion that are considered in this work, that is, operators with contributions of order ϵ21, ϵ21ϵ22, and
ϵ21ϵ

2
2Ω2. Meanwhile, the NLO area corresponds to operators at next to leading order that we compute

and ensure are suppressed. These are contributions of order ϵ41, ϵ21ϵ2/Ω2, ϵ21ϵ
4
2, ϵ

2
1ϵ

4
2Ω2, ϵ41ϵ

2
2, and ϵ41ϵ22Ω2.

modes can be found by using the WKB approximation to solve their equations of motion,
which are given by

uℓI(R)′′ = −WI,ℓ(R)uℓI , for I = 2, 4 , (4.13)

where the explicit expressions for WI,ℓ(R) can be found in eq. (B.1) and eq. (B.2). Note
that we slightly abuse the notation in the above expression by including the field uℓI when in
fact we are now describing the evolution of the field-redefined uℓI such that their respective
equations of motion are free of any friction terms. The phase shift is found by looking at
the behavior of the solution at infinity, that is, lim

r→∞
uℓI ∝

(
e2iδI,ℓeiωr − eiπℓe−iωr

)
. Thus,

the phase-shift takes the following form

δI,ℓ(ω) = (ωr0)


∫ ∞

Rt
I,ℓ

UI,ℓ(R)√
1−

(
Rt

I,ℓ

R

)2
dR+ π

2
(
B −RtI,ℓ

)
 , (4.14)

where RtI,ℓ is the turning point for the degree of freedom uℓI defined by WI,ℓ(RtI,ℓ) = 0
and UI,ℓ is such that

√
WI,ℓ(R) =

√√√√1−
(
RtI,ℓ
R

)2

+ UI,ℓ(R)√
1−

(
Rt

I,ℓ

R

)2
. (4.15)

The explicit expression for all the functions appearing in this section can be found in
appendix B. Note that we perform an expansion around the turning point in a way as to
ensure the convergence of the integral. In particular, we have UI,ℓ(RtI,ℓ) = 0. Furthermore, it
is easy to show that UI,ℓ = O(ϵ21) and RtI,ℓ = B+O(ϵ21), hence the turning point can safely be
replaced by its leading-order value B since any corrections would contribute to O(ϵ41) which
can be neglected in the expansion scheme we have chosen. The phase shift then reads

δI,ℓ(ω) = (ωr0)

∫ ∞

B

UI,ℓ(R)√
1− B2

R2

dR+ π

2
(
B −RtI,ℓ

) . (4.16)
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From there, obtaining the time delay from the phase-shift is then straightforward,

(ω∆Tb,I,ℓ(ω)) = 2ω ∂δI,ℓ(ω)
∂ω

∣∣∣∣
b

= 2(ωr0)

∫ ∞

B

∂ω(ωUI,ℓ(R))√
1− B2

R2

dR+ π

2
(
B − ∂ω

(
ωRtI,ℓ

)) ,
(4.17)

where |b means that we perform the derivative at fixed impact parameter b, that is, we
replace ℓ = ωb− 1/2 and then perform the ω derivative. This setup resembles the scattering
of a particle off a fixed background.

4.2 Causality bounds

In this section, we will work with the scattering amplitudes parameters in eqs. (2.4), instead
of the Wilson coefficients of the Lagrangian in eq. (2.3). This will allow for a straightforward
comparison with the positivity bounds in the previous section.

In order to find the causality bounds, we impose the requirement that we cannot get
a resolvable time advance, that is, that eq. (4.1) is satisfied for both even and odd sectors
with the time delay given by eq. (4.17). The precise method has been described in previously
in [69] and is summarized for completion in appendix C.

Sign-definite contributions. We will now investigate the contribution to the time delay
from the different scattering amplitude parameters, in both the even and odd sector. In
particular, we identify the ones that are sign-definite as this will lead us to predict whether
the causality bounds will be one-sided or compact. The results can be found in table 2.
First, we define the following positive integrals

A+ = 2(ωr0)B2
∫ ∞

B

(f ′(R)/R)2√
1−B2/R2 > 0 , (4.18)

B+ = 2(ωr0)
∫ ∞

B

B2

R2
(f ′(R)/R− f ′′(R))2√

1−B2/R2 > 0 , (4.19)

C+ = 2(ωr0)
∫ ∞

B

B2

R2

√
1−B2/R2

(
f ′(R)
R
− f ′′(R)

)2
> 0 . (4.20)

We also introduce the following (non sign-definite) integral for convenience,

(ω∆T (f3)
b,4,ℓ(ω)) = −2

3(ωr0)ϵ21ϵ22
∫ ∞

B

B2

R2

[
f ′(R)2

R2 − (f ′′(R)2 + f ′(R)f (3)(R))
]

√
1−B2/R2 . (4.21)

For concreteness, we work with a localized background of the form

f(R) =
( p∑
n=0

a2nR
2n
)
e−R

2
, (4.22)

where the coefficients a2n are taken to be at most of order 1. This ensures that the background
and all its derivatives are under control. For simplicity, we will restrict ourselves to the
case where the power of the polynomial is p = 3, which provides sufficient freedom to derive
relatively strong bounds. This background corresponds to an electric field in the radial
direction. At leading order the equations of motion for the background read, ∂2

rAt = J t = ρ,
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Wilson coefficient (ω∆Tb,2,ℓ(ω)) (ω∆Tb,4,ℓ(ω)) Sign-definiteness
f2 ϵ21A+ > 0 −ϵ21A+ < 0 No
g2 ϵ21A+ > 0 ϵ21A+ > 0 (+)

f3 −1
3ϵ

2
1ϵ

2
2B+ < 0 ω∆T (f3)

b,4,ℓ(ω) No

g3 −ϵ21ϵ22B+ < 0 −3(ω∆T (f3)
b,4,ℓ(ω)) No

h3 non sign-definite 4(ω∆T (f3)
b,4,ℓ(ω)) + 2ϵ21ϵ22 A+

B2 No

f4 24ϵ21ϵ22Ω2C+ > 0 −24ϵ21ϵ22Ω2C+ < 0 No
g4 12ϵ21ϵ22Ω2C+ > 0 12ϵ21ϵ22Ω2C+ > 0 (+)
g′4 0 0 0

Table 2. Contributions to the time delay in the odd and even sectors from various Wilson coefficients.

where ρ is a localized electric charge density of order Φ0
r2

0
and our choice of profile f(R)

defines the specific profile of the charge density. Notice that it is physical to have both
negative and positive contributions as long as we work with an analytic function since this
is an electric charge density. Higher-order EFT contributions to the background equation
of motion simply give small corrections to the charge density configuration. Furthermore,
note that the expansion scheme we have chosen is such that the final time delay is linear
in all scattering amplitude parameters and hence we have

(ω∆Tb,I,ℓ(ω)) =
∑
J

WJ(ω∆T (J)
b,I,ℓ(ω)) , (4.23)

where the Wilson coefficients are denoted by WJ and the index J runs from 1 to 8 such
that WJ = {f2, g2, f3, g3, h3, f4, g4, g

′
4}J (even though we will see that the time delay does

not depend on g′4 in either sector), and where ∆T (J)
b,I,ℓ are numerical factors depending on

ϵ1, ϵ2,Ω, B, a0, a2, a4, and a6 but not on the Wilson coefficients WJ .
We can see from table 2 that the time delay is independent of g′4 and that the coefficients

g2 and g4 produce sign-definite contributions to the time delay across both even and odd
sectors. Any two-dimensional bound that does not involve g2 and g4 will be a two-sided bound
that can lead to a compact causal region. In the following we show several representative
two-dimensional bounds. First we analyze the f2 and g2 case which will allows us to fix the
value of g2. For the other bounds, we plot a two-dimensional slice of whole 6d parameter
space f2, f3, g3, h3, f4, g4, that is, we fix the value of four of those coefficients and plot the
bounds on the other two.

4.2.1 Two-dimensional bounds

Bounds on f2 and g2. It is possible to obtain the strongest bounds on the leading order
Wilson coefficients by considering a regime of validity of the EFT and WKB approximation
in which all higher order corrections are highly suppressed. Instead of the hierarchy for the
parameters in eq. (4.12), we can take ϵ2 ≪ ϵ1 ≪ 1. Within this setting, one can show that

(ω∆Tb,I,ℓ(ω)) = ϵ21XIA+ +O(ϵ21ϵ22, ϵ21ϵ22Ω2) , (4.24)
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Figure 6. Causality bounds in the (f2, g3)-plane for f3 = 3f2, h3 = 0, f4 = f2/2, and g4 = 1 which
are consistent with the values of the scalar and axion partial UV completions. One can see that the
points denoting the values of the partial UV completions, scalar in green and axion in orange, lie in
the boundary of the region ω∆T > −a, for a = 0.5, 1, 5. The line connecting them involves values
of a partial UV completion involving both the scalar and axion. We show alternative bounds for a
different constraint on the time delay. Depending on how negative we allow the time delay to be, we
obtain weaker or stronger bounds. More importantly, if we were to require strict positivity of the time
delay, this would rule out the axion and scalar partial UV completions, which indeed are causal.

where

XI =

g2 + f2 for I = 2 ,
g2 − f2 for I = 4 .

(4.25)

Thus one can easily see that the time delay is sign-definite for both modes at leading order.
The causality constraint (ω∆Tb,I,ℓ(ω)) > −1 translates into XI > −1/(ϵ21A+) ∼ −1/((ωr0)ϵ21)
where (ωr0)ϵ21 = Ωϵ2(ϵ1/ϵ2)2 can be made arbitrarily large for ϵ2 ≪ ϵ1 and hence we get

g2 + f2 > 0 , g2 − f2 > 0 . (4.26)

Together, this imply that g2 is positive. Note that this constrain includes the predictions
from the low energy limit of string theory in four dimensions [98] in which f2 = 0 since all
the EFT corrections are proportional to powers of TµνTµν , where Tµν is the stress-energy
tensor of the photon.

From now on, we will set g2 = 1 which simply fixes the cutoff scale of the EFT to be
determined solely by Λ. The g2 = 0 case will be treated separately at the end of this section.

Bounds on f2 and g3. As a first illustrative example, we focus on the bounds obtained in
the (f2, g3)-plane. In that case, there won’t be any sign-definite contributions across both
even and odd sectors in the, which allows for compact bounds, but we get one-sided bounds
from the even sector, which can easily be explained.

Starting with the scalar and axion UV completion as depicted in figure 6, we have both
f3 and f4 that are proportional to f2 to allow for a smooth transition between the scalar
and axion UV completions. The line corresponds to a partial UV completion involving an
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axion and a scalar whose coefficients are simply the sum of the axion and scalar cases with
a parameter (namely f2 in this case) tuning the contribution from each. More precisely,
the coefficients in this line are given by

WJ = cos θ Wscalar
J + sin θ Waxion

J , θ ∈ [0, π/2] , (4.27)

so that at θ = 0 we have the purely scalar case and at θ = π/2 we have the purely axionic
case. The line precisely lies within our causality bounds whereas the scalar and axion UV
completions exactly sit on the boundary.

Along this line joining the scalar and axion UV completions, we set f3 and f4 to be
proportional to f2 and hence we have a time delay in the form of (ω∆T (f2) + 3ω∆T (f3) +
ω∆T (f4)/2)f2 + ω∆T (fg3)g3 + (constant). Interestingly, the term multiplying f2 is strictly
positive in the even sector, whereas the one in front of g3 is negative. When imposing the
causality constraint we end up with an equation of the form g3 < (positive)f2 + (constant)
and hence the even sector is responsible for the top and/or left bounds (the same configuration
will arise in the (f2, f3)-plane in figure 6), whereas we obtain the rest of the compact region
thanks to the less rigid structure in the odd sector. Both UV partial completions and the
whole line joining them are exactly contained within our causality bounds.

In figure 6, we also plot alternative bounds on the time delay in order to appreciate
how the boundary of the causal region changes. Our causality bound requires ω∆T > −1,
if instead, we allow for a more negative time delay, the bounds would slightly weaken as
expected. Similarly, the bound get stronger if we force the time delay to be less negative. It is
clear from figure 6 that if we require strict positivity of the time delay, that is, ω∆T > 0, then
we would rule-out well behaved partial UV completions. This shows that strict positivity
is too strong of a requirement and in fact, would rule out known causal theories. Although
we show this only for a two-dimensional slice of the parameter space, this can be shown
to be a generic feature for all slices.

Let us now turn to the 1-loop QED case in figure 8 where three different sets of coefficients
are known to correspond to the scalar, spinor, and vector UV completions, as given in table 1.
For each case independently, we leave f2 and g3 arbitrary and set the other values so that
they match the ones of the relevant UV completion. It is clear that the structure is the
same, as in the left and/or top bounds seen in figure 7 come from the even sector whereas
the right and bottom ones arise from the odd sector.

It is interesting to note that the causality bounds for the three sets of different (f3,h3,f4,g4)
coefficients corresponding to the values they take in the scalar, spinor and vector one-loop
QED partial UV completions are very similar. In fact, there is no noticeable difference in the
even sector bounds. One main difference however is the lower bound, coming from the odd
sector. It has the same slope for all three but is noticeably less constraining in the vector
case. To understand this, let us turn to the generic equation governing such constraints. The
slope is given by the coefficients of f2 and g3, but the vertical displacement of the bound is
linear in ∑JWJ(ω∆T (J)

b,I,ℓ(ω)) where J runs over the fixed values of (f3,h3,f4,g4). From our
analysis, we see that it is the h3 contribution that is responsible for the discrepancy between
the vector case and the other two. Let us focus on this and keep aside the other Wilson
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Figure 7. Causality bounds in the (f2, g3)-plane for various values of (f3, h3, f4, g4) that are consistent
with the scalar, spinor and vector QED partial UV completions, respectively in blue, orange, and
green, and are given in table 1. It is important to note that the three bounds are superimposed but
each is derived for different values of (f3, h3, f4, g4). Just as an indication, we have approximately
(f3, h3, f4, g4) ∼ (0.36, 0.04, 0.01, 0.10) for the scalar, (−0.13,−0.01, 0.00, 0.02) for the spinor and
(0.02, 0.00, 0.00, 0.01) for the vector.

coefficients for now. Then, the equation for the lower bound is given by

g3 > (positive)f2 +H3h3 + (constant) , (4.28)

where the numerical factor H3 is optimised such that the combination H3h3 is maximised
for a tighter bound. This in turn means that the vertical position of the lower bound only
depends on the absolute value |H3h3|. Turning now to table 1, it is easy to see that the value
for |h3| is an order of magnitude smaller in the vector case than both the scalar and spinor
and hence, this explains the fact that causality is less constraining in the vector case. There
is also a noticeable difference in the bounds on the top right corner which again comes from
the odd sector. In this case, the upper bound on g3 is of the form

g3 < (negative)f2 + (positive)(f3 + 4h3) + (positive)h3 + (positive)(g4 − 2f4) + (constant) ,
(4.29)

where all the contributions from the parameters different from f2 are positive and make the
bound weaker. For the scalar QED, the values of the parameters in front of the positive
definite contributions are positive and larger than in the spinor and vector QED cases so
the bound is weaker in that case. For f2 ≤ 0.5 the bound is dominated by the even sector
constraints so we have no large difference in the bounds.

Last, we analyze tree-level UV completions involving spin-2 fields. More precisely, we
will look into the partial UV completions constructed in [75–77]. The spin-2 partial UV
completion in [75] is constructed by integrating out a massive spin-2 with a minimal coupling
to the photon, that is, a coupling hµνTµν where Tµν is the stress-energy tensor of the photon.
Meanwhile, the partial UV completions in [77] are constructed by on-shell amplitude methods
and requirements on the Regge behaviour. We can see that these partial UV completions lie
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Figure 8. Causality bounds in the (f2, g3)-plane with all other coefficients set to the values of the
corresponding partial UV completions as in table 1. Precisely, we have f3 = h3 = f4 = 0 for both and
g4 = 1 and 1/2 for the blue and orange regions respectively. We see that the partial UV completions lie
within the causal region. Note that the spin-2 even II partial UV completion is related to the minimally
coupled graviton one by rescaling g2 by a factor of 2 and keeping all other parameters unchanged.

within our causal region. There are additional partial UV theories constructed in [77] that
involve non-minimal couplings and are not consistent with causality which is not surprising in
itself as these partial UV theories are not expected to admit a consistent full UV completion
in the first place. We defer the analysis of those theories to appendix D.

Bounds on f2 and f3. Neither f2 nor f3 contribute in a sign-definite way to the total
time delay (see table 2) over both even and odd sectors and hence there are no obvious
one-sided bounds. This freedom is welcome as it allows for compact causality regions in
the (f2, f3)-plane as can be seen in figure 9.

To better understand these bounds, we can analyse the even and odd sectors separately.
Note that we have set f4 = f2/2 so that one can use f2 as a dialing parameter to extrapolate
between the scalar and axion UV completions, as can be seen in figure 9. The time delay now
reads (ω∆T (f2) +ω∆T (f4)/2)f2 +ω∆T (f3)f3 +(constant) with the terms multiplying f2 and f3
in this expression being respectively strictly positive and negative in the even sector, similarly
to the previous (f2, g3) analysis. This means that the even sector will provide upper and/or
left bounds depending on the magnitude of the positive slope, f3 < (positive)f2 + (constant).
When carefully processing the bounds, we confirm that the left and top bounds come from
the even sector, whereas the odd sector has a richer structure and produces the remaining
constraints, hence explaining the hard changes of slopes on the right side.

Once again, we plot the whole line joining the scalar and axion UV completion points,
parametrized by f2 going from 1 to −1, in figure 9. We have the same qualitative behavior,
i.e. the end points corresponding to the scalar and axion UV completions are on the boundary
of the causality bounds whereas the rest of the line is within.

Bounds on f2 and h3. When going to the (f2, h3)-plane, we choose to set all remaining
coefficients in such a way that they can satisfy either the scalar or the axion partial UV
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Figure 9. Causality bounds in the (f2, f3)-plane for g3 = 1, h3 = 0, f4 = f2/2, and g4 = 1 which
are consistent with the values of the scalar and axion partial UV completions. One can see that the
points denoting the values of the partial UV completions, scalar in green and axion in orange, lie in
the boundary of the causal region. The line connecting them corresponds to a partial UV completion
involving both a scalar and an axion.

completions. This is done by allowing the remaining Wilson coefficients to depend on f2,
which will then once again act as a dialing parameter. One can extrapolate between both
endpoints and obtain a full segment of partial UV completions as shown in figure 10. The
segment is fully contained within our causality bounds, with the scalar and axion points
exactly lying on the boundary, as was previously the case in the (f2, f3) and (f2, g3)-planes,
respectively plotted in figures 9 and 6.

In this example, neither f2 nor h3 enjoy a sign-definite contribution to the time delay
in either of the even and odd sectors. This way, the latter contributed respectively to left
and right-sided bounds.

Bounds on f3, g3, and h3. We now turn to analyze the bounds for the dimension-10
coefficients. For these parameters, we obtain bounds of the following form

f3 + 3g3 < Xuℓ
2

+ Yuℓ
2
h3 , (4.30)

−Xuℓ
4
− Yuℓ

4
h3 < f3 − 3g3 + 4h3 < Xuℓ

4
+ Yuℓ

4
h3 , (4.31)

where Xuℓ
2,4

depends on the other amplitude parameters as observed in figures 11, 12, and 13
as well as on the specific background. Thus, the value of Xuℓ

4
and Yuℓ

4
can be different for

the upper and lower bounds since it will be optimized to have the tightest bounds. This
analysis simplifies in the even sector; for the choice of the amplitude parameters as in the
axion partial UV completion, we get Xuℓ

2
= 1/(ϵ21ϵ22B+) and in the odd sector for the scalar

partial UV completion we have Xuℓ
4

= 1/|ω∆T (f3)
b,4,ℓ(ω)|.
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Figure 10. Causality bounds in the (f2, h3)-plane for f3 = 3f2, g3 = 1, f4 = f2/2, and g4 = 1 which
are consistent with the values of the scalar and axion partial UV completions. The points denoting the
values of the partial UV completions, scalar in green and axion in orange, lie in the boundary of the
causal region as in the previous cases. Similarly, the line denoting the mixed partial UV completion of
a scalar and axion also lies within the causal region.

On the f3 − g3 plane, we see that the even sector only gives rise to an upper bound due
to the sign definite contribution from both g3 and f3. This upper bound becomes stronger as
we increase h3 since this can contribute with a negative time delay that needs to be balanced
by a more positive contribution from f3 and g3. Meanwhile, the odd sector contributions
are not sign definite and give both upper and lower bounds. The strength of these two-sided
bounds does not change drastically when varying h3 since the background is optimized so
that the width of the bound on the f3 direction is the smallest possible bound. While the
strength of the bounds in the odd sector does not vary drastically with h3, the location does
change and moves towards the negative f3 direction as h3 is increased. Note that the values
of h3 considered here are chosen so that we have a non-vanishing causal region, which in
these cases requires h3 ≳ 0 as can be seen below.

In the f3 − h3 plane, we should expect upper and lower bounds. This is observed in
figure 12 where the bounds arising from the even and odd sectors are plotted separately.
We can appreciate that each sector separately does not give a compact region; it is the
combination of both that gives rise to the compact causal region. On the even sector, the
contribution of f3 is sign definite, so we can only get an upper found, while in the odd sector,
we have both an upper and lower bound. As in the f3 − g3 bounds, we have tight bounds on
the odd sector for the scalar partial UV completion case since the contributions from all the
other amplitude parameters vanish and the actual values of the UV completion lie on the
boundary. Similarly, we observe that the axion partial UV completion is in the boundary
of the even sector causal region. The bounds are not as strong as in the scalar completion
case due to the sign-definite contribution of f3. If we were to change the contributions from
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Figure 11. Causal bounds on f3 − g3 plane with varying h3 for the odd and even sectors with
the values of the other coefficients fixed as in the scalar partial UV completion on the left (with
(f2, f4, g4) = (1, 1/2, 1)) and the axion one on the right (with (f2, f4, g4) = (−1,−1/2, 1)). The red
dot indicates the value of the coefficients for the corresponding partial UV completion. The final
causal region is obtained as the intersection of the causal regions for both the odd and even sectors.
This region is not compact in the negative f3 − g3 direction. For clarity of the plots, we have chosen
to depict the even sector as ‘transparent’ and the odd as ‘solid’ on the left plot corresponding the
scalar UV completion while this is reverted on the right plot for the axion completion.

Figure 12. Causal bounds on f3 − h3 plane for the odd and even sectors with varying g3 and all
other parameters set by the values of the scalar (left) or axion (right) partial UV completions. More
precisely, we have (f2, f4, g4) = (1, 1/2, 1) and (−1,−1/2, 1) for the scalar and axion respectively. The
final causal region is obtained as the intersection of the causal regions for both the odd and even
sectors. The red dot represents the corresponding values of the partial UV completions and lies in the
boundary of the causal region.

the dimension-12 coefficients, we would be able to tune the background to obtain a negative
contribution to the odd sector time delay which leads to a stronger bound. The effect of
this is to move the odd sector causal region further up so that it no longer intersects with
the even sector causal region. This can be read as further constraints on the Wilsonian
coefficients of the dimension-12 operators.

Last, we analyze the bounds on the g3 − h3 plane. The analysis above (f3 − h3 case)
is identical for the g3 − h3 bounds since the contribution of g3 is degenerate with the one
in f3. In the even sector, the f3 and g3 contributions have the same sign, but in the odd
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Figure 13. Causal bounds on g3 − h3 plane for the odd and even sectors with varying f3 and all
other parameters set by the values of the scalar (left) or axion (right) partial UV completions. Once
again, we have (f2, f4, g4) = (1, 1/2, 1) and (−1,−1/2, 1) for the scalar and axion respectively. As in
the previous cases, the final causal region is obtained as the intersection of the causal regions for both
the odd and even sectors and the red dot represents the corresponding partial UV completion.

sector, they have opposite signs, so the only difference will be the change in the sign of the
slope of the odd sector bounds as seen in figure 13.

Bounds on f4, g4, and g′
4. The leading order contribution to the time delay from the

dimension-12 operators is

ω∆Tb,{2,4},ℓ ⊃ 12(g4 ± 2f4)ϵ21ϵ22Ω2C+ , (4.32)

where C+ > 0 is defined in eq. (4.20) and the +(−) sign comes from the even (odd) sector.
Thus, we expect to get bounds of the form:

g4 + 2f4 > Zuℓ
2
, g4 − 2f4 > Zuℓ

4
, (4.33)

where Zuℓ
2,4

are numbers determined by the optimization of the background which also
depend on the other scattering amplitude parameters. They depend very weakly on f2 and
only become slightly tighter as we approach f2 = ±1 boundaries. Together this give rise
to a lower bound g4 > (Zuℓ

2
+ Zuℓ

4
)/2 as predicted in table 2. By optimizing our bounds,

we are able to find

g4 > 0 , (4.34)

this lower bound can be stronger for specific f3, g3, h3 values.
In figure 14, we observe the bounds on the f4− g4 plane. The lower bound on f4 becomes

stronger when f3 + 3g3 > 0 since these terms can give a negative contribution to the time
delay of uℓ2 which in turn requires a larger positive value of f4 to not obtain an observable
time advance. Meanwhile, a non-zero f3 − 3g3 contribution can be tuned to give a negative
time delay for uℓ2 so that the upper bound on f4 becomes stronger. Both the lower and upper
bounds on f4 are improved for a non-zero h3. This is a large effect compared to that of f3 and
g3 since these parameters have a suppression of B2/R2 in the integrand of the time delay with
respect to a part of the h3 contribution, (see table 2). In the odd sector, the non-suppressed
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Figure 14. Bound on the f4 − g4 plane. The left-hand side has f2 = f3 = g3 = 0 and varying h3. On
the right-hand side, we choose the parameters not being plotted to have the corresponding values of
the partial UV completion as in table 1. The scalar (blue) has (f2, f3, g3, h3) = (1, 3, 1, 0), the axion
(orange) (f2, f3, g3, h3) = (−1,−3, 1, 0), and the green region f2 = f3 = g3 = h3 = 0. Note that in
principle, the plots extend infinitely to the top since we cannot bound g4 from above; however, the EFT
makes sense at the cutoff Λ only if all Wilsonian coefficients are taken to at most roughly of order 1.

h3 contribution is positive definite so a positive h3 does not improve largely the upper bounds
on f4. This is not the case in the even sector so a positive h3 does improve significantly the
lower bounds. For a negative h3 the non-suppressed contributions from both the even and
odd sectors can be made negative and largely improve both upper and lower bounds.

Note that up to the EFT order we are working on, we have no contribution from the
Wilson coefficient c7, or equivalently from the scattering amplitude parameter g′4. The
contribution of g′4 (c7) starts at order ϵ21ϵ42. If we choose to include this contribution, but
still neglect all the WKB corrections (since they are not calculable in our setting), it would
require that we neglected ϵ21ϵ

2
2/Ω2 corrections, but include ϵ21ϵ42, ϵ21ϵ42Ω2, ϵ21ϵ62Ω2 terms. The

latter contributions arise from operators with dimension-14 and 16. In this new setting, the
validity of the EFT will require a large Ω bounded as ϵ−1

2 ≪ Ω ≪ ϵ22 which will naturally
enhance the new contributions from the operators of dimension-14 and 16. While we can
tune the background solution to decrease the effect of these operators and enhance that of
g′4, these explorations are beyond the scope of this work. Instead, we can parameterise the
amplitude as in [75, 76], in which case we can obtain bounds for both g4,1 and g4,2 parameters
defined in table 4. This simply follows from their leading order contribution to the time
delay which will give bounds of the form

2f4 + g4,1 + 2g4,2 > Auℓ
2
, −2f4 + g4,1 + 2g4,2 > Auℓ

4
. (4.35)

4.2.2 Case g2 = 0

One can show that when g2 = 0 causal propagation implies8

f2 = f3 = g3 = h3 = 0 . (4.36)

8Strictly speaking we obtain bounds of the form −ϵ < WJ < ϵ, where ϵ is smaller than the WKB and EFT
contributions that we are neglecting so we can effectively take ϵ = 0.

– 33 –



J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

Figure 15. Bound on the f4 − g4 plane for the case g2 = 0. These bounds are independent on the
value of all the other scattering amplitude parameters.

Once both f2 and g2 vanish, the requirements for the validity of the EFT in eq. (4.12) change.
Instead, we have a less restrictive situation where:

ϵ1, ϵ2 ≪ 1 , ϵ
1/2
2 ≪ Ω≪ 1

ϵ2
. (4.37)

Using this new setup, we can find the causal bounds on the f4−g4 plane as shown in figure 15.
We can see that the bounds are equal to the g2 ̸= 0 case with all other amplitude parameters
set to zero, that is, they are given by

2f4 + g4 > 0 , −2f4 + g4 > 0 , (4.38)

which implies that g4 is positive. Note that since we can only obtain a one-sided bound for
the g4 coefficient within our EFT setup, we are only able to constrain its sign. One should
note that f4 will be required to vanish if g4 were to vanish.

5 Positivity and causality

After deriving the causality and positivity bounds for the low-energy parameter space of the
massless photons EFT in eq. (2.3), we proceed to compare these results and discuss their
complementary. In all of the plots in this section, the regions constrained by IR causality
and positivity will be bounded by a thick line and a dashed line respectively. Recall that
in this (and previous sections) we have set g2 = 1. We proceed to compare the strength
of causality and positivity bounds for different slicings of the parameter space showing the
cases where positivity bounds can give stronger results than causality in section 5.1 and
the cases where positivity and causality complement each other in section 5.2. Finally, we
comment on the case g2 = 0 in section 5.3.

It is worth highlighting that given the set of assumptions that we make in deriving either
the IR causality bounds or the positivity bounds (summarized in table 3), we do not claim to
possess the absolute most restrictive bounds that could possibly arise from said assumptions.
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Property Causality Bounds Positivity Bounds
Lorentz • Lorentz invariant EFT • Invariant EFT and UV completion

invariance • Crossing symmetry
Unitarity • Hermitian Hamiltonian: • Positive discontinuity

real Wilson coefficients of the EFT and UV amplitude
Causality • No resolvable time advance • Analyticity of amplitude

in the complex s plane for fixed t

Locality • IR theory is local • IR and UV theories are local
• Froissart-like bound in the UV

Other • EFT and WKB expansions under control
assumptions • Background generated by • IR EFT is under perturbative control

localized external source

Table 3. Summary of the assumptions underlying the positivity and causality bounds.

In particular, this means that where regions allowed by causality and positivity do not overlap,
it does not imply that somehow the two approaches are in contradiction. For example, if
a region of parameter space is allowed by current positivity bounds but excluded by the
causality bounds we have derived, this would not imply that the assumptions on the positivity
side allow for causality-violating parameter values nor that there is any contradiction. Rather
it would simply indicate that at the current level, the analytic positivity bounds we have
derived are not the most optimal nor the most restrictive constraints and signal that pushing
further positivity bounds beyond the current state-of-the-art one would likely be able to
prove that this region of parameter space is no longer allowed by positivity. When this occurs,
this should be read as a way to read from causality how one would expect future positivity
bounds to evolve as they become more restrictive.

5.1 Positivity bounds are stronger then causality

Bounds on f4 and g4. Unlike positivity bounds, causality constraints cannot provide
compact bounds on all the parameter space in EFT for fixed g2. As mentioned previously, due
to technicalities of the WKB approximation, there is no upper bound on g4 from causality,
see figure 16(a). Positivity bounds provide the upper limit on g4 < g2. The form of the
allowed region depends on the value of f2, shrinking to a single line for the extreme values
f2 = ±1. The parameter range allowed by causality is much larger in this case. Remarkably,
its form resembles the same cone as obtained from positivity.

Bounds for g4 = 0. The non-linear bounds in (3.33), (3.38) only allow for null values of
g3, f3, h3. The causality constraints are weaker in this case, still allowing for certain ranges
expanding with g3, as it is shown in figure 16(b). The coefficient g3 is bounded only from
above, and f3, h3 are in the compact ranges which grow when g3 is decreasing.

Bounds on (f2, f3) and (f2, h3) planes. In both the (f2, f3) and (f2, h3) planes the
positivity bounds exactly reduce to the line interpolating between the scalar and axion
UV completions as seen in figure 17. In these cases, the positivity bounds coincide with a
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(a) (b)

Figure 16. (a) Causality (solid) and positivity (dashed) bounds for g4–f4. The green region
corresponds to (f2, f3, g3, h3) = (0, 0, 0, 0), the blue to (1, 3, 1, 0) (values taken by the scalar UV
completion) and the orange to (−1,−3, 1, 0) (values taken by the axion UV completion). The blue and
orange points are correspond to values of (f4, g4) produced by the scalar and axion UV completions
respectively. (b) f3–h3 plane for varying g3 = 0,−1,−2 and all other coefficients zero. Positivity
bounds leave g3 = h3 = f3 = 0 as the only possibility in this case. The causality bounds are compact
in f3 and h3 for any given g3 but generically, the direction f3 + 3g3 is not bounded from below, see
eq. (4.30).

(a) (b) (c)

Figure 17. We plot the causality (thick line) and positivity (dashed line) bounds for different slicings
of our parameter space and set the parameters not being plotted to values consistent with the scalar
and axion partial UV completions. The slices we plot are: (a)(f2, f3)-plane for g3 = 1, h3 = 0,
f4 = f2/2, and g4 = 1; (b) (f2, g3) plane for f3 = 3f2, h3 = 0, f4 = f2/2, and g4 = 1; (c) (f2, h3)
plane for f3 = 3f2, g3 = 1, f4 = f2/2, and g4 = 1. One can see that the points denoting the values of
the partial UV completions, scalar in green and axion in orange, lie in the boundary of the causal
region. The line connecting them corresponds to a partial UV completion involving both a scalar and
an axion.

– 36 –



J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

(a) Scalar (b) Spinor (c) Vector

Figure 18. Causality (thick line) and positivity (dashed line) bounds in the (f2, g3) plane for
various values of (f3, h3, f4, g4) that are consistent with the scalar, spinor and vector QED partial UV
completions, namely (f3, h3, f4, g4) ∼ (0.36, 0.04, 0.01, 0.10) for the scalar, (−0.13,−0.01, 0.00, 0.02)
for the spinor and (0.02, 0.00, 0.00, 0.01) for the vector. The exact values are given in table 1.

one-dimensional region of the parameter space that admits a partial UV completion and
are thus stronger than the causality bounds, which give an allowed area surrounding the
UV completion segment.

5.2 Complementarity of the positivity and causality bounds

We present here several slices showing that causality bounds, being more sensitive to the
different combinations of the EFT parameters, can give additional constraints compared
to the known positivity bounds. Typically, the positivity constraints on f3 and h3 are
relatively weak, see figure 3.

Bounds on f2 and g3. In the (f2, g3) plane we see that both partial UV completions
and the line joining them lie within the region allowed by causality and positivity bounds.
The positivity bounds, denoted by the dashed boundary, are more constraining overall but
allow for parameter values that are forbidden by causality bounds. Here we see for the first
time that causality bounds provide additional information on the parameter space than that
obtained by positivity alone. Once again we clarify that this does not mean that theories
satisfying positivity bounds are not causal, it just shows that these bounds can probe different
regions of the parameter space.

Around QED UV completions. Turning now to the loop level QED partial UV completions,
the causality bounds are compared to the region compatible with positivity in figure 18.
While positivity bounds give a smaller allowed region than causality bounds, we see that
they actually probe different regions for the scalar and spinor QED cases. Thus, combining
both bounds will ultimately reduce the allowed region. Note finally that all QED partial UV
completions lie within both causality and positivity bounds, as expected for consistency.

Bounds on f3, g3, and h3. Let us start by discussing the (f3, g3) plane where all other
coefficients are set to the values of either the scalar or axion UV completions found in table 1.
The bounds are reported in figure 19. The first thing to note is that even though allowed
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Figure 19. Causality (thick line) and positivity (dashed line) bounds on (f3, g3) plane with varying
h3 and the values of the other coefficients fixed as in the scalar partial UV completion on the left and
the axion one on the right. In particular, the left panel has (f2, f4, g4) = (1, 1/2, 1) and the right one
(f2, f4, g4) = (−1,−1/2, 1).

regions exist both from causality and positivity bounds for h3 = 1 and 2, their union is
empty and hence these values are discarded in the sense that they cannot correspond to
theories endowed with causal propagation in both the IR and UV. The more interesting
case, h3 = 0, corresponding to the scalar or axion partial UV completions is allowed by both
methods. For the left-hand side (scalar UV completion parameters), the causality bounds
are much more constraining than their positivity counterparts in the f3 − 3g3 direction. As
explained previously, this is due to having the additional parameter fixed as in the scalar UV
completion which implies that they do not contribute to the time delay in the odd sector.
On the other hand, positivity bounds provide a slightly lower upper value than causality in
the f3 + 3g3 direction and also a lower bound that we cannot obtain from causality.

For the right side of figure 19, we see that the axion partial UV completion is consistent
with both methods as expected. This time, the positivity bounds are stronger than the bounds
obtained from IR causality but it is still interesting to compare them since, for instance, their
union becomes smaller as h3 is raised. Thus, utilizing both bounds allows us to rule out
theories with values of h3 further away from the axion UV completion value, h3 = 0.

Let us now analyze the (f3, h3) plane, where the values of all other parameters are consis-
tent with the scalar partial UV completion (left panel of figure 20). One can see that the causal-
ity bounds are much more constraining than their positivity counterparts, except in the case
g3 = 1 where the latter reduce to the single scalar UV completion point. For the other cases,
even though both sets of bounds have a finite size, their union also reduces to a single point,9
once again proving the power of this combined approach. Turning now to the right panel (axion
UV completion parameters), both causality and positivity bounds have similar strength, with
the causality ones being slightly more constraining this time. The scalar and axion UV partial
UV completions are consistent with both methods and lie in the boundary of the bounds.

The (g3, h3) case is very interesting. When focusing on the value f3 = 3 on the left panel of
figure 21, which is precisely the value that is compatible with the scalar partial UV completion,

9Note that this statement holds even if we choose a different order one number for the causality conditions
as analyzed in figure 6.

– 38 –



J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

Figure 20. Causality (thick line) and positivity (dashed line) bounds on (f3, h3) plane with varying g3
and all other parameters set by the values of the scalar (left) or axion (right) partial UV completions.
In particular, the left panel has (f2, f4, g4) = (1, 1/2, 1) and the right one (f2, f4, g4) = (−1,−1/2, 1).

Figure 21. Causality (thick line) and positivity (dashed line) bounds on (g3, h3) plane with varying f3
and all other parameters set by the values of the scalar (left) or axion (right) partial UV completions.
In particular, the left panel has (f2, f4, g4) = (1, 1/2, 1) and the right one (f2, f4, g4) = (−1,−1/2, 1).

the intersection of the causality and positivity bounds reduce to this single point. This example
perfectly illustrates the power of combining the two methods, which can dramatically reduce
the space of causal theories, to the point of converging to a point-like region.

The right panel shows the axion case. The causality bounds are slightly less constraining
than the positivity ones but their union is smaller. It is worth noting that the axion partial
UV completion is consistent with both bounds. If f3 = 3 (with all other coefficients set to
the axion completion values) then positivity bounds shrink the allowed region to a single
point allowing only for (g3, h3) = (0,−1), which is also consistent with causality.

So far we were looking at extreme parameter choices close to the values of either scalar or
axion UV completions. We know that these values are at the boundary of the 6-dimensional
allowed region. To visualize what happens inside the constrained volume, instead of in a
slice, we present the 3D plots for h3 − g3 − f3 parameters when f2 = f4 = 0 which illustrate
the complementarity of the positivity and causality bounds, see figure 22. It is interesting to
observe from these plots that causality can constrain h3 direction stronger than positivity,
especially for the lower bound on h3.
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Figure 22. 3-dimensional plot of positivity and causality bounds on g3, h3, f3 for f2 = f4 = 0,
g4 = 1 seen from different directions. Positivity bounds are shown in a solid colour while the causality
constraint is plotted with a transparent lighter colour. The blue point corresponds to a partial UV
completion with an axion and scalar with the same coupling strength.

5.3 Case g2 = 0

As it was discussed in section 3, positivity bounds do not allow to have g2 = 0 in an interacting
theory. In particular, the non-linear bounds in (3.37) force all the EFT coefficients that we con-
sidered to be zero when g2 = 0. On the other hand, causality bounds are independent of any as-
sumptions about the UV theory and allow us to probe low-energy properties. On the contrary,
causality bounds still allow an interacting theory with g2 = 0. More precisely, the causality
requirements lead to f2 = f3 = g3 = h3 = 0. However, causality conditions imply only g4 > 0
and −g4/2 < f4 < g4/2, see figure 15. We can see that this is consistent with having all scatter-
ing amplitude parameters vanishing in the free theory as in the results obtained from positivity
bounds. In our current setting, we cannot obtain an upper bound on g4 since the non-sign
definite contributions cannot be included consistently up to the order in the WKB expansion
that we can compute. If we were able to find a consistent setting to include these corrections,
we would obtain an upper bound on g4 that very likely will impose g4 = 0 and hence f4 = 0.

6 Conclusions

In this work, we have derived two sets of consistency conditions on the photon EFT parameters
(defined in (2.3)) based on different assumptions, namely, positivity bounds and causality
constraints. The latter are obtained by requiring the absence of a resolvable time advance
for photon modes propagation on top of a non-trivial background generated by an external
source. Meanwhile, the positivity bounds are based on analytic properties of the scattering
amplitudes, which can be inferred by assuming microcausality. However, they have additional
requirements on the UV completion, such as a Froissart-like bound. The assumptions of each
method are summarized in table 3. Note that, while positivity bounds require the assumption
of unitarity, they do not use its full power. Thus, the bounds on the Wilson coefficients could
be improved by imposing full non-linear unitarity with numerical techniques. The upshot of
our work is that we do not need to use numerical techniques to obtain strong constraints on
the Wilson coefficients. Instead, we can combine different analytic methods (positivity and
causality bounds) to obtain strong constraints. It is also worth noting that as a consistency
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check, we have verified that known, healthy, partial UV completions lie within the allowed
region of both positivity and causality bounds.

Interestingly, we have shown that applying strict positivity of the time delay would
rule out known (partial) UV completions. In other words, known consistent (partial) UV
completion lead to a negative contribution to the time delay which is unresolvable and
hence consistent with our notion of causality but would be misidentified if the appropriate
resolvability condition had not been properly accounted for.

When comparing the positivity and causality bounds obtained in this paper, we found
that in certain regions of the parameter space positivity leads to stronger bounds, but in other
regions causality and positivity are complementary. When we refer to complementarity, we
refer to the comparison between our causality bounds and our analytic positivity bounds and
not numerically optimized positivity bounds or those using the full power of unitarity. We
found that the causality bounds derived here are predominantly double-sided and compact,
with a few exceptions, especially the g4 case that does not admit any upper bound in
our current setup. On the other hand, positivity bounds always lead to compact regions.
Nevertheless, there are other cases where our bounds are complementary and their combination
can lead to a great reduction of the allowed parameter space as seen in 5.2. An interesting
case worth highlighting is the bound on h3. The positivity bounds are symmetric with respect
to h3 → −h3, but the causality bounds are not. From the causality point of view, the time
delay of the odd modes has a large positive h3 contribution which generically implies a strong
lower bound on h3, but not so strong upper bound. Thus, causality can improve the lower
bound on h3 obtained from our analytic positivity bounds.

In some slices of the parameter space, we have found that the positivity and causality
allowed regions are disjoint, thus those parameters are ruled out. We highlight that this does
not imply that a theory satisfying positivity bounds is acausal in the IR. Both our causality
and positivity bounds do not exhaust the full power of the assumptions used to derive them.
These extreme examples simply show that our bounds probe different regions of the parameter
space and that combining them can be extremely powerful. It would be interesting to combine
all the existing constraints on photon EFTs from previous works such as [75–77] together with
the present bounds to find even stronger bounds on the EFT Wilson coefficients. Similarly, it
is worth noting that causality bounds can be applied to general theories involving operators
with higher-point interactions. Thus, while positivity bounds mostly focus on 2− 2 scattering,
causality can also be complementary to these explorations by constraining higher-point
interactions. Generically, combining different techniques to bound EFT parameters can be
very fruitful and the full power of combining causality and positivity bounds is yet to be proved.
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A Equations of motion

The equation of motion for the vector field Aµ with Lagrangian given by eq. (2.3) and sourced
by an arbitrary current Jν is

∂µE(F )
µν = gJν , (A.1)

where

E(F )
µν ≡Fµν−8 c1

Λ4FµνF
αβFαβ−8 c2

Λ4FµαFνβF
αβ (A.2)

+2 c3
Λ6

[
F α
µ

(
∂αF

β
ν ∂γF

γ
β +F βγ∂γ∂αFνβ

)
−Fαβ∂αF γ

µ (∂γFνβ+∂νFβγ)
]
−(µ↔ ν)

+ c4
Λ6

[1
2F

α
µ F β

ν

(
∂γ∂βF

γ
α −∂γ∂αF

γ
β

)
−F α

µ

(
(∂αFβγ−∂βFαγ)∂γF β

ν +∂γF γ
β ∂νF

β
α

+F βγ∂ν∂γFαβ
)
−Fαβ

(
∂γFµα(∂βFνγ−∂νFβγ)+∂αF γ

µ ∂νFβγ
)]
−(µ↔ ν)

+ c5
Λ6

[
F α
µ

(
∂αFβγ∂νF

βγ+F βγ∂ν∂αFβγ
)

+Fαβ
(
∂γFαβ∂µF

γ
ν +∂γF γ

µ ∂νFαβ
)

+Fµν
(
Fαβ∂γ∂βF

γ
α +∂βFαγ∂γFαβ

)]
−(µ↔ ν)

+ 1
2
c6
Λ8

[
−F α

µ ∂ν∂α
(
∂ρFβγ∂

ρF βγ
)
−∂µF α

ν ∂α
(
∂ρFβγ∂

ρF βγ
)
−∂αF α

µ ∂ν
(
∂ρFβγ∂

ρF βγ
)

+2∂αFµν
(
2∂ρF βγ∂γ∂αFβρ+∂αF βγ∂γ∂ρFβρ+F βγ∂α∂γ∂ρFβρ

)
+4□Fµν∂β

(
Fαγ∂

γFαβ
)]
−(µ↔ ν)

+ c7
Λ8

[
∂µF

αβ(∂γF γρ∂ν∂ρFαβ−∂αF γρ∂ν∂βFγρ)+∂αFµν∂ρ
(
∂βF

βγ∂γFαρ
)

+2∂α∂γFµν∂ρ
(
Fαβ∂βF

γρ
)

+Fαβ∂µ∂αF γρ∂ν∂βFγρ
]
−(µ↔ ν)

+ c9
Λ8

[
−Fµα∂γ∂ρ

(
∂αFβρ∂νF

βγ
)

+2∂µFαβ∂ρFαγ∂γ∂βFνρ+2Fαβ∂µ∂γFβρ∂ρ∂αFνγ

+∂βFµα∂ρ
(
∂αFγρ∂νF

βγ+∂αF βγ∂νFγρ−Fγρ∂α∂νF βγ−F βγ∂α∂νFγρ
)]
−(µ↔ ν).

In section 4.1, we focus on the perturbations around a spherically symmetric background
by perturbing the field as in eq. (4.2). In this setting, one can find that one of Maxwell’s
equations lead to a constraint and fixes one of the unphysical modes. To find this constraint,
we perform a field-redefinition of uℓ1 and write

vℓ1≡
iωuℓ1
r
−
(
uℓ2

)′
− 16

Λ4 (2c1+c2)A′
0A

′′
0u

ℓ
2 (A.3)

− 2
Λ6

1
r

{
c3A

′
0(A′

0+4rA′′
0)
(
uℓ2

)′′
+2c3

(
2r(A′′

0)2+A′
0

(
3A′′

0 +2rA(3)
0

))(
uℓ2

)′
+
[
c3

(
ω2− 2

r2

)
(A′

0)2+A′′
0

{
2(3c3−c4−2c5)A′′

0 +3(c3−c4−2c5)rA(3)
0

}
+A′

0
r

{
2
(
2c3(r2ω2−1)+c4+2c5

)
A′′

0 +2(3c3−c4−2c5)rA(3)
0 +(c3−c4−2c5)r2A

(4)
0

}]}
uℓ2

+ 1
Λ8

4∑
n=0

dn(uℓ2)(n) ,
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where

d0 = 8
(
−c8

(
L2−3

)
+2c6+c7

)(A′
0)2

r5 +4
(
(3c6+c8)L2−11c6−4c7−9c8

)A′
0A

′′
0

r4 (A.4)

+
(
(2c6+c8)L2+2c7+10c8

)ω2(A′
0)2

r3 +4(7c6+3c7+2c8)A
′
0A

(3)
0

r3 +4(7c6+2c7+3c8)(A′′
0)2

r3

+
(
−c8

(
L2+12

)
−16c6−20c7

)ω2A′
0A

′′
0

r2 −2
(
c6
(
L2+3

)
+2c7−c8

)A′
0A

(4)
0

r2

−2
(
c6
(
3L2+7

)
+6c7−c8

)A′′
0A

(3)
0

r2 −(2c6+c8)ω
4(A′

0)2

r

+2(−c6+7c7+5c8)ω
2A′

0A
(3)
0

r
+2(9c7+5c8)ω

2(A′′
0)2

r

−2
(

(c6+c8)A
′
0A

(5)
0

r
+2(3c6−c7+2c8)A

′′
0A

(4)
0

r
+(5c6−2c7+3c8)(A(3)

0 )2

r

)
+c8ω

4A′
0A

′′
0 +ω2

(
(2c6+8c7+5c8)A(4)

0 A′
0+2(3c6+8c7+4c8)A(3)

0 A′′
0

)
−2(c6+c8)

(
A′′

0A
(5)
0 +3A(3)

0 A
(4)
0

)
+128(2c1+c2)2(A′

0)3A′′
0 ,

d1 = 4
(
c7−c8

(
L2+2

))(A′
0)2

r4 +4
(
c8
(
L2+4

)
+2c6−c7

)A′
0A

′′
0

r3 (A.5)

−
(
c8
(
2L2+5

)
+8c6−2c7

)A′
0A

(3)
0

r2 −2
(
c8
(
L2+4

)
+4c6

)(A′′
0)2

r2 +(−4c6+2c7+c8)ω
2(A′

0)2

r2

−A
′
0
r

(
(4c6+2c7+c8)ω2A′′

0 +(−4c6+4c7+3c8)A(4)
0

)
+ 3(4c6−3c8)A(3)

0 A′′
0

r

+2
(
(c6+c8)A′

0A
(5)
0 +(4c6−c8)A′′

0A
(4)
0 +(3c6−2c8)(A(3)

0 )2
)

+ω2
(
(2c7+3c8)A′

0A
(3)
0 +c8(A′′

0)2
)
,

d2 =
(
(2c6+c8)L2−6c7+6c8

)(A′
0)2

r3 −
(
c8
(
L2+2

)
+16c6−8c7

)A′
0A

′′
0

r2 (A.6)

− 2
r

(
(2c6+c8)ω2(A′

0)2+(c6+3c7−2c8)A′
0A

(3)
0 +(c7−2c8)(A′′

0)2
)

+A′
0

(
2c8ω

2A′′
0 +(2c6+4c7+7c8)A(4)

0

)
+2(3c6+2c7+3c8)A′′

0A
(3)
0 ,

d3 = (−4c6+2c7+c8)(A′
0)2

r2 −(4c6+2c7+c8)A
′
0A

′′
0

r
+2(2c7+3c8)A′

0A
(3)
0 +2c8(A′′

0)2 , (A.7)

d4 = c8A
′
0A

′′
0−(2c6+c8)(A′

0)2

r
. (A.8)

Note that we only need to go up to order 1/Λ8 for the terms c2
1, c1c2 and c2

2 in order to
get the ϵ41 contributions at leading order. In terms of this new variable we find that the
constraint is given by

vℓ1 = 0 . (A.9)
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B Explicit expressions for propagation around spherically symmetric
backgrounds

The equations of motion for the propagating modes are given by eq. (4.13) with WI,ℓ given by

W2,ℓ = 1− B2

R2 + 16ϵ21
B2

R2 (2c1 + c2)f ′(R)2 (B.1)

+ 2ϵ21ϵ22

{
(−5c3 + c4 + 2c5)B

2

R2
f ′(R)2

R2 +
(
B2

R2 (7c3 + c4 + 2c5)− 4c3

)
f ′′(R)2

− 2
((

B2

R2 (c3 + c4 + 2c5) + 3c3

)
f ′′(R) + 2c3

(
1− 2B

2

R2

)
Rf (3)(R)

)
f ′(R)
R

}

+ 2ϵ21ϵ22Ω2(2c6 − c8)B
2

R2

{(
2B

2

R2 − 1
)
f ′(R)2

R2 +
(

1− B2

R2

)
f ′′(R)2

−
(
B2

R2 f
′′(R) +

(
1− B2

R2

)
Rf (3)

)
f ′(R)
R

}
,

and

W4,ℓ = 1− B2

R2 + 8ϵ21
B2

R2 c2f
′(R)2 (B.2)

+ 2ϵ21ϵ22

{
(−3c3 + c4)B

2

R2
f ′(R)2

R2 +
(
B2

R2 (c3 − c4)− 4c3

)
f ′′(R)2

+
(

2c3

(
B2

R2 − 3
)
f ′′(R) +

(
B2

R2 (c3 − c4)− 4c3

)
Rf (3)(R)

)
f ′(R)
R

}

− 2ϵ21ϵ22Ω2c8
B2

R2

{(
2B

2

R2 − 1
)
f ′(R)2

R2 +
(

1− B2

R2

)
f ′′(R)2

−
(
B2

R2 f
′′(R) +

(
1− B2

R2

)
Rf (3)

)
f ′(R)
R

}
.

Let us now write down the turning point for both physical modes

RtI,ℓ = B
[
1− ϵ21Ψ(1)

I,ℓ(B)− ϵ21ϵ22Ψ(2)
I,ℓ(B)− ϵ21ϵ22Ω2Ψ(3)

I,ℓ(B)
]
, (B.3)

where

Ψ(1)
2,ℓ (B) = 8(2c1+c2)f ′(B)2 = (f2+g2)f ′(B)2 ,

Ψ(2)
2,ℓ (B) =−(5c3−c4−2c5)f

′(B)2

B2 −2(4c3+c4+2c5)f
′(B)f ′′(B)

B
+(3c3+c4+2c5)f ′′(B)2

+4c3f
′(B)f (3)(B)

=−1
3

{
(f3+3(g3−4h3))f

′(B)2

B2 −2(f3+3(g3+2h3))f
′(B)f ′′(B)

B

+ (f3+3g3+4h3)f ′′(B)2+8h3f
′(B)f (3)(B)

}
,

Ψ(3)
2,ℓ (B) = (2c6−c8)

(
f ′(B)2

B2 − f
′(B)f ′′(B)

B

)
= 2(2f4+g4)

(
f ′(B)2

B2 − f
′(B)f ′′(B)

B

)
,
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and

Ψ(1)
4,ℓ (B) = 4c2f

′(B)2 = −(f2 − g2)f ′(B)2 ,

Ψ(2)
4,ℓ (B) = −(3c3 − c4)f

′(B)2

B2 − 4c3
f ′(B)f ′′(B)

B
− (3c3 + c4)

(
f ′′(B)2 + f ′(B)f (3)(B)

)
= 1

3

{
−(f3 − 3g3 − 8h3)f

′(B)2

B2 + 8h3
f ′(B)f ′′(B)

B

+ (f3 − 3g3 + 4h3)
(
f ′′(B)2 + f ′(B)f (3)(B)

)}
,

Ψ(3)
4,ℓ (B) = −c8

(
f ′(B)2

B2 − f ′(B)f ′′(B)
B

)
= −2(2f4 − g4)

(
f ′(B)2

B2 − f ′(B)f ′′(B)
B

)
, (B.4)

where, in the last equalities, we have converted the Wilson coefficients from the Lagrangian
to the scattering amplitude parameters by using eq. (2.5). The functions UI,ℓ appearing in
the phase shift and time delay expressions are given by

UI,ℓ = B2

R2

[
ϵ21

(
Ψ(1)
I,ℓ(R)−Ψ(1)

I,ℓ(B)
)

+ϵ21ϵ22
(
Ψ(2)
I,ℓ(R)−Ψ(2)

I,ℓ(B)
)

+ϵ21ϵ22Ω2
(
Ψ(3)
I,ℓ(R)−Ψ(3)

I,ℓ(B)
)]

+
(

1−B
2

R2

)(
ϵ21ϵ

2
2Υ(1)

I,ℓ(R)+ϵ21ϵ22Ω2Υ(2)
I,ℓ(R)

)
, (B.5)

where it is clear that the first term in square bracket vanishes when R→ B which ensures
the convergence of the time delay. The analytical expressions for the functions entering
eq. (B.5) above are given by

Υ(1)
2,ℓ (R) = −2c3

(
3f

′(R)f ′′(R)
R

+ 2
(
f ′′(R)2 + f ′(R)f (3)(R)

))
= 4

3h3

(
3f

′(R)f ′′(R)
R

+ 2
(
f ′′(R)2 + f ′(R)f (3)(R)

))
,

Υ(2)
2,ℓ (R) = −(2c6 − c8)

{
2f

′(R)2

R2 − f ′(R)f ′′(R)
R

− f ′′(R)2 + f ′(R)f (3)(R)
}

= −2(2f4 + g4)
{

2f
′(R)2

R2 − f ′(R)f ′′(R)
R

− f ′′(R)2 + f ′(R)f (3)(R)
}
, (B.6)

and

Υ(1)
4,ℓ (R) = Υ(1)

2,ℓ (R) ,

Υ(2)
4,ℓ (R) = c8

{
2f

′(R)2

R2 − f ′(R)f ′′(R)
R

− f ′′(R)2 + f ′(R)f (3)(R)
}

= 2(2f4 − g4))
{

2f
′(R)2

R2 − f ′(R)f ′′(R)
R

− f ′′(R)2 + f ′(R)f (3)(R)
}
. (B.7)

– 45 –



J
H
E
P
0
6
(
2
0
2
4
)
1
4
6

Finally, the expression for the time delay is

(ω∆Tb,I,ℓ(ω))

= 2(ωr0)

∫ ∞

B

∂ω(ωUI,ℓ(R))√
1− B2

R2

dR+ π

2
(
B − ∂ω

(
ωRtI,ℓ

))
= 2(ωr0)

∫ ∞

B

B2

R2

[
ϵ21Ψ(1)

I,ℓ(R) + ϵ21ϵ
2
2Ψ(2)

I,ℓ(R) + 3ϵ21ϵ22Ω2Ψ(3)
I,ℓ(R)

]
−
[
R↔ B

]
√

1− B2

R2

dR

+
∫ ∞

B

√
1− B2

R2

(
ϵ21ϵ

2
2Υ(1)

I,ℓ(R) + 3ϵ21ϵ22Ω2B
2

R2 Υ(2)
I,ℓ(R)

)
dR

+π

2B
(
ϵ21Ψ(1)

I,ℓ + ϵ21ϵ
2
2Ψ(2)

I,ℓ + 3ϵ21ϵ22Ω2Ψ(3)
I,ℓ

)
= 2(ωr0)

∫ ∞

B

B2

R2

[
ϵ21Ψ(1)

I,ℓ(R) + ϵ21ϵ
2
2Ψ(2)

I,ℓ(R) + 3ϵ21ϵ22Ω2Ψ(3)
I,ℓ(R)

]
√

1− B2

R2

dR

+
∫ ∞

B

√
1− B2

R2

(
ϵ21ϵ

2
2Υ(1)

I,ℓ(R) + 3ϵ21ϵ22Ω2B
2

R2 Υ(2)
I,ℓ(R)

)
dR

 . (B.8)

Note that the integral over the constant Ψ(j)
I,ℓ(B) can be performed and exactly cancels out

the extra term that is free of any integration.

C Optimization method

We describe here the algorithm used to optimize the causality bounds. For any two-dimensional
plot in the (WJ ,WK)-plane, we start by fixing all the remaining coefficients collectively
denoted by {WL} to constants corresponding to a particular UV completion or another
interesting case. This is necessary in order to reduce the complexity of the optimization
by only allowing 2 of the 8 coefficients to vary.10

The vector causality constraints reduce to 2 constraints in the even and odd sector and the
extremization procedure can be done in each independently. When presenting the results, we
can choose to show the causality bounds of each sector individually or to show the final result
which is achieved by taking their union. In the following, we forget about the two sectors
and assume we are specialising to a given one, only to take the union of both at the end.

The boundary of the causality constraint reads (ω∆T ) = −1 and can be solved for WJ as
a function ofWK and all the other parameters of the problem (other Wilson coefficients, back-
ground parameters, and parameters defining the validity of the EFT and WKB expansions).
Next, we discretise the direction WK by letting this coefficient take values in the interval[
W(min)
K ,W(max)

K

]
divided in nK equal steps of length ∆WK = (W(max)

K −W(min)
K )/nK ,

WK =
{
W(min)
K ,W(min)

K + ∆WK , · · · ,W(max)
K

}
. (C.1)

10Note however that the causality bounds derived in this paper are insensitive to g′
4 and that g2 is set to

either 1 or 0 without loss of generality.
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For each such value ofWK , we find the maximal (if it exists) value thatWJ can take by extrem-
izing over the parameters of the background profile and the ones controlling the EFT expansion,
under the constraint that one remains in the regime of validity of the EFT and the WKB
approximations simultaneously. This way, we get a set of extremal parameters per discretised
value ofWK that we plug back into the equation (ω∆T ) = −1, which in turn gives an optimised
straight line in the (WJ ,WK)-plane separating the causality-violating region from the allowed
one. One gets such a line for each discretised value of WK and hence can form an envelope by
imposing all the constraints derived in this way. This procedure gives an upper (lower) bound
onWJ when the coefficient in front ofWJ is negative (positive). Since in some cases, the coeffi-
cient is not sign-definite (as seen in table 2), we obtain but upper and lower bounds. Finally, we
refine our bounds by performing the same procedure once again after swapping the role of WJ

andWK , i.e. discretising the other axis and getting left/right bounds rather than upper/lower.
As mentioned earlier, this is done independently in the even and odd sectors of the vector.

The theory is only causal if neither mode propagate in a causality-violating way, hence the
final causality bounds are obtained by imposing causality on both sectors simultaneously.

D Spin-2 partial UV (in)completions

Here, we focus on the partial UV (in)completions suggested in [77]. These are constructed by
on-shell amplitude methods and requirements on the Regge behaviour. First, they construct
the residue at the spin-2 pole and split this in two cases: parity even and odd. They allow
for the freedom of adding arbitrary contact terms which are then fixed so that the amplitude
has the desired Regge limit (growing as O

(
s2, u2, t2

)
). Without taking into account these

additional contributions from contact terms, the even and odd partial UV completions
only propagate even or odd modes, but these additional contact terms do not respect the
parity and the partial UV completions in [77] propagate both even and odd modes. From a
Lagrangian perspective, the construction of [77] includes higher derivative couplings between
the photon and the massive spin-2 field.

The causality and positivity bounds for four different spin-2 partial UV (in)completions
are presented in figure 23. According to table 1, all dimension-8 and 10 free coefficients (i.e.
with the exception of f2 and g3 in this specific case) are identical in each of the four proposed
partial UV completions. For the two UV completions that are causal, they also lie within the
positivity bounds and so are consistent UV completions. The remaining two possible ‘UV
completions’ (on the right side) which do not satisfy causality, also do not satisfy positivity
as there is in fact no region allowed by positivity in the slice in which they live. We highlight
again that the causality bounds do not require any UV assumptions. In other words, the
implications of our result are that the non-minimal coupling between the photon and the
spin-2 in these partial UV completions leads to acausal propagation.

The fact that these spin-2 partial UV (in)completions lie outside positivity bounds was
already observed in [77]. Note that the fact that spin-2 fields lead to an s2 growth of the
amplitude is not the reason why positivity bounds fail. The Froissart-like bound requirement
that the amplitude should grow strictly softer than s2 is a requirement in the |s| → ∞ limit,
that is, in the full UV theory not on the EFT nor the partial UV completion. Just as is
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Figure 23. Causality (thick line) and positivity (dashed line) bounds in the (f2, g3) plane with all
other coefficients set to the values of the corresponding partial UV completions as in table 1. On the
left side, we have f3 = h3 = f4 = 0 for both regions and g4 = 1 and 1/2 for the blue and orange regions
respectively. Meanwhile, the right panel has f3 = h3 = 0, g4 = 1 for both regions and f4 = 1/2 and
−1/2 for the blue and orange regions respectively. The partial UV completions with causal propagation
appear on the left whereas the ones on the right do not agree with either of the causality or positivity
bounds. In the left-hand plot the parameter values for the spin-2 even UV completion give an allowed
region that is described by f2 = 0 ∪ |g3| < 1 giving a one-dimensional region, depicted as a slim two-
dimensional region for visibility. On the right-hand plot, there is no region allowed by positivity bounds.

the case of gravity, when considering massive spin-2 fields coupled to photons, we can also
assume that at very high energies there is a UV completion with the desired behavior.

E Reducing the angle dependence for the positivity bounds

Linear positivity bounds for indefinite helicity amplitudes typically have the form

A1 +A2 cos (2θ) cos (2χ) +A3(cosϕ sin (2θ) + cosϕ sin (2χ))+
+A4 cos (ϕ− ψ) sin (2θ) sin (2χ) +A5 cos (ϕ+ ψ) sin (2θ) sin (2χ) > 0,

(E.1)

which must be valid for all values of angles ϕ, ψ, χ, θ. This requirement implies several
non-linear bounds on the coefficients A1, A2, A3, A4, A4 depending on the coupling constants.

Taking the particular case θ = 0 one obtains

A1 +A2 cos (2χ) +A3 cosψ sin (2χ) > 0. (E.2)

This can be transformed to

A1 +
√
A2

2 +A2
3 cos2 ψ cos (2χ+ χ0) > 0. (E.3)

Here χ0 depends on A2, A3 but the concrete expression is irrelevant for the derivation. The
strongest bound corresponds to cos (2χ+ χ0) = −1. Thus,

A1 −
√
A2

2 +A2
3 cos2 ψ > 0, (E.4)

or
A2

1 > A2
2 +A2

3 cos2 ψ. (E.5)
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Figure 24. (a) Allowed region for A3, A4, A5 when A1 = 1 and A2 = 1/2 are taken. The red volume
presents the analytic bound while the yellow area corresponds to the result of numerical optimization
of angles. (b) Allowed region for A2, A3, A5 for A1 = 1, A4 = 1/2. The meaning of the colours is the
same as in the plot (a).

This condition is satisfied for any ψ if

A2
1 > A2

2 +A2
3. (E.6)

Thus, the angle dependence is completely reduced and the obtained condition is a non-linear
bound on the couplings. However, numerical analysis shows that eq. (E.1) in fact leads to
stronger constraints than eq. (E.6). To derive them, it seems to be enough to take θ = χ = π/4,

A1 +A3(cosϕ+ cosψ) +A4 cos (ϕ− ψ) +A5 cos (ϕ+ ψ) > 0, (E.7)

or
A1 +A3 cosψ + cosϕ(A3 + (A4 +A5) cosψ) + sinϕ sinψ(A4 −A5) > 0. (E.8)

Repeating the previous procedure we obtain

(A1 +A3 cosψ)2 − (A3 + (A4 +A5) cosψ)2 − sin2 ψ(A4 −A5)2 > 0. (E.9)

After some simplifications, one can get

(A2
3 −A4A5)y2 + 2(A1A2 − 2A3(A4 +A5))y +A2

1 −A2
3 −A2

4 + 2A4A5 −A2
5 > 0. (E.10)

Here y = cosψ is between −1 and 1. This bound can be brought to the form

Ay2 +By + C > 0 . (E.11)

This is satisfied for all angles if one of the following four conditions is satisfied,

• A > 0, D = B2 − 4AC < 0,
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• A < 0, D > 0 and x1 < −1 and x2 > 1 where x1 < x2 are two real roots of the
quadratic polynomial,

• D > 0, A > 0, x1 < −1 or x2 > 1,

• A = 0, | B |< C.

In figure 24 we show the coincidence of the allowed ranges obtained by numerical scanning
over angles and analytic result described here. The numerical region (yellow-shaded) is a
bit wider reflecting the fact that scanning does not always provide the optimal angles for
the strongest bound.

F Comparison of conventions with other works

In this appendix, we provide a conversion chart that enables the reader to go from our
conventions to the ones of [75, 76] and [77].

EFT dim This Paper [75, 76] [77]

8
c1 f2 = 8c1 + 2c2 f2 = 8c1 + 2c2

c2 g2 = 8c1 + 6c2 g2 = 8c1 + 6c2

10
c3 f3 = −3(c3 + c4 + c5) f3 = −3(c3 + c4 + c5)
c4 g3 = −c5 g3 = −c5

c5 h3 = −3
2c3 h3 = −3

2c3

12
c6 f4 = 1

4c6 f4 = 1
4c6

c7 g4,1 = 1
2(c6 + c8) + c7 g4 = 1

2(c6 − c8)
c8 g4,2 = −1

2(c7 + c8) g′4 = c7 + c8

Table 4. Conversion table for the EFT coefficients.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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