
J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

Published for SISSA by Springer

Received: December 21, 2022
Revised: February 13, 2023

Accepted: May 10, 2023
Published: June 5, 2023

The Analytic Wavefunction

Santiago Agüí Salcedo, Mang Hei Gordon Lee, Scott Melville and Enrico Pajer
Department of Applied Mathematics and Theoretical Physics, University of Cambridge,
Wilberforce Road, Cambridge, CB3 0WA, U.K.
E-mail: santiago.agui@protonmail.com, mhgl2@cam.ac.uk,
scott.melville@damtp.cam.ac.uk, enrico.pajer@gmail.com

Abstract: The wavefunction in quantum field theory is an invaluable tool for tackling a
variety of problems, including probing the interior of Minkowski spacetime and modelling
boundary observables in de Sitter spacetime. Here we study the analytic structure of
wavefunction coefficients in Minkowski as a function of their kinematics. We introduce
an off-shell wavefunction in terms of amputated time-ordered correlation functions and
show that it is analytic in the complex energy plane except for possible singularities on
the negative real axis. These singularities are determined to all loop orders by a simple
energy-conservation condition. We confirm this picture by developing a Landau analysis of
wavefunction loop integrals and corroborate our findings with several explicit calculations
in scalar field theories. This analytic structure allows us to derive new UV/IR sum rules for
the wavefunction that fix the coefficients in its low-energy expansion in terms of integrals of
discontinuities in the corresponding UV-completion. In contrast to the analogous sum rules
for scattering amplitudes, the wavefunction sum rules can also constrain total-derivative
interactions. We explicitly verify these new relations at one-loop order in simple UV models
of a light and a heavy scalar. Our results, which apply to both Lorentz invariant and
boost-breaking theories, pave the way towards deriving wavefunction positivity bounds in
flat and cosmological spacetimes.

Keywords: Effective Field Theories, Boundary Quantum Field Theory, Scattering
Amplitudes

ArXiv ePrint: 2212.08009

Open Access, c© The Authors.
Article funded by SCOAP3. https://doi.org/10.1007/JHEP06(2023)020

mailto:santiago.agui@protonmail.com
mailto:mhgl2@cam.ac.uk
mailto:scott.melville@damtp.cam.ac.uk
mailto:enrico.pajer@gmail.com
https://arxiv.org/abs/2212.08009
https://doi.org/10.1007/JHEP06(2023)020


J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

Contents

1 Introduction 1
1.1 Summary of main results 5

2 The analytic structure of the wavefunction 8
2.1 A review of recursion relations for the Minkowski wavefunction 8
2.2 Off-shell wavefunction coefficients 12
2.3 On the location of poles and branch points 16
2.4 Examples 22

2.4.1 Tree-level examples 22
2.4.2 One-loop examples 24

2.5 Landau analysis for the wavefunction coefficients 27

3 UV/IR sum rules 36
3.1 The effective field theory wavefunction 37
3.2 A wavefunction dispersion relation 38
3.3 Example: a light scalar 40
3.4 Comparison with amplitude sum rules 42

4 Example UV completions 43
4.1 UV-completion: a tree-level example 43
4.2 UV-completion: a one-loop example 47

5 Conclusions 49

A One-loop computations 53
A.1 Classifying complexity 53
A.2 One internal edge 58
A.3 Two internal edges 59

A.3.1 Generalities 60
A.3.2 Equal masses 63
A.3.3 Massless limit 68
A.3.4 Soft limit 70
A.3.5 Amplitude limit 70
A.3.6 In d = 1 dimensions 71

A.4 Three internal edges 71
A.4.1 Generalities 72
A.4.2 Reducing the complexity 73
A.4.3 Soft limit 75

B Feynman rules for the on- and off-shell wavefunction 76

C A non-perturbative definition of the off-shell wavefunction 78

– i –



J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

1 Introduction

Complexification often leads to simplification. While physical observables are always real,
their extension to the complex plane can reveal strikingly simple structures that encode a
variety of physical features. This is because quantities that vary smoothly along the real axis
(such as most observables) can be extended to functions that are analytic almost everywhere
in the complex plane. Such functions feature a rigid structure and are completely specified
by their singularities. Once these singularities are connected to physical properties of the
system, the picture that emerges in the complex plane is both physically transparent and
mathematically simple.

The analytic S-matrix. The importance of the complex plane is perhaps greatest in
particle physics, where the probability amplitude to scatter between different asymptotic
states can be analytically continued to complex values of the particle momenta. This
analyticity, which is deeply rooted into causality, was the cornerstone of the S-matrix
programme of the 60’s and 70’s [1, 2], and now underpins most modern amplitude methods [3–
5]. Analyticity has led to two particularly important results:

(i) a straightforward map between physical properties of states (e.g. their mass and spin)
and the analytic structure of off-shell scattering amplitudes extended to the complex
plane (e.g. their pole residues and branch cut discontinuities),

(ii) a variety of sum rules that connect low-energy observables to particular integrals over
the underlying high-energy theory, providing a concrete connection between Effective
Field Theory (EFT) Wilson coefficients and its ultraviolet (UV) completion.

In practice, (i) is what allows us to empirically determine the properties of the particles
that make up our Universe — for instance, the mass of the Higgs boson is measured by
determining the location of a pole in the complex energy plane, via the Breit-Wigner
formula [6–8]. Increasingly, (ii) is the most promising way to search for new physics at
the precision frontier — for instance by using an accurate determination of the low-energy
coefficients in the Standard Model EFT [9] to place constraints on physics beyond the
Standard Model [10–22]. The sum rules that follow from analyticity can also be combined
with fundamental properties such as unitarity and locality [23–25], which has led to the
recent explosion of different “positivity bounds” on low-energy EFTs [26–43].

The analytic wavefunction. In this work, our goal is to develop an equivalent under-
standing of analyticity for the field-theoretic wavefunction.1 Unlike scattering amplitudes,
which are defined in terms of asymptotic states in the far past/future, the wavefunction
is instead defined at a fixed time in the bulk. Because the choice of a time hypersurface
obscures Lorentz invariance, the field-theoretic wavefunction has received relatively little
attention. However it is a particularly useful object since it allows one to capture a wide
variety of phenomena that cannot be probed by amplitudes, for instance finite-time effects.

1While the wavefunction is not a standard topic in QFT textbooks, see [44–46] for several useful
pedagogical references.
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Since it does not rely on having well-defined particle eigenstates in the past/future, the
wavefunction also generalises more readily to the curved spacetime backgrounds relevant for
cosmology. In cosmological models, Lorentz invariance is always broken by the gravitational
background and so using the wavefunction does not obscure any relevant symmetry. Already
starting with [47–59], the wavefunction has therefore played a prominent role in theoretical
cosmology, where it can describe the quantum fluctuations produced in the early inflationary
Universe. This has driven much recent progress in importing amplitude techniques to the
wavefunction [60–79] and to the calculation of cosmological correlators [80–105].

Here, we develop the crucial ingredient of analyticity for the wavefunction. Guided by
the analogous results for amplitudes, we establish:

(o) an analytic off-shell wavefunction using a particular analytic continuation of the
wavefunction coefficients to the complex energy plane,

(i) relations between its singularities (pole/branch cuts) and the properties of the under-
lying fields exchanged in perturbation theory,

(ii) UV/IR sum rules which relate the coefficients in the finite-time EFT action to its
underlying UV completion.

We focus throughout on scalar fields interacting on a fixed Minkowski spacetime background,
a setting in which we are able to completely characterise all possible non-analyticities that
can arise in the wavefunction in perturbation theory. This lays down a framework for
future applications of the wavefunction, e.g. to cosmological perturbations on quasi-de Sitter
spacetimes.

Causality and analyticity. Analyticity in the energy domain is closely connected with
causality in the time domain. If the application of a localised source only alters the future,
then the Fourier transform of the response function is analytic in the lower-half of the
complex energy/frequency plane (a mathematical result known as Titchmarsh’s theorem).
This is the analyticity used by Kramers and Kronig in their seminal work [106, 107],
which derived relations between the real and imaginary part of the refractive index as
a consequence of causality. Scattering amplitudes respect a stronger causality condition,
namely microcausality, which requires that all local operators commute at space-like
separations. Together with crossing symmetry, this implies the analyticity of the amplitude
in the complex s-plane in several cases.2

The analyticity that we exploit in this work is the basic non-relativistic version of
causality. Concretely, the wavefunction Ψt=0[φ] that we consider is defined by evolving
the vacuum in the far past until some later time t = 0 using an interacting Hamiltonian
H(t), and then projecting onto the field eigenstate at that time. Causality in this picture
corresponds to the condition that Ψt=0 is insensitive to any interactions that take place at
times t > 0, i.e. the wavefunction at time t = 0 is determined only by its past. This means
that H(t) could be replaced with H(t)Θ(t), turning all interactions off after t = 0, and the

2Rigorous proofs of analyticity from causality assumptions are mostly restricted to the scattering of real
scalar fields, and usually require additional assumptions such as the adiabatic hypothesis [108–111].
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wavefunction Ψt=0 would be unchanged. The wavefunction can therefore be viewed as the
response to the interactions that turn off after a fixed time. This is the intuitive reason
why we find a simple analytic structure: the Fourier transform of such a causal response
is generally analytic in (at least) half of the complex frequency plane (the lower half in
our Fourier conventions). Our sum rules for the wavefunction are therefore the analogue
of the Kramers-Kronig relations. Pioneering ideas and results on the analytic structure of
wavefunction coefficients can be found in [66] and [73, 75].

Outline. Below we provide a summary of our conventions and a technical statement of
our main results ((o), (i) and (ii) above). The remainder of the paper then demonstrates
these results as follows:

(o) In section 2.1 we review the recursion relations of [66] for the Minkowski wavefunction,
which allow us to express arbitrary Feynman-Witten diagrams in terms of a rational
integrand. By extending this recursion relation to complex values of the energy, we
define a new off-shell wavefunction in section 2.2.

(i) Based on this rational integral representation, in section 2.3 we provide a simple
physical criterion for determining the singular points of any given diagram, and
we show in section 2.4 that this criterion indeed produces a complete list of all
singular points in a number of examples. In section 2.5 we develop systematic Landau
conditions for determining the singular points of any given wavefunction integral.

(ii) In section 3 we use analyticity to derive UV/IR sum rules, and apply them to a simple
scalar EFT with interactions up to mass-dimension-8. In section 4, we consider two
different explicit UV completions and confirm that they satisfy the sum rules.

We then conclude in section 5 with a discussion of future directions. In appendix A we
describe in detail how to set up and perform loop integrals for the wavefunction coefficients.
In appendix B we briefly review the standard Feynman rules for computing Feynman-Witten
diagrams for the wavefunction. Throughout the main text we focus on the analytic structure
of the off-shell wavefunction in perturbation theory, and in appendix C describe how this
generalises to a fully non-perturbative object.

Conventions. Our Fourier conventions are

f(x) =
∫

d3k

(2π)3 e
ikxf(k)≡

∫
k
eikxf(k) , f(k) =

∫
d3xe−ikxf(x)≡

∫
x
e−ikxf(x) . (1.1)

To avoid cluttering our equations with factors of (2π)3 from Fourier transform we employ
the notation

δ̃
(3)
D (k) ≡ (2π)3δ

(3)
D (k) . (1.2)

In our convention the wavefunction is parameterized as

Ψ[φ; t] = exp
[
+
∞∑
n

1
n!

∫
k1,...kn

δ̃
(3)
D

(
n∑
a

ka

)
ψn({k}; t)φ(k1) . . . φ(kn)

]
, (1.3)
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where {k} is shorthand for the set of external momenta, {k1,k2, . . . ,kn}. This is the same as
for example in [47, 72, 112], but it is the opposite of that used in [69, 73], where Ψ ∼ e−ψnφn

was chosen. Because of time-translation invariance, the wavefunction coefficients have a
very simple time dependence:

ψn({k}, t) = ψn({k}, 0). (1.4)

Therefore, we simply focus on t = 0, without loss of generality, and omit specifying the
time dependence.

We work perturbatively and adopt a power-counting in which ψn starts at O(gn−2
∗ )

for some small expansion parameter g∗. Expanding a given ψn in powers of this coupling
corresponds to a diagrammatic expansion in the number of loops,

ψn = ψtree
n + ψ1-loop

n + ψ2-loop
n +O

(
gn+1
∗

)
, (1.5)

where ψL-loopn ∼ O
(
gn−2+L
∗

)
. It will often be convenient to work with the loop integrand,

which we write as,

ψL-loopn ({k}) =
∫

p1,...,pL
IL-loopn ({k}, {p}) . (1.6)

Momenta of external legs are denoted by ka (where a runs over the number of external
lines) and loop momenta are denoted by pa (where a runs over the number of loops).
The momenta of internal lines are denoted by qa, and can always be fixed by momentum
conservation in terms of the external momenta and the loop momenta. When discussing
4-point coefficients, we denote the total 3-momentum in each of the channels as

ks = k1 + k2 , kt = k1 + k3 , ku = k2 + k3 . (1.7)

We use Ωk to denote the “on-shell” value of the energy when the spatial momentum is k
(and k = |k| is its magnitude). For each field of mass m in the theory, this is given by

Ωk =
√
k2 +m2 . (1.8)

Our main object of study will be “off-shell” wavefunction coefficients (defined in section 2.2).
These depend on additional variables ωa representing the off-shell energy of each external
leg, which is independent of the mass and momentum of the field. It is only when we want
to evaluate a wavefunction coefficient on-shell that we impose ωa

!= Ωka . In the context of
4-point coefficients we sometimes use:

ωs = ω1 + ω2 , ωt = ω1 + ω3 , ωu = ω2 + ω3 . (1.9)

The total energy flowing into a diagram will be denoted by ωT = ∑
a ωa. Off-shell wave-

function coefficients will be denoted with the same symbol ψn as their on-shell cousins, but
depend on n additional variables:

Off-shell: ψL-loopn ({ω}, {k}) =
∫

p1,...,pL
IL-loopn ({ω}, {k}, {p}) . (1.10)
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1.1 Summary of main results

For the convenience of the busy reader, we summarize here our main findings.

Introducing the off-shell wavefunction. The central object that we study in this work
is a new off-shell extension of the wavefunction coefficients at t = 0. They can be defined as
the following half-interval Fourier transform,

ψn ({ω}, {k}) =

 n∏
j=1

∫ 0

−∞
dtj e

iωjtj

 Gamp.,con.
k1...kn−1

(t1, . . . , tn) , (1.11)

where Gamp.,con.
k1...kn−1

(t1, . . . , tn) is the amputated, connected part of the time-ordered Green’s
function (descussed in detail in appendix C),

〈φ(0) = 0| T Φ̂k1(t1) . . . Φ̂kn(tn) |Ωin〉 = Gk1...kn−1(t1, . . . , tn) δ̃(3)
D

(
n∑
a

ka

)
, (1.12)

where |Ωin〉 is the vacuum in the far past and |φ(0) = 0〉 is the field eigenstate Φ̂k(0)|φ(0) =
0〉 = 0 at time t = 0. These off-shell coefficients coincide with the usual wavefunction
coefficients (the ψn({k}) appearing in (1.3)) in the limit ω →

√
k2 +m2, which we refer to

as “going on-shell”. In perturbation theory, the off-shell ψn({ω}, {k}) can be represented
as a series of Feynman-Witten diagrams in which n external edges are each labelled by
an energy and a spatial momentum, and each vertex is labelled by a bulk time which is
integrated from −∞ to 0. Internal lines carry spatial momenta only, which are partially fixed
by imposing momentum conservation at each vertex (any undetermined internal momenta
due to loops are integrated over). The Feynman rules for evaluating each diagram are:

• An external edge with energy ω connected to a bulk vertex at time t gives an off-shell
bulk-boundary propagator, Kω(t) = eiωt,

• An internal edge carrying momentum k between vertices at times t1 and t2 gives a
bulk-bulk propagator, namely the two-point Gk(t1, t2) associated with the field being
exchanged,

• Each n-point vertex gives a factor of iδnS[Φ; 0]/δΦn|Φ=0, where S[Φ; 0] is the action
from t = −∞ to t = 0. Note that each temporal (or spatial) derivative becomes a
factor of iω (or ik) when acting on an external line.

We give a number of explicit examples throughout.

Signatures of new heavy physics. With these definitions, the analytic structure of
any particular Feynman diagrams is completely determined by the properties of the virtual
fields being exchanged. This is familiar in the context of scattering amplitudes, where for
instance the s-channel 2→ 2 scattering amplitude at one-loop receives contributions from

– 5 –
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the following diagrams (where ωs and ks are the total ingoing energy and momentum),

A(s)
2→2 = + + · · ·

∼ 1
M2 − s

+
√

(M1 +M2)2 − s + . . . (1.13)

and, as a result, develops poles and branch cuts at particular thresholds which are determined
by the masses of the heavy internal fields (in this case at s = M2 and s = (M1 + M2)2,
where s = ω2

s − k2
s is the usual Mandelstam invariant).

Bringing this perspective to the wavefunction, we show that the location of similar
thresholds in ψn are tied to the masses of the heavy internal fields. For instance, the one-loop
four-point wavefunction coefficient receives contributions from the following diagrams, where
ω1 and ω2 are the total energies flowing into each interaction vertex,

ψ
(s)
4 = + + · · ·

∼ 1√
M2 + k2 + ω1

+
√√

(M1 +M2)2 + k2 + ω1 + . . . (1.14)

and, consequently, develops analogous poles and branch cuts at thresholds determined by
the heavy internal fields (in this case at ω1 = −

√
k2 +M2 and ω1 = −

√
k2 + (M1 +M2)2).

However, since energy is no longer conserved in the wavefunction, there can be additional
non-analyticities that have no amplitude counterpart. For instance, the one-loop diagram,

ψ4 ⊃

∼
√

2M + ω1 + ω2 (1.15)

produces a branch point at ω1 = −ω2 − 2M which depends on the value of the other
particle’s energies. These additional non-analyticities necessarily do not appear in the
energy-conserving limit ωT → 0 (in this example when ω1 + ω2 → 0 is fixed), since in that
limit the wavefunction coefficient ωTψn coincides with the n-particle scattering amplitude.

We show that a given diagram will develop singular points whenever the external
energies are such that one or more of the bulk vertices become energy-conserving. This
energy-conservation condition can be applied at both tree and at loop level, and we have
verified in a variety of examples that the resulting list of singular points is exhaustive.
In (1.14) above, for instance, the thresholds in ω1 can be recognised as the values at which
the left-most vertex can carry zero energy (in the case of the loop diagram, a branch cut
develops because for every ω1 < −

√
k2 + (M1 +M2)2 there is at least one value of the loop

momentum at which the left-most vertex carries zero energy).

– 6 –
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(a) A(s, t) in complex s-plane for a fixed t < 0. The
pole at M2

L corresponds to the lightest tree-level
exchange in the s-channel.

(b) ψn({ω}, {k}) in the complex ω1-plane for fixed
ωa 6=1 > 0 and real ka. All tree-level poles/loop-
level branch cuts lie on the negative real axis.

Figure 1. Analytic structure of Minkowski scattering amplitude (left) and wavefunction coeffi-
cients (right).

New UV/IR sum rules. At low centre-of-mass energies, the 2→ 2 scattering amplitude
between four scalar particles can be expanded,3

A(s, t) =
∞∑
n=0

sn cn(t), (1.16)

where the EFT coefficients cn can be straightforwardly related to the couplings which appear
in the EFT action. Exploiting the analytic structure of the amplitude in the complex s
plane at fixed t leads to UV/IR sum rules,

cn(t) =
∫ ∞
M2
L

ds

2πi
discsA(s, t)

sn+1 +
∫ ∞
M2
L

du

2πi
discuA(s, t)

sn+1 + C∞ [A] , (1.17)

where ML represents the mass of the lightest particle which couples to the external fields,
s(u) = 4m2 − t − u in the second term (where m is the mass of the external fields), and
disczf(z) = limε→0 [f(z + iε)− f(z − iε)] is the usual discontinuity of a complex function.
C∞ is a particular contour integral at asymptotically large values of s. See [1, 2] for a
standard textbook presentation of these ideas, or any of the more recent literature on the
S-matrix bootstrap [113–115].

The off-shell wavefunction coefficients can similarly be expanded at low energies,

ωTψn({ω}, {k}) =
∞∑
n=0

ωn1 αn({ωa 6=1}, {k}), (1.18)

where the factor of ωT = ∑n
a=1 ωa is included for convenience. The EFT coefficients αn can

be related to the couplings which appear in the finite-time action S[Φ; 0]. Utilising their
3In theories without a mass gap, there can also be non-analytic contributions to (1.16) generated by loops

of massless particles. In this case, we must additionally assume a weak coupling which allows these loop
diagrams to be computed perturbatively (to some fixed order in the coupling) and subtracted from (1.17).

– 7 –
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analytic structure, we are able to derive an analogous UV/IR sum rule,

αn({ωa 6=1}, {k}) =
∫ −ML

−∞

dω1
2πi

discω1 [ωTψn ({ω}, {k})]
ωn+1

1
+ C∞ [ωTψn] , (1.19)

where the {k} and {ωa 6=1} are held fixed at positive real values. This can be used to
connect each EFT Wilson coefficients to a particular integral over the discontinuity of the
wavefunction in the underlying UV theory.

2 The analytic structure of the wavefunction

In this section we describe the analytic structure of the coefficients of the field-theoretic
wavefunction in Minkowski spacetime. We begin with a brief review of the useful recursion
relations for the wavefunction coefficients derived in [112]. Then we present a conjecture
for the location of all poles and branch points in perturbation theory. We substantiate this
conjecture with a series of tree-level and one-loop calculations. Finally, we conclude with a
more formal Landau-like analysis of the singularities of wavefunction coefficients from their
integral representation.

2.1 A review of recursion relations for the Minkowski wavefunction

The Minkowski wavefunction Ψ is a functional of all the fields in theory that describes the
pure quantum state of a system. It can be thought of as the projection of an abstract state
vector |Ψ〉 onto the set {|φ; t〉} of eigenstates of the field operators Φ̂k(t). For example, in
Fourier space the basis obeys Φ̂k(t) |φ; t〉 = φk |φ; t〉, where we take φ to represent the set of
all possible fields in a theory with Lorentz indices omitted. The wavefunction is formally
defined by the following (3 + 1)-dimensional path integral

Ψ[φ; t] =
∫ Φ(t)=φ

BD
[dΦ]eiS[Φ;t] , (2.1)

where BD refers to the Bunch-Davies initial state in the infinite past and S is the action
functional of a given theory. It is often convenient to parameterize the wavefunction as4

Ψ[φ; t] = exp
[
+
∞∑
n

1
n!

∫
k1,...kn

δ̃(3)
(

n∑
a

ka

)
ψn({k}; t)φ(k1) . . . φ(kn)

]
, (2.2)

where ψn are momentum- and time-dependent wavefunction coefficients. These can be
computed in perturbation theory to any desired order from a set of diagrammatic rules
analogous to Feynman diagrams. We briefly review these rules in appendix B. For amplitude
Feynman diagrams, the integrals over the time at which an interaction can happen become
delta functions in frequency space and are readily accounted for by imposing energy
conservation at each vertex. Conversely, since the wavefunction Ψ[φ; t] singles out a
particular time t, which we will choose to be t = 0, the invariance under time translations

4This parameterization is not the most general but it is sufficient for perturbation theory and for certain
classes of non-perturbative toy models.
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(and Lorentz boosts) enjoyed by Minkowski amplitudes is spontaneously broken and the
wavefunction Feynman rules now involve a number V of nested time integrals for a diagram
with V interactions. While each integral is straightforward to evaluate, calculations become
rather lengthy for all but the simplest diagrams.

Fortunately, a purely algebraic set of recursion relations can be derived for time-
translation invariant theories that involve polynomial interactions5 [112]. The solutions
in turn admit an elegant representation in terms of canonical forms of polytopes. The
relations work diagram by diagram. More in detail, take a diagram contributing to a given
wavefunction coefficient ψn, as discussed in appendix B, and remove all external lines. This
give a “skeleton” diagram with V vertices and I internal lines. Associate to each vertex a
total vertex energy xA, with A = 1, . . . , V . Also, to each internal line associate an energy
ym, with m = 1, . . . , I. For tree diagrams all ym’s are fixed in terms of external spatial
momenta by momentum conservation at each vertex, but at loop level this is not the case.
The dependence of wavefunction coefficients on vertex energies x and internal-line energies
y can now be written as

ψn = ψn(x1, x2, . . . , xV ; y1, y2, . . . , yI) . (2.3)

This dependence can be determined by the following recursion relation(
V∑
A

xA

)
ψn({xA}) =

I∑
m

Cutmψn(. . . , xB + ym, . . . , xB′ + ym, . . . ) , (2.4)

where the operation Cutm means that one should remove the m-th internal line and add
its energy ym to each of the vertex energies that line connected. If after the line is cut
the diagram becomes disconnected one should interpret Cutmψn as the product of the
wavefunction coefficients shifted by ym of the disconnected parts, ψn′ × ψn−n′ with n′ < n.
Notice that in the recursion relation all coupling constants are omitted, but can be easily
re-inserted if desired. The recursion relation can be represented graphically as

= ∑
m

(∑
A
xA

)
ψn ψn′ ψn−n′+ym +ym

+ ψn
+ym +ym

. (2.5)

Using this relation over and over again, one can reduce any diagram to a diagram with one
vertex and no internal lines, for which the initial condition of the recursion is

ψtree
1 (x) = •x = 1

x
. (2.6)

Note that (2.5) is the perturbative version of the Hamilton-Jacobi equation which determines
the time evolution of the wavefunction, and (2.6) corresponds to a Bunch-Davies initial
condition (see [70] for a recent review of this Schrödinger picture6).

5This can be extended to derivative interactions by “dressing” the interaction vertices along the lines
of [116].

6In particular, compare (2.5) with figure 2 of [70].
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Sometimes an example is worth a thousand words. Tree-level examples of the two- and
three-site chains are

ψtree
2 (x1,x2;y) = ψtree

1 (x1+y)ψtree
1 (x2+y)

xT
= 1

(x1+x2)(x1+y)(x2+y) , (2.7)

ψtree
3 (x1,x2,x3;y1,y2) = ψtree

2 (x1,x2+y2)ψtree
1 (x3+y2)+ψtree

1 (x1+y1)ψtree
2 (x2+y1,x3)∑3

AxA

=

(
1

x1+x2+y2
+ 1
x2+x3+y1

)
(x1+x2+x3)(x1+y1)(x2+y1+y2)(x3+y2) . (2.8)

For loop diagrams, the recursion relation produce the loop integrand, as opposed to the
integral. To make the distinction clear, we introduce the following notation

ψL-loopn ({k}) =
∫

p1,...,pL
IL-loopn ({k}, {p}) , (2.9)

where the set of external momenta {k} and internal momenta {p} will be connected to the
recursion relations shortly. Examples of a one-loop diagram with one or two vertices are

I1-loop
1 (x;y) = 1

x
ψtree

1 (x+2y) = 1
x(x+2y) , (2.10)

I1-loop
2 (x1,x2;y1,y2) = 1

x1+x2

[
ψtree

2 (x1+y1,x2+y1)+ψtree
2 (x1+y2,x2+y2)

]
(2.11)

= 1
(x1+x2)(x1+y1+y2)(x2+y1+y2)

[ 1
(x1+x2+2y2) + 1

(x1+x2+2y1)

]
.

Notice that, loosely speaking, the recursion relation is giving us the result of the integrand
expanded in partial fractions.

With the solution of this recursion relations one can easily write down any desired
wavefunction coefficient. We will write that the standard wavefunction coefficients are
“on-shell” to emphasize the difference from an off-shell generalization to be introduced
shortly. On-shell wavefunction coefficients are obtained from the solution of the recursion
relations by performing the following identification:

On-shell ψn: xA =
∑
a∈A

Ωka =
∑
a∈A

√
k2
a +m2

a , ym = Ωqm =
√
q2
m +m2

m , (2.12)

where ka are the momenta of the external fields connected to the vertex A by a bulk-
boundary propagator (an external leg) and qm are the momenta of the internal lines, which
might or might not be integrated over. The label on the mass reminds us that these results
are valid for fields with arbitrary unequal masses. On-shell wavefunction coefficients depend
on the external momenta ka, subject to the constraint of momentum conservation, i.e.∑
a ka = 0 and rotational invariance,

On-shell: ψn({k}) = ψn(k1,k2, . . . ,kn) =
∫

p1,...,pL
IL-loopn ({k}, {p}) . (2.13)
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For example, the tree-level contact contribution to ψn is found to be7

ψcontact
n (k1,k2, . . . ,kn) = ψtree

1 (
∑

Ωka) = 1∑
a Ωka

, (2.14)

up to an overall coupling constant. Similarly, the quartic wavefunction from particle
exchange in the s-channel is

ψ4(k1,k2,k3,k4) =
Ωk4

Ωk3
Ωk1

Ωk2

Ωq

= 1
(Ωk1 + Ωk2 + Ωk3 + Ωk4)(Ωk1 + Ωk2 + Ωqs)(Ωk3 + Ωk4 + Ωqs)

, (2.15)

where qs = |qs| and qs = k1 + k2 is the momentum of the exchanged field.

Distributional terms and the iε prescription. There is a technical but important
point to be made about the singularities appearing in the wavefunction coefficients when the
sum of energies Ωk of a given subdiagram (a.k.a. partial energies) vanish: the poles should
be shifted into the upper-half complex plane by an infinitesimal amount. To understand
this better, let’s consider the simplest example of a contact interaction, whose wavefunction
coefficient is given in (2.14). When computing this term from the Feynman-Witten rules
(reviewed in appendix B), one finds the following “bulk time integral” representation

ψcontact
n = i

∫ 0

−∞(1−iε)
dt eiΩT t , (2.16)

where we introduced the total energy, ΩT ≡
∑
a Ωka . Notice that the lower boundary of

integration is shifted into the complex plane by an infinitesimal amount iε, which should
be taken to zero at the end of the calculation. At the mathematical level, this makes the
integral well defined. At the physical level this projects the wavefunction in the infinite past
onto the Fock vacuum of the free theory. This is the wavefunction iε prescription. A more
colorful way to state the same fact is that the iε deformation of the time contour turns the
oscillatory mode functions into an exponential damping that turns off all interactions in the
asymptotic past, effectively turning the interacting theory into a free one. An alternative
way to achieve the same result, which was heavily used in [69], is to shift ΩT by a small
imaginary part,

ΩT → ΩT − iε . (2.17)

For positive and infinitesimal ε, the integral converges to

ψcontact
n = i

∫ 0

−∞
dt ei(ΩT−iε)t = 1

ΩT − iε
. (2.18)

7Here we are abusing our notation. The function ψn({x}, {y}) produced by the recursion relations is not
exactly the same as the wavefunction coefficients ψn({k}, {p}) we want to compute. In particular the label
n on the former refers to the number of vertices, while on the latter it refers to the number of external legs,
which for a given diagram can be larger if more than one external leg is connected to a vertex. We chose to
keep our notation simple and tolerate this nuisance.
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Notice that the pole has been pushed into the upper-half complex plane by an infinitesimal
amount. For non-vanishing ΩT , this is again 1/ΩT , as before. However, for vanishing ΩT

we discover an additional delta function (e.g. by integrating this against a test function)

1
ΩT − iε

= 1
ΩT

+ iπδ(ΩT ) . (2.19)

The wavefunction coefficient has acquired a (distributional) imaginary part. Analogues of
this distributional terms appear in wavefunction coefficients to all orders, an in general one
should think that all total and partial energy poles, such as those in (2.15), are shifted by an
appropriate −iε, where in principle there is a different ε for each partial energy singularity.
We will not study these distributional terms in detail here, but we would like to make a
few remarks. First, it might not have escaped the attentive reader that the distributional
imaginary term in (2.19) is very similar to the one found when taking the imaginary part of
the Feynman propagator. In that context, the imaginary part appears only when an off-shell
“virtual” particle goes on-shell and becomes a real particle. These terms are particularly
important when studying unitarity and are responsible for ensuring that the optical theorem
is satisfied order by order, in the form of Cutkosky cutting rules [117] (see e.g. [118–120]).
Indeed, the analog for the exchange four-point function of the delta function in (2.19) is
essential to ensure that the cosmological optical theorem of [69] reproduces the standard
amplitude optical theorem.8 Second, the presence of delta functions might seem at odds
with analyticity, since they are invisible to any contour integral on the complex plane as
appearing for example in Cauchy’s theorem. Conversely, an imaginary shift in the poles is a
convenient way to maintain some analytical properties as well as an effective prescription to
handle singularities on the real axis. Finally, notice that the location of the singularities of
wavefunction coefficients depends crucially on the choice of initial state. Starting from the
Minkowski vacuum we only encounter singularities that cannot be reached for real, physical
momenta. However, for modified initial states delta functions appear at the boundary of
the physical kinematical region, for example on folded triangles in the bispectrum.

2.2 Off-shell wavefunction coefficients

In this subsection, we will define the main object of our study: “off-shell” wavefunction
coefficients.

It has long been known that scattering amplitudes enjoy analytic properties in the
kinematical variables as a consequence of causality [1]. Such a connection has proven
challenging to establish in full generality and much work has been devoted to deducing the
analytic structure by studying the result of explicit perturbative calculations. One might
hope that something similar happens for the wavefunction and the goal of this work is
to make a first step in this direction. The very first question that we have to ask when
tackling this problem is: analyticity in what variable(s)? A first guess might be that the
right variable is the energy Ωka of an external field or the associated norm of the momentum
k2 = Ω2

k −m2. However, already from the tree-level expression in (2.15) one can see that
the dependence on this variable will feature branch points and cuts in the complex plane.

8We are aware of progress in this direction, which will appear soon [121].
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The reason is that the internal energies Ωq, which appear analytically in these expressions,
are themselves non-analytic functions of the external energies Ωka because of momentum
conservation. For example, for the four-point exchange diagram, the internal energy is

Ωqs =
√
|k1 + k2|2 +m2 =

√
k2

1 + k2
2 + 2k1 · k2 +m2

=
√

Ω2
k1
−m2

1 + 2k1 · k2 + Ω2
k2
−m2

2 +m2 , (2.20)

where m here is the mass of the exchanged particle. This function has branch points both
in the upper and lower complex plane and the location depends on m and hence on the
spectrum of the theory. At loop order and in the presence of many particles it quickly
becomes hard to keep track of all the associated discontinuities. Another conceptual issue
of studying analyticity in Ωka is that the connection to causality is obscured since this
variable is not obviously related to time by a Fourier transform. While it might be possible
to make progress in this direction, here we choose a different path.

Let’s define a new set of objects, which we will call off-shell wavefunction coefficients.
There are many equivalent ways to think about these objects, as we will now discuss.
The first way is to consider the solution of the recursion relations reviewed in the last
subsection, but where the energies of external legs are new variables that are not a priori
related in any way to the external three-momenta. This is obtained by performing the
following identification

Off-shell ψn: xA =
∑
a∈A

ωa , ym = Ωqm =
√
q2
m +m2

m . (2.21)

Contrasting these expressions with (2.12) we see that the only difference is that now energies
of external particles are parameterized by ωa and are not fixed by the corresponding ka.
Conversely, internal energies are still on-shell and are defined as before. Therefore, off-shell
wavefunction coefficients for n fields now depend on n more variables as compared to their
on-shell cousins. We will denote off-shell wavefunction coefficient with the same symbol ψn
as the on-shell ones, but with additional dependence on the ωa’s

Off-shell: ψn({ω},{k}) =ψn(ω1,ω2, . . . ,ωn;k1,k2, . . . ,kn) =
∫

p1,...,pL
IL-loopn ({ω},{k},{p}) .

(2.22)

Since the rest of this paper discusses exclusively off-shell coefficients this should not lead to
confusion. Moreover, an off-shell wavefunction coefficient can always be put on-shell simply
by specifying

ψn(k1,k2, . . . ,kn) = ψn(Ωk1 ,Ωk2 , . . . ,Ωkn ;k1,k2, . . . ,kn) . (2.23)

There is an equivalent and closely related way to define off-shell wavefunction coefficients.
Recall that the wavefunction coefficients are determined to all orders in perturbation theory
by diagrammatic Feynman-Witten-like rules. In particular, all perturbative contributions
to the on-shell wavefunction coefficient can be written as (for V ≥ 1)

On-shell: ψn(k1,k2, . . . ,kn) = i

∫
p1,...pL

∫
dV t

[
n∏
a=1

K(Ωka)
][

I∏
m

G(Ωpm)
]
, (2.24)
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where K and G are bulk-boundary and bulk-bulk propagators

K(ω, t) = eiωt . (2.25)

G(ω, t, t′) = iP (ω)
[
θ(t− t′)K∗(ω, t)K(ω, t′) + θ(t′ − t)K∗(ω, t′)K(ω, t)−K(ω, t)K(ω, t′)

]
= i

2ω
[
e−iω(t−t′)θ(t− t′) + e−iω(t′−t)θ(t′ − t)− eiω(t+t′)

]
, (2.26)

and for simplicity we have assumed only polynomial interactions and omitted the coupling
constants. The off-shell wavefunction coefficients are defined using the same propagators
(for9 V ≥ 1) as follows:

Off-shell: ψn({ω}, {k}) = i

∫
p1,...pL

∫
dV t

[
n∏
a=1

K(ωa)
] [

I∏
m

G(Ωpm)
]
, (2.27)

where the ωa’s are independent variables.
There are two more ways to define off-shell wavefunction coefficients, which are also

valid beyond perturbation theory and highlight a different perspective. We briefly quote
here these results because they might help familiarizing oneself with these new objects,
but we will not make use of these formulae in the rest of this paper. First, as we show in
appendix C, the off-shell extension ψn ({ω}, {k}) of the equal-time wavefunction coefficients
can be thought of as amputated in-out Green’s functions in frequency space. More concretely,
the following relation holds10 n∏

j=1

∫ 0

−∞
dtj e

iωjtjEj

 〈φ(0) = 0|T Φ̂k1(t1) . . . Φ̂kn(tn) |Ωin〉c =ψn ({ω},{k}) δ̃(3)
D

(
n∑
a

ka

)
,

(2.28)

where,

• |Ωin〉 is the state in the interacting theory that asymptotes to the vacuum in the far
past (t→ −∞), and the label c reminds us to only consider connected contributions
(i.e. featuring a single momentum-conserving delta function),

• |φ(0) = 0〉 is the field eigenstate annihilated by Φ̂k(t) at t = 0,

• T represents time-ordering of the subsequent operators,

• EjΦ̂kj (tj) = i
(
∂2
tj + k2

j +m2
)

Φ̂kj (tj) is the free equation of motion acting on the
Φ̂kj (tj) operator,

•
∫ 0
−∞ dt e

iωt is the half-interval Fourier transform from the time domain to the fre-
quency domain.

9There is a single zero-vertex contribution (V = 0), which appears already in the free theory. The on-shell
result is ψ2(k1,k2) = −Ωk, while off-shell this becomes ψ2(ω1, ω2) = −(ω1 + ω2)/2.

10Note that when t0 6= 0, the integral transform
∫ t0
−∞ dtje

iωj (tj−t0)Ej should be used.
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Note that the use of the half-interval Fourier transform in (2.28) shows that the off-shell
wavefunction coefficients are analytic in half of the complex ω-plane. This is because (2.28)
provides a convergent representation of ψn for any Imω < 0 (for which eiωt → 0 at t→ −∞),
providing the correlator does not grow exponentially in the far past. An equivalent argument,
which is closer to the non-relativistic Kramers-Kronig dispersion relation, is to write this
time integral as a two-sided Fourier transform at the expense of introducing a step function
in time, ∫ 0

−∞
dt eiωt EΦ̂k(t) =

∫ ∞
−∞

dtΘ(−t) eiωt EΦ̂k(t) . (2.29)

This definition of ψn then takes the form of a response to sources which are only turned on
the past, and such a response is analytic in (half of) the complex frequency domain. The fact
that the amputated in-out Green’s function in (2.28) reduce to the on-shell wavefunction
coefficients when we take ωa = Ωka can be thought of as the wavefunction analog of the
Lehmann-Symanzik-Zimmermann (LSZ) reduction for amplitudes.11

The last representation of off-shell wavefunction coefficients highlights the relation
between analyticity and causality by re-interpreting ψn as a response to an appropriate
classical external source. Define the off-shell wavefunction by the following path integral,

Ψoff-shell[Φex; t0] = eiS∂ [Φex;t0]
∫ δΦ(t0)=0

BD
[dδΦ]eiS2[δΦ;t0]+Sint[δΦ+Φex;t0] , (2.30)

where δΦ is the integration variable, Φex = Φex(t,k) is a spacetime-dependent classical
external source and the boundary term is

iS∂ [Φex; t0] = i
1
2

∫
k

Φex(t0,k)Φ̇ex(t0,−k) . (2.31)

S2 + Sint is the usual split of the classical action into free (quadratic) and interacting
(non-linear) parts. Then the coefficients of the expansion of log Ψoff-shell in powers of Φex(ω)
are the desired off-shell wavefunction coefficients

Ψoff-shell
n ({ω}, {k}) ≡

n∏
a=1

δ

δΦex(ωa,ka)
log Ψoff-shell[Φex]

∣∣∣
Φex=0

. (2.32)

From this point of view, analyticity in ω is rooted in the causal response of Ψoff-shell to the
external source Φex.

To conclude, we notice that so far we have discussed only polynomial interactions of
the form λΦn/n! when setting up the recursion relation for ψn({ω}, {k}). For derivative
interactions it suffices to decorate each vertex with an appropriate vertex factor, accounting
for permutations. This leads to the schematic structure

ψn({ω}, {k}) =
∫

p1...pL
F ({k}, {p}) In ({ω}, {k}, {p}) , (2.33)

11The connection between wavefunction coefficients, time-ordered correlators and the LSZ procedure for
extracting S-matrix elements will be discussed in more detail in the upcoming [122].
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where F is determined by the Feynman rules for each vertex in the diagram (which can
include both time and spatial derivatives), and In is given by the recursion relation above.
For example, each spatial derivative leads to a factor of ik. When time derivatives act on
one or more bulk-bulk propagator the form of F can be more complicated (see [116] for a
dedicated discussion). However, our study of the singularities of the wavefunction relies on
the structure of the denominator and so still applies, albeit with the possible non-generic
cancellation of some singularity.

2.3 On the location of poles and branch points

We are now in a position to state the central claim of this paper:

The off-shell wavefunction coefficient ψn(ωa, ka) at any order in perturbation the-
ory is analytic in the complex ω1-plane at fixed real, positive values of (ωa 6=1, ka),
except for singularities along the negative real axis, ω1 ≤ 0. The location of
singularities corresponds to the vanishing of the partial energy of a connected
sub-diagram (the energy-conservation condition).

Note that a trivial relabelling of the arguments implies that ψn(ωa,ka) is also analytic in
the other ωb planes (at fixed ωa 6=b > 0 and ka > 0) with singularities at ωb ≤ 0. As for
amplitudes, these non-analyticities have a natural interpretation in terms of the external
kinematics crossing various thresholds at which new internal processes become important.
We will first describe these thresholds at a heuristic level (which captures the relevant
physics), then in subsection 2.4 we present various explicit computations of ψn that indeed
contain the corresponding singularities, and finally in subsection 2.5 we describe a more
formal derivation of the analytic structure in terms of Landau conditions.

The physical picture. In perturbation theory, ψn(ωa,ka) can be represented as a sum
over Feynman-Witten diagrams in which each interaction vertex represent an integral of
the schematic form ∫ 0

−∞
dt f∗ω1(t) . . . f∗ωn(t) =

∫ 0

−∞
dt e+iωT t , (2.34)

where ωT = ∑n
j=1 ωj is the total energy flowing into the vertex from its n legs. Evaluating

these integrals requires a prescription to handle the limit t → −∞. This comes from
imposing that the infinite past the system is in the Minkowski ground state. This ensures
that the effect of interactions become small in the far past and the integral converges. This
is the precise analog of the choice of the Bunch-Davies initial state in accelerating FLRW
spacetimes. In practice, this physical picture is achieved by deforming the integration contour
in the far past to t → −∞(1 − iε), such that eiωT t provides an exponential suppression
for each interaction vertex in the infinite past. However, as already recognized in [66], if
there is an energy-conserving vertex at which ωT = 0, then this exponential suppression
is removed and such an infinitely long-lived interactions can produce singularities in the
Bunch-Davies wavefunction.
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Figure 2. The analytic structure in the complex ω1-plane for the off-shell wavefunction coefficients,
(ψ1, ψ2, ψ3), in a theory with massless particles. In all cases we analytically continue ω1 with the
other ωj and kj held fixed at real positive values, and to provide a concrete order for the singularities
we assume that ωj ≥ kj and ωj > ωj′ if j > j′. Red crosses/lines indicate poles/branch cuts, and
for each the diagram responsible is shown. Solid/dashed lines denote on/off-shell legs.

This is precisely analogous to a long-lived (on-shell) internal state producing divergences
in a scattering amplitude. In the amplitude context, the tree-level exchange of a single
on-shell line produces a simple pole and the loop-level exchange of multiple on-shell lines
produces a branch cut. For the wavefunction, the integral representation introduced above
makes it clear that tree-level wavefunction coefficients also possess simple poles, while
branch cuts are produced only at loop level. The conceptual difference is that, rather
than being determined by where intermediate lines go on-shell, the non-analyticities in the
wavefunction are determined by where interaction vertices become energy-conserving and
hence the factors in the denominators of (2.7)–(2.8) or (2.10)–(2.11) vanish.

This heuristic argument is illustrated in figure 2, where we summarise our conjectured
analytic structure for the off-shell ψ1, ψ2 and ψ3 by considering the values of ω1 for which
there exists a diagram with an energy-conserving vertex. Before attempting to prove that
this simple rule indeed captures all of the non-analyticities in the perturbative wavefunction
coefficients, we will show how it can be used to systematically generate a list of singular
points for any off-shell ψn.

Tree-level poles. The simplest way to enumerate all possible poles in the perturbative
wavefunction is to proceed inductively, beginning with the off-shell ψn=1 with a single
external leg and then adding further external legs one at a time. This is useful because
an off-shell diagram with n external legs entering the same bulk vertex with energies
(ω1, . . . , ωn) and momenta (k1, . . . ,kn) is identical to the same off-shell diagram with a
single external leg entering that vertex with energy ∑n

a=1 ωa and momenta ∑n
a=1 ka, and

therefore will give poles that are analogous to those of a lower-point diagram. Because of
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this we find it convenient to also include quadratic vertices in our analysis, corresponding to
perturbative correction from the linear mixing of fields. So for the first three wavefunction
coefficients,

ψ1: The only tree-level diagram for a single (off-shell) external line carrying energy ω1 is:

(2.35)

For an interaction with no derivatives, the corresponding wavefunction coefficient
is simply ψ1 ∝ 1/ω1 and contains a simple pole at ω1 = 0. Adding derivatives only
produces positive powers of ω1 or k1, and so cannot lead to any additional singularities.

ψ2: When two lines carry energies (ω1, ω2) and momenta (k1,k2 = −k1) into the bulk,
there are now two possibilities. Either (a) the two lines both terminate on the same
interaction vertex,

(2.36)

in which case we find the same result as for ψ1 (with ω1 → ω1 + ω2), or (b) the two
lines end on different vertices,

(2.37)

where we have used a solid internal line to denote that this is on-shell (i.e. carries
an energy Ωk1 =

√
k2

1 +m2, where m is the mass of the field being exchanged). The
black vertex carries zero energy when ω1 = −Ωk1 , and this is a qualitatively new
threshold that develops when there is more than one external line. We have used
hatched blob to indicate that the details of the ω2 coupling are unimportant for this
threshold — of course one could relabel the external arguments and similarly conclude
that there is a pole at ω2 = −Ωk2 independently of the coupling to the ω1 external
line. So up to this permutation, there are 2 simple poles which can appear in ψ2, at

ω1 + ω2 = 0 ,
ω1 + Ωk1 = 0 . (2.38)

ψ3: With three lines carrying energy and momentum into the bulk, there are now three
options. The first possibility is that all of the external lines terminate on the same
vertex,

(2.39)

which produces a simple pole at ω1 + ω2 + ω3 = 0 just like in ψ1 above (with
ω1 → ω1 + ω2 + ω3). The second possibility is that just two of the external lines
terminate on the same vertex: this can happen either as,

(2.40)
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which produces a simple pole at ω1 = −Ωk1 just like in ψ2 above, or as,

(2.41)

which produces a simple pole at ω1 + ω2 = −Ωk3 , again like in ψ2 above (with
ω1 → ω1 +ω2 and k1 → k1 +k2) and up to permutations of the external legs. Finally,
there is a qualitatively new threshold which corresponds to the three external legs
terminating on different vertices,

(2.42)
which produces a simple pole at ω1 = −Ωk2 − Ωk3 . Again, permuting the labels
of the external energies implies analogous poles also in ω2 and ω3. Overall, up to
this permutation of the external leg labels, ψ3 can therefore have simple poles at 4
locations:

ω1 + ω2 + ω3 = 0 ,
ω1 + ω2 + Ωk3 = 0 , (2.43)
ω1 + Ωk2 + Ωk3 = 0 ,

ω1 + Ωk1 = 0 . (2.44)

Based on this recursive pattern, we see that each time n is increased a qualitatively new
kind of threshold appears (in addition to the thresholds which exist for all lower-point
coefficients). A simple algorithm for explicitly listing all of these poles in a given ψn at tree
level is the following,

Energy-conservation condition (at tree-level):
For each partition of the n external legs into q subsets, each with a total energy ωa
and total momentum ka (for a = 1, . . . , q), there can be a pole in ψn whenever,

ω1 +
q∑

a=2

√
|ka|2 +m2

a = 0 (2.45)

where ma is the mass of any field that can couple to the external legs in subset a.

As an illustration, consider the off-shell four-point coefficient, ψ4. Up to permutations of
the particle labels, this algorithm produces a list of 7 possible poles for every set of masses
mj which the exchanged fields may have:

Partition Pole conditions
{1, 2, 3, 4} ω1 + ω2 + ω3 + ω4 = 0
{1, 2, 3}, {4} ω1 + ω2 + ω3 + Ωk4 = 0
{1, 2}, {3, 4} ω1 + ω2 + Ω|k3+k4| = 0
{1}, {2, 3, 4} ω1 + Ω|k2+k3+k4| = 0
{1, 2}, {3}, {4} ω1 + ω2 + Ωk3 + Ωk4 = 0
{1}, {2}, {3, 4} ω1 + Ωk2 + Ω|k3+k4| = 0
{1}, {2}, {3}, {4} ω1 + Ωk2 + Ωk3 + Ωk4 = 0

(2.46)
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where Ωka =
√
k2
a +m2

a is the energy associated with any of the massive fields that can be
exchanged in that channel. This list is indeed exhaustive of all of the poles we will find in
explicit examples below.

Loop-level branch cuts. Beyond tree level, the wavefunction is no longer a rational
function and can develop branch cuts in the complex ω-planes. These cuts can be viewed as
a continuum of poles which arise from integrating a rational integrand (determined by the
recursion relations reviewed in section 2.1) over continuous loop momenta. To systematically
enumerate all possible branch points that can be generated by loops, it is again useful to
proceed inductively starting from ψn=1,

ψ1: When a single line carries energy ω1 and momentum k1 = 0 into the bulk, it must
terminate on an interaction vertex. At loop level, this vertex may also be connect to
internal lines, each of which carries a momentum qa which is related to the momenta
flowing in the loop (and hence integrated over). For instance, in the diagram,

(2.47)

the black vertex conserves energy when,

ω1 = −Ωq1 − Ωq2 , (2.48)

where Ωqa =
√
q2
a +m2

a is the energy of the internal lines (which have masses ma).
Note that momentum-conservation requires q1 + q2 = 0. Integrating over all values
of q1 therefore creates a continuum of poles on the negative ω1 axis, which begins at
the value,

− minq1
(q1+q2=0)

(Ωq1 + Ωq2) = −m1 −m2. (2.49)

In general, allowing for an arbitrary number I of internal lines to be connected to the
black interaction vertex, there will be a continuum of poles on the negative real axis
beginning at,

ω1 = − minqa
(
∑I

a=1 qa=0)

(
I∑
a=1

Ωqa

)
= −

I∑
a=1

ma, (2.50)

where the ma are the masses of the internal lines. Note that when the theory includes
massless particles this branch cut threshold coincides with the tree-level pole, but for
gapped theories these non-analyticities are separated.

ψ2: With two external lines, there are again two possibilities. The first is that the two
lines both terminate on the same interaction vertex, e.g.

(2.51)
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in which case we have a branch cut (i.e. a continuum of poles) on the negative real
axis which begins at ω1 + ω2 = −∑I

a=1ma, just as for ψ1 (with ω1 → ω1 + ω2). The
qualitatively new threshold is when the two lines end on different vertices,

(2.52)

in which case the internal momenta are now constrained as ∑I
a=1 qa = k1 by mo-

mentum conservation. Consequently, the branch cuts from diagrams of this kind
begin at

ω1 = − minqa
(
∑I

a=1 qa=k1)

(
I∑
a=1

Ωqa

)
= −

√√√√√k2
1 +

(
I∑
a=1

ma

)2

. (2.53)

Note that when all of the internal lines carry the same mass, the minimum is achieved
at qa = k1/I for every a and this threshold is simply ω1 = −

√
k2

1 + (Im)2, and again
would coincide with the tree-level pole in any theory which contains massless exchange.
This threshold is analogous to the I-particle threshold for scattering amplitudes, which
comes about because with relativistic energy ω2

1 − |k1|2 = (Im)2 the off-shell particle
1 can decay into I on-shell particles of mass m. As usual, the freedom to relabel the
external leg arguments implies an analogous branch cut in ω2.

ψ3: With three external legs, there are again three possibilities. They could all terminate
on the same vertex,

(2.54)

which reproduces the same ω1 + ω2 + ω3 = −∑I
a=1ma branch cuts as in ψ1 above

(with ω1 → ω1 + ω2 + ω3). Two could terminate on the same vertex, either as

(2.55)

which reproduces the same ω1 = −
√
k2

1 + (Im)2 type branch cuts as in ψ2 above,
or as,

(2.56)

which produces a branch cut with threshold ω1 + ω2 = −
√
k2

3 + (Im)2 following the
same ψ2 argument (with ω1 → ω1 +ω2 and k1 → k1 +k2 = −k3). The third possibility
is that all three legs terminate on different vertices,

(2.57)
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This produces a qualitatively new threshold due to the different momentum conser-
vation conditions for the qa. For instance, for I = 2 internal lines connected to the
black vertex and considering a single loop momentum p, this threshold occurs at

ω1 = −min
p

(
Ω|k3+p| + Ω|k2−p|

)
. (2.58)

The precise value of this minimum depends on the relative size of k3 and k2, but
again we note that in the limit of massless internal lines the branch cut extends all
the way to the tree-level pole (which corresponds to p = 0).

We see that for every tree-level diagram leading to a simple pole there is a corresponding series
of loop-level diagrams (labelled by I) that create a branch cut at related thresholds. When
the exchanged fields are massless all thresholds approach the location of a corresponding
tree-level pole. The general conclusion is therefore:

Energy-conservation condition (at loop level):

When loops of massless fields are included, every pole in ψn becomes a branch
point. In massive theories, for each pole there is an infinite series of branch
points at successively lower negative values of ω1 (with a separation determined
by the mass gap).

This closely parallels the analytic structure of scattering amplitudes, for which each tree-level
channel produces a corresponding pole at the single-particle threshold (e.g. s = m2), and
then loops in each of these channels produce branch cuts at the multi-particle thresholds
(e.g. s = 4m2, 9m2, . . .).

Altogether, we have shown how a simple heuristic argument that links singularities
in the wavefunction to long-lived interactions in the bulk (i.e. those that have vanishing
total energy) can be used to generate a systematic list of where we expect to find poles
and branch cuts in the complex ω-planes. Next, we will confirm that these lists are indeed
an exhaustive classification of the singularities in some concrete wavefunction coefficients
computed in perturbation theory.

2.4 Examples

In this subsection, we present examples of tree-level and one-loop wavefunction coefficients
with up to three external legs and confirm the location of singularities predicted by our
general argument in the previous section. We focus on the singularities in the complexified
ω1 variable, but similar results apply to the other off-shell energies ωa.

2.4.1 Tree-level examples

Since the Minkowski wavefunction coefficients are particularly simple at tree-level (they are
given directly by the recursion relation of section 2.1), for the following examples we allow
for arbitrary interaction vertices.
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One vertex. Let’s start by considering tree-level diagrams with a single vertex. These
are all related to the starting solution of the recursion relation ψtree

1 (x) = 1/x. For one, two
and three external legs respectively these are given by

ψ1(ω1) = = F1(ω1)
ω1

, (2.59)

ψ2(ω1, ω2;k1) = = F2(ω1, ω2,k1)
ω1 + ω2

, (2.60)

ψ3(ω1, ω2, ω3;k1,k2) = = F3(ω1, ω2, ω3;k1,k2)
ω1 + ω2 + ω3

, (2.61)

where F1, F2 and F3 are vertex factors. We find poles at ω1 = 0, ω1 = −ω2 and ω1 =
−ω2 − ω3, in agreement with the energy-conservation condition of the previous section.

Two vertices. Diagrams with two vertices are a bit more interesting. They are all related
to the second term in the recursion relation, ψ2(x1, x2; y) in (2.7), and they only appear for
two or more external legs. For ψ2 with 2 vertices, we find

ψ2(ω1, ω2;k) =
ω2ω1

= FL(ω1;k)FR(ω2;k)
(ω1 + Ωk)(ω2 + Ωk)(ω1 + ω2) . (2.62)

There are poles at ω1 = −ω2, as well as ω1 = −Ωk, which are predicted by the energy-
conservation condition. For ψ3 with 2 vertices, there are two possibilities. We can have ω1
alone on one of the vertices, which gives:

ψ3 =
ω1ω2 ω3

= F̃L(ω2, ω3;k1)F̃R(ω1;k1)
(ω1 + Ωk1)(ω2 + ω3 + Ωk1)(ω1 + ω2 + ω3) , (2.63)

and so we find poles at ω1 = −ω2 − ω3 and ω1 = −Ωk1 . We can also have ω1 and another
external leg on the same vertex, which gives:

ψ3 =
ω3ω1 ω2

+ (2↔ 3)

= F̃L(ω1, ω2;k3)F̃R(ω3;k3)
(ω3 + Ωk3)(ω1 + ω2 + Ωk3)(ω1 + ω2 + ω3) + (2↔ 3). (2.64)

In addition to ω1 = −ω2 − ω3 we also find ω1 = −ω2 − Ωk3 and ω1 = −Ωk2 − ω3.

Three vertices. For ψ3 with three vertices there are 3 different permutations for the
location of external leg. If ω1 is attached to the vertex on the side we have:

ψ3 =
ω2ω1 ω3

+(2↔ 3)

=
FA(ω1;k1)FB(ω2;k1,k2)FC(ω3;k3)

(
1

ω1+ω2+Ωk3
+ 1
ω2+ω3+Ωk1

)
(ω1+ω2+ω3)(ω1+Ωk1)(ω2+Ωk1 +Ωk3)(ω3+Ωk3) +(2↔ 3). (2.65)

Poles are located at ω1 = −ω2 − ω3, ω1 = −Ωk1 , ω1 = −ω2 − Ωk3 and ω1 = −Ωk2 − ω3.
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If ω1 is attached to the middle vertex we have:

ψ3 =
ω1ω2 ω3

=
FA(ω2;k2)FB(ω1;k1,k2)FC(ω3;k3)

(
1

ω1+ω3+Ωk2
+ 1

ω1+ω2+Ωk3

)
(ω1 + ω2 + ω3)(ω3 + Ωk3)(ω1 + Ωk2 + Ωk3)(ω3 + Ωk3) . (2.66)

Here we find a pole at ω1 = −Ωk2 − Ωk3 as well as ω1 = −ω2 − ω3, ω1 = −ω2 − Ωk3 and
ω1 = −Ωk2 − ω3.

All these poles correspond precisely to the list of tree-level singularities predicted by
the energy-conservation condition for ψn with n = 1, 2 and 3. Now we move on to consider
loop diagrams.

2.4.2 One-loop examples

At one-loop, the computation of wavefunction coefficients becomes more involved due to
the integration over the loop momentum. To streamline our presentation, we will therefore
now focus on polynomial interactions. We also give only the final results here in the main
text, and describe the technical details of the computations in appendix A.

One vertex. Consider the following diagram:

(2.67)

in which all external legs are to be attached to the single vertex. Define ω1 to be the total
energy entering the vertex. Since there is only one vertex, the energy-conservation condition
predicts a branch point at the threshold,

ω1 = −min
p

(2Ωp) = −2M, (2.68)

where M is the mass of the internal line forming the loop. This diagram corresponds to the
integral,

ω1ψ
1-loop
1 =

∫
p

1
ω1 + 2Ωp

, (2.69)

and is evaluated explicitly in appendix A.2. The result is,

ω1ψ
1-loop
1 = 2ω1

16π2

√
4M2 − ω2

1arcsin

√2M − ω1
4M

+ analytic , (2.70)

see (A.15). Note that the UV divergence is analytic in ω1 (and can therefore be absorbed
into local counter-terms). There is a branch point at ω1 = −2M due to the argument of
the arcsin exceeding unity, but otherwise ω1ψ

1-loop
1 is analytic in the complex ω1 plane.
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If the internal field is massless, the branch point is located at ω1 = 0, so the branch cut
starts at the location of the tree-level pole. Indeed, taking the massless limit of (2.70) gives,

ψ1-loop
1 = − ω1

16π2 log (ω1) + analytic , (2.71)

which has a logarithmic branch point at ω1 = 0 (with the conventional branch cut running
along the negative real axis, ω1 < 0). So this simple example agrees with our energy-
conservation condition.

Two vertices. Now consider the following two-vertex one-loop diagram:

ω1 ω2

q2

q1 (2.72)

which contributes to ψ1-loop
2 . Define k to be the momentum entering the left vertex and

exiting the right vertex, and ω1, ω2 to be the energies entering each vertex. The energy-
conservation condition predicts the following singularities in the complex ω1 plane:

(i) ω1 = −
√
k2 + (M1 +M2)2,

(ii) ω1 = −ω2 − 2M1,

(iii) ω1 = −ω2 − 2M2.

The diagram in (2.72) corresponds to the integral:

ω12ψ
1-loop
2 (ω1, ω2; k) =

∫
p

1
(ω1 + Ωq1 + Ωq2)(ω2 + Ωq2)

[
1

ω12 + 2Ωq1
+ 1
ω12 + 2Ωq2

]
,

(2.73)

where q1 = |p| and q2 = |k− p| are the momenta of the internal lines and ω12 = ω1 + ω2 is
the total energy. This integral is evaluated in detail in appendix A.3, and given in (A.65) in
terms of incomplete elliptic integrals. For finite values of M and k, it has a branch point at
ω1 = −

√
k2 + 4M2 in the complex ω1 plane, as predicted by the energy-conservation

condition.
The second singularity predicted by the energy-conservation condition appears when

eitherM or k vanish, as shown in (A.71) and (A.73). For the case of massless internal edges,
the incomplete elliptic integrals simplify to dilogarithms, and (2.73) can be written as,

ω12ψ
1-loop
2 = 1

8π2

[
ω2 log(ω1+k)−ω1 log(ω2+k)

ω1−ω2

−ω12
2k

(1
2 log2

(
ω1+k
ω2+k

)
+Li2

(
k−ω2
k+ω1

)
+Li2

(
k−ω1
k+ω2

))
+analytic

]
.

(2.74)
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The singularities in the complex ω1 plane are12

(i) ω1 = −k, from both log(ω1 + k) and Li2
(
k−ω2
k+ω1

)
.

(ii) ω1 = −ω2, from both Li2
(
k−ω1
k+ω2

)
and Li2

(
k−ω2
k+ω1

)
(while the dilogarithm is finite at

that point, it is not smooth).

This list of singularities matches exactly the predictions of the energy-conservation condition.
It is also worth mentioning that the first line of (A.71) is not singular at ω1 = ω2 (at fixed
k 6= −ω2), since this apparent pole has zero residue.

Three vertices. Let’s move on to the most complicated one-loop diagram we will consider,
involving three vertices:

(2.75)

Momentum conservation at each vertex fixes all but one of the internal momenta (which
we denote by p), and also sets k1 + k2 + k3 = 0. This diagram then corresponds to the
integral,

ω123ψ
1-loop
3 =∫

p

1
(ω1+Ωq12 +Ωq31)(ω2+Ωq12 +Ωq23)(ω3+Ωq23 +Ωq31)

6∑
perm.

1
(ω123+2Ωq12)(ω23+Ωq12 +Ωq31) ,

(2.76)

which is discussed in appendix A.4. The singularities expected from the energy-conservation
condition are:

(i) ω1 = −minp(Ωq31 + Ωq12). This gives ω1 = −|k1| for massless internal lines.

(ii) ω1 = −ω2 −minp(Ωq23 + Ωq31). This gives ω1 = −ω2 − |k3| for massless internal lines.

(iii) ω1 = −ω3 −minp(Ωq12 + Ωq23). This gives ω1 = −ω3 − |k2| for massless internal lines.

(iv) ω1 = −ω2 − ω3 −
∑2
a=1Ma. This gives ω1 = −ω2 − ω3 for massless internal lines.

Evaluating the integral (2.76) in full generality is a difficult task in d = 3 dimensions: the
main complication is that the boundary of the integration region for the {Ωq12 ,Ωq23 ,Ωq31}
internal energies is a non-trivial surface (defined by a hyperelliptic curve).

For simplicity, let us consider here the case where all internal fields are massless and
let us further suppose that one of the external fields carries zero spatial momentum, say
k3 = 0 (though note that we are not fixing ω3). In this limit k1 = −k2 (and so we

12Recall that the dilogarithm Li2(z) has a branch point at z = 1 and the conventional branch cut goes
from z = 1 to z =∞ along the real axis.
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denote their common magnitude as k), and the integration region degenerates to the same
region encountered in the two-vertex diagram above. Consequently ψ1-loop

3 can be written
in a closed form in terms of dilogarithms. The full expression is left in appendix A.4
(equation (A.98)), however we notice that it is analytic in the complex ω1 plane (at fixed
{ω2, ω3, k}) modulo branch points at:

(i) ω1 = −k, where ψ1-loop
3 ∼ log (ω1 + k),

(ii) ω1 = −ω2, where ψ1-loop
3 ∼ Li2

(
−ω2−k
ω1+k

)
and Li2

(
−ω1−k
ω2+k

)
,

(iii) ω1 = −ω3 − k, where ψ1-loop
3 ∼ log (ω13 + k),

(iv) ω1 = −ω23, where ψ1-loop
3 ∼ Li2

(
−ω23−k

ω1+k

)
and Li2

(
−ω13−k

ω2+k

)
.

This precisely saturates the list of singularities expected from the energy-conservation
condition.

Having established the validity of the energy-conservation condition in a number of
examples, we now turn to a robust “proof” that wavefunction integrals generically possess
singularities in these locations.

2.5 Landau analysis for the wavefunction coefficients

In this section, we develop the analogue of the Landau analysis commonly used in amplitude
literature. This provides a list of necessary conditions for a point in kinematic space to
be singular. We will see that the list of singularities presented in section 2.3 is contained
within the list of singularities from the Landau analysis.

From the recursion relations we know that ψn can always be written in the follow-
ing form:

ψn({ω}, {k}) =
∫

p1,...,pL

F ({ω}, {k}, {p})∏2V+L−2
j=1 Sj({ω}, {k}, {p})

. (2.77)

Here Sj are linear functions of the internal and external energies, and F ({ω}, {k}, {p}) can
always be expressed in terms of a sum of products of Sj times analytic functions of k from
derivative interactions.

We would like to find all singular points of ψn without explicitly computing the
integral. Similar technology has been developed in the amplitude literature, leading to a
set of conditions for singularity known as the Landau equations (for a review on Landau
conditions for amplitudes, see [1, 123, 124]). We will review some key ideas used to derive
the Landau equations, and show how they can be used to find singularities for wavefunction
coefficients as well.

Singularities: one integral variable. Consider the following expression:

f(z1, . . . , zn) =
∫
C
dw g(z1, . . . , zn, w). (2.78)

Here C denotes a contour in the complex w plane. g(z1, . . . , zn, w) contains singularities,
and their positions in the complex w plane are determined by an algebraic equation
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Figure 3. Usual picture for singularities in the case with one integration variable. Here wr gives an
endpoint singularity, while w1 and w2 gives a pinch singularity.

S(z1, . . . , zn, w) = 0. Changing z1, . . . , zn corresponds to changing the position of poles in
the complex w plane.

Singular points in g(z1, . . . , zn, w) can be avoided by deforming the contour C, and
this prevents singularities from developing in f(z1, . . . , zn). However, contour deformation
cannot avoid the following singularities:

• When a singularity approaches the endpoint of the contour C, which is fixed by the
boundary conditions of the integral. This is known as an endpoint singularity.

• When two different singularities approach the contour from opposite sides and pinch
the contour in between. This is known as a pinch singularity.

Singularities: multiple integral variables. In order to illustrate how singularities can
develop in cases with multiple integral variables, let us consider the case of two complex
integral variables:

f(z1, . . . , zn) =
∫
C
dw1dw2 g(w1, w2, z1, . . . , zn). (2.79)

The hypercontour C is a two (real) dimensional surface in a four (real) dimensional space.
In general the hypercontour would have a set of boundaries, and each of them would be
described by an equation:

S̃i = 0. (2.80)

For instance, suppose the integration region is given by:

f(z1, . . . , zn) =
∫ ∞

1
dw1

∫ 1

−1
dw2 g(w1, w2, z1, . . . , zn). (2.81)

Then the boundaries of the hypercontour would be given by:

S̃1 = w1 − 1 = 0, (2.82)
S̃2+ = w2 + 1 = 0, (2.83)
S̃2− = w2 − 1 = 0. (2.84)

Notice that each of the equation S̃i = 0 describe a two (real) dimensional surface in a
four (real) dimensional space. This is less constraining than the single integral variable case:
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Figure 4. The hypercontour for the integral (2.81), sketched in three of the four (real) directions.
The left figure shows the undistorted integration contour. The boundary S̃2+ and S̃2− is indicated
by blue lines, while the boundary S̃1 is indicated by a teal line. Since the equation for S̃2+ and S̃2−
only fixes w2, they are allowed to deform in the imaginary w1 direction, as shown in the middle
figure. The right figure shows the allowed deformation for the boundary S̃1, which is in the imaginary
w2 direction.

since the hypercontour C is two dimensional, its boundary should be one dimensional. This
implies that the boundary of the contour is not rigidly fixed: we are allowed to deform the
boundary as long as it remains on the surface described by the equation S̃. See figure 4.

Since the allowed deformations are all constrained on a surface S̃i = 0, the boundary of
the contour cannot be deformed in the normal direction of the surface, which is described
by the vector with components:

∂S̃i
∂w

=
(
∂S̃i
∂w1

,
∂S̃i
∂w2

)
. (2.85)

Similarly, the singularities for the function g(w1, w2, z1, . . . , zn) are described by alge-
braic equations of the form:

Si(w1, w2, z1, . . . , zn) = 0. (2.86)

Once again these are two dimensional surfaces, and their normal vectors are ∂Si
∂w . The

singular surface in general may not be planar, since the equation Si = 0 may not be linear.
Given a set of singular surfaces and boundary constraint surfaces, there are three ways

where singularities can emerge from the integral I(z1, . . . , zn):

• A singular surface approaches the boundary of the hypercontour in the normal
direction of a constraint surface, such that no deformation can be carried out to
avoid the singular surface. This is analogous to the endpoint singularities in the one
dimensional case.

• Two surfaces approaches each other from opposite sides of the hypercontour, and they
pinch the hypercontour in between. This is analogous to the pinch singularities in the
one dimensional case.

• A single surface may become locally cone-like and pinch the contour in the vertex
of the cone, see figure 6. It is also a pinch singularity, but unlike the single integral
variable case, only one singularity surface is involved. In this case, the normal vector
near the vertex satisfies the following:

∂Si
∂w

= 0. (2.87)
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Figure 5. As the boundary S̃2+ and S̃2− can be deformed in the imaginary w1 direction (indicated
by the blue arrows in the figure), the contour can be deformed downwards to avoid the red surface
approaching from above (along Imw1). However, the boundary is fixed along Rew2, so the contour
cannot be deformed to avoid the magenta surface approaching from that direction, which results in
an endpoint singularity.

Figure 6. Consider a contour that can be deformed in the vertical direction (indicated by the blue
arrows). In the left panel, the contour can deform downwards to avoid colliding with the red and
magenta surfaces. However, if the surfaces approach from the opposite side as in the middle panel,
a contour deformation cannot avoid the pinch. Finally, a cone like surfaces, such as that in the right
panel, can pinch a contour on its own.

It is also possible to have multiple surfaces pinching the hypercontour, or multiple sur-
faces approaching the boundary of the hypercontour. In general, given a function of the
form (2.81), a singularity can form if:

• For a subset I of the singularity surfaces and a subset Ĩ of boundary constraints, the
following is satisfied:

Si = S̃j = 0 (i ∈ I, j ∈ Ĩ). (2.88)

For amplitudes the analogous condition gives p2
i = m2

i . Here I cannot be an empty
set, but Ĩ can be empty.

• For some real and non-zero choice of ai and ãj , the normal vectors of the singularity
surfaces in subset I and boundary constraints in Ĩ must satisfy:

∑
i∈I

ai
∂Si
∂w

+
∑
j∈Ĩ

ãj
∂S̃j
∂w

= 0. (2.89)
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In other words, the normal vectors are linearly dependent. For amplitudes, this gives∑
i αipi = 0.

These are the necessary conditions for the formation of singularities. However, these
conditions are not sufficient: one needs to check whether the singularities actually appear.
This is similar to the pseudo thresholds in amplitudes: the Landau analysis may predict
singular points that are not present for physical configurations. We will see that something
similar also occurs for wavefunction coefficients.

Feynman parameters. The constants ai in the normal vector condition looks suspiciously
like Feynman parameters in the usual Landau analysis. Indeed, if we consider the following
integral:

ψn(ω1, . . . , ωn) =
∫

p1,...,pL

[2V+L−2∏
n=1

∫ 1

0
dαn

]
δ(1−∑αn)F

(∑2V+L−2
j=1 αjSj)2V+L−2

, (2.90)

we find the condition (2.89) again, but with ai replaced by the Feynman parameters αi.
Just like for amplitudes, this does not introduce new singularities [1]. In contrast to ai,
which is just restricted to be non-zero, we have αi ∈ [0, 1]. This provides a stricter criterion
for singularities to arise in ψn.

Example: massless two-vertex integral. As a first example let’s consider the massless
two-vertex integral (2.73), which can be written in the following form (see appendix A.3):

ψ1-loop
2 (ω1, ω2) = 1

8π2(ω1 + ω2)k

∫ ∞
k

dp+

∫ k

−k
dp−

(p+ + p−)(p+ − p−)
(ω1 + ω2 + p+ + p−)(ω1 + p+)(ω2 + p+) .

(2.91)
The singular surfaces are:

S1 = ω1 + p+ = 0, (2.92)
S2 = ω2 + p+ = 0, (2.93)
S3 = ω1 + ω2 + p+ + p− = 0. (2.94)

In addition, the boundary is described by the following equations:

S̃1 = p+ − k = 0, (2.95)
S̃2+ = p− + k = 0, (2.96)
S̃2− = p− − k = 0. (2.97)

As an example, consider:
S3 = S̃2+ = S̃1 = 0. (2.98)

Solving this gives ω1 + ω2 = 0. Now we check the normal-vector condition:

a3
∂S3
∂p+

+ ã1
∂S̃1
∂p+

+ ã2+
∂S̃2+
∂p+

= a3 + ã1 = 0, (2.99)

a3
∂S3
∂p−

+ ã1
∂S̃1
∂p−

+ ã2+
∂S̃2+
∂p−

= a3 + ã2+ = 0. (2.100)
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Clearly this can be satisfied if a3 = −ã1 = −ã2+. Going through the procedure for all
combinations of the surfaces, we eventually find the following list of potential singularities:

S1 = S̃1 = 0⇒ ω1 = −k, (2.101)
S2 = S̃1 = 0⇒ ω2 = −k, (2.102)
S3 = S̃2+ = S̃1 = 0⇒ ω1 + ω2 = 0, (2.103)
S3 = S̃2− = S̃1 = 0⇒ ω1 + ω2 = −2k, (2.104)
S1 = S2 = 0⇒ ω1 = ω2 (if ω2 < −k). (2.105)

Notice this list is larger than the list of physical singularities. Let’s examine these extra
singularities:

• The ω1 + ω2 = −2k singularity is not found in the expression (A.71). This suggests
that the residue of the pole is vanishing. In appendix A we explore this further, and
show that it vanishes due to the cancellation between two dilogarithms.

• For S2 = 0, we must have ω2 < −k. Since we restrict ourselves to positive ω2, the
pinch singularity from (2.105) is not visible in the complex ω1 plane. This is linked to
the fact that the integral has a finite value at ω1 = ω2 when ω2 > −k.

Example: massive two-vertex integral. The boundary of integration changes when
the internal lines become massive. Consider the case where both internal lines have the
same mass. The integral becomes:

ψ1-loop
2 (ω1,ω2) =

1
8π2(ω1+ω2)k

∫ ∞
√
k2+4m2

dΩ+

∫ kδ

−kδ
dΩ−

Ω2
+−Ω2

−
(ω1+ω2+Ω++Ω−)(ω1+Ω+)(ω2+Ω+) . (2.106)

Here we have:

δ =

√
Ω2

+ − k2 − 4m2√
Ω2

+ − k2
. (2.107)

The details on how to obtain and evaluate this integral are given in appendix A. Despite
appearances, the boundary of the integration contour is described by only one equation:

S̃ = (Ω2
+ − k2)(Ω2

− − k2) + 4m2k2 = 0. (2.108)

Here we have three singularity surfaces:

S1 = ω1 + ω2 + Ω+ + Ω− = 0, (2.109)
S2 = ω1 + Ω+, (2.110)
S3 = ω2 + Ω+. (2.111)

Going through the Landau analysis again gives us the end-point singularity from a sin-
gle surface:

S2 = S̃ = 0⇒ ω1 = −
√
k2 + 4m2, (2.112)

S1 = S̃ = 0⇒ ω1 + ω2 = −2m. (2.113)
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We also have an end-point singularity from two surfaces:

S1 = S2 = S̃ = 0⇒ ω1 = −k

√
ω2

2 − k2 − 4m2√
ω2

2 − k2
. (2.114)

Here I have picked the negative solution so that S1 can be satisfied, since Ω+ is positive.
However, this singularity is in fact spurious. To see that this is indeed the case, notice that
the constraints S1 = S2 = 0 imply

ω2 + Ω− = 0. (2.115)

Since |Ω−| ≤ kδ ≤ k, we have ω2 ≤ k in order for the singularity to appear. In fact one can
check that ω2 < k unless we take ω2

1 →∞. However, from the kinematics of the system,
ω2 ≥ k. Therefore, as long as we restrict ourselves to values of ω2 that are physically
allowed, we will not encounter this singularity. In appendix A we will see that this pole is
indeed spurious.

Example: three vertex integral. For more complicated graphs it may prove difficult
to write down variables like Ω+ and Ω−. Therefore it is instructive to understand how to
carry out Landau analysis with the loop momentum p, and derive the singularities from
our general arguments. We will use the three vertex integral as an example. The integral is:

ψ1-loop
3 =

∫
p

1
(ω2 + Ωq12 + Ωq23)(ω2 + ω3 + Ωq12 + Ωq31)

× 1
(ω1 + ω2 + ω3 + 2Ωq31)(ω1 + Ωq12 + Ωq31)(ω3 + Ωq23 + Ωq31) . (2.116)

Here I assume the masses of the internal lines are m. Now we will analytically continue in
p. Since we are integrating over all p there is no boundary to the integration contour. The
singularity surfaces are:

S1 = ω2 + Ωq12 + Ωq23 = 0, (2.117)
S2 = ω2 + ω3 + Ωq12 + Ωq31 = 0, (2.118)
S3 = ω1 + ω2 + ω3 + 2Ωq31 = 0, (2.119)
S4 = ω1 + Ωq12 + Ωq31 = 0, (2.120)
S5 = ω3 + Ωq23 + Ωq31 = 0. (2.121)

Since Ωp =
√
|p|2 +m2, the singularity surfaces are not linear anymore. As a result a

single surface can pinch a contour. As an example consider S3 = 0. The normal vector
condition gives:

q31
Ωq31

= p− k1
Ωq31

= 0. (2.122)

This is solved by p = k1, and Ωq31 = m. Putting this back into S3 = 0 gives:

ω1 + ω2 + ω3 = −2m. (2.123)

– 33 –



J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

Similarly, let us write down the rest of the single pinch singularities:

S1 = 0⇒ ω2 +
√
|k1|2 + 4m2 = 0, (2.124)

S2 = 0⇒ ω2 + ω3 +
√
|k1|2 + 4m2 = 0, (2.125)

S4 = 0⇒ ω1 +
√
|k1|2 + 4m2 = 0, (2.126)

S5 = 0⇒ ω3 +
√
|k3|2 + 4m2 = 0. (2.127)

This list of singularity is related to the list produced from our general argument, up to
some permutation. Naturally, when we take the massless limit, this simply reproduces the
list of singularities from the expression we computed.

Thresholds for massive fields. From the recursive relations for the wavefunction (2.77),
the equations for the singularity surfaces have the following form:

Si = ω1 +
∑
e∈E

ωe +
∑
i∈I

ciΩi, (2.128)

where E is a subset of external legs and I is a subset of internal legs and ci being either 1 or
2. The form of these singularity surfaces comes from the recursion relations in section 2.1:
each external energy can only appear once within the expression. Internal energy can only
appear at most with a factor of 2, coming from cutting a loop diagram.

We will now show the following for massive fields:

Landau conditions for wavefunction coefficients

Given (2.128), the singularities corresponding to the energy-conservation condi-
tion are found by solving:

Si = 0, (2.129)∑
i∈I

ci
∂Ωi

∂pl
= 0, ∀pl ∈ {p}. (2.130)

We will analytically continue in the loop momentum pl ∈ {p} and carry out the
Landau analysis. Since the numerator in the expression (2.77) is a sum of products of Si and
possibly powers of the momenta from spatial derivative interactions, to find singularities we
can simply focus on the denominators, i.e., we simplify ψn until the numerator no longer
contains any factor of Si, we carry out the Landau analysis term by term and finally we
sum over all the singularities of each individual term.

The full list of singularities from the Landau analysis includes:

• Endpoint singularities. Since we are integrating over all pl, there is no boundary
for the hypercontour. As a result we cannot have endpoint singularities, in these
integration variables.

• Pinching the contour with a single surface. By considering the cutting procedure
in 2.1, it is clear that each Si corresponds to the total energy entering a subgraph
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of the Feynman diagram, and so solving Si = 0 corresponds to energy conservation.
In terms of the components of the loop momentum pl, the normal vector condition
reads:

∂S

∂pl
= 0⇒ ∂

∂pl

∑
i∈I

ciΩi = 0. (2.131)

Unlike the amplitude case, this equation can be consistent with setting only one
Si = 0.13 In fact this equation is equivalent to extremizing ∑i∈I ciΩi with respect to
the loop momentum pl. Observe that for an arbitrary k,

∂2Ω|p+k|
∂pi∂pj

= δij
Ω|p+k|

− (p+ k)i(p+ k)j
Ω3
|p+k|

. (2.132)

Since Ωp > p2 ≥ 0 this is a positive definite matrix. When we take the second
derivative of ∑i∈I ciΩi we simply get a sum of positive definite matrices (with positive
coefficients), and the resulting matrix is also positive definite. Therefore when we
solve (2.131), the solution corresponds to a minimum.

Therefore, Si = 0 satisfies:

ω1 = −
∑
e∈E

ωe −min
pl

∑
i∈I

ciΩi, (2.133)

where the minimization is with respect to all pl ∈ {p}. This is exactly the type of
singularities obtained by the energy-conservation condition in section 2.3.

• Pinches from multiple surfaces. Given two singularity surfaces S1 and S2 with subset
of external legs E1 and E2, either E1 ⊆ E2 or E2 ⊆ E1. This comes from the cutting
procedure described in section 2.1: the set of external vertices in a cut diagram must
be smaller after every cut. This property of Si gives us a nice picture of what a
multiple surface pinch would mean: the energy going into part of a diagram vanishes,
and simultaneously the energy going into a subset of the diagram also vanishes.

At tree level, this type of singularity doesn’t give us new poles in ω1. Instead, it tells
us about non-analyticity in the other ωe. This is because we can just take one of the
singularity surfaces, say S1, to write down:

ω1 = −
∑
e∈E1

ωe −
∑
i∈I1

ciΩi. (2.134)

This can then be used to remove any ω1 dependence from the rest of the expression.
Any further non-analyticities of the expression are a result of analytically continuing
the other ωe from their physically allowed values.

In the case of a two-vertex loop with massive fields, we used the Landau analysis and
found that it can only occur for unphysical values of ω2, and by explicitly computing
the integral we found that the singularity is indeed spurious.

13For amplitudes Si = p2
i −m2

i = 0, and ∂Si
∂pl

= 2pi = 0. The normal vector condition requires pi = 0
which is not possible if Si = 0 as well.
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However, it is difficult to prove that these multiple surface pinches are always spurious.
In amplitudes, when we look at more complicated graphs, such as the three-vertex
graph, we discover that for certain external kinematics there are singularities known
as anomalous thresholds. It might be possible that by looking at multiple surface
pinches for the three-vertex graph we may discover new singularities similar to these
anomalous thresholds, however we leave this for future work.

Using Landau analysis, we have successfully derived the list of singular points from our
physical argument in 2.3. Once again, the full list of singularities from Landau analysis
is over-complete, but these extra poles are (likely) removable by considering the external
kinematics.

Thresholds for massless fields. If we attempt to directly extend the proof above to the
case of massless particles, we run into the following issues even for single pinch singularities:

• Since Ωpl = |pl|, when we take derivative to obtain the normal vector condition, we
get ∂

∂pl
Ω|pl| = pl

|pl|
. For pl = 0 this is ill-defined. To deal with this problem one needs

to regulate Ωpl properly. An example would be introducing artificial boundaries of
integration so that |pl| never reaches zero, for example:

S̃ = |pl| − ε = 0, (2.135)

then take ε to zero. However, doing this procedure also introduces spurious singulari-
ties, such as the ω1 + ω2 = −2k pole found in the two-vertex example.

• When we take the second derivative of Ω|p+k|, the result is:

∂2|p + k|
∂pi∂pj

= δij
|p + k| −

(p+ k)i(p+ k)j
|p + k|3 . (2.136)

This is only positive semi-definite, rather than positive definite. Therefore, the solution
may not be a minimum.

For the massless case, the Landau analysis would provide us with a list that matches
our physical intuition in 2.3, with some extra singularities. This is analogous to the case
in amplitudes, where we get extra soft/collinear singularities for massless particles. The
ω1 + ω2 = −2k pole in the two-vertex example above is one such singularity. In that case
the residue is zero, so it does not give rise to new poles or branch cuts.

In the wavefunction coefficients we computed explicitly, these extra singularities always
cancels. We believe this to be the case for any wavefunction coefficients for massless particle,
however we will leave the proof of this statement for future research.

3 UV/IR sum rules

In this section, we derive a dispersion relation for the (off-shell) wavefunction coefficients by
analytically continuing one of the energies while keeping all remaining kinematics fixed. This
dispersion relation can be used to fix the low-energy expansion of the wavefunction in terms
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of precise integrals of (the discontinuity of) the complete high-energy wavefunction, hence
providing a set of UV/IR sum rules for the wavefunction. We provide explicit expressions
for these sum rules for all Wilson coefficients up to mass-dimension-8 in the effective field
theory of a single scalar field. Finally, we contrast and compare these results with the sum
rules that one would obtain from the study of scattering amplitudes.

3.1 The effective field theory wavefunction

Our goal is to use analyticity as a bridge between the low-energy effective field theory (EFT)
and its underlying UV-completion. As a first step then, we should specify precisely what
we mean by a low-energy EFT in the language of wavefunction coefficients.

Recall that for amplitudes, given a bulk light field Φ and a bulk heavy fieldX, amplitudes
for Φ can be computed using the generating functional:

Z[J ] =
∫

[dΦ][dX] eiSUV[Φ,X]+i
∫
x
J(x)Φ(x). (3.1)

The heavy field can be integrated out by the following procedure to obtain action for
the EFT:

eiSEFT[Φ] =
∫

[dX] eiSUV[Φ,X]. (3.2)

We can carry out a similar procedure for the wavefunction. Consider the wavefunction
specified by the path integral for the fields Φ and X. The boundary conditions to the past
correspond to the Bunch-Davies vacuum. The path integral is a functional of the field
boundary conditions to the future Φ(t∗) = φ and X(t∗) = χ:

Ψ[φ, χ; t∗] =
∫ Φ(t∗)=φ

BD
[dΦ]

∫ X(t∗)=χ

BD
[dX]eSUV[Φ,X;t∗], (3.3)

where for some Lagrangian L we defined:

SUV[Φ, X; t∗] =
∫ t∗

−∞
dtL[Φ, X] . (3.4)

The path integral is then the transition amplitude between the Bunch-Davies vacuum
|BD〉Φ ⊗ |BD〉X and the field eigenstate |φ〉Φ ⊗ |χ〉X . To define the EFT wavefunction we
focus on this wavefunction:

Ψ[φ, 0; t∗] =
∫ Φ(t∗)=φ

BD
[dΦ]

∫ X(t∗)=0

BD
[dX]eSUV[Φ,X;t∗],

i.e. the wavefunction with the heavy field set to zero at t = t∗,14 and compute its wavefunction
coefficients in powers of φ. The coefficients of the perturbative expansion of Ψ[φ, 0; t∗] in
powers of φ computed with the interactions of the UV action SUV[Φ, X; t∗] is what we call

14One may ask whether this is the most physically relevant quantity to compute. For example, in an EFT
with cutoff Λ we might have to average the value of wavefunction in an interval t∗ ± Λ−1. We postpone this
issue to the conclusions and to future work.
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the UV wavefunction coefficients ψUV:

Ψ[φ, 0; t∗] =
∫ Φ(t∗)=φ

BD
[dΦ]

∫ X(t∗)=0

BD
[dX]eSUV[Φ,X;t∗]

= exp
[
+
∞∑
n

1
n!

∫
k1,...kn

(2π)3δ(3)
(

n∑
a

ka

)
ψ

(n)
UV({k}; t∗)φ(k1) . . . φ(kn)

]
.

(3.5)

For this wavefunction, we can write down an EFT just like for amplitudes:

eiSEFT[Φ;t∗] =
∫ X(t∗)=0

BD
[dX] eSUV[Φ,X;t∗]. (3.6)

Crucially, this SEFT[Φ, t∗] can be expanded as a series of local interactions for Φ and its
derivatives, which at low energies (small derivatives) can be truncated at a finite nuber of
terms. The EFT wavefunction coefficients ψEFT(ωi, {kj}) are then obtained from expanding
in powers of φ the wavefunction Ψ[φ, 0; t∗] computed from the truncated EFT action:

Ψ[φ, 0; t∗] =
∫ Φ(t∗)=φ

BD
[dΦ] eiSEFT[Φ;t∗]

= exp
[
+
∞∑
n

1
n!

∫
k1,...kn

(2π)3δ(3)
(

n∑
a

ka

)
ψ

(n)
EFT({k}; t∗)φ(k1) . . . φ(kn)

]
.

(3.7)

At low energies, where the truncation made in SEFT is valid, the ψEFT coefficients coincide
with the true ψUV coefficients. As the energy is increased, eventually the derivative expansion
in SEFT[Φ; t∗] breaks down and one must “UV complete” the EFT by returning to the
SUV[Φ, X; t∗] — physically this corresponds to having enough energy to excite heavy X
fluctuations (which are then not faithfully captured by an SEFT involving only light degrees
of freedom).

There is a crucial difference between this EFT for the wavefunction and the EFT for
amplitudes: the boundary condition for the fields are different. This comes from the new
t = t∗ boundary we introduced for the wavefunction. As a result we need to keep track of
both total derivatives in time and of terms proportional to the equations of motion. To this
end we separate the EFT action into a bulk and a boundary term localized at t∗:

SEFT[Φ; t∗] =
∫ t∗

−∞
dt

∫
d3x(LbulkEFT[Φ, ∂µ] + ∂tLboundaryEFT [φ, ∂µ, ∂t]). (3.8)

All total derivatives in time have been collected into ∂tLboundaryEFT , so that Lbulk
EFT is constructed

in the usual way (with the freedom to integrate by parts). Notice that our formalism applies
to both Lorentz-invariant theories as well as to theories that break boosts, explicitly or
spontaneously. For concreteness our examples will include Lorentz invariant interactions in
the bulk and non-boost invariant time and spatial derivatives will appear only in LboundaryEFT .

3.2 A wavefunction dispersion relation

We have now defined the low-energy EFT approximation, ψEFT, to the full wavefunction
coefficient. The question which we wish to address next is: what information about the
underlying UV physics can be gleaned from a measurement/calculation of this EFT object?
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Figure 7. Deformed contour for dispersion relations. There is a branch point at z = z1 and a
branch cut on the negative real axis. There are isolated poles at z = z2 and z = z3.

Analyticity and the dispersion relation. The analytic properties that we developed
in 2 can give a very concrete answer to this question. The reason is that complex analytic
functions are very constrained: they are all but completely fixed by their singularities and
asymptotics via Cauchy’s theorem. One can use said theorem to recover the value of a
function f(z) at a point z = z0 using a closed contour integral:

f(z0) = 1
2πi

∮
C

f(z)
z − z0

, (3.9)

where C is a counter-clockwise contour around the pole at z = z0 (and contains no
further singularities).

Now imagine we expand C until we start intersecting poles and branch cuts of f(z).
We need to deform the contour to properly defined the integral (3.9). In particular, we have
three different contributions to the deformed contour CR as shown in figure 7:

(i) The isolated poles zi of f(z). The deformed contour wraps clockwise around the poles
of f(z).

(ii) The branch cuts of f(z). The contour runs above and below the branch cut, and is
therefore proportional to the discontinuity of the function along the cut, where,

disc f(z) = lim
ε→0

[f(z + iε)− f(z − iε)] . (3.10)

(iii) the arc at infinity CR. Once the contour is made arbitrarily large, we can identify
this contribution with the residue of the pole at infinity.

This expresses the right-hand side of (3.9) as a sum of three terms:

f(z0) = −
∑
zi

Res
z=zi

(
f(z)
z − z0

)
︸ ︷︷ ︸
isolated poles

+
∫

dz

2πi
disc(f(z))
z − z0︸ ︷︷ ︸

branch cut

+Res
∞

(
f(z)
z − z0

)
︸ ︷︷ ︸
Pole at infinity

. (3.11)
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Note that if one defines the “discontinuity” of an isolated pole as disc (1/(z − zi)) =
−2πiδ(z − zi), then the first term can be absorbed into the second.

Wavefunction dispersion relation. We can apply these considerations to the off-
shell wavefunction coefficients ψn({ω}, {k}) taken as analytic functions of a single complex
variable ω1, while holding all the other kinematics fixed. As we have discussed, singularities in
ψn({ω}, {k}) can only exist on the negative real axis of ω1. This allows us to write (3.11) as:

ωTψ({ω}, {k})
∣∣
ω1=ω′1

=
∫ 0

−∞

dω1
2πi

disc (ωTψ({ω}, {k}))
ω1 − ω′1

+ Res
ω1=∞

(
ωTψn({ω}, {k})

ω1 − ω′1

)
. (3.12)

This is our central application of analyticity: it allows us to connect every Wilson coefficient
appearing in LEFT to an integral over the wavefunction of the underlying UV theory.

UV/IR sum rules. The idea is to expand the left-hand-side of (3.12) at low en-
ergy/momenta, where it can be computed using the low-energy LEFT. This expansion can
then be matched, order-by-order, to particular high-energy integrals on the right-hand-side.
To this end, we define the UV integral,

I(N)
UV ({ωa 6=1}, {k}) =

∫ 0

−∞

dω1
2πi

disc [ωTψ({ω}, {k})]
ωN+1

1
+ Res
ω1=∞

(
ωTψ({ω}, {k})

ωN+1
1

)
. (3.13)

The low-energy expansion of (3.12) can then be written compactly as,

1
N !∂

N
ω1(ωTψEFT)

∣∣
ω1=0 = I(N)

UV ({ωa 6=1}, {k}) . (3.14)

Since the EFT does not distinguish between ω1 and the other kinematic variables, this
equation should be further expanded in powers of each of the ωa 6=1 and ka. In the next
subsection, we explicitly construct the EFT for the wavefunction of a scalar field up to fourth
order in derivatives, and show how (3.14) relates each Wilson coefficient to a particular UV
integral, I(N)

UV .

3.3 Example: a light scalar

Let us illustrate these new sum rules using the EFT for a light scalar field Φ on a fixed
Minkowski background.

An EFT basis for quartic interactions. Once total derivatives and terms proportional
to the free equations of motion are included, the list of possible interactions grows rapidly
with increasing mass-dimension. Rather than construct the most general possible EFT,
we will focus on a particular subset of interactions which illustrates our sum rules simply
and yet remains general enough to capture simple tree-level UV completions (of which we
give an example in section 4). Firstly, we focus on quartic interactions: these would be
the leading interactions in any theory with an approximate Z2 symmetry, Φ → −Φ. We
truncate the EFT at mass-dimension-8, which means we only include interactions with up
to four (three) derivatives in the bulk (boundary) Lagrangian, and further assume that
Lorentz symmetry is broken only by the boundary interactions. Finally, we focus on specific
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interactions of the factorised form D1Φ2D2Φ2, where D1 and D2 are differential operators.
Altogether, this gives the following EFT basis of interactions:

LbulkEFT[Φ,∂µ]⊃ α0
4! Φ4+α2

4 Φ2�Φ2+α4
4 Φ2�2Φ2+O(∂6) ,

LboundaryEFT [Φ(t∗),∂µ,∂t]⊃
β00
4! Φ4(t∗)−

β11
4 Φ2(t∗)∂tΦ2(t∗)+β20

4 Φ2(t∗)�Φ2(t∗)+

−β22
4 Φ2(t∗)∂2

i Φ2(t∗)−
β31
4 Φ2(t∗)∂t�Φ2(t∗)−

β
′
31
4 �Φ2(t∗)∂tΦ2(t∗)+

+O(∂4), (3.15)

where the αa’s are the free Wilson coefficients of bulk interactions and the βab’s are free
Wilson coefficients of boundary interactions. The first label on β counts the total number of
derivatives, while the second counts the number of derivatives that are not Lorentz invariant
(such as ∂t and ∂2

i ).

EFT wavefunction. We can use (3.15) to compute the tree-level four-point wavefunction
coefficient up to fourth order in the momenta/energy. Even though we consider contact
interactions, it is convenient to separate contributions into s, t and u “channels” according
to the partial energies on which they depend:

ψEFT({ω}, {k}) = δd(kT )(ψ′EFT(ω12, ω34,ks) + ψ′EFT(ω13, ω23,kt) + ψ′EFT(ω14, ω24,ku)) .
(3.16)

An explicit calculation gives:

ψ′(ω12, ω34,ks) = 1
ωT

[1
3α0 + α2(s12 + s34) + α4(s2

12 + s2
34)
]

+

+ i

3β00 + β11ωT + iβ20(s12 + s34) + i2β22k2
s+

+ β31(s12ω12 + s34ω34) + β′31(s12ω34 + s34ω12) +O(p5).

(3.17)

We have defined:

ks = k1 + k2 , kt = k1 + k3 , ku = k1 + k4 ,

ωij = ωi + ωj , kij = ki + kj , sij = ω2
ij − k2

ij . (3.18)

Sum rules. The sum rules in (3.14) can be used to fix each of the low-energy Wilson
coefficients in (3.15) in terms of an integral over the UV completion of the EFT. Concretely,
proceeding order-by-order in derivatives:

• At mass-dimension-4, there is a single bulk interaction in LEFT with Wilson coefficient
α0. The corresponding sum rule follows from evaluating (3.12) at all ωa = ka = 0,

α0 = I(0)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.19)

• At mass-dimension-5, there is a single boundary interaction in the EFT, with coefficient
β00. The corresponding sum rule follows from evaluating the ∂ω1 of (3.12) at all
ωa = ka = 0,

iβ00 = I(1)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.20)
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• At mass-dimension-6, there are two interactions, with Wilson coefficients α2 and β11.
The corresponding sum rules follow from evaluating the ∂2

ω1 and ∂ω2∂ω1 of (3.12) at
all ωa = ka = 0,

3(α2 + β11) = I(2)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.21)

2(α2 + 3β11) = ∂ω2I
(1)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.22)

• At mass-dimension-7 there are two boundary interactions, with Wilson coefficients β20
and β22. The corresponding sum rules follow from evaluating ∂3

ω1 and ∂ω1∂
2
ks

of (3.12)
at all ωa = ka = 0,

3iβ20 = I(3)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.23)

−4i(β20 − β22) = ∂2
ksI

(1)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.24)

• At mass-dimension-8, there are three EFT interactions, with Wilson coefficients
{α4, β31, β

′
31}. The corresponding sum rules follow from evaluating ∂4

ω1 , ∂
2
ω1∂ω2∂ω3

and ∂ω1∂ω2∂ω3∂ω4 of (3.12) at all ωa = ka = 0,

3(α4 + β31) = I(4)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.25)

6β31 + 10β′31 = ∂ω2∂ω3I
(2)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

, (3.26)

24β′31 = ∂ω2∂ω3∂ω4I
(1)
UV ({ω}, {k})

∣∣
ωa=0
ka=0

. (3.27)

These sum rules can be similarly applied to any desired order in the EFT expansion,
determining every Wilson coefficient in LEFT. Note in particular that the boundary
interactions and the bulk interactions contribute on an equal footing. For instance, the
sum rule (3.21) can only unambiguously fix the bulk Wilson coefficient once supplemented
with (3.22)—generally at a given order in derivatives one requires all independent sum rules
in order to solve for a particular Wilson coefficient.

3.4 Comparison with amplitude sum rules

Amplitude sum rules have been extensively studied in the literature and have proven to
be very useful in the study of EFTs. However, the amplitudes sum rules differ in two
fundamental aspect from the wavefunction sum rules we have derived above:

• The LSZ formula reduces the number of possible EFT interaction vertices in the bulk.
For example terms like Φ2�Φ2 will not be present as they are proportional to the
equations of motion.

• The scattering process takes place between asymptotically free past and future states.
This means that one can discard total derivative interactions in the bulk, and that
the EFT vertices on the time slice t = t∗ will not play a role.
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Therefore, the EFT expansion for amplitudes Samp
EFT[Φ] only involves the bulk Lagrangian

from (3.8) action:
Samp
EFT[Φ] =

∫ +∞

−∞
dt

∫
d3xLbulkEFT[Φ, ∂µ]. (3.28)

As a consequence of the above considerations, fewer operators need to be considered, namely

LbulkEFT[Φ, ∂µ] ⊃ α0
4! Φ4 + α4

4 Φ2�2Φ2 +O(∂6). (3.29)

From these interactions we can obtain the leading terms for the 2→ 2 scattering amplitude,

A(s, t) = α0 + 2α4(s2 + t2 + u2) +O(α6p
6). (3.30)

The analyticity for the scattering amplitude A(s, t) in the complex s plane allows us to
write a dispersion relation for A(s, t) and its derivatives. Using these we find that:

α0 =
∫ +∞

−∞

ds

2πi
disc(A(s, t = 0))

s
+ Res
∞

(disc(A(s, t = 0))
s

)
, (3.31)

4α4 =
∫ +∞

−∞

ds

2πi
disc(A(s, t = 0))

s3 + Res
∞

(disc(A(s, t = 0))
s3

)
. (3.32)

Therefore, we can see that the amplitudes’ sum rules only capture a reduced set of the
possible EFT interactions. Not every interaction that contributes to the wavefunction may
appear in the scattering amplitude, whilst all interactions that contribute to the amplitude
do appear in the wavefunction coefficients.15

In the case of boundary interactions, the best case is the comparison of the sum rules
for α4 from amplitudes (3.32) with that from wavefunction coefficients (3.25). Whilst
the amplitude sum rule only includes information about the EFT interaction Φ2�2Φ2,
the wavefunction one also includes information about Φ2∂t�2Φ2|t=t∗ . For interactions
proportional to the equations of motion, like Φ2�Φ2, the amplitudes sum rules are oblivious.
It requires us to look at wavefunction sum rules like (3.21) and (3.22) to constrain the value
for the Wilson coefficients of Φ2�Φ2 and Φ2∂tΦ2|t=t∗ .

4 Example UV completions

In this section, we evaluate and check our proposed sum rules in a simple UV-completion
of the single-scalar low-energy effective theory presented above. We do this both for a
tree-level process and for a one-loop process in the UV-completion of effective theory to
show cases in which both poles and branch points arise.

4.1 UV-completion: a tree-level example

Consider a toy UV model of two scalars: a light field Φ and a heavy field X, which interact
via a coupling of the form gMΦ2X, so that the complete renormalisable Lagragian is:

LUV[Φ, X] = −1
2(∂Φ)2 − 1

2m
2Φ2 − 1

2(∂X)2 − 1
2M

2X2 − gMΦ2X . (4.1)

15This is necessary since in the limit ωT → 0 the Minkowski wavefunction coefficients coincide with
scattering amplitudes.

– 43 –



J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

We aim to study the EFT of the light field Φ at energies well below the mass M of the heavy
field X. At tree level, it is enough to integrate out the heavy field X using the classical
equations of motion and substitute back into the action:

(�−M2)X = gMΦ2 . (4.2)

The solution in momentum space with boundary conditions X̄ in
k in the past and X̄out

k in
the future are:

Xsol
k (t) = fk(t)

fk(t∗)
X̄ in

k + f∗k (t)
f∗k (t∗)

X̄out
k − gM

∫
p Φp(t)Φk−p(t)
∂2
t + k2 +M2 , (4.3)

where fk(t) are the mode functions of the heavy scalar X with fk(t) = e−iΩkt/
√

2Ωk and
Ω2
k = k2 +M2. The first two terms correspond to the homogeneous solution of the equation

of motion. The third term corresponds accounts for the coupling to the Φ2(t) source.
In order to derive the Wilson coefficients from the action we need to substitute the

equations of motion for the heavy field into the original action. For generic boundary
conditions, i.e. for both amplitudes and wavefunction coefficients, evaluating the action on
the X given in (4.3) gives:

SEFT[Φ, Xsol] =
∫
dt d3x

[
−1

2(∂Φ)2 − 1
2m

2Φ2 − 1
2gMΦ2X − 1

2∂µ(X∂µX)
]
. (4.4)

To make progress we have to choose boundary conditions. These are different depending on
whether we discuss amplitudes or wavefunction coefficients. Let’s study each case in turn.

Amplitudes. Amplitudes are related by the LSZ reduction formula to an in-vacuum
to out-vacuum Green’s function. This choice corresponds to X̄ in

k = 0 and X̄out
k = 0, and

similarly for Φ. This leads to

Xsol
k (t) = −gM

∫
p Φp(t)Φk−p(t)
∂2
t + k2 +M2 ⇒ Xsol(t,k) =

∫
k
eikxXsol

k (t) = gM

�−M2 Φ2(t,x) .

(4.5)
When substituted back into the on-shell action the boundary term vanishes and we find

Samp
EFT[Φ, Xsol(Φ)] =

∫
dt d3x

[
−1

2(∂Φ)2 − 1
2m

2Φ2 − 1
2g

2M2Φ2 1
�−M2 Φ2

]
. (4.6)

This action is clearly non-local. However, in the regime M2 � � we can approximate
it as a series of local operators. This leads to the EFT vertices that reproduce the EFT
interactions in (3.29):

Samp
EFT[Φ] =

∫
dt d3x

[
−1

2(∂Φ)2 − 1
2m

2Φ2 + 1
2g

2M2
∞∑
n=0

Φ2
(

�
M2

)n
Φ2
]
. (4.7)

Note Φ2�Φ2 does not contribute to any scattering amplitude as it is proportional to the
equations of motion. Therefore, even though it appears in the action it cannot be captured
by the amplitude sum rules. For this particular UV-completion, the Wilson coefficients
in (3.29) can be read off from (4.7):

α0 = 12g2 , α2 = 2g2

M2 , α4 = 2g2

M4 , . . . (4.8)
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Wavefunction coefficients. For wavefunction coefficients the boundary conditions are
different from those of amplitudes because for the “out” state we project onto a field
eigenstate at some finite time, as opposed to a state of free particles in the infinite future.
This leads to additional EFT interactions as we now show. The right boundary conditions
are now X̄ in

k = 0 and ′Xsol
k (t∗) = 0, and hence

Xsol(t) = X̄outeiΩ(t−t∗) + gM
Φ2(t)

�−M2 , X̄out = −gM Φ2(t∗)
�−M2 , (4.9)

where Ω =
√
k2 +M2 is fixed by the dispersion relation for the momentum of X or

equivalently Φ2. Notice that since X(t) = 0 at t = t∗ and at t = −∞(1 − iε), the total
derivative term in (4.4) vanishes. For the other terms in (4.4) we can split the result into
bulk and boundary contributions as we did in (3.8). This is simplified by the fact that the
on-shell action is linear in X:

St∗EFT[Φ] = SEFT[Φ, Xsol] = Sbulk
EFT[Φ] + Sbdy

EFT[Φ]. (4.10)

To compute each term we notice that the relative factor between the kinetic term and
the cubic interaction is different in the action (4.4) from what appears in the equations of
motion (4.2). This means that we have the choice to use the equations of motion for X to
eliminate either the kinetic term or the cubic interaction. Here we choose to eliminate the
latter, finding

SEFT[Φ, Xsol] ⊃
∫
dt d3x

[
−1

2X
sol(�−M2)Xsol

]
. (4.11)

This has four contributions from squaring the two terms in X in (4.9). The contribution
from squaring the second term in (4.9) gives the bulk interactions

Sbulk
EFT ⊃

∫
d3xdt − 1

2g
2M2Φ2 1

�−M2 Φ2 , (4.12)

where �−M2 cancelled out with (�−M2)−1. Now notice that the first term in (4.9) is
a solution of the homogeneous equations of motion and so it is annihilated by � −M2.
Hence, of the remaining three terms the only survivor is the one where �−M2 hits Φ2,

Sbdy
EFT[Φ] = −

∫
d3xdt

1
2X̄

outeiΩ(t−t∗)(�−M2)gM Φ2

�−M2 . (4.13)

One could choose to simplify �−M2 but then one has to compute the time integral. Instead
here we integrate by part twice to move � −M2 onto the first factor. Since again that
factor is annihilated by �−M2 the only contribution comes from the boundary terms in
the first and second integration by parts in time. They combine into

Sbdy
EFT =

∫
d3x

1
2gMX̄out (∂t − iΩ) Φ2(t∗)

�−M2 (4.14)

=
∫
d3x

ig2M2

2
Φ2(t∗)
�−M2 (i∂t + Ω) Φ2(t∗)

�−M2 , (4.15)

where we used (4.9) to substitute for X̄out.
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To obtain the local EFT interactions we expand in M2 � �, ∂2
t , ∂

2
i . The resulting

vertices in the bulk are:
LbulkEFT =

∑
n=0

g2

2M2nΦ2�nΦ2. (4.16)

These are the same as for amplitudes, with the difference that we cannot drop the n = 1
term, which is proportional to the equation of motion. On the boundary, we have both
Lorentz covariant and boost breaking terms:

LbraneEFT = ig2

2M2

∑
a,b

�aΦ2(t∗)
M2a

(
i∂t +M

∑
n=0

(
1/2
n

)(
− ∂2

i

M2

)n)
�bΦ2(t∗)
M2b . (4.17)

Therefore, we can write the first few Wilson coefficients:

α0 = 12g2 , α2 = 2g2

M2 , α4 = 2g2

M4 ,

β′31 = 2g2

M4 , β31 = 2g2

M4 , β11 = 2g2

M2 , β20 = 4ig2

M3 , β00 = 12ig2

M
, β22 = ig2

M3 .

(4.18)

The value of these coefficients have been derived from the Lagrangian of the EFT after
integrating out the heavy degrees of freedom of the UV. They do not rely on the sum rules.
To prove that we can use the latter to compute all the coefficients in (4.18) we will start
from the UV four-point exchange wavefunction coefficient for the light scalar ψUV and then
we will use the sum rules (3.19)–(3.24) to obtain the value of all the Wilson coefficients
from (4.18). ψUV is a exchange diagram given by a heavy internal line so it is the sum of
three different channels ψ′UV. An explicit computation gives,

ψUV({ω},{k}) = δ (kT )
[
ψ′UV(ω12,ω34,ks)+ψ′UV(ω13,ω24,kt)+ψ′UV(ω14,ω23,ku)

]
,

(4.19)

ωTψ
′
UV(ω12,ω34,ks) = 4g2M2

(ω12+Ωks)(ω34+Ωks)
. (4.20)

The object that appears on the right-hand side of the sum rules (3.19)–(3.24) is the
discontinuity of ωTψUV along the negative ω1 real axis. In this particular example, ωTψUV is
a rational function of ω1 and therefore there are no branch cuts contributing to disc(ωTψUV).
However, the poles located in the negative ω1 plane do contribute towards disc(ωTψUV) as
delta functions:

disc(ωTψUV) =

− 4g2M2

ω34+Ωks

2πiδ(ω12+Ωks)−
4g2M2

ω24+Ωkt

2πiδ(ω13+Ωkt)−
4g2M2

ω23+Ωku

2πiδ(ω14+Ωku). (4.21)

The residue at infinity vanishes and therefore only the integral over the discontinuity
contributes towards the sum rules. Now we are in position to use the sum rules to compute
the Wilson coefficients and prove that they match the result from (4.18):

I(0)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

disc(ωTψUV)
ω1

∣∣∣∣ωi=0
kj=0

= 12g2, (4.22)

– 46 –



J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

I(1)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

disc(ωTψUV)
ω2

1

∣∣∣∣ωi=0
kj=0

= −12g2

M
, (4.23)

I(2)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

disc(ωTψUV)
ω3

1

∣∣∣∣ωi=0
kj=0

= 12g2

M2 , (4.24)

∂ω2I
(1)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

∂ω2disc(ωTψUV)
ω2

1

∣∣∣∣ωi=0
kj=0

= 16g2

M2 , (4.25)

I(3)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

disc(ωTψUV)
ω4

1

∣∣∣∣ωi=0
kj=0

= −12g2

M3 , (4.26)

I(4)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

disc(ωTψUV)
ω5

1

∣∣∣∣ωi=0
kj=0

= 12g2

M4 , (4.27)

∂ω2∂ω3I
(2)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

∂ω2∂ω3disc(ωTψUV)
ω3

1

∣∣∣∣ωi=0
kj=0

= 32g2

M4 , (4.28)

∂ω2∂ω3∂ω4I
(1)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

∂ω2∂ω3∂ω4disc(ωTψUV)
ω2

1

∣∣∣∣ωi=0
kj=0

= 48g2

M4 , (4.29)

∂2
ksI

(1)
UV({ω}, {k})

∣∣
ωi=0
kj=0

=
∫ 0

−∞

dω1
2πi

∂2
ks
disc(ωTψUV)

ω2
1

∣∣∣∣ωi=0
kj=0

= 12g2

M3 . (4.30)

All of the sum rules match the result of the Wilson coefficients (4.18) computed at the level
of the action.

4.2 UV-completion: a one-loop example

Now consider a different toy model:

LUV[Φ, X] = −1
2(∂Φ)2 − 1

2m
2Φ2 − 1

2(∂X)2 − 1
2M

2X2 − gΦ2X2. (4.31)

Unlike the previous toy model, we can no longer use the classical equation of motion for the
heavy field X to obtain the effective action for Φ because the leading correction to the action
is now at loop level. Instead, we will explicitly compute the wavefunction coefficient ψUV,
and match this to a low-energy ψEFT in order to fix the appropriate EFT Wilson coefficient.

Computing the UV wavefunction. In order to compute the Wilson coefficients, we can
first compute the wavefunction coefficient for the UV theory and expand the wavefunction
coefficient in the low-energy limit. Since this expression needs to match the wavefunction
coefficient computed from the EFT, we can read off the Wilson coefficients. In the UV theory,
the leading contribution to the two-point wavefunction coefficient is the following graph:

p (4.32)
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This graph corresponds to the integral,

ωTψUV = g

∫
p

1
ωT + 2

√
p2 +M2 , (4.33)

which is computed explicitly using a hard cut-off in appendix A.2, and the full result is:

ωTψUV = g

16π2

[
2Λ(Λ− ωT ) +M2 + (ω2

T − 2M2) log
(2Λ
M

)

+ 2ωT
√

4M2 − ω2
T arcsin

√2M − ωT
4M

+O
( 1

Λ

) . (4.34)

Finding the EFT Wilson coefficients. Notice that this particular ψUV depends only
on the energies of the external lines, not their spatial momenta. Consequently, it can be
matched using an EFT in which time derivatives are treated as much larger than spatial
derivatives. Concretely, we consider the following EFT interactions,

SEFT[Φ; t∗] =
∫ t∗

−∞
dt

∫
d3x 1

2
∑
n=0

γn(−i∂t)nΦ2 (4.35)

which corresponds to a low-energy two-point wavefunction,

ωTψEFT =
∑
n=0

γnω
n
T . (4.36)

The UV model (4.31) is one possible UV completion of this EFT, in which the first few
Wilson coefficients γn appearing in (4.36) are fixed to be,

γ0 = g

16π2

(
2Λ2 +M2 − 2M2 log

(2Λ
M

))
γ1 = g

16π2 (−2Λ +Mπ)

γ2 = g

16π2

(
−1 + log

(2Λ
M

))
γ3 = g

16π2

(
− π

8M

)
(4.37)

so that ψEFT coincides with ψUV at low values of ωa.
Notice that we have only regularized the theory, with an arbitrary cutoff, but we have

not carried out renormalization. We will verify our sum rules at finite but arbitrary Λ: since
if our rules hold for any value of the regulator, they will also hold for any renormalization
scheme which is consistently implemented in both the EFT and the UV.

Checking the UV/IR sum rules. Applying the dispersion relation of section 3, the
Wilson coefficients appearing in (4.35) are given by,

γn = I(n)
UV
∣∣
ω2=0
k=0

(4.38)

where I(N)
UV are defined in (3.13) using the two-point ψUV.
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One could take the discontinuity of (4.34) directly to compute the integrals I(N)
UV , but

a quicker route is to take the discontinuity of the original integrand,

disc(ωTψUV) = g

∫
p
disc

(
1

ωT + 2
√
p2 +M2

)

= − g

2π2

∫ ∞
0

dp p2 2πiδ(ωT + 2
√
p2 +M2). (4.39)

Since p is real, for ωT > −2M there is no solution to ωT + 2
√
p2 +M2 = 0. Therefore, the

discontinuity is proportional to a step function:

disc(ωTψUV) = g ωT
16π2

√
ω2
T − 4M2 2πiΘ (−ωT − 2M) . (4.40)

Substituting (4.40) into (3.13), and again using a hard cut-off to tame any divergences, we
find that in this UV model:

I(N)
UV
∣∣
ω2=0
k=0

=
∫ −2M

−2Λ
dω

g

16π2
ω
√
ω2 − 4M2

ωN+1 . (4.41)

These can be evaluated straightforwardly, and give,

I(0)
UV
∣∣
ω2=0
k=0

= g

16π2

(
2Λ2 +M2 − 2M2 log

(2Λ
M

))
I(1)

UV
∣∣
ω2=0
k=0

= g

16π2 (−2Λ +Mπ)

I(2)
UV
∣∣
ω2=0
k=0

= g

16π2

(
−1 + log

(2Λ
M

))
I(3)

UV
∣∣
ω2=0
k=0

= g

16π2

(
− π

8M

)
(4.42)

in agreement with the sum rules (4.38).

5 Conclusions

In this work, we have studied the analytic structure of the field theoretic Minkowski
wavefunction. First, we have introduced new objects, which we dubbed off-shell wavefunction
coefficients, which are related to amputated, time-ordered in-out Green’s functions as
in (2.28). The off-shell wavefunction coefficients are manifestly analytic in half of the
complex plane because of causality (the lower-half in our conventions). We have confirmed
this non-perturbative argument with an explicit study of the singularities emerging in
perturbation theory. As anticipated in [125], the location of singularities associated to a
given Feynman-Witten diagram can be deduced from a simple energy-conservation condition
on each sub-diagram. We have shown how these singularities are captured by a Landau-like
analysis of explicit loop integrals. In the extensive appendix A we have explicitly computed
a number of one-loop integrals that corroborate our general picture and allow for detailed
studies of the analytic structure. In a second part of the paper, we have used analyticity to
write down dispersion relations for off-shell wavefunction coefficients in the complex plane
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of a single off-shell frequency. These dispersion relations fix the Wilson coefficients in a low-
energy effective action in terms of an appropriate integral over the discontinuities appearing
in UV-complete wavefunction coefficients. These results can be thought of as new UV/IR
sum rules. An interesting difference between wavefunction sum rules and analogous relations
for amplitudes is that the wavefunction is sensitive to both total derivative interactions and
interactions proportional to the equations of motion. To make our general results more
concrete, we have studied a simple example of a light scalar interacting with a heavy scalar.
We have verified the UV/IR sum rules at tree-level, where the only singularities are poles,
as well as at one-loop order, where extended discontinuities appear.

Outlook. Our results open up a number of avenues for future research, which we
now discuss:

• Recently, an infinite set of constraints, collectively denoted Cosmological Optical
Theorem (COT), have been derived in [69] for the wavefunction as a consequence of
unitary time evolution from a Bunch-Davies vacuum (see [70] for generalizations) on
any FLRW spacetime [74] to all loop orders [72]. Notice that, in spite of its name,
the COT applies to the Minkowski wavefunction as well. The current formulation of
the COT requires separating by hand the dependence on the norm of the external
three-momenta from the dependence on their direction. The norms are analytically
continued to negative values to define an ad hoc “non-local” discontinuity. It seems
clear that the off-shell wavefunction that we introduced here is a more natural object to
formulate the COT, since the off-shell frequencies appear automatically as independent
variables and analyticity is ensured in the lower-half complex plane (in agreement with
the COT prescription of approaching real frequencies from below). Moreover, the COT
gives us a powerful non-local relation for the value of ψn at {ω} and {−ω}. It would
be extremently intersting to see if this relation can be used to say something about the
discontinuity across the negative real axis in the complex frequency plane, which is at
the center of this paper. To build such a relation one would like to find a representation
of the off-shell wavefunction that is analytic in the upper-half complex plane too
(where the standard time-integral representation does not converge). Perhaps this
requires invoking additional physical ingredients, such as (C)PT symmetry.

• Locality has been shown to imply a Manifestly Local Test (MLT) [73] that constrains
wavefunction coefficients in de Sitter for light fields (m2 < H2) [77] with soft interac-
tions (not necessarily manifestly local [79]). The current formulation deals again with
the norm of the external three momenta, but more appropriate variables would be the
off-shell frequencies. After performing this reformulation, it would be interesting to
investigate if one can more easily discuss local but not-manifestly-local theories such
as general relativity and solids, which presented a difficulty in the standard boostless
bootstrap approach [64].

• It is important to develop a better understanding of the physical meaning of the
different singularities appearing in the wavefunction. For example, by direct inspection
one can convince oneself that wavefunction coefficients include divergences associated
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to one-loop diagrams with a single vertex (as in (2.71)), but such divergences cancel
out exactly from equal-time correlators of the product of fields. This is somewhat
reminiscent of the cancellation of infra-red divergences for inclusive processes (the
Kinoshita-Lee-Nauenberg theorem [126, 127]). One would like to characterize and
possibly classify all divergences that disappear from (a class of) observables.

• A natural next step is to extend our analysis to the wavefunction in curved spacetime
and especially in de Sitter space. A few important differences will emerge. First, in
dS we are usually interested in evaluating the wavefunction at the future conformal
boundary (t → ∞, equivalently η → 0 in conformal time). This is a conceptually
important difference when one has in mind UV-completing the theory by some
quantum gravity. Since there are no local, gauge-invariant observables in gravity,
one expects that well defined observables in quantum gravity live at some (often
conformal) boundary. Hence, in quantum gravity the boundary wavefunction in
dS seems a more promising object than the finite-time Minkowski wavefunction.
Another difference of a more technical nature is that the mode functions in dS change
drastically depending on the mass and the number of spacetime dimensions. This
makes it challenging to collect a sufficient number of explicit loop results, although
some progress is underway [128–131]. A final difference is the general mechanism of
so-called particle production caused by the expansion in dS, which could introduce
singularities of a different nature from those studied here.

• One of the main motivations for constructing these UV/IR relations is to establish
a set of “positivity bounds” for the wavefunction. Positivity bounds for amplitudes
have recently been developed and applied to a wide range of effective field theories,
both on Minkowski and on cosmological spacetime backgrounds [132–140]. However,
their application on curved backgrounds has typically required taking careful subhori-
zon/decoupling limits in order to even define the amplitude. If analogous positivity
bounds could be established directly at the level of the wavefunction, these would be
more readily applicable in cosmology.16 The sum rules presented here fall short of
this because, unlike their amplitude counterpart, the UV discontinuity that appears is
not sign definite (which can be seen explicitly in our toy UV completions). However,
as mentioned above, if unitarity can be used to constrain this discontinuity then in
the future our sum rules could be used to place model-agnostic bounds on the EFT
Wilson coefficients.

• We have focussed on the analytic structure of the wavefunction when just one of the
external energies is complexified (with the other kinematic variables held fixed, real
and positive). It would be interesting to explore whether further dispersion relations
could be constructed by analytically continuing multiple variables. These would be
closer in spirit to Mandelstam’s original dispersion relation, which simultaneously
continues s, t and u. Furthermore, using crossing symmetry to combine the dispersion

16Another interesting possibility is to consider positivity of correlation functions directly, which has
recently led to robust bounds on non-trivial backgrounds in [141].
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relations in different channels has recently led to a number of “null constraints” on
the integral of the UV scattering amplitude, which have been used to derive further
EFT positivity bounds [31–33]. It would be interesting to explore the same possibility
for the wavefunction. As a crude example: for a wavefunction coefficient in which
external legs 1 and 2 are identical, one should find that

[
∂2
ω2∂ω1 − ∂2

ω1∂ω2

]
ψn = 0,

and this immediately implies that the UV integrals (3.14) obey,

1
2∂

2
ω2I

(1)
UV|k1=k2 = ∂ω2I

(2)
UV|k1=k2 . (5.1)

There are an infinite number of such constraints on the I(N)
UV integrals which appear

in our sum rules.

• The on-shell wavefunction is a natural object to compute equal-time correlators, but
its relation to unequal time correlators has until now been somewhat cumbersome.
Conversely, the off-shell wavefunction we defined here is directly related to unequal
time correlators. As such, it might provide a useful starting point to discuss micro-
causality and the very interesting class of symmetries that involve time shifts [142].

• In the limit where the total energy flowing into a graph vanishes, we noticed that it
contributes to the wavefunction precisely the same as the corresponding Feynman
graph for a scattering amplitude. This is true at both tree- and loop-level, and the
resulting Minkowski amplitude includes all finite-mass effects (unlike on cosmological
backgrounds, where it is typically the high-energy limit of a corresponding amplitude).
One useful direction for the future would be to further explore this connection. In
particular, the dispersion relation we derived for the wavefunction coefficients contains
only a single branch cut discontinuity: this is because we analytically continued
one of the energies holding all others fixed. If we had first taken this amplitude
limit (setting the total energy to zero), and then analytically continued, we would
have found two branch cuts, reproducing the familiar s- and u-channel cuts of the
scattering amplitude. Furthermore, we have focussed here on light external fields
exchanging heavier fields: for the complementary process, in which sufficiently heavy
external fields exchange light fields, the scattering amplitude can develop so-called
“anomalous thresholds” on the physical sheet which are not captured by unitarity —
see e.g. [124, 143] for a review. One starting point to investigate how these may arise
in the wavefunction would be to consider the prototypical triangle diagram which
mediates 2→ 2 scattering of a heavy particle via a loop of light particles, since the
corresponding wavefunction coefficients must contain an anomalous threshold in the
amplitude limit where the total energy vanishes.

• Given their mathematical similarities, it seems possible to import many of the powerful
techniques for evaluating Feynman loop integral to the wavefunction. For instance,
in the calculation of loop corrections to scattering amplitudes, one is able to reduce
the infinitely many possible integrals to a finite set of master loop integrals (bubbles,
triangles and boxes). Here we have began to similarly organise and classify the
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structures which can appear in the wavefunction (see in particular the discussion
in appendix A.1). While the number of master integrals seems to be necessarily
larger for the wavefunction than for amplitudes, for a fixed number of external and
internal lines it should be possible to construct an analogous basis which captures
all possible non-analytic structures. Such a basis would be immensely useful for
future investigations of the wavefunction beyond tree-level. Furthermore, recent
progress in recasting Feynman integrals in terms of differential operators (based on
canonical forms) has rendered many previously intractable diagrams now solvable, see
e.g. [144]. Developing an analogous technology for the wavefunction has the potential
to drastically expand the range of perturbative quantum field theories that can be
explicitly analysed using the sum rules developed here.

• Finally, we have focussed on the wavefunction for scalar fields, and an important
extension of these results will be to include spinning fields. For scattering amplitudes,
massive spinning fields in particular can lead to additional singularities in the complex
plane (so-called “kinematical singularities”) associated with the polarisation tensors
— see e.g. [30] for a review. However, these arise as a consequence of the compli-
cated crossing relation which the amplitude must satisfy, and since the wavefunction
coefficients do not have this requirement they may possess a simpler analytic structure.
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A One-loop computations

In this appendix, we describe in detail how to compute the momentum integrals that
appear in the one-loop wavefunction, and give various examples for both massless and
massive fields.

We begin in section A.1 by introducing a taxonomy for “how complicated” a loop
integral is: this provides an organisational principle for the different ψ1-loop

n , shown in table 2.
Then we evaluate various limits of ψ1-loop

1 in section A.2, ψ1-loop
2 in section A.3 and ψ1-loop

3
in section A.4.

A.1 Classifying complexity

The majority of the loop integrals that we encounter below cannot be written in terms of
elementary functions. It will be useful, therefore, to introduce a taxonomy for the various
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T = 1 T = 2 · · · T

G = 0 Logarithm
log(z)

Dilogarithm
Li2(z) · · · Polylogarithm

LiT (z)

G = 1 Elliptic integral
Π(z)

Integral of elliptic integral∫ dz
z Π(z) · · ·

Integrals of elliptic integral[∫ dz
z

]T −1
Π(z)

G = 2 Hyperelliptic integral Integral of hyperelliptic integral · · ·
...

...
...

... · · · . . .

Table 1. To organise the special functions which arise when performing the loop integrals, we
introduce a degree of transcendentality, T , and a genus, G, as in (A.1). Above we give some simple
examples of functions in each class, and in table 2 we summarise how the first three wavefunction
coefficients ψ1, ψ2, ψ3 (and their various massless and soft limits) populate these classes.

kinds of special functions which can arise in a given ψn. In particular, whenever an integral
can be written in the following form,

I =
∫ ∞

1
dp

∫ +1

−1
dz1 . . .

∫ +1

−1
dzT −1

R(p, z1, . . . , zT −1)
Poly2G+2(p, z1, . . . , zT −1) , (A.1)

where R is a rational function of its arguments and PolyN represents a polynomial which
is at most order N in any one of its arguments, then we say that I has a degree of
transcendentality T and a genus G. Roughly speaking, T counts the number of integrals
and G counts the number of independent square roots appearing in the integrand. The
lower each of these numbers, the closer the integral will be to familiar elementary functions.

In figure 1(a) we give some examples of special functions with different T and G. In
particular, for genus G = 0, an integral with degree of transcendentality T can possess
polylogarithmic-type branch cuts of a polylog LiT , where T determines the weight of the
polylogarithm. For T = 1, (A.1) represents the so-called “hyperelliptic integrals”, where
the degree 2G + 2 polynomial in the denominator is called “hyperlliptic curve of genus G”.

When both T > 1 and G > 0 much less is known about integrals of the form (A.1),
and the labels T and G give a useful measure of “how complicated” each integral is. For
instance, we will show below that the three-point wavefunction coefficient at one-loop,
ψ1-loop

3 , generically has T = 3 and G = 3 in d = 3 spatial dimensions, so in principle would
require knowledge of the special functions which correspond to three iterated integrals over
a hyperelliptic curve of genus 3. A dedicated study of the properties of such functions
would certainly be interesting (particularly in light of the myriad connections between
amplitude Feynman integrals and pure mathematics), but here we will restrict our attention
to integrals that can be written in terms of G = 0 or T = 1 functions only. In the case
of ψ1-loop

3 in d = 3 dimensions, we will see that taking a combination of soft and massless
limits can reduce (T ,G) to (2, 0), and we can therefore give an explicit expression in terms
of dilogarithms (see (A.98)).

Comparison with amplitudes. One important point is that the one-loop wavefunction
can have a much richer variety of non-analyticities than the analogous one-loop scattering
amplitude (which is limited to simple poles and logarithmic branch cuts). This is because,
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T = 1

G = 0

(a) ψ1-loop
1 .

T = 1 T = 2

G = 0

G = 1

(b) ψ1-loop
2 .

T = 1 T = 2 T = 3

G = 0

G = 1

G = 2

G = 4

(c) ψ1-loop
3 .

Table 2. The degree of transcendentality T and genus G of the different one-loop diagrams computed
in appendix A. A dashed internal line denotes a massless field, and a dot-dashed external line denotes
a soft limit in which that field carries zero spatial momentum.

once Feynman parameters are introduced, the integrand of the one-loop amplitude can be
written as a rational function of the invariant pµpµ of a single (d+ 1)-dimensional momenta.
The loop momentum integral can then be written as dd+1p = Sddp p

d−1 and viewed as a
single integral over a rational function, which generates at most a logarithm branch cut. The
degree of transcendentality can be used to make this precise: in the amplitude literature,
it is defined17 to be 0 when f is any rational function, T (log) = 1 and T (Lin) = n for
an nth-order polylogarithm [144] (this is the rationale for the naming of T in (A.1)). For
each loop integral we perform, the degree of transcendentality can increase by at most 1,

17Note that T (ab) = T (a) + T (b) can be used to count the degree of products, so T (log2) = 2. One often
defines T (πn) = n so that certain Feynman integrals have a uniform degree, e.g. T

(
log2 +π2) = 2. We will

instead take T (πn) = 1 and interpret T (a+ b) as max (T (a), T (b)), since we will encounter sums of mixed
weight and will occasionally factor out overall loop factors of e.g. 16π2 in d = 3.
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so that,18

T
(
AL-loopn

)
= L , (A.2)

describes how the mathematical complexity of the n-particle scattering amplitude grows
with loop order.

In contrast, the integrands appearing in the wavefunction coefficients are rational
functions of the magnitudes, |p− ka|, which cannot be combined using the usual Feynman
parameters into the magnitude of a single vector and so will generally depend on all d
components of the loop momenta. Each loop integral therefore has the potential to increase
the degree of transcendentality by d. However, since the n external legs can carry no
more than n− 1 linearly-independent momenta ka (due to momentum conservation), when
n − 1 < d − 1 there are angular components of p which are orthogonal to every ka and
therefore do not appear in the loop integrand: in that case each loop integral may only
increase the degree of transcendentality by nd. Overall, we expect loop integrals to produce
polylogarithmic branch cuts of the following orders,

T
(
ψL-loopn

)
= min (d, n)× L . (A.3)

This formula captures the degree to which wavefunction coefficients are more mathematically
complex than their amplitude counterparts, and we will now see it borne out in several
explicit examples.

Spurious singularities. Our main focus in the following will be on the analytic structure
of particular loop diagrams. We will occasionally encounter functions that appear to be
non-analytic, and yet the residue/discontinuity of the apparent pole/branch cut is actually
zero. We refer to such non-analyticities as “spurious”.

The most common kind of spurious singularity is a pole of the form f(z)/(z − a),
where f(z) in an analytic function of z with a zero at z = a. This is also referred to as
a “removable” singularity in the literature. Such singularities arise whenever a rational
function is decomposed into partial fractions. For instance, suppose we define the integral,

I(a) =
∫ ∞

1
dz

F (z)
(z + a) , (A.4)

where F is some specified function and a represents a particular kinematic parameter we
wish to analytically continue to the complex plane. Further suppose that we can compute
this integral, and find that it has singular points at a = z∗. The idea is that partial fractions
can then be used to decompose more complicated integrals in terms of this simpler one,
such as,∫ ∞

1
dz

f(z)F (z)
(z+f1(a))(z+f2(a)) = f(f1(a))I(f1(a))−f(f2(a))I(f2(a))

f1(a)−f2(a) +analytic , (A.5)

18In dimensional regularisation, this is equivalent to saying that an L-loop diagram diverges like 1/εL.
Note that we are not including the additional IR divergences which can arise for massless particles and lead
to T

(
AL-loop
n

)
= 2L.
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where f, f1 and f2 are any analytic functions of their arguments, and for the final term we
have used that the integral of an analytic function produces an analytic function. Looking
at (A.5), we would list the possible singular points of this integral as:

(i) at f1(a) = z∗, due to the singularities of I(f1(a)),

(ii) at f2(a) = z∗, due to the singularities of I(f2(a)),

(iii) at f1(a) = f2(a), due to the 1/(f1(a)− f2(a)) pole.

However, this apparent pole at f1(a) = f2(a) is in fact spurious, since its residue vanishes
at this value of a and hence there is no actual non-analyticity at this point in the complex
a plane.

This argument also applies with multiple factors in the denominator,∫ ∞
1

dz
f(z)F (z)∏N

j=1(z + fj(a))
. (A.6)

Such integrals can be written as a sum over I(fj(a)) using partial fractions, and one
generically finds that any poles arising at fj(a) = fj′(a) are in fact spurious. An analogous
cancellation also takes place for certain non-analytic fj(a). For instance, performing partial
fractions with a quadratic denominator can produce,∫ ∞

1

F (z)
(z − c)2 − a

= 1
z̄+(a)− z̄−(a) [I(z̄−(a))− I(z̄+(a))] , (A.7)

where z̄±(a) = c ±
√
a are the roots of the denominator (z − c)2 − a. The factor of

z̄+ − z̄− = 2
√
a gives an apparent branch point at a = 0, but this is spurious since when

expanded around this point since the square bracket contains only odd powers of
√
a,

I(c−
√
a)− I(c+

√
a) = −2

√
a
∞∑
n=0

an

n! I
(n)(c) , (A.8)

assuming that I(z) is analytic at z = c. The integral in (A.7) may therefore only have
singularities at z̄±(a) = z∗, despite the appearance of an apparent branch cut at a = 0.

It is therefore tempting to conclude that integrals of the form (A.6) are analytic
functions of a modulo non-analyticities at the points given by fj(a) = z∗. However, this still
potentially overcounts, since there is a further way in which singularities can be spurious.
Although f(z)I(z) may be singular at z = z∗, if the residue happens to be invariant under
f1(a)↔ f2(a) then it will cancel out of differences like (A.5). One example of this (which
we will encounter below in ψ1-loop

2 ), is given by taking,

F (z) = log (a+ b+ z + 1) (A.9)

in (A.4), which gives,

I(a) = Li2
(
− 1 + b

1 + a

)
, (A.10)

and has branch points at a = −1 and a = −2− b. Then the integral,∫ ∞
1

dz
(a+ b+ 2z)F (z)

(z + a)(z + b) = Li2
(
− 1 + b

1 + a

)
+ Li2

(
−1 + a

1 + b

)
(A.11)

would seem to have singularities in the complex a plane at,
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(i) a = −1,

(ii) a = −b− 2,

from looking at each partial fraction individually, but this latter singularity is spurious
since the residues of Li2(z) and Li2(1/z) are equal and opposite at z = 1.

So in the following, when we encounter integrals of the form (A.6), we will perform
partial fractions and focus on the singular points of the corresponding I(fj(a)), disregarding
the spurious poles produced by the partial fractioning and also taking care to check for any
cancellation which may happen between different values of j.

A.2 One internal edge

For loop diagrams with only a single internal edge (of mass M), the integrand depends
on the loop momenta through only a single Ωp =

√
p2 +M2. Since this is a function

of p = |p| only, the d − 1 angular components of the loop integration can be performed
immediately, giving, ∫

ddp
(2π)d I(Ωp) = Sd−1

(2π)d
∫ ∞

0
dp pd−1 I(Ωp), (A.12)

where Sd−1 is the surface area of a (d− 1)-dimensional unit sphere,

Sd−1 = πd/2

Γ
(
d
2

) , (A.13)

which takes the usual value of S2 = 4π in d = 3 spatial dimensions.
For instance, consider the contribution from the one-loop diagram given in (2.11).

ωψ1-loop
1 (ω) = Sd−1

(2π)d
∫ ∞

0
dp

pd−1

ω + 2Ωp
. (A.14)

This integral has G(ψ1-loop
1 ) = 0 and T (ψ1-loop

1 ) = 1 in any d, The single square root in
the denominator can be removed by a change of variables, and the resulting integral can
be straightforwardly performed in any integer d with a hard cut-off,

∫∞
0 dp→

∫ Λ
0 dp. For

instance, in d = 3 dimensions,19

ωψ1-loop
1 (ω)|d=3 =

1
16π2

2Λ(Λ− ω) +
(
ω2 − 2M2

)
log

(2Λ
M

)
+ 2ω

√
4M2 − ω2arcsin

√2M − ω
4M

+M2

 ,
(A.15)

19Symbolic manipulation packages like Mathematica will often return a sum of arctan functions, which
can be simplified using trigonometric relations like,

arctan
(

2M + ω√
4M2 − ω2

)
− arctan

(
ω√

4M2 − ω2

)
= arcsin

(√
2M − ω

4M

)
in order to make the non-analyticity at ω = −2M manifest.
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and in d = 1 dimensions,

ωψ1-loop
1 (ω)|d=1 = 1

4π

log
(2Λ
M

)
−

2ω arcsin
(√

2M−ω
4M

)
√

4M2 − w2

 . (A.16)

In any number of dimensions, ωψ1-loop
1 is an analytic function of ω except for branch

points at ω = −2M and ω = −∞, which can be connected by a cut along the negative
real axis. In particular, note that (A.15) and (A.16) are analytic at ω = +2M , since
√

2M − ω arcsin
(√

2M−ω
4M

)
= ∑

j(2M − ω)j for positive integer powers j.

Massless limit. When the mass of the internal line vanishes, M → 0, the integral
becomes

ωψ1-loop
1 = Sd−1

(2π)d
∫ ∞

0
dp

pd−1

ω + 2p. (A.17)

This is an elementary logarithmic integral in any integer d, which can again be regulated
with a hard cut-off: for instance,

ωψ1-loop
1 (ω)|d=3 = 1

16π2

[
2Λ(Λ− ω) + ω2 log

(2Λ
ω

)]
. (A.18)

Alternatively, using dimensional regularisation in d = n+ ε dimensions gives the compact
expression,

ωψ1-loop
1 = Sn−1(−ω)d−1

(16π2)d/2

[
−1
ε
− log

(
ω2

16π

)
+ 1

2ψ
(d/2) (0)

]
, (A.19)

where ψ(n) (z) is the polygamma function. This proves that T (ψ1-loop
1 ) = 1 in any d, as

anticipated in (A.3).

A.3 Two internal edges

For a one-loop diagram with two vertices, the integrand depends on a single loop momentum
through two independent combinations, namely the energies associated with the momenta
{q1,q2} of the internal lines, where momentum conservation fixes their difference to be
equal to the external momentum, q1 − q2 = k,∫

ddq1d
dq2

(2π)d(2π)d I(Ωq1 ,Ωq2) (2π)dδ(d)
D (q1 − q2 − k) . (A.20)

Note that Ωq1 and Ωq2 are only independent in d > 1 spatial dimensions. We will now
discuss integrals of the form (A.20) in d > 1 in some detail. We provide a convenient set of
integration variables and a basis of master integrals in section A.3.1. Then, we evaluate
ψ1-loop

2 explicitly in the case of equal-mass internal edges (section A.3.2), massless internal
edges (section A.3.3) and a soft external edge (section A.3.4). We will show in section A.3.5
that in the limit ω12 → 0 we recover the one-loop scattering amplitude on Minkowski, and
finally we will describe the special case of d = 1 dimensions in section A.3.6.
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A.3.1 Generalities

Integration variables. Integrals of the form (A.20) can be simplified by choosing an
appropriate set of integration variables. When d ≥ 2, it is possible to choose the two lengths
{q1, q2} (together with a further d− 2 angular co-ordinates on which the integrand does
not depend). Given the momentum conservation constraint, the three lengths {q1, q2, k}
must correspond to the edges of a triangle, as shown in figure 8. The domain of integration
for {q1, q2} can then be determined by the condition that such a triangle exists, namely
that the three triangle inequalities are satisfied,20

q1 + q2 ≥ k , q1 + k ≥ q2 , q2 + k ≥ q1 . (A.21)

Note that these inequalities are only saturated when the triangle degenerates into a line.
To change from {q1,q2} to these variables, we can parametrise the two internal

momenta as,

q1 = 1
2 (p + k) , q2 = 1

2 (p− k) , (A.22)

and then align one of our co-ordinate axes along k, adopting the polar parametrisation,

k =
(

k

0d−1

)
, p =

 q+ cosϑ√
q2

+ − k2 sinϑp̂d−1

 , (A.23)

where p̂d−1 is a unit vector in the (d− 1) directions orthogonal to k and 0d−1 = (0, . . . , 0)
is the vector of (d− 1) zeroes. Integrating over the undetermined loop momentum p is then
equivalent to integrating over {q+, ϑ, p̂d−1}, where

q+ = q1 + q2 , k cosϑ = q1 − q2, (A.24)

and so surfaces of constant q+ correspond to ellipses (with foci separated by k) and ϑ is the
eccentric anomaly of a point on each ellipse. We will often use the notation q− = q1 − q2 in
place of the angular k cosϑ.

In practice, this allows us to write integrals of the form (A.20) as an integral over
two scalars,21∫

ddp
(2π)d I(Ωq1 ,Ωq2) = Sd−2

(2π)d
∫ ∞
k

dq+

∫ +k

−k

dq−
2k qd−2

1 q2 I (Ωq1 ,Ωq2)
∣∣
q1= 1

2 (q++q−)

q2= 1
2 (q+−q−)

, (A.26)

where the integration region has been determined using the triangle inequalities, (A.21).
20Given three positive numbers {q1, q2, k}, (A.21) is a necessary and sufficient condition for a triangle

with these edge lengths to exist. It can also be written as a single non-linear condition, namely that the
area of the formed triangle is positive, cf. (A.82).

21One simple way to find this Jacobian is to first express ddq1 in terms of spherical polars about the k
axis (i.e. set q1 · k = q1k cos θ), and then use the explicit change of variables,

q± = q1 ±
√
k2 + q2

1 − 2q1k cos θ . (A.25)
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Figure 8. The one-loop contribution to ψ1-loop
2 with two internal lines is described by three momenta

which, as vectors, form the edges of a triangle due to momentum conservation.

Finally, when considering massive fields it is often convenient to replace q± with the
total/relative energy, Ωq1 ± Ωq2 , which we denote by,

Ω± =
√
q2

1 +M2
1 ±

√
q2

2 +M2
2 (A.27)

The Jacobian between the two is straightforward,(
q2

+ − q2
−

)
dq+ dq− =

(
Ω2

+ − Ω2
−

)
dΩ+ dΩ− . (A.28)

To find the integration region, we write q1 in polar co-ordinates about the k axis (as
in (A.25)),

q1 = 1
2

√
(Ω+ + Ω−)2 − 4M2

1 , cos θ = −Ω+Ω− + k2 +M2
2 −M2

1

k
√

(Ω+ + Ω−)2 − 4M2
1

, (A.29)

which makes it clear that,

(Ω+ + Ω−)2 > 4M2
1 and |Ω+Ω− + k2 +M2

2 −M2
1 | < k

√
(Ω+ + Ω−)2 − 4M2

1 , (A.30)

and similarly for M1 ↔M2. We can therefore write the allowed integration region as,∫ ∞
k

dq+

∫ k

−k

dq−
k

(
q2

+ − q2
−

)
=
∫ ∞

Ωk
dΩ+

∫ +k δk(Ω+)

−k δk(Ω+)

dΩ−
k

(
Ω2

+ − Ω2
−

)
, (A.31)

where,

Ωk =
√
k2 + (M1 +M2)2 ,

δk (Ω+) =

√
Ω2

+ − k2 − (M1 −M2)2
√

Ω2
+ − Ω2

k

Ω2
+ − k2 + Ω+

k

|M2
1 −M2

2 |
Ω2

+ − k2 . (A.32)

In the case of equal masses, these simplify to,

Ωk =
√
k2 + 4M2 , δk (Ω+) =

√
Ω2

+ − Ω2
k√

Ω2
k − k2

. (A.33)
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To keep the following explicit expressions as succinct as possible, for the remainder of this
subsubsection we are going to work with the rescaled variables,

ω̂a = ωa√
k2 + 4M2

, k̂ = k√
k2 + 4M2

, m̂ = m√
k2 + 4M2

, Ω̂± = Ω±√
k2 + 4M2

. (A.34)

Note that 0 ≤ k̂ ≤ 1 is bounded in these variables, and since 4M̂2 = 1− k̂2 we can choose
to write functions in terms of k̂ or M̂ as convenient. Altogether, (A.20) can therefore be
written as,∫

ddp
(2π)d I(Ωq1 ,Ωq2) =

Ω3
kSd−2

8k̂(2π)d

∫ ∞
1

dΩ̂+

∫ +k̂δk(Ω+)

−k̂δk(Ω+)
dΩ̂−

(
Ω̂2

+−Ω̂2
−

)
qd−3

1 I (Ωq1 ,Ωq2)
∣∣
Ωq1= 1

2k(Ω̂++Ω̂−)

Ωq2= 1
2k(Ω̂+−Ω̂−)

. (A.35)

Master integrals. It is useful to define a small number of master integrals from which
other, more complicated, integrals can be constructed. For ψ1-loop

2 , we define two such
building blocks,

Jk(B) =
∫ ∞

1
dΩ̂+

∫ +k̂δk(Ω+)

−k̂δk(Ω+)
dΩ̂−

1
Ω̂+ +B

,

Jk (A;B) =
∫ ∞

1
dΩ̂+

∫ +k̂δk(Ω+)

−k̂δk(Ω+)
dΩ̂−

1
(Ω̂+ + Ω̂− +A)(Ω̂+ +B)

. (A.36)

Other integrals can then be written straightforwardly in terms of these using partial fractions.
For instance, consider,

I(A;B1, B2) =
∫ ∞

1
dΩ̂+

∫ +k̂δk(Ω+)

−k̂δk(Ω+)
dΩ̂−

Ω̂2
+ − Ω̂2

−

(Ω̂+ + Ω̂− +A)(Ω̂+ +B1)(Ω̂+ +B2)
. (A.37)

Expanding the numerator in terms of the factors appearing in the denominator,

Ω2
+ − Ω2

− =
(
B1 −A
B1 −B2

(Ω+ +B2) + B2 −A
B2 −B1

(Ω+ +B1)− Ω−
)

(Ω+ + Ω− +A)

+ A(A− 2B1)
B1 −B2

(Ω+ +B2) + A(A− 2B2)
B2 −B1

(Ω+ +B1) (A.38)

immediately gives,

I(A;B1, B2) =
B1 −A
B1 −B2

Jk(B1) + B2 −A
B2 −B1

Jk(B2) + A(A− 2B1)
B1 −B2

Jk(A;B1) + A(A− 2B2)
B2 −B1

Jk(A;B2) .

(A.39)

As discussed in section A.1, the apparent poles at B1 = B2 are spurious: the only singularities
in I(A;B1, B2) come from the master integrals Jk(Bj) and Jk(A;Bj).
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A.3.2 Equal masses

For the remainder of this subsection we are going to analyse the integral,

ω12ψ
1-loop
2 =

∫
p

1
(ω1 + Ωq1 + Ωq2)(ω2 + Ωq2)

[
1

ω12 + 2Ωq1
+ 1
ω12 + 2Ωq2

]
. (A.40)

Changing to the Ω± variables defined above, this can be written as,

ω12ψ
1-loop
2 = 1

16π2k̂
I (ω̂12; ω̂1, ω̂2) , (A.41)

where I (A;B1, B2) is given in (A.39) in terms of the master integrals Jk(B) and Jk(A;B).
We will now evaluate and discuss each of these master integrals in turn — see table 3 for a
concise summary of their singular points.

(i) The Jk(B) integral

Performing the Ω̂− integral in (A.36) produces a factor of δk(Ω+) in the numerator, which
we write as (Ω̂2

+ − 1)/
√

(Ω̂2
+ − 1)(Ω̂2

+ − k̂2) in order to isolate the UV divergence at large
Ω̂+. This splits Jk(B) into,

1
2k̂
Jk(ω̂) = J̃k + J̃k(ω̂) +O(ω̂) (A.42)

where,

J̃k =
∫ ∞

1
dΩ̂+

Ω̂+√
Ω̂2

+ − 1
√

Ω̂2
+ − k̂2

,

J̃k(ω̂) =
∫ ∞

1
dΩ̂+

ω̂2 − 1√
Ω̂2

+ − 1
√

Ω̂2
+ − k̂2(ω̂ + Ω̂+)

, (A.43)

and the term linear in ω̂ does not contribute to I(ω12;ω1, ω2). The virtue of this split is
that now only J̃k is UV divergent, while J̃k(ω̂) (and also Jk(ω̂12, ω̂1) and Jk(ω̂12, ω̂2)) are
finite and responsible for the non-analytic structure.

The UV divergent integral can be performed straightforwardly using a hard cut-off,∫ Λ̂
1 dΩ̂+, which gives simply,

J̃k = log
( Λ
M

)
. (A.44)

This does not contribute to any non-analyticity in the complex ω planes at fixed M .
Given the rational form of the finite remainder J̃k(ω̂) in (A.43), we expect T (Jk(ω̂)) = 1

and G (Jk(ω̂)) = 1. This is the same complexity as the elliptic integrals, and indeed J̃k(ω)
integral can be written in terms of (upper22) elliptic integrals of the first and third kinds,

22The tilde is used to distinguish these from the more common lower incomplete integrals, which are
defined using

∫ φ
0 dt.
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which are defined by the integral representations,

F̃ (φ, n) =
∫ 1

φ

dt√
1− t2

√
1− n2t2

, Π̃(φ, n1, n2) =
∫ 1

φ

dt
√

1− t2
√

1− n2
1t

2(1− n2
2t

2)
.

(A.45)

Explicitly,

J̃k(ω̂) = − 2i
1− k̂

[
(ω̂ − 1)F̃

(
√
αk,

1
α2
k

)
+ 2 Π̃

(
√
αk,

ω̂ + 1
αk(ω̂ − 1) ,

1
α2
k

)]
+O (ω̂) , (A.46)

where we have discarded terms that are linear in ω (since these do not contribute to ψ1-loop
2 )

and introduced the ratio,

αk = 1− k̂
1 + k̂

. (A.47)

Analytic structure. The representation (A.46) is useful because the singularities of
these special functions are well-documented, and in particular (A.46) is an analytic function
of ω1 at fixed {ω2, k,M} except for a single branch cut23 at ω1 = −

√
k2 + 4M2. This is

most easily seen from a series expansion of J̃k(ω̂) in ε = ω̂ + 1,

J̃k(−1 + ε) =
√
ε
∞∑
n=0

εnBn(k) +
∞∑
n=1

εnCn(k) , (A.48)

which reveals that there is a square-root branch cut, J̃k(ω̂) ∼
√
ω̂ + 1, near the two-

particle threshold.
While the functions Bn(k) and Cn(k) appearing in (A.48) can be found by looking

up the series expansions of elliptic integrals, it is instructive to show how they can be
derived from the original integral (A.43) directly. This can be done using the method of
regions familiar from Feynman integrals for amplitudes. Changing integration variables
with Ω+ = 1 + z2 allows us to write Jk(ω) as,

J̃k(−1 + ε) = 2ε(ε− 2)
∫ ∞

0
dz gk(z2) f(z2 + ε) , (A.49)

where,

gk(z2) = 1√
(z2 + 2)(z2 + 1− k)(z2 + 1 + k)

, f(z2 + ε) = 1
z2 + ε

. (A.50)

The method of regions is a strategy for determining the small ε expansion of the integral in
terms of the expansion of the integrand. The idea is to split the integration into two pieces,

23Note that, despite appearances, J̃k(ω) is analytic at ω = ±1, since the elliptic Π̃ integral has series
expansions,

Π̃
(
√
α,

ω + 1
α(ω − 1) ,

1
α2

)
=
∞∑
n=1

an(k)(ω − 1)n = F̃

(
√
αk,

1
α2
k

)
+
∞∑
n=0

An(k)(ω + 1)n .
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(∫∆
0 +

∫∞
∆

)
dz, where ∆ is chosen in the range ε� ∆2 � 1− k̂ but is otherwise arbitrary.

Then in the first of these integration regions we can expand gk(z2) at small z and in the
second region we can expand f(z2 + ε) at small ε. Since ∆ is an arbitrary separation that
we have introduced by hand, any dependence on it will drop out of the final result (once
both regions are summed). Applying this method to (A.49) gives,

J̃k(−1 + ε) = 2ε(ε− 2)
(
I<k (ε,∆) + I>k (ε,∆)

)
, (A.51)

where the first two terms in each region are,

I<k (ε,∆) =
∫ ∆

0
dz f(z2 + ε)

(
gk(0) + g′k(0)z2 +O

(
z4
))

= ∆1 [g′k(0) +O(ε)
]

+ ∆0
[
πgk(0)
2
√
ε
− πg′k(0)

2
√
ε+O

(
ε3/2

)]
+ 1

∆
[
−gk(0) + εg′k(0) +O

(
ε2
)]

+ 1
∆3

[
gk(0)

3 ε+O
(
ε2
)]

+O
(
ε2

∆5 ,∆
3
)
,

(A.52)

and (replacing z with y = z2),

I>
k (ε,∆) =

∫ ∞
∆2

dy

2√y gk(y)
(
f(y)+εf ′(y)+O

(
ε2
))

= ε0
[
gk(0)

∆ +c0(k̂)−g′k(0)∆+O
(
∆3)]+ε

[−gk(0)
3∆3 −

g′k(0)
∆ +c1(k̂)+O (∆)

]
+O

(
ε2
)
,

(A.53)

where the cn(k̂) are particular elliptic functions of k̂ only, the explicit form of which is
unimportant for determining analyticity in ε. When summed, I>k +I<k is indeed independent
of ∆, and in fact takes the form (A.48) as previously advertised. In particular, the ∆0

terms in (A.52) determines the leading branch cut discontinuities to be,24

B0(k) = −2πgk(0) = − 2π√
1− k2

,

B1(k) = π
(
gk(0) + 2g′k(0)

)
= B0(k)

1− k2 . (A.54)

In summary, Jk(B) can be written explicitly in terms of elliptic integrals (see (A.46)), and
has a square-root branch point at B = −1.

(ii) The Jk(A;B) integrals

Now we turn to the master integral Jk(A;B) defined in (A.36), which has (T ,G) = (2, 1).
Performing this integral explicitly would therefore require the use of special functions such

24Note that continuing to arbitrary orders in ε in the lower integral fully determines the branch cut
discontinuity for all n ≥ 1,

Bn(k) = π
(
g

(n)
k (0)− 2g(n+1)

k (0)
)
.
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as the elliptic-dilogarithm. Since our goal is merely to establish the analytic structure of
Jk(ω̂1, ω̂2) and Jk(ω2, ω1) in the complex ω1 plane, we will instead consider their first ω1
derivatives, since these share the same singular points in the complex ω1 plane but have a
lower degree of transcendentality. These derivatives are explicitly given by,

∂ω̂1Jk(ω̂12, ω̂2) =
∫ ∞

1
dΩ̂+

(Ω̂2
+ − k̂2)(Ω̂2

+ − 1)√
Ω̂2

+ − 1
√

Ω̂2
+ − k̂2(Ω̂+ + ω̂2)

2k̂
Dk(Ω̂+, ω̂12)

,

∂ω̂1Jk(ω̂12, ω̂1) =
∫ ∞

1
dΩ̂+

Ω̂+(Ω̂+ + ω̂12)√
Ω̂2

+ − 1
√

Ω̂2
+ − k̂2(Ω̂+ + ω̂1)

8M̂2k̂

Dk(Ω̂+, ω̂12)
, (A.55)

where the polynomial denominator is,

Dk(Ω̂+, ω̂12) = (Ω̂+ + ω̂12)2(Ω̂2
+ − k̂2)− k̂2(Ω̂2

+ − 1) . (A.56)

By using partial fractions, it is possible to write (A.55) in terms of the J̃k(ω) integrals
studied above,

∂ω̂1Jk(ω̂12; ω̂2) =

− k̂J̃k(ω̂2)(ω2
2−k2)

(ω̂2
1−k̂2δ(ω2)2)(ω̂2

2−k̂2δ(ω1)2)
− 1

2
√
ω̂2

12−4M̂2

z̄2
+,k−k̂2

z̄+,k−ω̂2

J̃k(z̄+,k)
2z̄+,k−ω̂12

+ 1

2
√
ω̂2

12−4M̂2

z̄2
−,k−k̂2

z̄−,k−ω̂2

J̃k(z̄−,k)
2z̄−,k−ω̂12

−(k↔−k) ,

∂ω̂1Jk(ω̂12, ω̂1) =

− 4M̂2ω̂1ω̂2(
ω̂2

1−1
)(
ω̂2

1−k̂2δ(ω2)2
) 2k̂J̃k(ω̂1)
ω̂2

2−k̂2δ(ω1)2
− 4M̂2√

ω2
12−4M2

z̄+,kz̄−,k
(z̄2

+,k−1)(z̄+,k−ω̂1)
J̃k(z̄+,k)

2z̄+,k−ω̂12

+ 4M̂2√
ω2

12−4m2

z̄+,kz̄−,k
(z̄2
−,k−1)(z̄−,k−ω̂1)

J̃k(z̄−,k)
2z̄−,k−ω̂12

−(k↔−k) , (A.57)

where the four z̄ are (minus) the roots of the Dk polynomial,

Dk(Ω̂+, ω̂12) = (Ω̂+ + z̄+,k)(Ω̂+ + z̄−,k)(Ω̂+ + z̄+,−k)(Ω̂+ + z̄−,−k) , (A.58)

and can be written explicitly as,25

z̄±,k(ω̂12) = ω̂12
2 ±

√√√√ ω̂2
12
4 + k̂2 + k̂

√
ω̂2

12
4 − M̂

2 . (A.59)

Analytic structure. All of the apparent poles in (A.57) introduced by the partial
fractioning correspond to spurious singularities with zero residue. To show this requires
some care, since the z̄±,k(ω̂12) are not analytic functions of ω1. In particular, they have
branch points at ω̂12 = ±2M and at the four complex values ω̂12 = 2

√
k̂eiϕ/2 where

cosϕ = k̂. However, these non-analyticities appear in pairs exactly analogous to the
example (A.7) given above. In more detail, the spurious singularities are:

25Note that if we parameterise ω12 = 2
√
p2 +m2, these roots can be written simply as z̄±,k = Ωp±Ωp+k.
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(i) at any z̄(ω̂12) = ω̂2, which corresponds to ω̂1 = ±kδk(ω2). This is spurious, since z̄ is
an analytic function of ω̂1 near this point. To see the cancellation explicitly, fix ω2 in
the interval 0 ≤ ω2 < k and then expand ω̂1 = −kδk(ω2) + ε. This gives,

z̄−,k = ω̂2 − ε δk(ω2) ω̂2
2 − k̂2

(k̂ − ω̂2δk(ω2))(kδk(ω2) + ω̂2)
+O(ε2) , (A.60)

so we have a cancellation between the following two terms,− k̂ J̃k(ω̂2)(ω2−k̂2)
(ω̂2

1−k̂2δ(ω2)2)(ω̂2
2−k̂2δ(ω1)2)

+ 1

2
√
ω̂2

12−4M̂2

z̄2
−,k−k̂2

z̄−,k−ω̂2

J̃k(z̄−,k)
2z̄−,k−ω̂12

∣∣∣∣∣
ω̂1=−k̂δk(ω2)+ε

=O
(
ε0
)
, (A.61)

which leaves a remainder that is analytic in ε (and hence analytic in ω̂1).

(ii) at any z̄(ω̂12) = ω̂1, which corresponds to ω̂2 = ±kδk(ω1). This is spurious since z̄k is
an analytic function of ω̂1 near this point, just as (i) above.

(iii) at ω12 = ±2m, which corresponds to the roots degenerating into two pairs. Physically,
this singularity corresponds to one of the internal edges carrying zero energy, which is
why it coincides with the threshold from the one-edge loop diagram. For instance,
expanding around ω12 = +2M + ε,

z̄±,k(2m+ ε) = M̂ ± 2
√
M̂2 + k̂2 −

√
ε

k̂
√
M̂√

M̂2 + k̂2
+O(ε) ,

z̄±,−k(2m+ ε) = M̂ ± 2
√
M̂2 + k̂2 +

√
ε

k̂
√
M̂√

M̂2 + k̂2
+O(ε) . (A.62)

The square brackets multiplying 1/
√
ω̂2

12 − 4M̂2 in (A.57) therefore have an odd power
series in

√
ε, so overall the product is an analytic function of ε (and hence ω1).

(iv) at z̄(ω̂12) = ω̂12/2, which corresponds to ω̂12 = 2
√
k̂eiϕ/2 with cosϕ = k̂. At each of

these four points in the ω̂1 plane, all four of the roots degenerate. Physically, this
singularity corresponds to both of the internal edges carrying zero energy. But as in
(iii) above, expanding in ε = ω̂12 − 2

√
k̂eiϕ/2 shows that the factor of 1/(2z̄ − ω̂12)

multiplies an odd power series in
√
ε, so overall there is no branch cut in the ω1 plane.

The only physical singularities in (A.57) therefore arise from each of the J̃k(ω) factors.
In particular, we have shown above that J̃k(ω̂1) has a branch point at ω̂1 = −1, and so
we see that Jk(ω12, ω1) also has this branch point.26 The only other potential singularity
would be when a root z̄(ω̂12) = −1. However, for 0 < k̂ < 1, the only value of ω1 for which

26We also see that there can be no cancellation between the ω̂1 = −1 singularities in J̃k(ω1) and Jk(ω12, ω1),
since the latter branch cut is the integral of the former.
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Jk(ω̂1) Jk(ω̂12; ω̂1) Jk(ω̂12; ω̂2)
Finite mass (0 < k̂ < 1) −1 −1

Massless (k̂ → 1) −1 −1, −ω̂2, −ω̂2 − 2 −ω̂2, −ω̂2 − 2
Soft limit (k̂ → 0) −1 −1, −ω̂2 − 1 −ω̂2 − 1

Table 3. The location of singular points in the complex ω̂1 plane of the three integrals from which
ψ1-loop

2 is constructed (given in (A.43)). The branch point at ω̂12 = −2 which develops in the
massless limit is shown in red to indicate that it cancels out in the full ψ1-loop

2 . The singularity at
ω̂1 = −1 (i.e. ω1 = −

√
k2 + 4M2) predicted by the heuristic argument is present in all cases, and in

the massless and soft limits there is also the singularity at ω12 = −2M predicted from the simpler
one-edge loop.

this can happen is ω̂1 = −ω̂2− 1, at which one of the roots has a turning point at −1. That
is to say, if we expand this particular root near the potentially singular value of ω1,

z̄(−1 + ε) = −1− ε2 2m2

k2 +O(ε3) , (A.63)

the expansion has no linear term in ε. So if we repeat the method of regions argument
above, we find that,

J̃k(z̄(−1 + ε)) = ε
∞∑
n=0

ε2nB̄n(k) +
∞∑
n=1

ε2nC̄n(k) (A.64)

and this is, in fact, an analytic function of ε (and hence ω̂1) near ω1 = −ω2−1. Consequently,
we can conclude from (A.57) that the only singular points in the complex ω1 plane (at fixed
{ω2, k,m}) arise from Jk(ω12, ω1) at ω̂1 = −1.

Summary. Altogether, the integral (A.41) for ψ1-loop
2 can be written as,

ω12ψ
1-loop
2 = 1

16π2

[
2J̃k + 2ω1J̃ (ω̂2)− ω2J̃k(ω̂1)

ω1 − ω2
− ω12

k
J̃k(ω̂1, ω̂2)− ω12

k
J̃k(ω̂2, ω̂1)

]
(A.65)

where J̃k is a simple logarithmic divergence given in (A.44), J̃k(B) is an elliptic integral
given in (A.46), and J̃k(A;B) is an integral of an elliptic integral given in (A.57). The only
singular points in the complex ω1 plane are at ω̂1 = −1 (and ω̂1 = −∞).

A.3.3 Massless limit

In the massless limit, M → 0, we have k̂ → 1. In particular, in order to apply the method
of regions in section A.3.2, we had to assume that ε� 1− k̂. In the massless limit this is
no longer possible, and so ψ1-loop

2 may contain additional singular points.

– 68 –



J
H
E
P
0
6
(
2
0
2
3
)
0
2
0

Fortunately, in this limit the master integrals in (A.36) both have G = 0 and can be
evaluated immediately in terms of polylogarithms,27

J1(B) =
∫ Λ̂

1
dq̂+

∫ +1

−1
dq̂−

1
B+q̂+

= 2log
(

Λ̂
B+1

)

J1 (A;B) =
∫ ∞

1
dq̂+

∫ +1

−1
dq̂−

1
(A+q̂++q̂−)(B+q̂+) =Li2

(
B−A+1
B+1

)
−Li2

(
B−A−1
B+1

)
(A.66)

Both have a logarithmic branch point at B = −1, and J1(A;B) has further dilogarithmic
branch points at A = 0 and A = −2.

In this limit, Jk(ω̂12; ω̂1) retains the singularity at ω̂1 = −1,

lim
k→1
Jk(ω̂12, ω̂1) ∼ log2(ω̂1 + 1) near ω̂1 = −1 , (A.67)

identified above for finite masses, but now it also acquires branch points at ω̂1 = −ω̂2 and
ω̂1 = −ω̂2 − 2, where the dilogarithms are finite but not smooth. These non-analyticities
are due to the J̃k(z̄) terms in (A.57), since in the massless limit the four roots become,

lim
k→1

z̄(ω̂12) = {−1,−1 + ω̂12, 1 + ω̂12, 1} , (A.68)

and are now linear in ω1. However, note while Jk(ω̂12, ω̂2) was previously analytic in ω1
(at fixed finite mass), now this integral also develops branch points at ω̂1 = −ω̂2 and
ω̂1 = −ω̂2 − 2. In particular, the residue of the ω̂1 = −ω̂2 − 1 branch points are equal and
opposite, so that overall the sum of Jk(ω̂12; ω̂1) + Jk(ω̂12; ω̂2) is actually analytic there.
Concretely, the terms which are non-analytic at ω̂1 = −ω̂2 − 2,

Jk(ω̂12; ω̂1) + Jk(ω̂12; ω̂2) ⊃ Li2
(
− ω̂1 + 1
ω̂2 + 1

)
+ Li2

(
− ω̂2 + 1
ω̂1 + 1

)
(A.69)

partially cancel due to the dilogarithm identity,

Li2(z) + Li2
(1
z

)
= −1

2 log2(−z)− π2

6 for z > 1 . (A.70)

Altogether, substituting (A.66) into (A.41) and using the identity (A.70), the final
result for ψ1-loop

2 in this massless limit is,

ω12ψ
1-loop
2 (ω1,ω2,k) = 1

8π2

ω2 log
(
ω1+k

Λ

)
−ω1 log

(
ω2+k

Λ

)
ω1−ω2

− ω12
2k

(
1
2 log2

(
ω1+k
ω2+k

)
+π2

6 +Li2
(
k−ω2
k+ω1

)
+Li2

(
k−ω1
k+ω2

))]
.

(A.71)
27This follows immediately from the indefinite integral,∫

dq̂+dq̂−
(A+ q̂+ + q̂−)(B + q̂+) = Li2

(
B −A− q̂−
B + q̂+

)
.
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Finally, note that if we attempt the split (A.42) in the massless limit, we find that both
J̃k and J̃k(B) in (A.43) develop an additional logarithmic IR divergence. These can be
regulated by also cutting off the lower limit of the integration,

∫ Λ̂
1+ε dΩ̂+, which gives,

lim
k̂→1
J̃k = 1

2 log
(

Λ̂2

2ε

)
,

lim
k̂→1
Jk(ω̂) = 1

2 log
( 2ε

(ω̂ + 1)2

)
+O(ω̂) . (A.72)

Note that the logarithmic divergence in ε cancels, rendering the full ψ1-loop
2 finite as M → 0.

A.3.4 Soft limit

The soft limit k̂ → 0 is another limiting case in which the master integrals (A.36) become
elementary,

J0(ω̂) =
∫ ∞

1
dΩ+

1√
Ω̂+(Ω̂+ − 1)(Ω+ + ω)

=
2 arcsin

(√
−ω̂
)

√
−ω̂(1 + ω̂)

.

J0(ω̂12, ω̂1) = −
∫ ∞

1

dΩ̂+

Ω̂+

2
√

Ω̂2
+ − 1

(Ω̂+ + ω̂12)(Ω̂+ + ω̂1)

= 1
ω̂1

 π

ω̂12
+

2
√

1− ω̂2
12

ω̂12
arccos(ω̂12) +

2
√

1− ω̂2
1

ω̂1
arccos(ω̂1)

 . (A.73)

Again we see that the only branch point in J0(ω̂) is at the two-particle threshold ω̂ = −1,
and it is of the square-root form established by our method of regions analysis above. The
J0(ω̂12; ω̂1) integral, on the other hand, has both a branch point at ω̂1 = −1 and also an
additional one at ω̂12 = −1 (the apparent poles at ω̂2 = 0, ω̂1 = 0 and ω̂12 = 0 are all
removable singularities with zero residue). The analogous J0(ω̂12; ω̂2) also has a branch
point at ω̂12 = −1. These additional branch points are due to the J̃k(z̄) terms in (A.57),
since in this limit the roots again become linear in ω1,

lim
k→0

z̄(ω̂12) = {ω12, ω12, 0, 0} . (A.74)

This branch point does not cancel out, but since ω̂12 = −1 corresponds to ω12 = −2m in
the soft limit we recognise this as the threshold from the simple one-edge diagram.

A.3.5 Amplitude limit

Note that taking ω12 → 0 should recover the one-loop correction to a Minkowski scattering
amplitude. Since Jk(ω̂12; ω̂1) and Jk(ω̂12; ω̂2) are both finite in that limit (for any value
of the mass), these terms do not contribute to (A.41). This amplitude limit therefore
corresponds to setting (ω̂2 + 1)/(ω̂2 − 1) = (ω̂1 − 1)/(ω̂1 + 1) in (A.46), and indeed there
are various identities which can simplify sums of the form Π̃(φ, βα ,

1
α2 ) + Π̃(φ, 1

αβ ,
1
α2 ). A

simpler route is to return to the original integral,

ω1Jk(ω2)− ω2Jk(ω1)
ω1 − ω2

=
∫ ∞

1
dΩ̂+ δk(Ω+) Ω̂+ + ω̂12

(Ω̂+ + ω̂1)(Ω̂+ + ω̂2)
. (A.75)
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When ω12 → 0, we can perform this integral simply by changing variables to y = 1/δk(Ω+),
1
2 (Jk(ω) + Jk(−ω)) =

∫ ∞
1

dy

y2

[ 1
y2 − 1 + 2s

s− y2(s− 4m2)

]
, (A.76)

where s = ω2
1−k2. The first term is responsible for the divergence (note that it is independent

of the kinematic variables), while the second term evaluates to,

lim
ω2→−ω1

ω12ψ
1-loop
2 (ω1, ω2, k) = div +

√
4M2 − s

s
arcsinh

(√
s

4M2

)
, (A.77)

where s = ω2
1 − k2. This is the familiar one-loop result28 for a scattering amplitude, with a

two-particle threshold at s = 4M2.

A.3.6 In d = 1 dimensions

Note that in d = 1 spatial dimensions, only a single integration variables is needed, and
often it is most convenient to simply use q1, writing (A.20) as∫ ∞

−∞

dq1
2π I(Ωq1 ,Ωq1−k) . (A.78)

For instance, for the exchange of two massless edges,

ω12ψ
1-loop
2 = 1

2π

∫ ∞
−∞

dp
1

(ω1+|p|+|p−k|)(ω2+|p|+|p−k|)

( 1
ω12+2|p|+

1
ω12+2|p−k|

)

= 1
π(ω1−ω2)

ω2 log
(
ω1+k
ω1+ω2

)
ω2

2−k2 −
ω1 log

(
ω2+k
ω1+ω2

)
ω2

1−k2

 . (A.79)

Note that (T ,G) = (1, 0), since despite having a dependence on both |p| and |p− k| there is
only a single integral over a rational function.29

A.4 Three internal edges

For a one-loop diagram with three vertices, the integrand will depend on the loop momenta
through three independent combinations, namely the energies associated with the momenta
(q12,q23,q31) of the internal lines, where momentum conservation fixes their differences,

q12 − q31 = k1 , q23 − q12 = k2 , q31 − q23 = k3 , (A.80)

and also sets k1 +k2 +k3 = 0 (so only two of the three equalities in (A.80) are independent).
Given this constraint, the magnitudes of the internal momenta can be viewed as three edge
lengths of a tetrahedron, whose triangular base is fixed by the external momenta (k1,k2,k3).
This is shown in figure 9.

28In fact, by changing variables to x = s(1− 1/y2), we can even write this arcsinh in a familiar Feynman-
parametrised form, ∫ ∞

1

dy

y2
2s

s− y2(s− 4m2) =
∫ 1

0
dx log

(
sx(1− x) +M2

4M2

)
.

It would be interesting to explore whether an analogous change of variables could be used to introduce a
simple Feynman parametrisation of the loop integrals for general values of ω12.

29Concretely, dividing the integration into regions
∫ 0
−∞+

∫ k
0 +

∫∞
k

produces three separate integrals over
rational functions.
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Figure 9. The one-loop contribution to ψ1-loop
3 with three internal lines is described by six momenta

which, due to momentum conservation, form the edges of a tetrahedron.

A.4.1 Generalities

Let us first consider d ≥ 3 spatial dimensions. As in the two vertex case, it would seem
prudent to use the edge lengths (q12, q23, q31) as our integration variables. The domain of
integration is then determined by the condition that there exists a tetrahedron with these
edge lengths. Clearly each of the four triangular faces of the tetrahedron lead to triangle
inequalities between the internal and external momenta, for instance,

|q12 − q31| < k1 < q12 + q31 . (A.81)

However, while (A.81) and its permutations are certainly necessary conditions, they are
not sufficient. There is one further condition which must be satisfied: the volume V of the
tetrahedron must be positive,

288V 2 =

∣∣∣∣∣∣∣∣∣∣∣∣

0 1 1 1 1
1 0 k2

1 k2
2 k2

3
1 k2

1 0 q2
12 q

2
31

1 k2
2 q

2
12 0 q2

23
1 k2

3 q
2
31 q

2
23 0

∣∣∣∣∣∣∣∣∣∣∣∣
≥ 0 , (A.82)

where this bound is saturated only for degenerate tetrahedra (for which all four faces lie in
the same plane). Taken together, (A.82) and (A.81) (together with its permutations) are
a necessary and sufficient condition30 for the lengths {q12, q23, q31} to form a tetrahedron
with triangular base {k1, k2, k3} as shown in 9, and they therefore define the domain of
loop integration. Note that (A.82) is generally a fourth order polynomial in any single qab,
and so this condition defines a rather involved integration boundary. The only situation in
which this nested square root simplifies are the degenerate cases with either k3 = 0 or when
k1 = k2 = 0.

Concretely, we can orient one co-ordinate axis along k1 and adopt the same polar
parametrisation for q12 and q31 as in the two-vertex case, namely,

q12 = 1
2 (k1 + p) , q31 = 1

2 (k1 − p) , (A.83)

30Note that an equivalent condition is that the areas of the four tetrahedral faces obey A1 +A2 +A3 > A4

for all four distinct permutations of {1, 2, 3, 4}, which is the direct analogue of the triangle inequalities. The
face areas are related to their side lengths {a, b, c} by the Cayley-Menger determinant analogous to (A.82),
16A2 = (a+ b+ c)(−a+ b+ c)(a− b+ c)(a+ b− c).
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with p = (q+ cosϑ,
√
q2

+ − k2
1 sinϑ p̂d−1), where now,

q+ = q12 + q31 , k1 cosϑ = q12 − q31 , (A.84)

and we will often also write q− = q12 − q31. Momentum conservation then fixes the third
internal momentum as,

q23 = 1
2 (p + k1 + 2k2) . (A.85)

If we then adopt the an analogous polar parametrisation of this external momenta,

k1 + 2k2 =
(

k′ cosχ
k′ sinχk̂′d−1

)
, (A.86)

we see that the only angular component of p̂d−1 on which our integrand can depend is,

p̂d−1 · k̂
′
d−1 = cosϕ . (A.87)

So overall, integrating over the undetermined loop momenta corresponds to integration over
{q+, ϑ, ϕ} and the remaining d− 3 angular variables in p̂d−1 on which the integrand does
not depend.

In practice, this allows us to write the loop integration as,∫
ddp

(2π)d I(Ωq31 ,Ωq12 ,Ωq23) =

Sd−3
(2π)d

∫ ∞
k1

dq+

∫ +1

−1

dcosϑ
2

∫ 2π

0
dϕ qd−2

12 q31 I (Ωq31 ,Ωq12 ,Ωq23)
∣∣
q12= 1

2 (q++k1 cosϑ)

q31= 1
2 (q+−k1 cosϑ)

q23=q̄23(q+,ϑ,ϕ)

, (A.88)

where,

q̄23(q+, ϑ, ϕ) = 1
2

√
q2

+ + k′2 − k2 sin2 ϑ+ 2q+k′ cosχ cosϑ+ 2k′
√
q2

+ − k2 sinχ sinϑ cosϕ .
(A.89)

Since sinϑ =
√

1− cos2 ϑ, (A.89) represents a nested square root: this generally leads to
elliptic functions from integrals of the form (A.88).

In lower dimensions, d < 3, we must instead integrate over only degenerate tetrahedra
(confined to a plane in d = 2 or a line in d = 1), which can be parameterised by using
{q+, ϑ} or simply {q12}.

A.4.2 Reducing the complexity

Consider the correction to ψ1-loop
3 from a loop with three internal lines, which is given by,

ω123ψ
1-loop
3 =∫

p

1
(ω1+Ωq12 +Ωq31)(ω2+Ωq12 +Ωq23)(ω3+Ωq23 +Ωq31)

6∑
perm.

1
(ω123+2Ωq12)(ω23+Ωq12 +Ωq31) .

(A.90)
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Transforming to the {q+, ϑ, ϕ} variables described above, a naïve counting of the number
of integrals and the number of square roots which cannot be removed from the integrand
gives (T ,G) = (3, 4). In more detail, we count G as follows.

• There is one square root for each of the internal lines (Ωqa =
√
q2
a +M2

a ) assuming
the masses are unequal,

• Changing variables from ϕ to cosϕ introduces a square-root from the
√

1− cos2 ϕ

Jacobian,

• There are three square roots inside q̄23 (from sinϑ =
√

1− cos2 ϑ,
√
q2

+ − k2 and the
overall square root).

• There is the freedom to perform an Euler substitution in each of the integration
variables, which can remove three of these square roots.

It seems that very little is known about special functions with (T ,G) = (3, 4). So rather
than analyse this integral any further, we will look for limits which reduce this complexity.

Massless limit. In the massless limit,

ω123ψ
1-loop
3 =∫

p

1
(ω1 + q12 + q31)(ω2 + q12 + q23)(ω3 + q23 + q31)

6∑
perm.

1
(ω123 + 2q12)(ω23 + q12 + q31) .

(A.91)

Focusing on just one of these permutations, partial fractions can be used to linearise the
denominator in one of the internal momenta, say q23. Schematically, this produces integrals
of the form,∫ ∞

k
dq+

∫ +1

−1
d cosϑ

∫ 2π

0
dφ

R(q+, cosϑ)
q̄23(q+, ϑ, ϕ) + q+ + k1 cosϑ+ ω2

=
∫ ∞
k

dq+

∫ +1

−1
d cosϑ R(q+, cosϑ) Π (q+ + k1 cosϑ, p̄23(q+, ϑ, 0), p̄23(q+, ϑ, π)) , (A.92)

where R(x, y) represents a rational function of {x, y} and Π(x, y, z) represents a combination
of elliptic integrals whose arguments are rational functions of {x, y, z} (note that a rational
dependence on the external {ωa} is implicit in both of these functions). Performing the
remaining two integrals will produce special functions with (T ,G) = (3, 1).

Soft limit. Note that if we further take one of the external edges to be soft, e.g. k3 → 0,
then integration variables can be chosen so that the integrand no longer depends on ϕ.
This leads to an integral with (T ,G) = (2, 0), which is the same complexity as the massless
ψ1-loop

2 integral computed in (A.71) above. We will focus on this limit, in which all three
external lines are massless and one external line carries zero spatial momentum, for the
remainder of the subsection, since in this case we are able to give closed form expressions
for ψ1-loop

3 using (at most) dilogarithms.
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A.4.3 Soft limit

Taking the soft limit k3 → 0 removes the need to integrate over ϕ, since the tetrahedron
of momenta degenerates into a triangle and we can proceed as in the two-edge case of
section A.3. Explicitly, there is now only one independent external momenta which we
write as k1 = −k2 = k, and the three internal momenta are now constrained by,

q23 = q31 , q12 − q31 = k . (A.93)

This limit therefore lowers both the transcendentality and the genus of the loop integral,
which can be written in terms of q± = q12 ± q31,

ω123ψ
1-loop
3 =

∫
p

1
(ω1+q+)(ω2+q+)(ω3+q+−q−)

{
1

ω123+q++q−

(
1

ω13+q+
+ 1
ω23+q+

)

+ 1
ω123+q+−q−

(
1

ω13+q+
+ 1
ω23+q+

+ 2
ω12+q+−q−

)}
.

(A.94)
To express (A.94) compactly, it will be useful to generalise (A.39) to an arbitrary number
of factors in the denominator, defining

I(A;B1, . . . , Bn) =
∫ ∞

1
dq̂+

∫ +1

−1
dq̂−

q̂2
+ − q̂2

−
(q̂+ + q̂− +A)∏n

j=1(q̂+ +Bj)
. (A.95)

(A.96)

Using partial fractions, integrals of this kind can be written in terms of the two master
integrals (A.36) of section A.3,

I(A;B1, . . . , Bn) =
n∑
j=1

A(A− 2Bj)∏
i 6=j(Bj −Bi)

J1(A;Bj) +
n∑
j=1

Bj −A∏
i 6=j(Bj −Bi)

J1(Bj) , (A.97)

where in the massless limit the J1 are given in (A.66) in terms of logs and dilogs. Note
that the apparent poles when two of the Bj coincide are spurious — the only branch points
are at each Bj = −1 and at A = 0 or A = −2.

In terms of these (A.97) integrals, the three-point coefficient (A.94) is given by,

ω123ψ
1-loop
3 = 1

2I
(
ω3;ω1, ω2, ω13, ω3 + ω12

2

)
+ 1

2I
(
ω123;ω1, ω2, ω13, ω3 + ω12

2

)
+ 1

2I
(
ω3;ω1, ω2, ω23, ω3 + ω12

2

)
+ 1

2I
(
ω123;ω1, ω2, ω23, ω3 + ω12

2

)
+ 1
ω12
I (ω3;ω1, ω2, ω13)− 1

ω12
I (ω123;ω1, ω2, ω13) (A.98)

+ 1
ω12
I (ω3;ω1, ω2, ω23)− 1

ω12
I (ω123;ω1, ω2, ω23)

+ 2 I (ω3;ω1, ω2)
ω12(ω12 − ω3) + 2 I (ω123;ω1, ω2)

ω3ω12
− 2 I (ω12;ω1, ω2)

ω3(ω12 − ω3) .

The apparent poles at ω12 = 0, ω1 = 0 and ω2 = 0 are all spurious. Only some of the
branch points have non-zero residues. In the complex ω1 plane (at fixed ω2, ω3), there are
four physical singularities,
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(i) ω̂1 = −1,

(ii) ω12 = 0,

(iii) ω̂13 = −1,

(iv) ω123 = 0,

which agree with the energy-conservation condition of section 2.3. There are three spurious
branch points,

(v) ω̂12 = −2. This singularity is spurious since the only term with a possible branch
point there is the I(ω12;ω1, ω2), but this is precisely the ψ1-loop

2 (ω1, ω2, k) integral
analysed above.

(vi) ω̂123 = −2. This branch point occurs in every term separately, but cancels out of the
total sum.

(vii) ω̂3 + ω̂12
2 = −1. It is only the first line of (A.94) that could contain such a branch

point, and when we compare the prefactors in (A.97) (in particular the 1/(Bj −Bi)
product), we find that they are proportional to,

1
(ω3 + ω12

2 )− ω13
+ 1

(ω3 + ω12
2 )− ω23

= 0 , (A.99)

and consequently the branch point at ω3 + ω12/2 has zero residue and is spurious.

The complex ω2 plane is analogous, since (A.98) is symmetric in ω1 ↔ ω2. In the
complex ω3 plane (at fixed ω1, ω2), there are five physical singularities,

(i) ω3 = 0,

(ii) ω̂3 = −2,

(iii) ω̂13 = −1,

(iv) ω̂23 = −1,

(v) ω123 = 0,

which again agree with the energy-conservation condition of section 2.3. There are two
spurious branch points, at ω̂123 = −2 and ω̂3 + ω̂12

2 = −1, which have vanishing residue for
the reasons described above.

B Feynman rules for the on- and off-shell wavefunction

In this appendix, for completeness we briefly review the Feynman rules to compute the
Minkowski on- and off-shell wavefunction at time t = 0. We never actually use these rules in
the paper because the handy recursion relations of [112] already give us the desired results.
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• For a desired n-point off-shell wavefunction coefficient ψn(ωa) draw a connected
diagram with V vertices, I internal lines, and n external lines going from a vertex to
the spatial hypersurface at time t = 0. It is conventional to represent time as running
vertically from the infinite past at the bottom to t = 0 at the top.

• The n external lines have ingoing spatial momenta ka with a = 1, . . . , n, which is
then conserved at every vertex.

• External lines are associated to bulk-boundary propagators Kωa satisfying the bound-
ary conditions

lim
η→η0

Kωa(η, η0) = 1 , lim
η→−∞(1−iε)

Kωa(η, η0) = 0 . (B.1)

In the on-shell case (where ωa = Ωka) the bulk-to-boundary propagators also obeys
the equations of motion of the free theory,

(∂2
t + k2 +m2)KΩk(t) = 0 . (B.2)

The appropriate solution for a mode with momentum k and mass m is then

On-shell propagator: KΩk(t) = eiΩkt , (B.3)

with Ωk =
√
k2 +m2. To obtain the off-shell wavefunction coefficient we analytically

extend the bulk-to-boundary propagator to be a function of the frequency ωa:

Off-shell propagator: Kωa(t) = eiωat . (B.4)

• The I internal lines carry spatial momenta pi with i = 1, . . . , I, which is fixed by
momentum conservation at each vertex (up to running loop momenta). There can be
a number L of loop momenta that should be integrated over.

• Internal lines are associated with bulk-bulk propagators Gpi satisfying the equations
of motion with (minus) a delta source and the boundary conditions:

(∂2
t +p2

i +m2)Gpi(t1, t2) =−δ(t1−t2), lim
η→η0

Gpi(η,η′) = 0, lim
η→−∞(1−iε)

Gpi(η,η′) = 0 .

(B.5)

The resulting expression for a propagator connecting vertices at times t1 and t2 is

Gp(t1, t2) = −ie
iΩpt2

Ωp
sin(Ωpt1)θ(t1 − t2) + (t1 ↔ t2) . (B.6)

Notice that for both the on- and off-shell wavefunctions the bulk-bulk propagator G
is always on-shell.

• For each vertex at time tA, with A = 1, . . . , V , one should integrate in dtA over
the range

−∞(1− iε) < tA ≤ 0 . (B.7)

For polynomial interactions such as Hint = λΦn/(n!), one should add a factor iλ.
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C A non-perturbative definition of the off-shell wavefunction

In this appendix we provide a pedagogical discussion and derivation of the non-perturbative
definition of wavefunction coefficients given in (2.28). The argument essentially proceeds
by analogy with how the off-shell scattering amplitude is defined using the time-ordered
Green’s function, a connection which we will now briefly review.

Off-shell amplitudes. The starting point for defining an off-shell extension of the scat-
tering amplitude is the (time-ordered) Green’s function,

〈Ωout|T Φ̂k1(t1) . . . Φ̂kn(tn)|Ωin〉, (C.1)

where |Ωin〉 and |Ωout〉 are the states in the interacting theory which coincide with the
vacuum in the asymptotic past/future. This object can be computed in perturbation theory
in the usual way, for instance via a diagrammatic expansion of the corresponding path
integral, where each edge corresponds to the Wick contraction,

〈Ωout| T Φ̂k(t)Φ̂k′(t′) |Ωin〉 = GFk (t, t′) δ(3)
D (k− k′), (C.2)

where GFk (t, t′) is the Feynman propagator.
This correlator (C.1) is related to an S-matrix element by the LSZ reduction procedure,

pedagogical accounts of which can be found in most introductory QFT textbooks. There
are two steps to this procedure,

(i) Amputate the external legs. This amounts to replacing each Φ̂k(t) with its classical
equation of motion, EΦ̂k(t), since this replaces the external propagators with δ

functions,

EGk(t, t′) = i
(
∂2
t + k2 +m2

)
Gk(t, t′) = δ

(1)
D (t− t′) . (C.3)

(ii) Put the external momenta on-shell. This amounts to transforming to the frequency
domain and then setting ωa = ±

√
k2
a +m2

a for each ingoing/outgoing particle.

Concretely, if we write the amputated Green’s function in the frequency domain as, n∏
j=1

∫ +∞

−∞
dtj e

iωjtjEj

 〈Ωout|T Φ̂k(t1) . . . Φ̂kn(tn) |Ωin〉=Sn ({ω},{k}) δ(3)
D (k1+. . .+kn) ,

(C.4)

then LSZ reduction corresponds to the statement that Sn becomes an n-particle scattering
amplitude when each ω is put on-shell.

To illustrate this, consider the simple interaction, Lint = λ
4!Φ4. The corresponding

four-point Green’s function is,

〈Ωout|T Φ̂k1(t1) . . . Φ̂k4(t4)|Ωin〉 =

∫ +∞

−∞
dt

4∏
j=1

GFkj (t− tj)

 δ
(d)
D (k1 + k2 + k3 + k4) .

(C.5)
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The amputated Green’s function in the time domain is therefore, 4∏
j=1
Ej

〈Ωout|T Φ̂k1(t1) . . . Φ̂k4(t4)|Ωin〉=λ

∫ +∞

−∞
dt

4∏
j=1

δ(t−tj)

 δ(d)
D (k1+k2+k3+k4) ,

(C.6)

and so transforming to frequency space gives,

S4 ({ω}, {k}) = λ

∫ +∞

−∞
dt

4∏
j=1

eiωjt

 = λ δ
(1)
D (ω1 + ω2 + ω3 + ω4) . (C.7)

The physical (on-shell) S-matrix is then obtained by fixing each of the energies as
ωa = ±

√
k2
a +m2

a.
In general, the off-shell Sn can be computed in perturbation theory via a diagrammatic

expansion in which internal edges correspond to GFk propagators and external edges corre-
spond to factors of eiωat (which are the amputated propagators written in frequency space).
Schematically, each diagram then contributes to Sn via an integral of the form,

Sn({ω}, {k}) =
[
V∏
v=1

∫ +∞

−∞
dtve

iωvtv

] [
L∏
`=1

∫
d3p`
(2π)d

]
I∏
i=1

GFi ({k}, {p}), (C.8)

where ωa is the total energy flowing into each of the V vertices, and GFi are the Feynman
propagators for each of the I internal lines, which (once 3-momentum conservation is
imposed at each vertex) depend only on the external momenta k and L loop momenta p.

Off-shell wavefunction coefficients. In section 2.2, we defined the off-shell wavefunc-
tion coefficients perturbatively via a very similar set of Feynman rules: they are given by a
diagrammatic expansion in which each internal line corresponds to a factor of the bulk-to-
bulk propagator Gk and each external line corresponds to a factor of eiωat. Schematically,
each diagram then contributes to ψn an integral of the form,

ψ({ω}, {k}) =
[
V∏
v=1

∫ 0

−∞
dtve

iωvtv

] [
L∏
`=1

∫
d3p`
(2π)d

]
I∏
i=1

Gi({k}, {p}) , (C.9)

where ωa is the total energy flowing into each of the V vertices, and Gi are the bulk-to-bulk
propagators for each of the I internal lines, which (once 3-momentum conservation is
imposed at each vertex) depend only on the external momenta k and L loop momenta p.
Comparing with (C.8), we see that this perturbative definition of ψn is almost identical to
the perturbative definition of an off-shell scattering amplitude. The only differences are,

• the domain of the time integration is −∞ < t < 0 (rather than −∞ < t < +∞),

• the use of bulk-to-bulk propagators (rather than Feynman propagators).

To implement these differences, we consider the modified Green’s function,

〈φ(t = 0) = 0| T Φk1(t1) . . . Φ̂kn(tn) |Ωin〉 , (C.10)
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where each ta argument is restricted to lie in the range −∞ < t < 0. This differs from (C.1)
in that |Ωout〉 at t → +∞ has been replaced by the zero-field eigenstate at t → 0. This
effectively changes the Feynman rules, so that in the perturbative expansion of (C.10) each
edge corresponds to a factor of,

〈φ(t = 0) = 0|TΦk(t)Φ̂k′(t′)|Ωin〉 = Gk(t, t′) δ(3)
D

(
k + k′

)
, (C.11)

where Gk(t, t′) is the bulk-to-bulk propagator introduced in the main text (and which differs
from GFk by a particular boundary term due to the different bra boundary condition). It
also changes the range of t over which interaction vertices should be inserted, since now
the corresponding path integral is defined using the finite-time action St=0[φ] described in
section 2.1 above.

These difference aside, we can then proceed by analogy with the usual LSZ procedure
and define the amputated Green’s function in the frequency domain using (2.28). To
illustrate this, consider again the simple interaction, Lint = λ

4!Φ4. The corresponding
four-point Green’s function is,

〈φ(0) = 0| T Φ̂k1(t1) . . . Φ̂k4(t4) |Ωin〉 =

∫ 0

−∞
dt

4∏
j=1

Gkj (t− tj)

 δ
(d)
D (k1 + k2 + k3 + k4) ,

(C.12)
and the amputated Green’s function is therefore, 4∏
j=1
Ej

〈φ(0) = 0|T Φ̂k1(t1) . . . Φ̂k4(t4)|Ωin〉=λ

∫ 0

−∞
dt

4∏
j=1

δ(t−tj)

 δ(d)
D (k1+k2+k3+k4) ,

(C.13)
since Gk(t, t′) also satisfies (C.3). Transforming to frequency space then gives,

ψ4 ({ω}, {k}) = λ

∫ 0

−∞
dt

4∏
j=1

eiωjt

 = λ

i(ω1 + ω2 + ω3 + ω4) , (C.14)

which indeed agrees with our perturbative tree-level result in the main text. For general
interactions, it is not difficult to show that each diagram produces precisely the integral (C.9)
considered in the main text, so in that sense (2.28) is the non-perturbative completion of
this diagrammatic series.

Going on-shell. One benefit of the non-perturbative definition (2.28) is that it shows
how our ψn reduce to the usual wavefunction coefficients in the on-shell limit, ωa → Ωka .
This follows almost immediately from the following observation:

eiΩkt EΦ̂k(t) = ∂t

[
eiΩkt

↔
∂tΦ̂k(t)

]
. (C.15)

This allows the time integrals to be performed exactly, each giving boundary contributions
at t = 0 and t = −∞. These boundary terms can then be written as,

〈φ(0) = 0| lim
t→0

eiΩkt
↔
∂tΦ̂k(t) = 〈φ(0) = 0| Π̂k(0) ,

lim
t→−∞

eiΩkt
↔
∂tΦ̂k(t)|Ωin〉 ∝ âk|Ωin〉 = 0 , (C.16)
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where Π̂k(t) = ∂tΦ̂k(t) is the momentum conjugate to Φ(t) in the free theory, and we have
used the usual decomposition Φ̂k(t) ∝ e−iΩktâk + e+iΩktâ†k of the field into annihilation and
creation operators in the asymptotic past. Performing this rewriting for each of the fields
in (2.28) gives,31

ψn ({Ωk}, {k}) = 〈φ(0) = 0| iΠ̂k1(0) . . . iΠ̂kn(0) |Ωin〉

= δ

δφk1

. . .
δ

δφkn
ln Ψ0[φ]

∣∣∣∣
φ=0

, (C.17)

where Ψ0[φ] ∝ 〈φ(0)|Ωin〉 is the usual equal-time wavefunction at t = 0.

In summary, we have shown that the matrix element (2.28) indeed coincides with
our perturbative definition of the off-shell wavefunction coefficients, and moreover in the
on-shell limit it matches the usual definition of the wavefunction coefficients. Although our
analysis in the main text has focused on the analyticity of ψn in perturbation theory, the
non-perturbative representation (2.28) will be a useful starting point for future investigations
of the analytic structure of the wavefunction beyond perturbation theory.
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