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1 Introduction

The key problem in study of interactions in quantum field theory (QFT) is an identifica-

tion of RG-complete actions which contain all local operators that can be generated by the

action of renormalization group. Such theories possess rich Ward identities associated with

change of integration variables in the functional integral, which can be alternatively asso-

ciated with the diffeomorphisms in the space of couplings. In the conventional QFT, this

technique is known as the Bogoliubov-Zimmermann (BZ) renormalization theory [1–5]. In

matrix models, it reduces to the theory of generalized Virasoro/W-constraints [6–10] and to

the formalism of check operators [11–15]. In the both cases, the story consists of two steps:

(1) The original interaction (operator), which we will call the keystone operator, is com-

plemented by its tree descendants (see section 3 below for an explanation of this cen-

tral notion). These are often not all independent and, in the theories possessing the

space-time, where one often distinguishes between the UV and IR RG-completeness,

many of them can be non-local and neglected in the study of, say, the UV renor-

malization group. Inclusion of the tree descendants makes the theory quasiclassically

complete and reduces the Ward relation (diffeomorphism) symmetry to represen-

tation theory of the tree composition algebra in graph theory. The old-fashioned

renormalizability relevant for identification of the RG stable low-energy theories like

the Standard Model implies that only a finite number of tree operators is generated,

but, in generic string/M-theory operative at the Planck scales, this restriction is not

necessarily imposed. Of course, it is never imposed in the theory of matrix and tensor

models along the lines of [16–24], where the space-time degrees of freedom are not

present at all, and there is no difference between local and non-local operators.
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(2) Unfortunately, besides the tree operators, there are also loop operators, and in the

study of Ward identities a la [6–10] they emerge from the Jacobians of change of the

integration variables. Taming of loop operators is the main problem in the search for

the RG-complete theories. In fact, some of loop operators reduce to tree operators,

e.g. all the loop operators made from the planar or melonic diagrams in matrix and

tensor models respectively. Sometimes, all the other loop operators are algebraically

expressed through the tree operators. The famous example is the Hermitian matrix

model, where the tree and loop operators are respectively the single- and multi-trace

operators, the latter being just the products of single-trace ones.

In one-matrix models, we are accustomed to a very simple description of all possible

“gauge-invariant” operators: they are just products of traces,
∏
i trMki . However, already

for the two-matrix models the situation changes drastically: even the single-trace operators

Tr
(∏

iA
kiBli

)
are labeled by words and are difficult to enumerate in any efficient way. In

result, while, in the first case, it is easy to define generating functions: they are products of,

say, the resolvents Tr 1
z−M , i.e. the functions of a single variable z, in the second case, the

counterpart of the resolvent is far more involved and depends on infinitely many variables

xi and yi: Tr
∏
i

1
xi−A

1
yi−B . In the multi-matrix and tensor models, the set of operators

allowed by symmetry becomes more and more involved. However, the point is that most of

these enumerable operators are in fact a kind of alien to the original one. If the keystone

operator was, say Tr (ABAB), then neither Tr (AB2AB) nor Tr (AB2A2B) would ever

arise as (RG) time goes, if they were not present from the very beginning. This does not

mean that they have vanishing correlators, this means that they have vanishing averages at

all times provided they were not present in the initial state. In other words, such operators

can be excluded from consideration by a superselection rule (like superpositions of neutron

and proton, it can also deserve reminding that the gauge invariance is also present in Yang-

Mills theories in the sense of the same rule: if the initial state was gauge invariant, then

such are all the states in the course of its evolution).

In fact, the RG-completion is a slightly weaker statement: it admits not only the

operators directly present in the keystone evolution operator, but also their further descen-

dants. Allowed are all operators emerging in the course of multi-evolutions (many time

variables) associated with all the descendants of the keystone operator. Still, the opera-

tors like Tr (AB2A2B) and their more sophisticated counterparts would never emerge. In

variance with Tr (AB2AB), they are not forbidden by any explicit symmetry of the model.

What forbids them is a hidden symmetry. In this case, it is the possibility of generaliza-

tion [26–28] from the square to rectangular matrices A and B, where such operators simply

can not exist, and, therefore, do not appear among the descendants; in result they can not

appear even if one makes the matrices square again, only the generically allowed Tr (AB)k

can emerge. Revealing and exploiting such symmetries is the main idea of studying the

rainbow tensor models, their enhanced symmetries make properties of the RG-completeness

much simpler and explicit. In [25], we already mentioned one example of this kind: in the

rainbow models melonic are the only existing among the planar diagrams, and this is what

explains this their dominance at large N in all tensor models. However, the examples are
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not at all exhausted by this one, and we exploit the power of the rainbow models more in

the present text.

Thus, in a particular model, not all the operators permitted by symmetry necessarily

arise in the course of evolution and the ones which arise can form a smaller set, much easier

enumerated than one could expect. Moreover, when considered from the right perspective,

these sets come with their own hierarchy, which also provides a useful approach to the

RG-evolution problem. As already mentioned, only the tree descendants of the keystone

operators matter quasiclassically and already this reduces the set, when the keystone is

carefully selected, especially in the theories with high symmetry like the rainbow tensor

models of [25]. The question is what happens at the loop operator level. There are at least

three options to consider:

First: all loop operators are algebraic functions of the tree ones like it happens in the

one-matrix model;

Second: some loop operators are independent of the tree ones, but they also form a

comprehensible subset, which can be just added to the action, while all the rest of

emerging operators are expressed through them;

Third: this happens at the level of averages in certain limits, as an analogy of the

factorization of multi-trace operators at large N , only this time this can be used to

formulate a model that is RG-complete in the limit (the ordinary matrix model is

RG-complete irrespective of any limits and factorizations).

The long-awaited surge in attention [29]–[57] to the tensor models [58–76]–[95] allows

one to begin a systematic investigation of these problems. They did not receive enough

attention within the matrix model context, because the multi-matrix models [96–99] were

long considered as rather exotic objects, but, in the tensor case, the issue arises already in

the indisputably beautiful examples. The questions are what are the extended partition

functions of these models, where the full sets of symmetry-allowed operators are enormous

and practically innumerable? Can we restrict our consideration to some nicer subsets?

How do we distinguish between allowed subsets, and what makes them closed and the

model consistent?

As already reminded at the beginning of this introduction, in the conventional renor-

malizable quantum field theory, the requirements come from the unitarity of the regularized

evolution operator and are guaranteed by the application of the Bogoliubov-Zimmermann

procedure. The question is what substitutes it (or how it looks) in generic string theory,

i.e. within the context of generic tensor categories and, to begin with, of generic matrix

and tensor models. This question was addressed in [100] in association with the work by A.

Connes and D. Kreimer [101–107] (which describes the Bogoliubov-Zimmermann formulas

in terms of the Hopf algebra of Feynman diagrams). The true motivation was, however,

somewhat broader and included also the search for the QFT reformulation of the problems

of non-linear algebra [108–111]. In the present paper, we discuss further steps towards

constructing the renormalization group (RG) complete models and the RG-closed sets of
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operators. We adopt a simplest option for the definition of the complete models: to re-

quest that they possess a sufficiently rich set of the Ward identities, which can make them

potentially integrable (in a sense which still needs to be defined). In other words, one can

begin from the search of the tensor models, which are as close in their solvability to the

Hermitian matrix model as possible.

Investigating this problem, we actually discovered a previously unknown feature of

matrix models: they possess additional, linear and finite, relations between Gaussian aver-

ages, which allow one to find them explicitly and provide a tremendously simple character

expansion for the extended partition function, with coefficients made from the dimensions

of representations of GL(N). This is the long-awaited property explaining what lies at the

intersection of KP integrability and Virasoro constraints and what is so peculiar for the

matrix-model τ -functions. More important in the present context is that this is a simple

property, for which one can straightforwardly look in the tensor models, once one manages

to perform explicit calculations, and at the very end of this paper we provide some initial

evidence in favor of its existence.

We begin in section 2 by reminding the basics of matrix model theory from [16–24]

and some of more recent papers. We also report the discovery of new relations and ex-

plicit formulas for arbitrary Gaussian averages and extended (coupling/time-dependent)

partition functions. Then, in section 3 we remind the basics of BZ theory in the formalism

of [100], best suited for applications to the matrix and tensor models. In the remaining

part of the paper, we discuss two simple examples of the rainbow-type tensor models. The

“red” model in section 4 trivially reduces to a rectangular complex matrix model, but

another, “red-green” model in section 5 (which actually has three colorings and can be

naturally called RGB or Aristotelian) exhibits interesting deviations from it, which are al-

ready peculiar for tensor models. Further generalization to the most interesting case with

the tetrahedron-like interaction remains as a next natural step to make.

2 Combinatorics of matrix models: old results and new claims

The most interesting tensor models are the far-going generalizations of the eigenvalue

matrix models, where everything needs to be re-analyzed: expressions for the averages,

recurrent relations between them, their solutions provided by the W -representations, the

genus expansions, the spectral curves and the AMM/EO-topological recursions, and their

interpretations in terms of integrable systems, the KP/Toda and Hurwitz τ -functions.

Still, there are artificially designed tensor models, which deviate from the matrix case in

a minimal way, with different directions of deviation, while preserving one or another of

the matrix model properties. Thus, their study is useful not only for the initial steps in

the tensor model theory, but also for clarifying the origins and universality of particular

structures, revealed in the matrix model studies. This section provides a basis for such an

analysis, which is attempted in the remaining part of the paper.

The first question to address in any model is evaluation of the correlators (averages

of various operators). This can be done either by direct calculation or by using the

Ward identities. We mostly concentrate on the interplay between these two, with the
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W -representations and integrability mentioned only in passing. Instead, we suggest to de-

fine the Gaussian correlators from very simple and finite sets of linear equations, which

efficiently substitute both the Virasoro constraints and integrability.

2.1 Hermitian matrix model

2.1.1 Partition function and Ward identities

The model is associated with the integral over the N ×N matrix M

ZH =

∫
dM exp

(
−µ

2
TrM2

)
(2.1)

where the measure is induced by the norm ||δM ||2 = Tr (δM)2 and the Ward identities are

the usual Virasoro constraints [6–10] for the extended partition function

ZH{t} =

∫
dM exp

(
−µ

2
TrM2 +

∑
k

tkTrMk

)
(2.2)

that is,

L̂Hn ZH =

(
−µ ∂

∂tn+2
+
∑

ktk
∂

∂tk+n
+
n−1∑
a=1

∂2

∂ta∂tn−a
+ 2N

∂

∂tn
+N2δn,0

)
ZH , n ≥ −1

(2.3)

(one often simplifies the formula by introducing the time t0 with the additional constraint
∂ZH
∂t0

= NZH but a similar counterpart of this trick is not known for the rectangular and

tensor models).

2.1.2 The simplest averages from Virasoro recursion

The correlators

OΛ =

〈
lΛ∏
i=1

TrMλi

〉
=

1

Z

(∏
i

∂

∂tλi

)
Z

∣∣∣∣∣
t=0

(2.4)

are naturally labeled by the Young diagrams Λ with lΛ rows,

Λ =
{
λ1 ≥ λ2 ≥ . . . ≥ λlΛ > 0

}
(2.5)

They can be recursively restored by solving the Virasoro constraints and their t-derivatives.

The first steps of the recursion are:

L̂H0 ZH = 0 =⇒ µ
〈

TrM2
〉

= N2

∂
∂t1
L̂H−1ZH = 0 =⇒ µ

〈
TrM TrM

〉
= N

L̂H2 ZH = 0 =⇒ µ
〈

TrM4
〉

= 2N
〈

TrM2
〉

+
〈

TrM TrM
〉

= 2N3+N
µ

. . .

(2.6)

see [112] for continuation of the list. The parameter µ is kept in these formulas to identify

the “direction” of the recursion: every recursion step adds an extra power of µ in the

denominator.
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2.1.3 Pictorial representation

One rarely uses pictures in discussing general features of the matrix models: an analytical

language is developed well enough for writing easily readable formulas. Things are still

very different in the tensor models, where at this stage we need to express many ideas

pictorially. Because of this, we now do the same in the familiar matrix model case, this

can facilitate an understanding of pictures in the next sections. We use the same colorings

as there. In the rainbow tensor models, there are several U(N) gauge groups and fields

are charged with respect to different collections of these groups, thus, colored are the

types of indices in the fields and fields themselves, we call this coloring as multi-coloring,

preserving the word “color” for the values of indices inside the fundamental representation

of the particular gauge group. The multi-coloring could also be called “flavor”, or, even

better, “techni-flavor”, but we decided to avoid this terminology. In the Hermitian matrix

model, only one type of coloring remains, we choose it red. Multi-coloring is also reduced

to a single specie: a pair of red lines.

The operators TrMk can be depicted as polygons with k angles. In particular, the

“keystone” operator TrM3 and its first descendant TrM4 are:

≡ TrM3 = Mi
jMj

kMk
iM

M

M

≡ = ≡ ≡

M M

M M

We remind that the lines in the matrix model pictures are used to describe the contraction

of indices. Note the interplay between the double and single red lines. The thick black line

denotes the tensor δii′δ
j′

j or the action of the operator Tr
(
∂
∂M ⊗

∂
∂M

)
, which plays the role

of the propagator in the matrix model. The identity in the picture is manifestation of the

relation

TrM4 =
1

9

∂ TrM3

∂M j
i

∂ TrM3

∂M j
i

with a combinatorial coefficient omitted. The parameter µ−1 can be easily included or

omitted, as one prefers. In generic QFT, the propagator contains also a “propagating”

(space-time dependent) factor, which makes the “composite” operator non-local, still a

similar formalism is useful to describe the convolution of indices, it is enough to omit µ,

with all the derivatives it can contain. This blowing up of interaction vertices (operators)

in Feynman diagrams does not make too much sense in theories with the matrix-valued

fields, like the Yang-Mills theories, however, in the tensor models, where the indices are

much less under control, this formalism becomes very useful.

Clearly, all the operators
∏L+1
i=1 TrMki can be depicted in this blown-up formalism as

triangles connected by thick black lines, moreover, in many different ways. The single-

trace operators with L + 1 = 1 emerge in this way from the trees, while L is the number

– 6 –
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of loops in the graph with black edges. In other words, in this formalism of describing the

keystone descendants, the single-traces are the tree operators and the multi-traces are loop

operators. This is a formulation which can be easily extended from matrices to tensors,

where the notion of trace is not very relevant.

Another element of the formalism is an operator Mm with open ends (with no trace),

we denote it by the thick red line (vector):

m
≡ . . .

Let us note that the colored lines throughout the text are associated not with elements of

the Feynman technique, but depict operators, or, more exactly, their color structure: how

the concrete operator is constructed from the colored fields. In particular, the loop colored

lines (without external ends) denote the invariant operators.

One can use just the same thick line with another label z to denote a sum over m, for

example (z−M)−1, then its trace, resolvent will be depicted as a thick red circle. One can

consider also the traces like Tr esM etc. In the next sections, we use only the thick lines

and circles with indices m.

An important feature of the thick red line is that the thick black propagator can be

attached to its interior, moreover we have identities like

m1 m2 m3

m1 +m3 − 2

m2

which can be described by the formula

(
Tr

∂

∂M

∂

∂M

)[
(Mm1−1)i

mMm
k(Mm2)k

nMn
l(Mm3−1)l

j
]

= (2.7)

= (Mm1−1)i
l(Mm2)k

k(Mm3−1)l
j = (Mm1+m3−2)i

j(Mm2)k
k (2.8)

and overbrackets denote the Wick pairing, i.e. the concrete field in the expression that is

differentiated.

In application to a thick red circle, this identity converts the thick black propagator

into an operator cutting one circle into two pieces, then the recursion relation underlying

the Virasoro identities is just

µ · =
∑

m1+m2=m

m m1

m2

m1

m2 − 1

=
∑

m1+m2=m

– 7 –
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2.1.4 Genus expansion, spectral curve and topological recursion

The simplest way to deal with the Ward identities like (2.3) is to rewrite them in the form

of the loop equation

− µzρ(1)(z) + µN + ρ(1)(z)2 + ρ(2)(z, z) +
[
V ′(z)ρ(1)(z)

]
−

= 0 (2.9)

for (multi-)resolvents (connected components of multi-trace correlators)

ρ(n)(z1, . . . , zn) = ∇̂z1 . . . ∇̂zn logZ (2.10)

Note that we further often refer to ρ(1)(z) as just to ρ(z). In these formulas, [. . .]− means

projection onto the negative powers of z,

V (z) =
∑
k

tkz
k and ∇̂z =

∑
k≥0

1

zk+1

∂

∂zk
(2.11)

and we defined the derivative ∂Z
∂t0
≡ NZ.

One can take the loop equation (2.9) at all tk = 0,

− µzρ(1)(z) + µN + ρ(1)(z)2 + ρ(2)(z, z) = 0 (2.12)

then, apply the operator ∇̂z to (2.9) and again put all tk = 0, which includes ρ(3)(z)

etc. This gives a kind of Bogoliubov chain relations. In order to construct an effective

recursion, one has to go further and introduce also a parameter g of the quasiclassical, or

genus expansion via rescaling tk → 1
~ tk, logZ → 1

~2 logZ, N → 1
~N . Now one can consider

the planar limit (leading order in ~). This reduces (2.12) to an algebraic equation

− µzρ0(z) + µN + ρ0(z)2 = 0 (2.13)

which solution is

ρ0(z) =
µ

2

(
z −

√
z2 − 4N

µ

)
(2.14)

The imaginary part of ρ0(z) describes the density of the eigenvalues in the matrix model,

and is equal to

y(z) = µ

√
z2 − 4N

µ
(2.15)

This is the notorious semi-circle distribution [113], which satisfies the equation

y(z)2 = µ2

(
z2 − 4N

µ

)
(2.16)

and is called the spectral curve (in this concrete case, it is a sphere).

– 8 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5

Dealing with the loop equations, one achieves at least two goals:

• One can promote recursions between particular correlators to those between their

particular generating functions, the best known example is the genus expansion with

the AMM/EO topological recursion [11–13, 112, 114–118] between contributions of

different genera ρ(n|g) of multi-resolvents,

ρ(n)(z1, . . . , zn) =
∞∑
g=0

~1−gρ(n)
g (z1, . . . , zn) (2.17)

which are actually meromorphic poly-differentials on the spectral curve, which is an

equation for the ordinary resolvent at genus zero. In the particular case of Hermitian

model, the Gaussian planar resolvent (2.14) as a function of 1/µ is a generating

function of the Catalan numbers. As pointed out in [115–118], in abstract form, the

topological recursion is applicable to arbitrary families of Riemann surfaces and thus

works in many examples, where a matrix-model realization is not yet discovered.

• One can shift any time-variable tk −→ Tk+ tk, not only t2 −→ t2− µ
2 , and to consider

t expansions of Z around non-Gaussian points parameterized by the superpotentials

W (z) =
∑
Tkz

k. This leads to the theory of Dijkraaf-Vafa phases [11–13, 112, 119–

135], which depend drastically on the power of the polynomial W (z).

Despite best studied, the loop equation/resolvent approach has a serious drawback:

even in the simplest case of Hermitian model at the Gaussian point it does not produce

a full answer for correlators: no multi-resolvent ρ(n) was so far calculated in closed form,

only particular components ρ(n|g) of their genus expansions are known. To solve this kind

of problems, one can proceed at least in two other ways: look at the W -representations

of Z(t) and look at less naive (model-dependent) generating functions rather than at the

ordinary (universal) resolvents.

2.1.5 W -representation

W -representation [136–140] provides a simple “dual” formula for Z{t}, expressing it

through differentiation rather than integration:

ZH{t} = e
1

2µ
ŴHeNt0 (2.18)

where the relevant cut-and-join operator is a (−2)-harmonic of the simplest operator from

a big family studied in [141, 142]:

ŴH =
∑
a,b

(
abtatb

∂

∂ta+b−2
+ (a+ b+ 2)ta+b+2

∂2

∂ta∂tb

)
(2.19)

2.1.6 Alternative generating functions and their Fourier transform

Instead of resolvents, one can consider various other generating functions of the correlators

in the matrix model. For instance, one can use the Wilson loops [143–148]

Tr esM =
∑
k

sk

k!
TrMk (2.20)
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and, especially interesting, the Harer-Zagier generating function [149–153]

∞∑
k=0

zk

(2k − 1)!!

〈
TrN×NM

2k
〉

=
µ

2z

((
µ+ z

µ− z

)N
− 1

)
(2.21)

and its Fourier transform (FT) in the matrix size [112]∑
N,k

λNzk

(2k − 1)!!

〈
TrN×NM

2k
〉

=
λ

(1− λ)
(

1− λ− (1 + λ)z/µ
) (2.22)

This FT generating function leads to far more explicit expressions for matrix model aver-

ages. In result,

FT[k] =
∑
λ

λN
〈

TrN×NM
2k
〉

=
λ(1 + λ)k

µk(1− λ)k+2
· (2k − 1)!! (2.23)

which one can easily use with the help of binomial expansion

1

(1− λ)k+2
=
∑
N

λN
(N + k + 1)!

(k + 1)!N !
(2.24)

In particular,

µ
〈

TrM2
〉

= N2, µ2
〈

TrM4
〉

= 2N3 +N, (2.25)

µ3
〈

TrM6
〉

= 5N4 + 10N2, µ4
〈

TrM8
〉

= 14N5 + 70N3 + 21N,

µ5
〈

TrM10
〉

= 42N6+420N4+483N2, µ6
〈

TrM12
〉

= 132N7+2310N5+6468N3+1485N, . . .

Similar generating functions for the exact Gaussian correlators are also available from [152,

153] for the double- and triple-trace averages
〈
TrMk1TrMk2

〉
and

〈
TrMk1TrMk2TrMk3

〉
.

These Gaussian correlators satisfy amusing sum rules, for example:

±
〈

TrM2
〉

+
〈

(TrM)2
〉

= ±N(N ± 1),

± 6
〈

TrM4
〉

+8
〈

TrM3 TrM
〉

+3
〈

(TrM2)2
〉
± 6
〈

TrM2 (TrM)2
〉

+
〈

(TrM)4
〉

= 3N(N±1)(N±2)(N±3),

∓2
〈

TrM4
〉
−
〈

(TrM2)2
〉
± 2
〈

TrM2 (TrM)2
〉

+
〈

(TrM)4
〉

=−(N+1)N(N−1)(N ± 2),

−4
〈

TrM3 TrM
〉

+3
〈

(TrM2)2
〉

+
〈

(TrM)4
〉

= 3(N+1)N2(N−1),

. . . (2.26)

The coefficients at the l.h.s. are actually the properly normalized symmetric group charac-

ters ϕR(Λ) from [141, 142], so that, in general, the sum rules are

1

dR · ZH
· χR

{
1

n

∂

∂tn

}
ZH
∣∣∣∣
t=0

=
∑

Λ`|R|

ϕR(Λ) · OΛ = cR ·
DR(N)

dR
(2.27)

for all Young diagrams R of even size (number of boxes) |R|. Here χR and DR(N) are

respectively the Schur polynomials and the dimensions of representation R of the linear
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group GL(N), the factor dR = χR(tn = δn,1) is the dimension of representation R of the

symmetric group S|R| divided by |R|! [154]. The coefficients cR are occasionally equal to

ϕR([2]), ϕR([2, 2]) and ϕR([2, 2, 2]) for |R| = 2, |R| = 4 and |R| = 6 respectively, with an ob-

vious implication for the general case. These sum rules allow one to express all averages OΛ

through those for the single-line Young diagrams O[ |Λ| ], which are fully described by (2.23).

They also provide a simple formula for the character expansion of the partition function:

ZH{t} =
∑

even size R

ϕR

(
[2, . . . , 2]︸ ︷︷ ︸
|R|/2

)
·DR(N) · χR{t}

=
∑

even size R

ϕR

(
[2, . . . , 2]︸ ︷︷ ︸
|R|/2

)
· χR

{
tn =

N

n

}
· χR{t} (2.28)

Existence of simple formulas like (2.21), and thus of their far-going generalization (2.27)

for the Hermitian matrix model seems to reflect [112, 152, 153] its KP/Toda integrabil-

ity [16–24, 155–157], i.e. a somewhat deeper structure than just the Ward identities. In

particular, integrability requires the coefficients cR to be made from the Casimir exponen-

tials [158–161]. Like the Virasoro recursion these relations are linear in correlators and

like the Hirota bilinear identities they preserve the grading: hence, they combine the ad-

vantages of these both. They are sufficient to obtain any Gaussian correlator: using the

orthogonality relation ∑
R

d2
RϕR(Λ)ϕR(Λ′) =

1

zΛ
δΛ,Λ′ (2.29)

where zΛ is the standard symmetric factor of the Young diagram (order of the automor-

phism) [154], one can obtain from (2.27)

OΛ = zΛ

∑
R`|Λ|

cR · dR ·DR(N) · ϕR(Λ) =
∑
R`|Λ|

ϕR

(
[2, . . . , 2]︸ ︷︷ ︸
|R|/2

)
·DR(N) · ψR(Λ) (2.30)

where ψR(Λ) = zΛ dR ϕR(Λ) are the conventionally normalized characters [154] called by

the command Chi(R,Λ) in MAPLE. Since all the quantities ϕR(Λ), dR, zΛ and DR(N)

are well-known from the basic representation theory, these formulas provide a long-looked-

for complete perturbative solution to the Hermitian matrix model (perturbative means

that it is still restricted to the Gaussian point, while the non-perturbative analysis of the

Dijkraaf-Vafa phases still requires the use of Virasoro constraints a la [112]). It would be

very interesting to find a counterpart of this phenomenon and these formulas for the tensor

model, see section 5.7 below for a first step in this direction.

One more important property of the Gaussian correlators is much simpler: it just

reflects the fact that −µ
2 is a background value of the time variable t2. Because of this, the

very special kind of averages gets factorized:

O[Λ,2n] = µN
2/2

(
∂

∂t2

)n( 1

µN2/2
OΛ

)∣∣∣∣
t=0

= µN
2/2

(
−2

∂

∂µ

)n( 1

µN2/2
OΛ

)
=

1

µn
OΛ ·

n−1∏
i=0

(
N2 + |Λ|+ 2i

)
(2.31)

where we took into account the obvious fact that OΛ ∼ µ−|Λ|/2.
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2.1.7 Kontsevich representation of Hermitian model

Integrability of matrix model (see section 2.1.8) inspires a highly non-trivial transform of

the partition functions called Miwa transformation which expresses the time-variables tk
in terms of a matrix-valued background field A,

tk = −1

k
TrA−k (2.32)

At the particular values of the matrix size N , this would be a counterpart of the topological

locus in Chern-Simons/knot theory [164–168] describing particular distinguished slices in

the space of time-variables, however, it should be considered at arbitrary large N . For the

Hermitian model in the Gaussian phase, this transformation was first described in [157, 169]

(see also [114]) and looks like:

ZH |tk=− 1
k

TrA−k = ZGHK(A) ∼
∫
dM detMN exp

(
− 1

2µ
TrM2 − iTrMA

)
(2.33)

The Virasoro constraints are now straightforward consequences of the equations of motion,

and the cut-and-join operator generating the W -representation (2.18) is just a Laplacian

Ŵ = tr

(
∂2

∂A2
− N

A

)
(2.34)

in the Miwa variables.

A counterpart of the Kontsevich transform in non-Gaussian DV phases has been never

worked out.

2.1.8 Integrability

The Gaussian Hermitian matrix model describes an integrable system: the partition func-

tion (2.2) is a τ -function of the (forced) Toda chain [155–157] (see [162] for a discussion of

integrability in non-Gaussian phases). This means that it satisfies the equation w.r.t. the

size of matrix N ,

ZH{t|N}
∂2ZH{t|N}

∂t21
−
(
∂ZH{t|N}

∂t21

)2

= ZH{t|N + 1}ZH{t|N − 1} (2.35)

or, in terms of the resolvent,

ρ(z|N + 1) + ρ(z|N − 1)− 2ρ(z|N) =
1

N
∂2
zρ(z|N) (2.36)

The latter equation is easily transformed into formulas (2.21)–(2.23), [112, Part IV], see

also [152, 153]. Explicit solution of the Toda chain that describes this concrete matrix

model is distinguished either by the string equation [155–157], or by the determinant rep-

resentation explicitly

ZH{t|N} = det
0≤i,j≤N

Ci+j , Ck ≡
∫
dx xk exp

(
−µx

2

2
+
∑
k

tkx
k

)
(2.37)

However, there is another possibility to relate the Gaussian Hermitian model with the

Toda lattice τ -function [163]: one can note that it is equal to the concrete model from the

big family of Hurwitz partition functions considered in [140],

Z(k,m)

{
µ,N1, . . . , Nm | t(i)

}
=
∑
R

µ−|R|d2−k−m
R

(
k∏
i=1

χR{t(i)}

)(
m∏
i=1

DR(Ni)

)
(2.38)

– 12 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5

Indeed, from (2.28) one observes that the Gaussian Hermitian model is equivalent to the

Toda lattice τ -function Z(2,1) at some special point in the second set of time variables {t̄}:

ZH{t|N} = Z(2,1)

{
µ,N

∣∣∣ t̄k =
1

2
δk,2, tk

}
(2.39)

This explains emerging the strange group character factor ϕR

(
[2, . . . , 2]︸ ︷︷ ︸
|R|/2

)
in (2.30) and

the sum over the Young diagrams of even sizes, and can be directly obtained from the

matrix model of the Kontsevich type describing Z(2,1), [140, eq. (64)]: one can note that

this matrix model reduces to (2.33) upon putting t̄k = 1
2δk,2, the latter being equivalent to

the Gaussian Hermitian model, as was explained in the previous subsection.

2.2 Complex matrix model of [114, 170–172]

The complex matrix model is an integral over complex N×N matrices M with the Gaussian

kinetic term TrMM † = TrM †M . In what follows, we often denote M † ≡ M̄ to simplify

formulas, i.e. M̄ denotes the Hermitian, not just complex conjugation. The kinetic term

can be perturbed in two essentially different ways:∫
d2M exp

(
− µTrMM † + TrMm + TrM †

m
)

(2.40)

with m = 3 or m = 4 or∫
d2M exp

(
− µTrMM † + Tr (MM †)2

)
(2.41)

These different choices of keystone operators lead to RG-completions with essentially dif-

ferent symmetries: U(N) and U(N)⊗U(N). In the latter case, “gauge” invariant are only

the operators made from Tr (MM̄)k, while, in the former case, one can take traces of arbi-

trary matrix products. We mostly consider the latter model with the extended symmetry

in this paper, though the former one is also used in some examples.

The extended partition function with U(N)⊗U(N) symmetry is defined by the integral

ZC{t} =

∫
d2M exp

(
− µTrMM † +

∑
k

tkTr (MM †)k

)
(2.42)

Its significant difference from the Hermitian model is that the odd powers of M can not

appear in the action, and, therefore, this time the L̂−1 constraint is absent:(
−µ ∂

∂tn+1
+
∑
k

ktk
∂

∂tk+n
+
n−1∑
a=1

∂2

∂ta∂tn−a
+2N ·(1−δn,0)

∂

∂tn
+N2 ·δn,0

)
ZC{t} = 0 , n ≥ 0

(2.43)
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Instead, the first term with the coefficient µ contains tn+1 rather than tn+2, what makes

the recursive extraction of correlators well defined. The first few examples are (they are

particular cases of (2.44) below with α = 2N and β = N2):

O[1] =
N2

µ

O[2] =
2N3

µ2
O[1,1] =

N2(N2 + 1)

µ2

O[3] =
N2(5N2 + 1)

µ3
O[2,1] =

2N3(N2 + 2)

µ3
O[1,1,1] =

N2(N2 + 1)(N2 + 2)

µ3

O[4] =
2N3(7N2 + 5)

µ4
O[3,1] =

N2(N2 + 3)(5N2 + 1)

µ4
O[2,2] =

N2(2N4 + 9N2 + 1)

µ4

O[2,1,1] =
2N3(N2 + 2)(N2 + 3)

µ4
O[1,1,1,1] =

N2(N2 + 1)(N2 + 2)(N2 + 3)

µ4

O[5] =
2N2(21N4+35N2+4)

µ5
O[4,1] =

2N3(N2+4)(7N2+5)

µ5
O[3,2] =

2N3(9N4+37N2+18)

µ5

O[3,1,1] =
N2(5N2+1)(N2+3)(N2+4)

µ5
O[2,2,1] =

2N2(11N2+1)(N2+4)

µ5

O[2,1,1,1] =
2N3(N2+2)(N2+3)(N2+4)

µ5
O[1,1,1,1,1] =

N2(N2+1)(N2+2)(N2+3)(N2+4)

µ5

. . . (2.44)

So far the generating functions like (2.21) and (2.23) were not available for these

correlators. Moreover, in this respect the situation may look somewhat hopeless:∑
N

λNON×N[1] =
λ(λ+ 1)

µ(1− λ)3∑
N

λNON×N[2] =
2λ(λ2 + 4λ+ 1)

µ2(1− λ)4∑
N

λNON×N[3] =
6λ(λ+ 1)(λ2 + 8λ+ 1)

µ3(1− λ)5∑
N

λNON×N[4] =
24λ(λ4 + 16λ2 + 36λ2 + 16λ+ 1)

µ4(1− λ)6∑
N

λNON×N[5] =
120λ(λ+ 1)(λ4 + 24λ3 + 76λ2 + 24λ+ 1)

µ5(1− λ)7

. . . (2.45)

The reason for this is, however, the unjustified restriction to square matrices, see section 2.3

below.

Instead seen from the table is factorization of the averages for the Young diagrams

with the single-line tails:

O[Λ,1k] =
1

µk
O[Λ] ·

k−1∏
i=0

(N2 + k + i) (2.46)
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This is somewhat similar to the property of extended symmetric group characters ϕ

in [141, 142]. It is a direct counterpart of (2.31) for the complex matrix model: a corollary

of the fact that −µ is the background value of the first time-variable, and everything is

invariant under simultaneous shift of µ and t1.

2.3 Rectangular complex matrix model

2.3.1 Partition function and Ward identities

In fact, there is no need for the matrix M to be square, it can be arbitrary rectangular

matrix N1 × N2, so that square are the matrices MM † and M †M . There is an evident

duality between N1 and N2 in the matrix integral

ZC{t} =

∫
d2M exp

(
− µTrMM † +

∑
k

tkTr (MM †)k
)

(2.47)

Considering the deformation

δM = (MM †)nM (2.48)

of the integration variable in this integral, one deduces that the partition function satisfies

the same Virasoro constraints (with n ≥ 0) as in the square case:−µ ∂

∂tn+1
+
∑
k

ktk
∂

∂tk+n
+

n−1∑
a=1

∂2

∂ta∂tn−a
+ (N1 +N2)︸ ︷︷ ︸

α

· (1−δn,0)
∂

∂tn
+N1N2︸ ︷︷ ︸

β

· δn,0

ZC{t} = 0

(2.49)

only the parameters α and β are now independent.

2.3.2 The simplest averages from Virasoro recursion

From the Virasoro relations one can recursively deduce the Gaussian correlators in the

rectangular model:

O[1] =
〈

TrMM̄
〉

= N1N2
µ

O[2] =
〈

Tr (MM̄)2
〉

= N1N2(N1+N2)
µ2 O[1,1] =

〈
(TrMM̄)2

〉
= N1N2(N1N2+1)

µ2

O[3] =
〈

Tr (MM̄)3
〉

=
N1N2

(
N2

1 +3N1N2+N2
2 +1

)
µ3 O[2,1] =

〈
Tr (MM̄)2 TrMM̄

〉
= N1N2(N1+N2)(N1N2+2)

µ3

O[1,1,1] =
〈

(TrMM̄)3
〉

= N1N2(N1N2+1)(N1N2+2)
µ3

O[4] =
N1N2(N1+N2)

(
N2

1 +5N1N2+N2
2 +5

)
µ4 O[3,1] =

N1N2(N1N2+3)

(
N2

1 +3N1N2+N2
2 +1

)
µ4

O[2,2] =
N1N2

(
(N1+N2)2N1N2+4N2

1 +10N1N2+4N2
2 +2

)
µ4

O[2,1,1] = N1N2(N1+N2)(N1N2+2)(N1N2+3)
µ4

O[1,1,1,1] = N1N2(N1N2+1)(N1N2+2)(N1N2+3)
µ4

O[5] =
N1N2

(
N4

1 +10N3
1N2+20N2

1N
2
2 +10N1N3

2 +N4
2 +15N2

1 +40N1N2+15N2
2 +8

)
µ5 O[4,1] =

N1N2(N1+N2)(N1N2+4)

(
N2

1 +5N1N2+N2
2 +5

)
µ5

O[3,2] =
N1N2(N1+N2)

(
(N2

1 +3N1N2+N2
2 )N1N2+6N2

1 +25N1N2+6N2
2 +18

)
µ5

O[3,1,1] =
N1N2(N1N2+3)(N1N2+4)

(
N2

1 +3N1N2+N2
2 +1

)
µ5

O[2,2,1] =
N1N2(N1N2+4)

(
(N1+N2)2N1N2+4N2

1 +10N1N2+4N2
2 +2

)
µ5

O[2,1,1,1] = (N1+N2)N1N2(N1N2+2)(N1N2+3)(N1N2+4)
µ5

O[1,1,1,1,1] = N1N2(N1N2+1)(N1N2+2)(N1N2+3)(N1N2+4)
µ5

O[6] =
N1N2(N1+N2)

(
N4

1 +14N3
1N2+36N2

1N
2
2 +14N1N3

2 +N4
2 +35N2

1 +210N1N2+35N2
2 +84

)
µ6

. . .
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The FT formula should now include the Fourier transforms in the both variables N1

and N2

FTΛ = µ|R|
∑
N1,N2

λN1
1 λN2

2 O
N1×N2
Λ (2.50)

and this immediately provides a simple formula, which substitutes the ugly set (2.45):

FT[m] = m! · λ1λ2 (1− λ1λ2)m−1

(1− λ1)m+1 (1− λ2)m+1
(2.51)

or ∑
m

FT[m] ·
zm

m!
=

λ1λ2

1− λ1λ2
· 1

(1− λ1)(1− λ2)− z (1− λ1λ2)
(2.52)

The FT functions for other Young diagrams are a little more involved:

FT[1,1] =
2λ1λ2(λ1λ2 + 1)

(1− λ1)3(1− λ2)3

FT[2,1] =
6λ1λ2(1− λ1λ2)(λ1λ2 + 1)

(1− λ1)4(1− λ2)4)

FT[1,1,1] =
6λ1λ2(λ2

1λ
2
2 + 4λ1λ2 + 1)

(1− λ1)4(1− λ2)4)

FT[3,1] =
12λ1λ2(2λ3

1λ
3
2 − λ2

1λ
2
2 − λ2

1λ2 − λ1λ
2
2 − λ1λ2 + 2)

(1− λ1)5(1− λ2)5

FT[2,2] =
24λ1λ2(λ3

1λ
3
2 − 2λ2

1λ
2
2 + λ2

1λ2 + λ1λ
2
2 − 2λ1λ2 + 1)

(1− λ1)5(1− λ2)5

FT[2,1,1] =
24λ1λ2(1− λ1λ2)(λ2

1λ
2
2 + 4λ1λ2 + 1)

(1− λ1)5(1− λ2)5

FT[1,1,1,1] =
24λ1λ2(λ3

1λ
3
2 + 10λ2

1λ
2
2 + λ2

1λ2 + λ1λ
2
2 + 10λ1λ2 + 1)

(1− λ1)5(1− λ2)5

FT[4,1] =
24λ1λ2(1− λ1λ2)(5λ3

1λ
3
2 + λ2

1λ
2
2 − 6λ2

1λ2 − 6λ1λ
2
2 + λ1λ2 + 5)

(1− λ1)6(1− λ2)6

FT[3,2] =
24λ1λ2(1− λ1λ2)(5λ3

1λ
3
2 − 11λ2

1λ
2
2 + 6λ2

1λ2 + 6λ1λ
2
2 − 11λ1λ2 + 5)

(1− λ1)6(1− λ2)6

FT[3,1,1] =
24λ1λ2(5λ4

1λ
4
2+16λ3

1λ
3
2−6λ3

1λ
2
2−6λ2

1λ
3
2−18λ2

1λ
2
2−6λ2

1λ2−6λ1λ
2
2+16λ1λ2+5)

(1−λ1)6(1−λ2)6

FT[2,2,1] =
24λ1λ2(5λ4

1λ
4
2+4λ3

1λ
3
2+6λ3

1λ
2
2+6λ2

1λ
3
2−42λ2

1λ
2
2+6λ2

1λ2+6λ1λ
2
2+4λ1λ2+5)

(1−λ1)6(1−λ2)6

FT[2,1,1,1] =
24λ1λ2(1−λ1λ2)(5λ3

1λ
3
2+49λ2

1λ
2
2+6λ2

1λ2+6λ1λ
2
2+49λ1λ2+5)

(1−λ1)6(1−λ2)6

FT[1,1,1,1,1] =
120λ1λ2(λ4

1λ
4
2+20λ3

1λ
3
2+6λ3

1λ
2
2+6λ2

1λ
3
2+54λ2

1λ
2
2+6λ2

1λ2+6λ1λ
2
2+20λ1λ2+1)

(1−λ1)6(1−λ2)6

(2.53)
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However, they satisfy elegant sum rules, the analogue of (2.26) and (2.27):

FT[1] =
λ1

(1− λ1)2
· λ2

(1− λ2)2
,

FT[2] + FT[1,1] =
2λ1

(1− λ1)3
· 2λ2

(1− λ2)3
,

2 · FT[3] + 3 · FT[2,1] + FT[1,1,1] =
6λ1

(1− λ1)4
· 6λ2

(1− λ2)4
,

6 · FT[4] + 8 · FT[3,1] + 3 · FT[2,2] + 6 · FT[2,1,1] + FT[1,1,1,1] =
24λ1

(1− λ1)5
· 24λ2

(1− λ2)5
,

24·FT[5]+30·FT[4,1]+20·FT[3,2]+20·FT[3,1,1]+15·FT[2,2,1]+10·FT[2,1,1,1]+FT[1,1,1,1,1]

=
120λ1

(1− λ1)6
· 120λ2

(1− λ2)6
,

. . .

As in the case of Hermitian matrix model, one easily recognizes in the coefficients here the

appropriately normalized symmetric group characters ϕR(Λ) from [141, 142]. Hence, one

immediately obtains the general formula∑
Λ`k

ϕ[k](Λ) · FTΛ =
k!λ1

(1− λ1)k+1
· k!λ2

(1− λ2)k+1
(2.54)

and, for R = [k],

1

dR
χR

{
1

n

∂

∂tn

}
logZC

∣∣∣∣
t=0

=
∑
Λ`k

ϕ[k](Λ) · ON1×N2

[Λ] =
1

µk
Γ(N1 + k)

Γ(N1)

Γ(N2 + k)

Γ(N2)
(2.55)

Moreover, the factorization persists for an arbitrary R and it is especially simple for the

single-hook diagrams R = [k, 1l−1]:

∑
Λ`|R|

ϕ[R](Λ)·FT[Λ] =
∑

Λ`|R|

ϕ[R](Λ)·

 ∑
N1,N2

λN1
1 λN2

2 · O
N1×N2

[Λ]

=
|R|! · λl1

(1−λ1)|R|+1
· |R|! · λ

l
2

(1−λ2)|R|+1

(2.56)

where l is the number of lines in R. For more complicated diagrams R, there are simple

factors in the numerator, e.g. for R = [3, 2] the factorial 5! gets substituted by 4! · (3λ+ 2),

while the transposition to R = [2, 2, 1] changes it for 4! · (3 + 2λ). Similarly, for R = [2, 2]

the factorial 4! changes for 3! · (2λ + 2). We discuss the origins and implications of these

formulas elsewhere.

The complete perturbative solution to the rectangular complex model, i.e.

an explicit formula for arbitrary Gaussian correlator is now provided by a somewhat simpler

counterpart of (2.30):

OΛ =
1

µ|Λ|

∑
R`|Λ|

DR(N1)DR(N2)

dR
· ψR(Λ) (2.57)

– 17 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5

and similarly for the partition function

ZC{t} =
∑
R

1

µ|R|
DR(N1)DR(N2)

dR
· χR{t} (2.58)

One can immediately associate this partition function with a partition function from the

family (2.38):

ZC{t} = Z(1,2)

{
µ,N1, N2|tk

}
= Z(2,2)

{
µ,N

∣∣∣ t̄k = δk,1, tk

}
(2.59)

its complex matrix model representation found in [140] being slightly different from ZC{t}.
The factorization property (2.46) also survives, with a simple modification:

O[Λ,1k] =
1

µk
O[Λ] ·

k−1∏
i=0

(N1N2 + k + i) (2.60)

A relative complexity of the FT formulas for the averages (2.53) can be attributed to

dependence of the factor on the product of two N1N2, which can be modeled by action of

the Casimir-type operator λ1λ2
∂2

∂λ1∂λ2
on FT[Λ] and can not be reduced in any way to just

a shift of variables (what could be achieved by an adequate integral transform if it was the

action of just λ ∂
∂λ).

For N2 = 1, i.e. for the vector model with N1 = N , this factorization extends to all

Gaussian correlators:

ON×1
[Λ] =

1

µ|Λ|

|Λ|−1∏
i=0

(N + i) =
Γ(N + |Λ|)
µ|Λ| Γ(N)

(2.61)

in particular, the generating function (2.51) of single-traced averages in the case of vector

model reduces to

∞∑
N=0

ON×1
[m] · λ

N =

∞∑
N=0

(N+m−1)!

(N − 1)!
· λN =

∞∑
N=0

Γ(N+m)

Γ(N)
· λN = m! · λ

(1−λ)m+1
(2.62)

Moreover, the operators and thus their averages for all other Young diagrams Λ = {m1 ≥
m2 ≥ . . . ≥ 0} depend only on their sizes |Λ| =

∑
kmk, thus the above answer for the

single-line diagrams Λ = [ |Λ| ] = [
∑

kmk] is exhaustive in this case:

ON×1
[Λ] =

〈∏
k

(
N∑
i=1

MiM̄i

)mk〉
= µN

N∏
i=1

∫
dMidM̄ie

−µMiM̄i

(
N∑
i=1

MiM̄i

)|Λ|
= ON×1

[ |Λ| ]

(2.63)

2.3.3 W -representation

The W -representation for the rectangular complex model can be read off from formulas

of [140] upon its identification with Z(1,2):

ZC{t} = exp

{
1

µ

(
N1N2t1 + (N1 +N2)L̂1 + Ŵ1

)}
· 1 (2.64)
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with

L̂1 =
∑
m

(m+ 1)tm+1
∂

∂tm
, (2.65)

Ŵ1 =
∑
a,b

abtatb
∂

∂ta+b−1
+ (a+ b+ 1)ta+b+1

∂2

∂ta∂tb
(2.66)

In variance with (2.18)–(2.19), when the W -operator has the grading +2, these operators

have the grading +1, which is related with the fact that the bare action is given by the shift

of the first time, i.e. −µ is the background value of t1, while, in the Gaussian Hermitian

case, it is t2 whose background value is equal to −µ/2.

3 On the universal structure of Virasoro-like constraints

In fact, in many different models the construction of Ward identities follows one and the

same line. The principal player in the game is the special set of operators originating from

those in the bare action. We call the non-bilinear operators in the bare action keystone,

and the set of interest is built from them by various kinds of contractions leading to tree

operators and loop operators. These are the only ones needed for the RG-completion of the

theory, and they do not necessarily include all possible operators allowed by symmetries.

Instead, these are exactly the operators emerging in the derivation of Ward identities along

the lines of [6–10].

3.1 Keystone operators and their RG-descendants

Usually in theoretical physics, one begins from the study of QFT models at some inter-

mediate energy scale, and describes them as a collection of certain degrees of freedom

(say, moving (quasi)particles, or spins at fixed positions, etc), which can interact with each

other. Accordingly, we write down an action consisting of kinetic terms which are quadratic

in fields, and certain interaction, which, within the context of the present paper, we call

non-quadratic keystone operators. In the case of Hermitian matrix model, this starting

action is

− µ

2
TrM2 + TrM3 (3.1)

The main feature of QFT is that in general such an action turns out to be drastically

changed by quantum corrections modulo a few notable exceptions, which include the fun-

damental theory of nature, the Standard Model of elementary particles, and the starting

action gets “dressed” and acquires an absolutely different form. New interaction terms are

immediately generated, and the resulting action has many operators with the entire variety

of couplings. In the Hermitian matrix model, this corresponds to switching from (3.1) to

− µ

2
TrM2 +

∞∑
k=1

tkTrMk (3.2)

Usually this dressing process is described in terms of the renormalization group (RG) flows

in the moduli space of couplings (time-variables) {tk}, and the resulting action is the one
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which is RG-complete: no more operators are needed to describe any correlator that is non-

vanishing. One of the basic problems in QFT is to find the RG-completion of the given

starting action, i.e. to identify all the RG-descendants of the given keystone operators. The

thing is that this set can actually be smaller than all the operators which are allowed by

symmetries, this phenomenon is well known in the conventional QFT as the existence of

UV- or IR-renormalizable models. There, however, one usually deals with theories that

possess the space-time, where one can additionally distinguish between local and non-

local operators, and often only local operators are included into the RG considerations, at

least, in the UV region. The standard renormalizability in the UV region is then usually

restricted by various types of unitarity constraints and requires the RG-completion by local

operators. In matrix models as well as in general in string theory, there is no space time,

locality does not play any special role and unitarity is present by the construction. Criteria

for the RG-completeness are instead related to existence of rich Ward identities, known in

matrix models under the name of Virasoro/W-constrains (because these are the algebras

to which they belong, as Borel subalgebras, in the simplest matrix models). In general

QFT, these Ward identities underlying the theory of RG flows are representations of the

peculiar algebra of rooted trees, the corresponding construction is known as Bogoliubov-

Zimmermann theory and we are going to briefly review it in this section. Since our main

task in this paper is lifting the matrix model theory to the tensor models, we rely upon the

BZ-formalism in the presentation of [100] (see also [173] for an interesting related issue).

Similar considerations can be also found in [83, 84, 174, 175].

Though we do not go that far in this paper, the first really interesting tensor model to

analyze within this context is the rainbow model of [25] (see also [77, 78] for earlier works).

In the rainbow model, each index of the rank-r tensor field belongs to the representation

of its own unitary group and, as a consequence, all the r + 1 fields merging at the hyper-

tetrahedron (simplex) vertex are different. In result, there are r + 1 different propagators,

each being a tube/cable with r lines of different coloring, and the total number of different

colorings is r(r+1)
2 . For the simplest non-trivial case of r this is 6, hence, the name “rain-

bow”. The keystone operators are provided by the tetrahedron vertices (since the vertex

is tetrahedron in the first non-trivial (tensor) case of r = 3, for the sake of simplicity, we

always call it just tetrahedron), which can be depicted as follows:

� ?

I

�

I

?

A = A0

B = A1

C = A2

AjiB
k
jC

i
k

D = 2

ABC − model
(3-matrix)

�

I

R

	

�

6

�

I

R

	

�

6

A

B

C

D

AjiαB
k
jβC

lα
k D

iβ
l

D = 3

starfish ABCD − model

j k

i l

α

β

AjaiαB
kb
jβC

lα
kcD

mβ
la Eicmb

D = 5

starfish ABCDE − model

A

B

C

D

E

In general, the indices here belong to different groups (tensors are ”rectangular”): i = 1, . . . , Ngreen, j = 1, . . . , Nred,

k = 1, . . . , Norange, l = 1, . . . , Nyellow, α = 1, . . . , Nblue, β = 1, . . . , Nviolet, a = 1, . . . , Nbrown, b = 1, . . . , Npink, . . .
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The first task in the study of this model is to build the RG-descendants of these keystone

operators and describe this emerging set in some efficient way. The first step on this way

i.e. in constructing the tree and loop operators from the keystones is, in fact, universal,

while the relation of the loop and tree operators is model-dependent and its investigation is

still a piece of art. In this section, we describe the universal part of the story, while in the

following two we use much simpler tensor models to illustrate a possibility of artistic steps.

Lifting these considerations to the rainbow models themselves remains for the future.

As to the Ward identities, they can be formulated at two different levels. The easy and

universal step to be actually described below is constructing recursion relations between

particular Gaussian averages, which can allow one to build them one after another. Usually

this recursion is just in the power (the number) of fields in the operator. A more artistic

step is to collect these recursions into equations in terms of generating functions. As we

saw in section 2, this can be actually done in different ways, useful for different purposes.

What is important, at the level of generating functions, one can actually move away from

the Gaussian point and consider other phases. Once equations for the generating functions

are known, this non-perturbative treatment is provided just by a shift of the time-variables

t −→ T + t. As soon as such a description of the rainbow models is worked out (not in

the present paper, yet), one is able to treat the tetrahedron vertices non-perturbatively, as

lifting of the theory of Dijkgraaf-Vafa phases from the matrix to rainbow tensor models.

3.2 Tree operators as the base of RG-complete set

We now remind the first steps of the RG-completion of the given keystone interaction.

They are absolutely universal and applicable to any QFT model. We will be illustrating

this general construction by two examples, relevant for the purpose of this paper: the

rectangular complex and rainbow ABCD models.

1) Specify integration variables (fields) and the kinetic term (Gaussian weight), e.g.∫
d2M e−µTrMM† , or

∫
d2Ad2Bd2Cd2D e−µTrAĀ+TrBB̄+TrCC̄+TrDD̄ (3.3)

2) Select a keystone operator or a pair of these, e.g.

K = Tr
(
MM †

)2
(3.4)

or, in the square-matrix case, (
K = TrM4

)
⊕
(
K = Tr M̄4

)
(3.5)

for the first matrix model in (3.3), and, for the second model, in (3.3),(
K = [ABCD]

)
⊕
(
K̄ = [D̄C̄B̄Ā]

)
(3.6)

which we depict as fat points (black ⊕ white) with four (in these examples) thick (r-fat)

external lines. The tin lines will be used to describe the internal structure of propagators
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and vertices: in matrix models, the thick lines are called fat and made from a pair of

think lines. For rank-r tensors, the thick lines are tubes/cables containing r thin lines,

which, for the rainbow models, are all of different colors. Moreover, the cables can contain

different (but not arbitrary) combinations of r colors and thus are themselves multicolored.

The fat points, where different cables merge, can have a complicated internal structure

describing reshuffling of the thin lines between the cables, and they can be very different.

To handle this variety, we agree to denote by the thick points only the keystone vertices,

while all other types of cable mergers will be induced from them, actually, by the Feynman

diagrams.

Indeed, the thick points and lines are the ones describing vertices and propagators in the

ordinary Feynman diagrams for the keystone interaction. In fact, these Feynman diagrams

generate new operators. In conventional QFT, we do not pay too much attention to this,

because these new operators are usually non-local, and only some of them contain essen-

tially local contributions (like, say, the tadpoles or the UV-divergent diagrams). However,

in theories where one does not care about the space-time and locality, like in the case of

matrix models, all operators arising from the Feynman diagrams are relevant.

3) Construct new connected operators from these by connecting some of the thick lines,

i.e. by applying the operations

Tr
∂

∂M †
⊗ ∂

∂M
or Tr

∂

∂Ā
⊗ ∂

∂A
+Tr

∂

∂B̄
⊗ ∂

∂B
+Tr

∂

∂C̄
⊗ ∂

∂C
+Tr

∂

∂D̄
⊗ ∂

∂D
(3.7)

Let us consider the second keystone operator (3.5). If applied once to a pair of points, the

operation (3.7) provides an operator with six external legs TrM3M̄3. In our notations of

section 2.1.3, this is depicted as

TrM3M̄3

However, for illustrative purposes, in this paragraph we temporarily return to the standard

Feynman graph notation, though it will be used to enumerate the local operators. Then,

the Feynman diagrams with six (TrM3M̄3 drawn above) and eight external legs (if the

operation is applied twice to a set of six points) look like

TrM3M̄3 TrM3M̄M3M̄
TrM6M̄2

and so on. In this picture, we show an example of the square matrix model, for the rectan-

gular case there are no chiral operators for the role of keystone ones, only K = Tr (MM †)2,
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thus, all vertices will be the same (no black and white), and the emerging operators will be

just two instead of three: Tr (MM †)3 and Tr (MM †)4, according to the higher symmetry

of the model. For the rainbow model, the pictures will remain the same, but the internal

structure of emerging operators (contraction of indices) will be a little more involved, and

can be easily depicted in terms of the thin-line diagrams. The total number of emerging

operators will not actually increase too much, because the growth of the number of fields

(A,B,C,D instead of a single M) will be compensated by the increased symmetry: the

r-colorings of propagator tubes/cables will not be arbitrary and there will be at most four

options per each thick line, with additional constraints that all the thick lines in each

tetrahedron vertex are different.

One can also apply the same operation twice to just two points, giving rise to operators

with four external legs:

N · TrM2M̄2
(

TrMM̄
)2

but these will be “loop” rather than “tree” operators. If we look at these operators in the

thin-line representation, then, for the matrix models, it gets clear that all tree operators

are just the ordinary single-trace operators, while the loop operators are either single- or

multi-trace operators:

N × TrM2M̄2
(

TrMM̄
)2

However, in the tensor case, there is no better term than tree and loop operators for the

substitutes of the matrix model single- and multi-traces.

Note that, in the case of matrix models, all planar diagrams actually give rise to the

single-trace operators (times traces of unity, which are just powers of N), while the true

multi-trace operators emerge only from the non-planar diagrams. The number of traces

is related to the degree of non-planarity (that is, to the genus of the surface obtained by

putting all external lines together in a cyclic order). The counterpart of this feature for

the tensor models depends on the choice of keystone operators and also plays a role in

structure of the extended partition functions and the Ward identities.

4) Define the extended partition function by putting all tree operators in the action:

Z(t) = d2M exp

(
−[MM̄] + tK + t̄K̄ +

∑
trees

ttreeKtree

)
(3.8)

M is a symbolic unifying notation for the dynamical field. The keystone operators can be

considered as associated with the simplest tree consisting of one vertex (black or white, in

the chiral case).
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5) Virasoro like constraints reflect the invariance of extended partition function under the

changes of integration variable, generated by a gradient of any operator in the action,

δtreeM =
∂

∂M̄
Ktree (3.9)

(the exact correspondence between the indices inM and M̄ is dictated by the kinetic term).

In other words, as any Ward identities, they are essentially averages of the equations of

motion. This transformation changes any term in the extended action by

ttree′
∂

∂M̄
Ktree

∂

∂M̄
Ktree′ (3.10)

which is by definition again a tree operator, this produces a term like∑
T ′

t′T
∂

∂tT◦T ′
Z (3.11)

in the Virasoro constraints with a clear notion of tree composition T ◦ T ′ (the tree T is

attached by some of its vertices to the tree T ′ at some of its vertices, and all possible

choices are summed up).

Actually the trees are rooted and it is also convenient to consider variation, where M-

gradient is taken w.r.t. the fields in the root vertex only, then the composition operation

◦ of the rooted trees becomes even simpler: one attaches a root of one tree to any vertex

of another.

6) However, the Jacobian of the transformation (3.9) contains loop operators, i.e. is no

longer expanded in the trees. Moreover, there is no reason for it to be expressed via any

number of derivatives w.r.t. the tree time-variables ttree, as it happens in the matrix models.

In other words, the extended partition function (3.8) looks to be not RG-complete.

From this point, we have two obvious ways to proceed: introduce more terms into the

extended action to make it RG complete or to look for a factorization of loop operator

averages at large N and to get a closed set of constraints, at least, in this limit (i.e. to

construct a counterpart of the spectral curve with the hope to build further a counterpart

of the AMM/EO topological recursion over it).

3.3 The simplest recursions

If we begin with the action −µ[MM̄] + t◦K+ t•K̄, with K being of the forth power in M,

and consider its variation δM̄ = dMK, then we get

− µ[MdMK] + t•dM̄ K̄dMK = −4µK + 16t•K1,1̄ (3.12)

or, pictorially (with combinatorial factors omitted),

· : et• ◦ · et◦ • : ∼= 0−µ + t• +
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The last term comes from the Jacobian dMδM̄ = dMdMK. The Ward identity says that the

Gaussian average of this sum should vanish (the fact that vanishing takes place only after

averaging is expressed by the sign ∼= instead of equality). The Gaussian averages of the two

chiral operators in the sum are zero, but one should take into account the contributions

proportional to t• and coming from the exponentials. This is similar to the usual story: in

−µ ∂

∂tn
+
∑
k

ktk
∂

∂tk+n

one should either put t to zero and stay with just

−µ ∂

∂tn

or first differentiate over tk to stay with

−µ ∂2

∂tk∂tn
+ k

∂

∂tk+n

In result, we get in the first non-vanishing order in t

µ ∼= +

In application to the particular model, one should also insert combinatorial factors and

put the normal ordering around the operator •. Taking all this into account, together

with vanishing of the Gaussian averages of chiral operators, which explains the elimination

of disconnected averages, one recognizes a trivial identity. Not quite trivial is only the

matching of combinatorics at all orders in µ−1.

Similarly one can draw a generic tree Virasoro constraint, with one tree attached to all

vertices of another, in the above example each of the two trees consists of a single vertex.

3.4 BZ exponential and rooted trees

As already mentioned in [100] and [25], one of the ways to construct generating functions

of trees is provided by the Bogoliubov-Zimmermann forest formula

eV̂ = 1 +
∑

forests F

1

Tree(F)!

∏
trees T ∈F

V̂T
σT T !

(3.13)

for the expansion of the exponentiated vector field

V̂ =
P∑
α=1

vα∂α (3.14)
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Notation in this expansion is best explained pictorially:

eV̂ =

∞∑
n=0

V̂ n

n!
= 1 + vα∂α +

1

2
vγ∂γv

α∂α +
1

6
vγ∂γv

β∂βv
α∂α + . . . =

= 1 +

(
vα +

1

2
vγ(∂γv

α) +
1

6
vγ(∂γv

β)(∂βv
α) +

1

6
vβvγ(∂β∂γv

α) + . . .

)
∂α+

+
1

2
·

vαvβ∂α∂β+ 1
2
vγ(∂γvα)vβ∂α∂β+ 1

2
vαvγ(∂γvβ)∂α∂β+ 1

4
vγ(∂γvα)vγ

′
(∂γ′v

α)∂α∂β+...︷ ︸︸ ︷(
vα +

1

2
vγ(∂γv

α) + . . .

)(
vβ +

1

2
vγ(∂γv

β) + . . .

)
∂α∂β +

+
1

6

vαvβvγ∂α∂β∂γ+...︷ ︸︸ ︷(
vα + . . .

)(
vβ + . . .

)(
vγ + . . .

)
∂α∂β∂γ + . . . =

= 1 +
∑
F

1

Tree(F)!

∏
T ∈F

V̂T
σT T !

= : exp

(∑
T

V̂T
σT T !

)
: (3.15)

In other words, at any vertex (except for the root) we put a vector field V̂ , which acts on

v at exactly the next vertex towards the root. The emerging combinatorial factors in the

sums are of two kinds: the trivial ones, associated with the forests (inverse factorials of

the number of trees Tree(F) in the forest), i.e. coefficients of the Maclaurin expansion of

the exponential, and the less trivial ones, associated with the trees: they are described by

recursively defined Connes-Moscovici factorials [176]

T ! = Vert(T ) ·
∏
τ

Tτ ! (3.16)

where Vert(T ) is the number of vertices in T , while the product goes over all sub-trees

τ ⊂ T , in which T decays if the root (the bottom arrow) is cut away. σT is just the tree
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symmetry factor (in the above pictures, it is different from unity only for the last tree in the

first line, in this case, it is equal to 2). The (non-trivial) fact that the forest dependence

of combinatorial factors is so simple allows one to rewrite the exponential of the vector

field V̂ as a normal ordered exponential of another vector field (while one could expect

that it would be some non-trivial poly-vector). The normal ordering means that all the

differential operators are put to the right of all the coefficient functions,

: eV̂ :=

∞∑
n=0

: vα1∂α1 v
α2∂α2 . . . vαn∂αn :≡

∞∑
n=0

vα1vα2 . . . vαn ∂α1∂α2 . . . ∂αn (3.17)

Then this new vector field is just the sum over all trees in the box in the second line

of (3.15): this is the statement of the last equation in this formula.

3.5 The Bogoliubov-Zimmermann tensor model

The sum in (3.13) goes over the rooted graphs with vertices of arbitrary valence. In

particular tensor models, one needs to restrict it to a particular valence, say p + 1, or,

more precisely, (p, 1). Each such vertex has one exiting link and p incoming ones, and

contributes a factor of v⊗p (∂⊗pv). Thus, contributions with a given p will be the only

surviving ones, if v are polynomials of exactly power p, then the answer for each tree will

consist of the product of v(x)’s at the end-points of the graph times an x-independent

number obtained by contraction of indices at all vertices. Any vertex of higher valence

will automatically drop out, the vertices with lower valence will contain extra powers of x

and can be eliminated by putting x = 0 in the expression for the graph with amputated

external vertices.

In other words, if the vector field V̂ should be a (rank-p tensor-valued) vector field,

V̂ {x} = vJI1...Ipx
I1 . . . xIp

∂

∂xJ
=
∂v(x, x̄)

∂x̄J

∂

∂xJ
(3.18)

with x̄-linear v(x, x̄) = vJI1...Ipx
I1 . . . xIp x̄J , and one considers its exponential, eV̂ applied to

some function of x, say, ex, then

Z{x} = eF{x} = eV̂ {x}ex (3.19)

will be expanded in graphs with valences r + 1 or less. It looks very much like a W -

representation of the tree (quasiclassical) approximation to a peculiar tensor model

ZBZ =

∫
dMdM̄ exp

−µ
∑
I

MIM̄I + t
∑

I1,...,Ip,J

vJI1...IrM
I1 . . .MIpM̄J︸ ︷︷ ︸

vJ (M)M̄J

 (3.20)

which we naturally name BZ model.

In the context of the usual tensor models like the rainbow one, the indices I and J

play the role of multi-indices, labeling the multicolored tubes/cables and the coefficients v

encode their coupling via the keystone (e.g. tetrahedron) vertex, in the rainbow model oc-

casionally p = r. Of course, all the indices can have different multi-coloring with one being

distinguished, associated with the contravariant index J , this is similar to the colored (red)
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partition function in (4.2). The extended partition function contains all the tree operators,

which, in this case, all contain a single field M and arbitrarily large number of M:

ZBZ{ttrees} =

∫
dMdM̄ exp

−µ ·∑
I

MIM̄I +
∑

trees T
tT · TT (M,M̄)︸ ︷︷ ︸

[M⊗ν(T ),M̄]T

 (3.21)

Here TT (M,M̄) = [M⊗ν(T ),M̄]T = T IT (M) · M̄I is a polynomial in M of degree νT =

1 + (p− 1) ·Vert(T and a linear function in M̄ with the coefficients from v⊗Vert(T ) and the

conversion of indices dictated by the tree T .

Each M̄-linear function placed inside the Gaussian integral acts on the M-dependent

objects as a vector field, V J(M)M̄J
∼= V̂ ≡ vJ(M) ∂

∂MJ , this is basically the meaning

in which (3.15) and (3.20) are the same (up to the factors t and µ). In (3.21) the vector

field is a sum over all possible rooted trees, taken with arbitrary coupling constants (time-

variables) tT .

Composition of the vector fields induces an associative non-commutative algebra struc-

ture on the “group algebra” of the rooted trees, with multiplication

T̂T1 ◦ T̂T2 =

(
T I1 (M)

∂T J2 (M)

∂MI

)
∂

∂MJ
= T1◦2(M)J

∂

∂MJ
= T̂T1◦T2 (3.22)

which looks like just attaching a tree T1 to a vertex of T2, summed over all vertices. Of

course, when the valence is restricted by p, the attachment is possible only to the vertices

which have free valencies. This operation will play a crucial role in the structure of the

universal Ward identities in section 3.6.

3.6 Archetypical/universal Virasoro constraint

The Ward identities in the BZ model form an archetypical set of the Virasoro constraints,

which is then inherited this or that way by all other QFT models.

There are two kinds of transformations generated by the “white” functions (i.e. with

no free/external indices): M̄-independent Q(M) and M̄-linear S(M,M̄) = SJ(M)M̄J .

The two kinds of identities reflect the invariance with respect to the shifts

δM̄I =
∂Q

∂MI
−→ µ

〈〈
MI ∂Q

∂MI︸ ︷︷ ︸
degQ·Q(M)

〉〉
=
∑
T
tT ·

〈〈
∂TT
∂M̄I

∂Q

∂MI︸ ︷︷ ︸
T̂T Q(M)

〉〉
(3.23)

and

δMI =
∂S

∂M̄I
−→ µ

〈〈
M̄I

∂S

∂M̄I︸ ︷︷ ︸
Ŝ

〉〉
=
∑
T
tT ·

〈〈
∂S

∂M̄I

∂TT
∂MI︸ ︷︷ ︸

ŜT̂T

〉〉
+

〈〈
∂2S

∂M̄I∂MI

〉〉

(3.24)

The averages are in the model (3.21), i.e. not Gaussian; moreover, they should be under-

stood as taken in the background M-field (or with an additional insertion of the source

term like exp
(
J IM̄I

)
), otherwise all averages are just zero.
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An essential difference between (3.23) and (3.24) is that the former does not contain a

Jacobian contribution, while the latter does. If we restrict to these two types of transfor-

mations, at least the one in (3.24), then the t-linear terms contain just the compositions

of trees, i.e. are trees again, and can be expressed as derivatives w.r.t. the variables tT◦Q
and tS◦T . Jacobian contribution in (3.24) can not, but instead it can be treated within the

context of (3.23).

3.7 Relation to Feynman diagrams

At vanishing t, the Ward identities (3.23) and (3.24) and their t-derivatives provide con-

crete recursion relations between particular Gaussian correlators. We can instead calculate

these Gaussian correlators directly by the Wick theorem. Comparing these two types of

calculations, one can note that the Ward identities contain only action of the vector field

Ŝ on the vector field T̂T , while the Wick theorem calculation also contains contributions

with T̂T acting on Ŝ.

. . .

S

. . .

S=µ ·

. . .

S

TT
+

∑
T tT ·

The resolution of this “paradox” is that the Wick theorem application actually provides a

combination of two Ward identities.

3.8 BZ resolvents

Of course, expansions like (3.13) exist for all other functions of vector fields, not obligatory

exponentials, the only difference is in combinatorial coefficients. The tree dependent coef-

ficient is provided by a recursive analogue of the Connes-Moscovici (recursive Maclaurin)

formula (3.16). In particular, one can define a BZ-resolvent as a Laplace transform of the

BZ exponential (3.13),
1

z − V̂
=

∫ ∞
0

e−ztezV̂ (3.25)

3.9 The message

Generalization from the vector to exponentials of poly-vector fields, i.e. to actions non-

linear in M̄, do not possess any enhanced reparametrization symmetry: closed algebra is

formed only for the scalar and vector transforms. Indeed, the three types of terms in the

Virasoro constraints have M̄-powers

n̄ ⊕ (n̄+ k̄ − 1)⊕ (n̄− 1) (3.26)

and potentially closed are only the two cases: either k̄ = 1 or n̄ = 1. A possible way out is

to make an infinite tower of powers k̄, tying them to the powers of M, as it is done in the

complex matrix model, where the operators Tr (MM †)k have k̄ = k. This, however, leads

to problems with the Jacobians.

– 29 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5

A hope can be that the loop operators arising from the Jacobians are algebraically

dependent on the tree operators, like it happens in the one-matrix models. This can

happen in particular models, specifically, in the rainbow model. However, this option

deserves further investigation.

An alternative remark is that the action of trees is defined on all poly-vectors, and

the Jacobians are needed only from the acting tree, thus they are always the same. In

case of poly-vectors, this does not provide the necessary recursion (because no poly-vectors

arise in this way from the vector fields), still this provides a set of relations describing the

extended poly-vector generating functions as representations of the tree algebra.

What definitely exists are recursions like (5.2) between the Gaussian correlators, which

allow one to evaluate all averages recursively in the power of fields: first all correlators with

two fields, then with four, then with six, and so on. These recursions are obtained from

the generic Ward identities when they are expanded in powers of time-variables around the

Gaussian point. Such evaluation of the Gaussian correlators is the necessary stage of devel-

opment in the theory of tensor models, which can hardly be avoided, and we presented some

examples in this paper. Lifting to the true Ward identities is important for non-perturbative

calculations, i.e. for the study of expansions around non-Gaussian points, and for de-

velopment of related more sophisticated techniques: character expansions, integrability

(KP/Toda and Hurwitz), quasiclassical integrability, spectral curves, AMM/EO topologi-

cal recursion, W and Kontsevich representations etc. This is also a long work for the future.

4 RG-closed tensor generalization of the complex matrix model

4.1 Partition function

Substitute now the rectangular matrix M j
i by a tensor A

j1,...,jr−1

i of rank r with one covari-

ant and r− 1 contravariant indices. Adding a conjugate tensor Āij1,...,jr−1
, one can make a

kinetic term and consider the following model:

ZTC =

∫
d2A exp

 ∑
i,j1,...,jr−1

A
j1...jr−1

i Āij1...jr−1

 (4.1)

where the measure is induced by the norm ||δA||2 = δA
j1...jr−1

i δĀij1...jr−1
. Each index can

be rotated by its own unitary group of its own size, so that the model has the symmetry

⊗ra=1U(Na). In fact, the symmetry in (4.1) is much higher: the integral is just the same

as for the rectangular matrix model of size N1 ×
(
N2 · . . . · Nr

)
, with the symmetry

U(N1)⊗U(N2·. . .·Nr). What distinguishes the tensor model from such an enveloping matrix

model is the choice of allowed operators. If they have lower (tensor-model) symmetry than

that of the matrix model, their correlators are not among the matrix model ones and should

be calculated from the dedicated Ward identities, which need to be separately derived. For

this, it is important to know the what we call ”RG (renormalization-group)-closed” sets

of operators, for which the Ward identities are self-sufficient and self-consistent, at least,

in the certain large-N limits. In this section, we provide some primary examples of such
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considerations. For the sake of simplicity, we draw the pictures and write the formulas for

the model with r = 3, which we call RGB (red-green-blue) or Aristotelian (since Aristotle

distinguished 3 colors in the rainbow [177], [178, p. 107], only Newton raised the number

to the canonical seven). In most cases, generalization to arbitrary r is obvious just like the

further resolution of colors in the spectrum.

4.2 Notation: two types of diagrams

If one thinks about the tensor models, the main problem is to find a workable description of

indices and their contractions. Algebraically, there are no notions like matrix product and

trace and even a small number of tensors can be contracted in many different ways. Draw-

ing pictures can help, but this interferes with already existing technique of the Feynman

diagrams in QFT. In fact, this problem already exists with matrices, but there a simple way

out was invented: the Feynman propagators in Yang-Mills theory are depicted as double

lines, and gauge invariance requires the thin lines to be trivially rearranged (cyclically con-

nected) at the vertices. For rank r tensor fields, the Feynman propagators are thick lines,

tubes or cables consisting of r thin lines. The real problem are interaction vertices, where

these thin lines can be interconnected in many complicated ways. Thus, there is a separate

task of drawing the vertices, i.e. of drawing the gauge-invariant local operators, and most

of pictures in this and other tensor model papers are trying to depict them. Things are

greatly simplified in the rainbow models of [25], where thin lines have as many different

colorings as only possible, and this both decreases the number of invariant operators and

simplifies pictures for them.

Coming back to the simplest possible Gaussian rainbow model (4.1), we use it to intro-

duce the convenient notation, which allow one to separately treat the drawings (diagrams)

for the local operators and for the Feynman diagrams for their correlators and interactions.

The vertices (”local” operators) are represented by “thin” diagrams, where the vertices

are fields (tensors) and they connected by thin colored lines, which describe the contraction

of indices.

The Feynman diagrams (”thick diagrams”) describe averages (correlators of “local”

operators): they are also diagrams where “local” operators shrink to thick points of different

kinds (with different internal structures) and different external valencies associated with

the fields, which were the vertices in the “thin” diagrams. The Feynman propagators are

depicted as thick (r-colored) lines (tubes/cables).

This double-level diagram technique, where the Feynman vertices and propagators have

their own non-trivial internal structure, is getting more and more important in modern

theory: for example, something very similar appears under the name of double-fat diagrams

in the effective theory of arborescent knots in [179–181].

Kinetic term and Feynman propagator. As an operator, TrAĀ in (4.1) can be

depicted by three thin lines of different colors, connecting two vertices A and Ā, which we

will usually depict as a circle of “unit length”. Directions of arrows depend on the choice

of covariant and contravariant indices, which is not essential for the models in this paper.

However, we choose them in accord with the tetrahedron model, despite it is beyond the
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scope of the present text.

TrAĀ = A
jgαb

ir
Āirjgαb

= A
jgαb

ir
Āirjgαb

= -��A Ā = t-

�
�

=

-

�

�
=

〈
A Ā

〉
= A ĀH

� = δi
′

i · δjj′ · δαα′

-

��
=

-

��

〈
TrAĀ

〉
= t = = ��

��
��
��
��
��

= Nr ·Nb ·Ng

From the point of view of Feynman diagrams, this operator is just a vertex of valence

2, to be denoted by a fat point with just two vacancies for possible attachment of the

Feynman propagators. The propagator depicted by the thick black line is itself defined by

the same kinetic term TrAĀ or, if one prefers, as a correlator of A and Ā. In this sense,

the thick black line is a tube or a cable consisting of three thing colored lines. The average〈
TrAĀ

〉
is a closed circle made from the Feynman propagator.

”Single-trace” non-chiral operators. The matrix model single-trace operators

Tr (AA†)k = Tr (AĀ)k are now substituted by Kk = Kk and K̃k = Kk

K3 = K3

A

Ā A

Ā

AĀ

K̃3 = K3

A

Ā A

Ā

AĀ

which we often call respectively red and green circles (or benzene rings) of length k referring

to the color and number of single-line sides. The circle of unit length can be considered as

either “red” or “green”, K1 = K1. In fact, there are also a blue cousins Km of the green

operators, but we begin from just red, then add green, and blue then automatically emerges.

4.3 Ordinary Virasoro constraints for an oversimplified tensor model

The simplest possibility for an extension of the partition function (4.1) is to include only

the operators Kk, i.e. only the red circles, this makes one of the colors distinguished:

Z{t} =

∫
d2A exp

(
− µTrAĀ+

∑
k

tkKk

)
(4.2)

and we call this “red” tensor model. Considering a deformation

δA =
1

n+ 1

∂Kn+1

∂Ā
=

1

n+ 1
∇(Kn+1) (4.3)

of the integration variable in this integral, we deduce that Z satisfies the nearly conventional

Virasoro constraints (with n ≥ 0):−µ ∂

∂tn+1
+
∑
k

ktk
∂

∂tk+n
+

n−1∑
a=1

∂2

∂ta∂tn−a
+(Nr+NgNb)︸ ︷︷ ︸

α

(1−δn,0)
∂

∂tn
+NrNgNb︸ ︷︷ ︸

β

·δn,0

Z{t} = 0

(4.4)
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or (
−µ+

α

z

)
ρ+ ρ2 +

β

z2
+∇zρ = 0 (4.5)

for the resolvent

ρ(z) = ∇z logZ =
1

Z

∞∑
n=1

1

zn+1

∂

∂tn
logZ (4.6)

at t = 0.

The Virasoro constrains (4.4) provide a rigorous identification of the minimally-

extended partition function (4.2) with that of rectangular matrix model: they differ only

in interpretation of the parameters α and β. As usual, we consider this identification for

the partition functions analytically continued in N .

4.4 Spectral curve as the leading term of the genus expansion

Neglecting ∇zρ, we get the spectral curve

ρ0 =
1

2

(
µ− α

z
−
√(

µ− α

z

)2
− 4β

z2

)
=

=
β

µz2
+

αβ

µ2z3
+

(α2 + β)β

µ3z4
+

(α2 + 3β)αβ

µ4z5
+

(α4 + 6α2β + 2β2)β

µ5z6
+ . . . (4.7)

or

y2 =
(
µ− α

z

)2
− 4β

z2
(4.8)

which describes the single-trace averages in the limit of large α and β.

4.5 Examples of averages

The simplest correlators are recursively deduced from (4.4), and they are basically the

same as in section 2.3.2, if expressed through α and β:

O[1] =
〈
K1

〉
= β

µ

O[2] =
〈
K2

〉
= αβ

µ2 O[1,1] =
〈
K1K1

〉
= β(β+1)

µ2

O[3] =
〈
K3

〉
=

β(α2+β+1)

µ3 O[2,1] =
〈
K2K1

〉
= αβ(β+2)

µ3 O[1,1,1] =
〈
K1K1K1

〉
= β(β+1)(β+2)

µ3

O[4] =
αβ

(
α2+3β+5

)
µ4 O[3,1] = β(β+3)(α2+β+1)

µ4 O[2,2] = β(α2β+4α2+2β+2)
µ4

O[2,1,1] = αβ(β+2)(β+3)
µ4 O[1,1,1,1] = β(β+1)(β+2)(β+3)

µ4

O[5] =
β

(
α4+6α2β+2β2+15α2+10β+8

)
µ5 O[4,1] = αβ(β+4)(α2+3β+5)

µ5 O[3,2] = αβ(α2β+6α2+β2+13β+18)
µ5

O[3,1,1] = (α2+β+1)β(β+3)(β+4)
µ5 O[2,2,1] = β(β+4)(α2β+4α2+2β+2)

µ5

O[2,1,1,1] = αβ(β+2)(β+3)(β+4)
µ5 O[1,1,1,1,1] = β(β+1)(β+2)(β+3)(β+4)

µ5

O[6] =
αβ

(
α4+10α2β+10β2+35α2+70β+84

)
µ6

. . .

(4.9)

As usual, every step of recursion produces an extra power of µ−1. The underlined terms

in the single-trace averages (for the single-line Young diagrams in the first column) are

described by the spectral curve formula (4.7). From these formulas, it is clear what the

genus zero approximation actually means in this case: one picks up the highest possible

powers in α and β, irrespective of actual relation between α and β. Of course, other

interesting large-N limits are also possible in this case.
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These correlators satisfy an analogue of the sum rules (2.56), e.g.

O[2] +O[1,1] =
(α+ β + 1)β

µ2
=
Nr(Nr + 1)NgNb(NgNb + 1)

µ2

1

d[k]Z
χ[k]

{
∂

∂tn

}
Z
∣∣∣∣
t=0

=
∑
Λ`k

ϕ[k](Λ) · ON1×N2

[Λ] =
Γ(Nr + k)

Γ(Nr)

Γ(NgNb + k)

Γ(NgNb)
(4.10)

and so on, but they are not expressible through the FT functions (which are now triple-

graded) as simply as their matrix model predecessors in section 2.3.2. Moreover, one can

obtain formulas similar to those in s.2.3 for arbitrary correlators and the partition function

OΛ =
1

µ|Λ|

∑
R`|Λ|

DR(Nr)DR(NgNb)

dR
· ψR(Λ) (4.11)

Z{t} =
∑
R

1

µ|R|
DR(Nr)DR(NgNb)

dR
· χR{t} (4.12)

in terms of sizes of tensors, or with the replace (Nr, NgNb) → α/2 ±
√
α2/4− β in terms

of α and β.

Factorization (2.31) in the case, when the Young diagram has a single-line tale, is now:

O[Λ,1n] = µβ
(
∂

∂t1

)n( 1

µβ
OΛ

)∣∣∣∣
t=0

= µβ
(
− ∂

∂µ

)n( 1

µβ
OΛ

)
=

1

µn
OΛ ·

n−1∏
i=0

(β + |Λ|+ i)

(4.13)

where OΛ ∼ µ−|Λ|, so that

O[Λ,1n] =
1

µn
O[Λ]

|Λ|+n−1∏
i=|Λ|

(β + i) (4.14)

for arbitrary Young diagram Λ. This property resembles a similar structure of symmetric

group characters, see [141, 142]. Irreducible in the above table are just the averages in the

first column and the averages in boxes.

4.6 Recursions

With the above formulas, it is easy to check the simplest recursions following from the

Virasoro constraints (4.4) and their t-derivatives at t = 0. In fact, they can also be

considered as examples of the basic Ward identity

µ

〈
A
∂K
∂A

〉
=

〈
∂2K
∂A∂Ā

〉
(4.15)

reflecting the invariance under the shift δĀ = ∂K
∂A of the integration variable. Here K can

be any product of the operators Km, and, for homogeneous K, the l.h.s. is proportional to

K itself. Indices are suppressed: their contraction is obvious at the both sides. The r.h.s.

contains contributions from gluing (underlined) and cutting, cutting of the circle of unit

length provides a factor of α, gluing the two vertices of K1 (if it is present at the l.h.s.)

provides a factor of β (double underlined):

– 34 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5µ

·〈 K 1
〉 =

〈 1
〉 =

β
µ
·β
µ

=
β

µ
·〈 K 2

〉 =
α
·〈 K 1

〉
µ
·α

β
µ
2

=
α
·β µ

µ
·〈 K 1

K
1

〉 =
〈 K 1

〉 +
β
·〈 K 1

〉
µ
·β

(β
+

1
)

µ
2

=
(1

+
β

)
·β µ

µ
·〈 K 3

〉 =
α
·〈 K 2

〉 +
〈 K 1
K

1

〉
µ
·β

(α
2
+
β

+
1
)

µ
3

=
α
·α

β
µ
2

+
β

(β
+

1
)

µ
2

3
µ
·〈 K 2

K
1

〉 =
2
·2
·〈 K 2

〉 +
2
α
·〈 K 1

K
1

〉 +
β
·〈 K 2

〉 3
µ
·α

β
(β

+
2
)

µ
3

=
(4

+
β

)
·α

β
µ
2

+
2
α
·β

(β
+

1
)

µ
2

µ
·〈 K 1

K
1
K

1

〉 =
2
·〈 K 1

K
1

〉 +
β
·〈 K 1

K
1

〉
µ
·β

(β
+

1
)(
β

+
2
)

µ
3

=
(2

+
β

)
·β

(β
+

1
)

µ
2

µ
·〈 K 4

〉 =
α
·〈 K 3

〉 +
2
·〈 K 2

K
1

〉
µ
·α

β
(α

2
+

3
β

+
5
)

µ
4

=
α
·β

(α
2
+
β

+
1
)

µ
3

+
2
·α

β
(β

+
2
)

µ
3

4
µ
·〈 K 3

K
1

〉 =
3
·2
·〈 K 3

〉 +
3
α
·〈 K 2

K
1

〉 +
4
µ
·β

(β
+

3
)(
α
2
+
β

+
1
)

µ
4

=
(6

+
β

)
·β

(α
2
+
β

+
1
)

µ
3

+
3
α
·α

β
(β

+
2
)

µ
3

+
3
·β

(β
+

1
)(
β

+
2
)

µ
3

+
3
〈 K 1
K

1
K

1

〉 +
β
·〈 K 3

〉

µ
·〈 K 2

K
2

〉 =
2
·〈 K 3

〉 +
α
·〈 K 2

K
1

〉
µ
·β

(α
2
β

+
4
α
2
+

2
β

+
2
)

µ
4

=
2
·β

(α
2
+
β

+
1
)

µ
3

+
α
·α

β
(β

+
2
)

µ
3

4
µ
·〈 K 2

K
1
K

1

〉 =
(2
·2
·2

+
2
)
·〈 K 2

K
1

〉 +
4
µ
·α

β
(β

+
2
)(
β

+
3
)

µ
4

=
2
(5

+
β

)
·α

β
(β

+
2
)

µ
3

+
2
α
·β

(β
+

1
)(
β

+
2
)

µ
3

+
2
α
·〈 K 1

K
1
K

1

〉 +
2
β
·〈 K 2

K
1

〉

µ
〈 K 1
K

1
K

1
K

1

〉 =
3
·〈 K 1

K
1
K

1

〉 +
β
·〈 K 1

K
1
K

1

〉 µ
·β

(β
+

1
)(
β

+
2
)(
β

+
3
)

µ
4

=
(3

+
β

)
·β

(β
+

1
)(
β

+
2
)

µ
3

µ
·〈 K 5

〉 =
α
·〈 K 4

〉 +
2
·〈 K 3

K
1

〉 +
〈 K 2
K

2

〉
µ
·β

(α
4
+

6
α
2
β
+

1
5
α
2
+

2
β
2
+

1
0
β
+

8
)

µ
5

=
α
·α
β

(α
2
+

3
β
+

5
)

µ
4

+
2
·β

(β
+

3
)(
α
2
+
β
+

1
)

µ
4

+
β

(α
2
β
+

4
α
2
+

2
β
+

2
)

µ
4

5
µ
·〈 K 4

K
1

〉 =
8
·〈 K 4

〉 +
4
α
·〈 K 3

K
1

〉 +
8
·〈 K 2

K
1
K

1

〉 +
β
·〈 K 4

〉
5
µ
·α
β

(β
+

4
)(
α
2
+

3
β
+

5
)

µ
5

=
(8

+
β

)·
α
β

(α
2
+

3
β
+

5
)

µ
4

+
4
α
·β

(β
+

3
)(
α
2
+
β
+

1
)

µ
4

+
8
·α
β

(β
+

2
)(
β
+

3
)

µ
4

5
µ
·〈 K 3

K
2

〉 =
6
·2
·〈 K 4

〉 +
3
α
·〈 K 2

K
2

〉 +
2
α
·〈 K 3

K
1

〉 +
3
·〈 K 2

K
1
K

1

〉
5
µ
·α
β

(α
2
β
+

6
α
2
+
β
2
+

1
3
β
+

1
8
)

µ
5

=
1
2
·α
β

(α
2
+

3
β
+

5
)

µ
4

+
3
α
·β

(α
2
β
+

4
α
2
+

2
β
+

2
)

µ
4

+
2
α
·β

(β
+

3
)(
α
2
+
β
+

1
)

µ
4

+
3
·α
β

(β
+

2
)(
β
+

3
)

µ
4

5
µ
·〈 K 3

K
1
K

1

〉 =
(6
·2

+
2
)·
〈 K 3
K

1

〉 +
3
α
·〈 K 2

K
1
K

1

〉 +
3
·〈 K 1

K
1
K

1
K

1

〉 +
2
β
·〈 K 3

K
1

〉 5
µ
·β

(β
+

3
)(
β
+

4
)(
α
2
+
β
+

1
)

µ
5

=
(1

4
+

2
β

)·
β

(β
+

3
)(
α
2
+
β
+

1
)

µ
4

+
3
α
·α
β

(β
+

2
)(
β
+

3
)

µ
4

+
3
·β

(β
+

1
)(
β
+

2
)(
β
+

3
)

µ
4

5
µ
·〈 K 2

K
2
K

1

〉 =
4
·2
·〈 K 3

K
1

〉 +
2
·4
·〈 K 2

K
2

〉 +
4
α
·〈 K 2

K
1
K

1

〉 +
β
·〈 K 2

K
2

〉
5
µ
·β

(β
+

4
)(
α
2
β
+

4
α
2
+

2
β
+

2
)

µ
5

=
8
·β

(β
+

3
)(
α
2
+
β
+

1
)

µ
4

+
(8

+
β

)·
β

(α
2
β
+

4
α
2
+

2
β
+

2
)

µ
4

+
4
α
·α
β

(β
+

2
)(
β
+

3
)

µ
4

5
µ
·〈 K 2

K
1
K

1
K

1

〉 =
(3
·4

+
3
·2

)·
〈 K 2
K

1
K

1

〉 +
2
α
·〈 K 1

K
1
K

1
K

1

〉 +
3
β
·〈 K 2

K
1
K

1

〉
5
µ
·α
β

(β
+

2
)(
β
+

3
)(
β
+

4
)

µ
5

=
(1

8
+

3
β

)·
α
β

(β
+

2
)(
β
+

3
)

µ
4

+
2
α
·β

(β
+

1
)(
β
+

2
)(
β
+

3
)

µ
4

µ
·〈 K 1

K
1
K

1
K

1
K

1

〉 =
4
·〈 K 1

K
1
K

1
K

1

〉 +
β
·〈 K 1

K
1
K

1
K

1

〉
µ
·β

(β
+

1
)(
β
+

2
)(
β
+

3
)(
β
+

4
)

µ
5

=
(4

+
β

)·
β

(β
+

1
)(
β
+

2
)(
β
+

3
)

µ
4

..
.

– 35 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5

Such corollaries of the universal recursion (4.15) is the kind of relations that one can

first look for in more complicated tensor models, where their generating functions like (4.4)

are not immediately available.

4.7 Integrability properties: does Virasoro imply integrability?

Since the model (4.2) is equivalent to the rectangular complex matrix model, which, accord-

ing to [114, 170–172] is integrable, at least, when the matrix is square, the partition function

Z{t} at β = α2/4 is actually again a τ -function of the (forced) Toda chain hierarchy, how-

ever, it is a different solution to the hierarchy: Ck in the determinant representation (2.37)

is now of the form

Ck =

∫ ∞
0

dx xk exp

(
−µx+

∑
k

tkx
k

)
(4.16)

In fact, since the model (4.2) has the representation (4.12), similarly to the rectangular

complex model (2.59), it can be associated [163] for arbitrary α and β with Z(1,2)

Z{t} = Z(1,2)

{
µ,Nr, NgNb

∣∣∣tk} (4.17)

which is a hypergeometric KP τ -function [140, 158–161]. Moreover, by switching on another

set of times, one makes of it Z(2,2) which is a Toda lattice τ -function, however, different

from the Toda chain.

4.7.1 W -representation

The W -representation for this model also can be read off from formulas of [140] upon its

identification with Z(1,2):

Z{t} = exp

{
1

µ

(
βt1 + αL̂1{t}+ Ŵ1{t}

)}
· 1 (4.18)

with

L̂1{t} =
∑
m

(m+ 1)tm+1
∂

∂tm
, (4.19)

Ŵ1{t} =
∑
a,b

abtatb
∂

∂ta+b−1
+ (a+ b+ 1)ta+b+1

∂2

∂ta∂tb
(4.20)

4.8 The message

Thus, the “red” tensor model (4.2) is not really tensor: it is equivalent to a rectangular

matrix model, all its averages are deducible from a single set of Virasoro constraints and

satisfy the linear sum rules, i.e. the model is solvable in extreme sense.

The only thing we lose are the advantages of the Fourier transform in N . It worked

perfectly for the single-trace correlators O[k] in the Hermitian model, i.e. in the “vertical”

direction in the table of averages. However, in the “horizontal” direction, a “composite”

variable N1N2 appears through the factorization formula, and there is no nice way to

express the Fourier transform in such variable through the two separate transformations in
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N1 and N2 (unless both N ’s are large and the Fourier sums can be substituted by integrals).

Still, the double Fourier transform allowed one to find simple combinations of averages,

where the complexities drop out, and this led to the powerful sum rules. At the tensor level,

however, we have a triple (for three colorings) Fourier transform and the triply-composed

variable NrNgNb, with no efficient way to work with it. Of course, the correlators in the red

model can still be found, but with the reference to the matrix models, not by an adequate

triple-Fourier technique. Thus, if one wants to look at tensor peculiarities in the simplest

possible place, the issue of the Fourier transform is the right choice. In the next section,

we see the need for a solution to this problem even better.

Still, to really penetrate in the field of tensor models and see the deviations from the

matrix model intuition, we need more than just the “red” model. Thus, we add blue to

red, and then green emerges as promised in [177]. Actually, we begin from adding green.

5 A non-trivial RG-closed extension of the Aristotelian tensor model

5.1 The red-green partition function

Of course, in considerations of the previous section one could use operators Kk instead

of Kk. The only difference between them is the switch of some contravariant indices to

covariant ones, and it plays no role at this stage. The Gaussian averages of Kk are given

by the same formulas (4.9).

However, we can also consider mixed correlators like
〈
Kk Km

〉
, i.e. study a less trivial

“mixed” partition function

Z{t, t} =

∫
d2A exp

(
−µTrAĀ+

∑
k

tkKk +
∑
k

tkKk

)
(5.1)

For this purpose the standard Virasoro constraints are no longer sufficient. Moreover, to

get the Ward identities, we now need to deform, say, Kk by ∇(Km), and this produces new

operators like

K3,3 = =

This means that (5.1) is not RG-complete, and more operators and time-variables should

be added to its extended action. Clearly, just Kk,m are not enough: further variations of

these operators can produce even more. Typical examples of diagrams contributing to the
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full set of Ward identities are

kt ∂∂t
∂2

∂t∂t

The question is what the minimal RG-completion is.

We can look for it by examining the tree and loop descendants of the keystone opera-

tors, but a more practical approach is to do this directly at the Ward identities. Namely,

there is a universal recursion for the Gaussian averages,

µ

〈
A
jg
irαb

∂K
∂A

jg
irαb

〉
=

〈
∂2K

∂A
jg
irαb

∂Āirαbjg

〉
(5.2)

applicable to arbitrary operator K. It can be considered either as the Ward identity for the

shift δĀ = ∂K/∂A evaluated at the point where all tk = 0, or just as a simple consequence

of the Wick theorem (Wick recursion, result of just one propagator insertion). The point

is that the operators arising at the r.h.s. can be of more general nature than those at the

l.h.s. That is, if one takes for K arbitrary functions of keystone operator(s), their A, Ā-

derivatives contain both the tree and loop descendants of keystones. Thus, looking at (5.2)

and nothing else we iteratively reconstruct the entire RG-closed set of operators generated

by the given keystone ones.

5.2 Hierarachy/tower of Virasoro-like constraints

Moreover, the same procedure can be promoted to the level of Virasoro-like identities, i.e.

for the generating functions of recursion relations.

Step 1. To this end, we can start from a single keystone operator K2, discover that

the recursion generates from it all Kk with arbitrary k as the tree operators, while all loop

operators appear algebraic function of those. Thus, at this stage, one needs to add all these

Kk to extend the action with independent coefficients (time-variables) tk, i.e. to obtain the

extended red model (4.2). The above reasoning is now expressed in form of the basic level

Virasoro constraint (4.4), which we naturally call “red-Virasoro”.

Step 2. We could instead begin from another keystone operator K2 and arrive at the

green model satisfying the green-Virasoro constraints.

Step 3. What we need, is the model where both K2 and K2 are included as keystones,

and the natural starting point for the extended action is the one in (5.1). However, the

red-Virasoro constraints hold for this model only at the point where all green times tk = 0,

while the green-Virasoro constraints hold at the point where all tk = 0. When both

types of time-variables are non-vanishing, we should include the descendants coming from

the recursion relation (5.2) with K = KmKn, i.e. the operators Km,n. Since they are
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algebraically independent of Kk and Kk, we should add them to extended the action with

their own new couplings (time-variables) tm,n. Then, in the Aristotelian model (5.1), we

immediately obtain the new Virasoro constraint of the next level

−µ ∂

∂tm+1
+
∑
k

ktk
∂

∂tk+m
+
∑
k

ktk
∂

∂tm+1,k
+

+

m−1∑
a=1

∂2

∂ta∂tm−a
+ (Nr +NgNb)︸ ︷︷ ︸

α

(1− δm,0)
∂

∂tm
+NrNgNb︸ ︷︷ ︸

β

·δm,0

Z{t, t} = 0 (5.3)

valid for arbitrary values of tk and tn (new as compared to (4.4) is just the underlined

term). Eq. (5.3) is the Ward identity for the shift δĀ = ∂Km/∂A. Of course, (5.3) has a

“green” counterpart associated with the shift δĀ = ∂Kn/∂A:

−µ ∂

∂tn+1
+
∑
k

ktk
∂

∂tk+n
+
∑
k

ktk
∂

∂tk,n+1
+

+
n−1∑
a=1

∂2

∂ta∂tn−a
+ (Nr +NgNb)︸ ︷︷ ︸

α

(1− δn,0)
∂

∂tn
+NrNgNb︸ ︷︷ ︸

β

·δn,0

Z{t, t} = 0 (5.4)

These two sets of constraints taken at all zero times tk’s lead to the relations for the

correlators that we already know from the previous section:

−µ
〈
Km+1

〉
+
m−1∑
a=1

〈
KaKm−a

〉
+ α(1− δm,0)

〈
Km
〉

+ β · δm,0 = 0 (5.5)

−µ
〈
Kn+1

〉
+

n−1∑
a=1

〈
KaKn−a

〉
+ α(1− δn,0)

〈
Kn
〉

+ β · δn,0 = 0

However, one can go further and take the first derivative of (5.3) w.r.t. tp at all zero

times tk’s which gives

−µ
〈
KmKp

〉
+p
〈
Km,p

〉
+
m−2∑
a=1

〈
KaKm−a−1Kp

〉
+α(1−δm,1)

〈
Km−1Kp

〉
+β ·

〈
Kp
〉
·δm,1 = 0

(5.6)

Similarly, the derivative of (5.4) w.r.t. tq gives

−µ
〈
KnKq

〉
+q
〈
Kn,q

〉
+

n−2∑
a=1

〈
KaKn−a−1Kq

〉
+α(1−δn,1)

〈
Kn−1Kq

〉
+β ·

〈
Kq
〉
·δn,1 = 0

(5.7)
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Choosing in these expressions q = m and p = n and adding them with the coefficients m and

n respectively, one arrives at the recurrent relation (we take into account that Kn,q = Kq,n)

− (m+ n)µ ·
〈
KmKn

〉
+ 2mn ·

〈
Km,n

〉
+mα(1− δm,1) ·

〈
Km−1Kn

〉
+m ·

∑
m1,m2≥1

m1+m2=m−1

〈
Km1Km2Kn

〉
+ nα(1− δn,1) ·

〈
KmKn−1

〉

+ n ·
∑

n1,n2≥1

n1+n2=n−1

〈
KmKn1Kn2

〉
+ β ·

〈
Kn
〉
· δm,1 + β ·

〈
Km
〉
· δn,1 = 0 (5.8)

In fact, using (5.3) or (5.4), one can easily calculate the correlators
〈
Km,n

〉
in the

planar limit. The simplest way to do this is to get the equation for the generating functions.

This is done immediately, however, requires first evaluating the two-resolvents in the planar

limit. This calculation will be presented elsewhere, and, in the next section, we perform

just direct calculation through the Gaussian integration.

Next steps: (5.3) holds, however, only at vanishing values of the newly-added times:

tm,n = 0. If we want to release these time-variables, we will need new operators to add,

include them with new couplings and get the Virasoro-like constraints of the next level, and

so on. In this way, we arrive at the clearly ordered tower of embedded constraints, which

is generically infinite, though can sometimes terminate, if the newly emerging operators

get algebraically dependent of the previous ones. This unavoidably happens, for example,

if we keep the values of Nr, Ng and Nb fixed and integer. This option was not considered

interesting in the simplest matrix models, where much more can be achieved: a single

generating function for all Ward identities at all N . However, for the tensor models this

option can turn out to be much more interesting.

Possible culmination will appear when one manages to understand this entire well-

structured tower of constraints well enough and find a top level generating function(al)

unifying them all. There is, however, a long way to go before we reach this point, and one

of the ways is a reformulation of particular models in the BZ terms summarized in above

section 3.

Advantages of reformulation in terms of Virasoro-like constraints are not exhausted

by their beauty: important is an ability to go beyond the Gaussian phases and to true

non-perturbative considerations. We briefly mentioned in section 2 possible techniques

involved in this part of the story, and they should be also looked at and for in the study

of tensor models.

In the remaining part of this section, we come back down to earth and start doing the

first of above steps for the Aristotelian model, the first non-trivial one among the tensor

models. Our main concern is developing some technique for the Gaussian calculations. The

first results are tested with the basic recursions (5.2) and (5.8). The main goals, however,

are the lifting from the recursions to their generating functions and functionals and the

search for general formulas and relations like (2.55).
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5.3 Gaussian averages in the Aristotelian model by direct computation

5.3.1 Red rings and green rings

Like in the red model from section 4, when only operators Km are present in the correlators,

they can be considered as those in the rectangular matrix model of size Nb × NgNb, i.e.

taken just from the table in section 2.3.2 with α = Nr +NgNb and β = NrNgNb:〈∏
i

Kmi
〉

= ONb×NgNb[Λ] (5.9)

for Λ = [m1 ≥ m2 ≥ . . . ≥ 0].

The same is true when only green operators are present:〈∏
j

Knj
〉

= ONg×NrNb[Λ] (5.10)

only this time α = Ng + NrNb and Λ = [n1 ≥ n2 ≥ . . . ≥ 0], while β = NrNgNb remains

the same.

The operators Km and Kn are naturally depicted as red and green circles of lengths m

and n respectively, as will be more accurately explained in section 5.4 below. SinceK1 = K1,

the circles of unit length can be considered either red or green. In the rectangular matrix

model, the insertion of such unit circles changes averages in a very simple way described

by the factorization formula (4.14).

5.3.2 Reductions at N = 1

In more complicated cases, the averages in the Aristotelian model (5.1) are not reduced to

those for the rectangular matrices. However, they do so, when any of the three colorings

disappear, i.e. when any one of the three numbers Nr, Ng or Nb becomes unity. This

provides a convenient check for formulas and also helps to build them by lifting from the

three different rectangular model limits: such calculations can provide the answers modulo

(Nr
2−1)(Ng

2−1)(Nb
2−1). We illustrate this approach in examples below in this section.

5.3.3 Red and green rings together

The next correlators to look at are the collections of rings of different colors, beginning

from
〈
KmKn

〉
.

First of all, if we put, say, Ng = 1 then the operators Km and Kn turn respectively

into Km, Kn1 of the rectangular Nr × Nb matrix model, i.e. will be easily calculated with

the help of (4.14):

〈
KmKn

〉
Ng=1

= ONr×Nb[m,1n] =
1

µn
ONr×Nb[m]

n−1∏
j=0

(
NrNb +m+ j

)
(5.11)

Likewise, 〈
KmKn

〉
Nr=1

= ONg×Nb[n,1m] =
1

µn
ONg×Nb[n]

m−1∏
i=0

(
NgNb + n+ i

)
(5.12)
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If Nb = 1, then the both types of operators turn into the circles in the rectangular model

Nr ×Ng and 〈
KmKn

〉
Nb=1

= ONr×Ng[m,n] (5.13)

where this time we should substitute α = α ≡ Nr + Ng. As already mentioned, these

formulas provide a nice starting point for evaluating the correlator at generic values of Nr,

Ng and Nb.

For example,〈
K2K2

〉
(5.14)

=
NrNgNb

µ4

(
Nr

2Ng
2Nb

3+(Nr
2+Ng

2+4)NrNgNb
2+(Nr

2Ng
2+4Nr

2+4Ng
2+2)Nb+6NrNg

)
and 〈

K3K2

〉
=
NrNgNb

µ5

(
Nr

2Ng
3Nb

4 + (3Nr
2 +Ng

2 + 6)NrNg
2Nb

3+

+ (Nr
4 + 3Nr

2Ng
2 + 19Nr

2 + 6Ng
2 + 6)NgNb

2

+ (Nr
2Ng

2 + 6Nr
2 + 25Ng

2 + 18)NrNb + 12(Nr
2 + 1)Ng

)
(5.15)

are fully defined by the three reductions (5.11)–(5.13). The matrix model calculation

becomes insufficient beginning from〈
K4K2

〉
=
NrNgNb

µ6

(
Nr

2Ng
4Nb

5 + (6Nr
2 +Ng

2 + 8)NrNg
3Nb

4+ (5.16)

+ (6Nr
4 + 6Nr

2Ng
2 + 53Nr

2 + 8Ng
2 + 12)Ng

2Nb
3

+ (Nr
4 + 6Nr

2Ng
2 + 53Nr

2 + 65Ng
2 + 100)NrNgNb

2+

+ (Nr
4Ng

2 + 8Nr
4 + 85Nr

2Ng
2 + 80Nr

2 + 68Ng
2 + 32)Nb + 20(Nr

2 + 5)NrNg

)
and〈
K3K3

〉
=
NrNgNb

µ6

(
Nr

3Ng
3Nb

5 + 3(Nr
2 +Ng

2 + 3)Nr
2Ng

2Nb
4+

+ (Nr
4 + 9Nr

2Ng
2 +Ng

4 + 28Nr
2 + 28Ng

2 + 18)NrNgNb
3+

+ 3(Nr
4Ng

2 +Nr
2Ng

4 + 3Nr
4 + 35Nr

2Ng
2 + 3Ng

4 + 15Nr
2 + 15Ng

2 + 2)Nb
2+

+ (Nr
2Ng

2 + 46Nr
2 + 46Ng

2 + 181)NrNgNb + 30(Nr
2 + 1)(Ng

2 + 1)
)

(5.17)

From these examples, supplemented by other corollaries of (5.11)–(5.13), one can observe

an emerging structure of the answer:〈
KmK2

〉
=
NrNgNb

µm+1

{
Nr

2Ng
mNb

m+1 +

(
m(m− 1)

2
Nr

2 +Ng
2 + 2m

)
NrNg

m−1Nb
m+

+

(
m(m− 1)2(m− 2)

12
·Nr

4 +
m(m− 1)

2
Nr

2Ng
2 +

m(m− 1)(m2 + 23m− 2)

24

· Nr
2 + 2mNg

2 +m(m− 1)

)
Ng

m−2Nb
m−1 + +O

(
Nb

m−2
)}

(5.18)
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and, further,〈
KmKn

〉
=
NrNgNb

µm+1

{
Nr

nNg
mNb

m+n−1+

(
m(m−1)

2
Nr

2+
n(n−1)

2
Ng

2+mn

)
Nr

n−1Ng
m−1Nb

m+n−2+

+

(
m(m−1)2(m−2)

12
·Nr

4+
m(m−1)

2

n(n−1)

2
·Nr

2Ng
2+

n(n−1)2(n−2)

12
·Ng

4+

+
m(m−1) ·

(
(m+1)(m−2)+12mn

)
24

Nr
2+

n(n−1) ·
(
(n+1)(n−2)+12mn

)
24

Ng
2+

+
m(m−1)n(n−1)

2

)
Nr

n−2Ng
m−2Nb

m+n−3+O
(
Nb

m+n−4
)}

(5.19)

but more data is needed to fully reconstruct it even for this simplest kind of Gaussian

correlators in the simplest of tensor models.

As usual, many terms in the expansion (5.19) can be restored from the reduction to

Ng = 1, when it should match the large-Nb expansion

ONr×Nb[m,1n] = ONr×Nb[m]

m+n−1∏
i=m

(NrNb + i) =

= Nr
nNb

m+n−1

(
1+

m(m−1)

2

Nr

Nb
+
m(m−1)2(m−2)

12

Nr
2

Nb
2

+
(m+1)m(m−1)(m−2)

Nb
2

+. . .

)
·

·
(

1+
(2m+n−1)n

2NrNb
+
n(n−1)(12m2+12mn+3n2−12m−7n+2)

24Nr
2Nb

2
+ . . .

)
(5.20)

Efficient handling of such formulas requires an adequate multi-color generalization of the

FT calculus, which will be developed elsewhere.

5.3.4 Direct evaluation of
〈
K2,2

〉
In our notation, the operators Km,1 = Km, thus, their Gaussian averages are just the same

as in (4.9). The averages of K1,n = Kn are obtained by the substitution of α = Nr +NgNb

by α = Ng +NrNb.

Thus, the first non-trivial example is the average of K2,2:

K2,2 = 0

1̄ 1

0̄

2̄ 2

= =

2

2

By the Wick theorem, this average is a sum of six different pairings

〈
K2,2

〉
=
NrNgNb

µ3

(
NrNgN

2
b︸ ︷︷ ︸

<00̄><11̄><22̄>

+

<01̄><10̄><22̄>︷ ︸︸ ︷
N2
rNb + N2

gNb︸ ︷︷ ︸
<02̄><11̄><20̄>

+

<00̄><12̄><21̄>︷︸︸︷
Nb + 2NrNg︸ ︷︷ ︸

<01̄><12̄><20̄>+<02̄><10̄><21̄>

)
(5.21)
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An alternative calculation uses the recursion relation i.e. the Virasoro constraint at

t = 0. Namely, eq. (5.2) in this case says

3µ
〈
K2,2

〉
= µ

〈
A
jg
irαb

∂K2,2

∂A
jg
irαb

〉
=

〈
∂2K2,2

∂A
jg
irαb

∂Āirαbjg

〉
=

2∑
a,b=0

〈
∂2K2,2

∂A(a)∂Ā(b̄)

〉
(5.22)

where the sum goes over pairs of vertices labeled by 0, 1, 2 and 0̄, 1̄, 2̄ in the picture. Ex-

plicitly contracting the indices in these 9 terms, one obtains

3µ
〈
K2,2

〉
= (2Nr +NgNb)

〈
K2

〉
︸ ︷︷ ︸

<01̄>,<10̄>,<11̄>

+

<02̄>,<20̄>,<22̄>︷ ︸︸ ︷
(2Ng +NrNb)

〈
K2

〉
+ 2

〈
K2

〉
︸ ︷︷ ︸

<12̄>,<21̄>

+

<00̄>︷ ︸︸ ︷
Nb

〈
K1K1

〉
=

(4.9)
=

NrNgNb

µ2

(
(2Nr+NgNb)(NrNb+Ng)+(2Ng+NrNb)(NgNb+Nr)+

+ 2(NrNg+Nb)+Nb(NrNgNb + 1)
)

=

=
3NrNgNb

µ2

(
NrNgNb

2 +Nr
2Nb +Ng

2Nb + 2NrNg +Nb

)
(5.23)

in full accordance with (5.21). We remind that there is a symmetry between Nr and Ng,

but not Nb.

A specifics (simplicity) of this example is that the next-level operator with more blue

lines (two in this case) arising in the recursion appeared to be equivalent to what we

denoted as K2, for which we actually now the answer: its average is the same αβ/µ2 as

that of K2, with α = Nr +NgNb substituted by α = Nb +NrNg.

The FT generating function is remarkably simple in this case K2,2:∑
Nr,Ng ,Nb

λNrr λ
Ng
g λNbb ·

〈
KNr×Ng×Nb2,2

〉
=

6λrλgλb
(1−λr)4(1−λg)4(1−λb)4

(
(1−λrλg)2−(λr−λg)2λb

2
)

(5.24)

but it becomes sophisticated for averages with higher m and n.

5.3.5 Some other Gaussian averages
〈
Km,n

〉
and their reductions

At Ng = 1 the average of Km,n becomes equivalent to that of Tr (MM̄)m
(

TrMM̄
)n−1

in

the rectangular matrix model with the matrix size Nr ×Nb. For Nr = 1, the same is true

for the Ng ×Nb model. Finally, at Nb = 1 we get the equivalence to just Tr (MM̄)m+n−1

in the Nr × Ng model. Thus, we get the following expressions through the single-hook

averages: 〈
Km,n

〉
Ng=1

= ONr×Nb
[m,1n−1]

〈
Km,n

〉
Nr=1

= ONg×Nb
[n,1m−1]

〈
Km,n

〉
Nb=1

= ONr×Ng[m+n−1] (5.25)
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When only one of the three N ’s is different from unity, the rectangular model reduces to

the vector one and we get a universal answer:

〈
Km,n

〉
Nr=Ng=1

= Nb(Nb+1)(Nb+2) . . . (Nb+m+n−1) =
(Nb+m+n−1)!

(Nb−1)!〈
Km,n

〉
Nr=Nb=1

= Ng(Ng+1)(Ng+2) . . . (Ng+m+n−1) =
(Ng+m+n−1)!

(Ng−1)!〈
Km,n

〉
Ng=Nb=1

= Nr(Nr+1)(Nr+2) . . . (Nr+m+n−1) =
(Nr+m+n−1)!

(Nr−1)!
(5.26)

With the help of (4.9), one can check that (5.25) is indeed true:

〈
K2,2

〉
=
NrNgNb

µ3

(
NrNgNb

2 + (Nr
2 +Ng

2 + 1)Nb + 2NrNg

)
Ng = 1 NrNb(Nr +Nb)(NrNb + 2) = ONr×Nb[2,1]

Nb = 1 NrNg(N
2
r +N2

g + 3NrNg + 1) = ONr×Ng[3]

(5.27)

• Similarly for K3,2 we get:

K3,2 = = =

3

2

〈
K3,2

〉
=
NrNgNb

µ4

(
NrNg

2Nb
3+(3Nr

2+Ng
2+2)NgNb

2+(Nr
2+5Ng

2+5)NrNb+3(Nr
2+1)Ng

)
Ng = 1 NrNb(NrNb + 3)(N2

r +N2
b + 3NrNb + 1) = ONr×Nb[3,1]

Nr = 1 NgNb(Ng +Nb)(NgNb + 2)(NgNb + 3) = ONg×Nb[2,1,1]

Nb = 1 NrNg(Nr +Ng)
(
N2
r +N2

g + 5NrNg + 5
)

= ONr×Ng[4]

(5.28)

Note that for Nb 6= 1 there is no symmetry between Nr and Ng in this case: by exchanging

Nr and Ng, one gets the expression for
〈
K2,3

〉
. In particular, in this case, we would get

〈
K2,3

〉
=
NrNgNb

µ4

(
Nr

2NgNb
3+(Nr

2+3Ng
2+2)NrNb

2+(5Nr
2+Ng

2+5)NgNb+3(Ng
2+1)Nr

)
Ng = 1 NrNb(Nr +Nb)(NrNb + 2)(NrNb + 3) = ONr×Nb[2,1,1]

Nr = 1 NgNb(NgNb + 3)(N2
g +N2

b + 3NgNb + 1) = ONg×Nb[3,1]

(5.29)
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• For K3,3 we obtain:

K3,3 = = =

3

3

〈
K3,3

〉
=
NrNgNb

µ5

(
Nr

2Ng
2Nb

4 +
(
3Nr

2 + 3Ng
2 + 4

)
NrNgNb

3+

+
(
Nr

4+Ng
4+13Nr

2Ng
2+9Nr

2+9Ng
2+2

)
Nb

2+
(
7Nr

2+7Ng
2+36

)
NrNgNb+6(Nr

2+1)(Ng
2+1)

)

Ng = 1 NrNb(NrNb+3)(NrNb+4)(N2
r +N2

b +3NbNr+1) = ONr×Nb

[3,1,1]

Nb = 1 NrNg

(
N4
r +10N3

rNg+20N2
rN

2
g +10NrN

3
g +N4

g +15N2
r +40NrNg+15N2

g +8
)

= ONr×Ng

[5]

(5.30)

〈
K4,2

〉
=
NrNgNb

µ5

(
NrNg

3Nb
4 + (6Nr

2 +Ng
2 + 3)Ng

2Nb
3 + (6Nr

2 + 9Ng
2 + 20)NrNgNb

2+

+(Nr
4 + 14Nr

2Ng
2 + 15Nr

2 + 12Ng
2 + 8)Nb + 4NrNg(Nr

2 + 5)
)

Ng = 1 NrNb(NrNb+4)(N2
r +N2

b +5NrNb+5) = ONr×Nb

[4,1]

Nr = 1 NgNb(Ng+Nb)(NgNb+2)(NgNb+3)(NgNb+4) = ONg×Nb

[2,1,1,1]

Nb = 1 NrNg

(
N4
r +10N3

rNg+20N2
rN

2
g +10NrN

3
g +N4

g +15N2
r +40NrNg+15N2

g +8
)

= ONr×Ng

[5]

(5.31)

Again, for Nb 6= 1 there is no symmetry between Nr and Ng in this case: by exchanging

Nr and Ng, one gets the expression for
〈
K2,4

〉
.

〈
K4,3

〉
=
NrNgNb

µ6

(
Nr

2Ng
3Nb

5 + 3(2Nr
2 +Ng

2 + 2)NrNg
2Nb

4+

+ (6Nr
4+Ng

4+24Nr
2Ng

2+35Nr
2+13Ng

2+6)NgNb
3+

+ (Nr
4+12Ng

4+34Nr
2Ng

2+25Nr
2+119Ng

2+34)NrNb
2+

+ (9Nr
4 + 25Nr

2Ng
2 + 140Nr

2 + 22Ng
2 + 78)NgNb + 10(Nr

2 + 5)(Ng
2 + 1)Nr

)
Ng=1 NrNb(Nr+Nb)(NrNb+4)(NrNb+5)(N2

r +5NbNr+N2
b +5) =ONr×Nb

[4,1,1]

Nr=1 NgNb(NgNb+3)(NgNb+4)(NgNb+5)(N2
g+3NgNb+N2

b +1) =ONg×Nb

[3,1,1,1]

Nb=1 NrNg(Nr+Ng)
(
N4
r +14N3

rNg+36N2
rN

2
g+14NrN

3
g+N4

g+35N2
r +140NrNg+35N2

g+84
)
=ONr×Ng

[6]

(5.32)
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5.3.6 Wheel operators

We consider also the wheel operators:

K3W =

They are totally symmetric in the three colors and they can have only odd lengths m.

The first non-trivial example after K1W = K1 with the average
〈
K1W

〉
= NrNgNb and the

FT function ∑
Nr,Ng ,Nb

λNrr λ
Ng
g λNbb ·

〈
KNr×Ng×Nb1W

〉
=

λrλgλb
(1− λr)2(1− λg)2(1− λb)2

(5.33)

is 〈
K3W

〉
=
NrNgNb

µ3

(
3NrNgNb +Nr

2 +Ng
2 +Nb

2
)

(5.34)

Unfortunately, the FT formula is somewhat long in this case.

When any of the color numbers is one, this operators turns into an ordinary circle in

the rectangular model with the remaining two colorings:

Ng = 1
〈
KmW

〉
= ONr×Nb[m]

Nr = 1
〈
KmW

〉
= ONg×Nb[m]

Nb = 1
〈
KmW

〉
= ONr×Ng[m] (5.35)

Thus, the average of the wheel operators is the three-coloring continuation of the basic

two-color averages in the first column of the table in section 2.3.2.

5.3.7 Examples of recursion checks

We have now enough explicit formulas to check the non-trivial example (5.8) of the recursion

in the Aristotelian model. For example, for m = 2 and n = 2 we get:

4µ ·
〈
K2K2

〉
= 8 ·

〈
K2,2

〉
+ 2α ·

〈
K1K2

〉
︷ ︸︸ ︷〈
K2K1

〉
+2α ·

〈
K2K1

〉
︷ ︸︸ ︷〈
K2K1

〉
(5.36)

Note that the color of the unit circle operator K1 in the last two terms should be adjusted to

that of K2, if one wants to apply the prescription from the end of section 5.3.1. Substituting

the averages from (5.14), (5.27) and (4.9) we obtain the identity (the overall factor 4βµ−3

is omitted):

N2
rN

2
gN

3
b + (N2

r +N2
g + 4)NrNgN

2
b + (N2

rN
2
g + 4N2

r + 4N2
g + 2)Nb + 6NrNg =

= 2
(
NrNgN

2
b + (N2

r +N2
g + 1)Nb + 2NrNg

)
+ (Nr +NgNb)(Ng +NrNb)(NrNgNb + 2)

(5.37)
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Likewise, for m = 3 and n = 2

5µ ·
〈
K3K2

〉
= 12 ·

〈
K3,2

〉
+ 3α ·

〈
K2K2

〉
+ 3 ·

〈
K1K1K2

〉
︷ ︸︸ ︷〈
K2K1K1

〉
+2α ·

〈
K3K1

〉
︷ ︸︸ ︷〈
K3K1

〉
(5.38)

what is indeed true:

5 ·
(
Nr

2Ng
3Nb

4 + (3Nr
2 +Ng

2 + 6)NrNg
2Nb

3+

+ (Nr
4+3Nr

2Ng
2+19Nr

2+6Ng
2+6)NgNb

2+(Nr
2Ng

2+6Nr
2+25Ng

2+18)NrNb+12(Nr
2+1)Ng

)
=

= 12 ·
(
NrNg

2Nb
3 + (3Nr

2 +Ng
2 + 2)NgNb

2 + (Nr
2 + 5Ng

2 + 5)NrNb + 3(Nr
2 + 1)Ng

)
+

+ 3 · (Nr+NgNb)
(
Nr

2Ng
2Nb

3+(Nr
2+Ng

2+4)NrNgNb
2+(Nr

2Ng
2+4Nr

2+4Ng
2+2)Nb+6NrNg

)
+

+ (Ng +NrNb)(NrNgNb + 3)
(

3 · (NrNgNb + 2) + 2 ·
(
(Nr +NgNb)

2 +NrNgNb + 1
) )

(5.39)

When Ng = 1, the operators Km, Kn and Km,n turn respectively into Km, Kn1 and

KmKn−1
1 of theNr×Nb rectangular matrix model, and the recursion relation (5.8) reduces to

(m+ n)µ · ONr×Nb[m,1n] = 2mn · ONr×Nb
[m,1n−1]

+ (5.40)

+mα · ONr×Nb[m−1,1n] +m ·
∑

m1,m2≥1

m1+m2=m−1

ONr×Nb[m1,m2,1n] + nα · ONr×Nb
[m,1n−1]

+ n(n− 2) · ONr×Nb
[m,1n−1]

For example, at n = 1 we get:

(m+ 1)µ · O[m,1] = (2m+ β) · O[m] +mα · O[m−1,1] +m ·
∑

m1,m2≥1

m1+m2=m−1

O[m1,m2,1] (5.41)

(note that for n = 1 the sum α + n − 2 = NrNb = β). The factorization property (4.14)

reduces this to m(m+ β − 1) times the basic recursion of the rectangular complex model,

µ · Om = α · Om−1 +
∑

m1,m2≥1

m1+m2=m−1

O[m1,m2] (5.42)

see section 4.6. The data from section 4.5 can be used to check other particular cases (5.40).

Similarly, at Nr = 1 we have

(m+ n)µ · ONg×Nb[n,1m] = 2mn · ONg×Nb
[n,1m−1]

+ (5.43)

+mα · ONg×Nb
[n,1m−1]

+m(m− 2) · ONg×Nb
[n,1m−1]

+ nα · ONg×Nb
[n,1m−1]

+ n ·
∑

n1,n2≥1

n1+n2=n−1

ONg×Nb
[n1,n2,1m−1]

For Nb = 1 the operators Km, Kn and Km,n turn into Km, Kn and Km+n−1 of the

Nr ×Ng model, and (5.8) becomes

(m+ n)µ · ONr×Ng[n,m] = 2mn · ONr×Ng[m+n−1]+ (5.44)

+mα · ONr×Ng[m−1,n] +m ·
∑

m1,m2≥1

m1+m2=m−1

ONr×Ng[m1,m2,n] + nα · ONr×Ng[m,n−1] + n ·
∑

n1,n2≥1

n1+n2=n−1

ONr×Ng[m,n1,n2]
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5.4 On RG completion of the Aristotelian model

To study the problem of RG completion in this model, we introduce an additional notation.

The red and green propagators are

. . .=

. . .=

We denote them by the thick lines, but these are not propagators in Feynman diagrams,

where the thick lines are multi-colored tubes/cables, here these are just the “dressed”

thin-line trees.

The main operation in taking averages with the help of the Wick theorem is connecting

two vertices by a Feynman propagator, i.e. just eliminating the two vertices and connecting

the lines inside them.

If we consider a diagram which is a set of thick red and green lines meeting at the ver-

tices and further connected by thin blue lines, then we should distinguish between five cases:

(a) merged are two vertices inside a thick propagator

(b) merged are two vertices in two thick propagators of the same color

(c) merged are two vertices in two thick propagators of two different colors

(d) merged are two inter-propagator vertices

(e) merged are the inter-propagator vertex and that inside a thick propagator.

It is easy to see that

(a) leads to decoupling of a closed piece of the thick line, i.e. of the average
〈
Km2

〉
(b) leads to overcrossing of the two propagators

(c) leads to emerging of two new inter-propagator vertices connected by a blue line

(d) connects the two remote vertices and releases two thick propagators

(e) exchanges a piece of the thick propagator
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Pictorially:

(a) −→

(b) −→

(c) −→

(d) −→

(e) −→

m1 m2 m3

m1 + m3 − 1

m2

H�

H�

H�

H�

m1 m2

m3 m4

m1 + m3 m2 + m4

-

H�

H�

H�

H�

m1 m2

n2 n1

m1 + n2 n1 + m2

- - -

m1 m2 m3 m4 m1

m2 + m3
m4

n1 n2 n3 n4 n1
n2 + n3

n4

�A A�
H
�

- -

m1 m2 m3 m1 m3 m2 + m4

n1 n2 m4 n1 n2

�A �A �A �A

(
Tr ∂

∂Ā
∂
∂A

)[
. . . Apa

i Āk
paÔ

j
kA

qb
j Āl

qb . . .
]

=
[
. . . Apa

i Ôk
kĀ

l
pa . . .

]

(
Tr ∂

∂Ā
∂
∂A

)[
. . . Apa

i Āk
paÔ

j
k

][
Ô′m

n Aqb
mĀl

qb . . .
]

=
[
. . . Apa

i Ôj
k

][
Ô′k

n Āl
pa . . .

]
=
[
. . . Apa

i Āl
pa . . .

][
(ÔÔ′)jn

]

(
Tr ∂

∂Ā
∂
∂A

)[
. . . Apa

i Āi
qaÔ

q
r

][
Ô′j

k A
sb
j Āl

sb . . .
]

=
[
. . . Apa

i Ôq
r

][
Ô′i

k Ā
l
qa . . .

]
=
[
. . . Apa

i Ô′i
k

][
Ôq

rĀ
l
qa . . .

]

(
Tr ∂

∂Ā
∂
∂A

)[
. . . Apa

i Ôi
k

][
Ô′q

r Ā
l
qa . . .

][
. . . Asb

j
ˆ̄Oj
m

][
ˆ̄O′u
t Ān

ub . . .
]

=
[
. . . Apa

i Ôi
k

][
ˆ̄O′q
t Ā

n
qa . . .

][
Ô′s

r . . .
][

. . . ˆ̄Ol
m

]

(
Tr ∂

∂Ā
∂
∂A

)[
. . . Apa

i Ôi
k

][
. . . Āo

qaÔ
′l
o

][
. . . Asb

mĀj
sbÔ

′′n
j

]
=
[
. . . Apa

i Ôi
k

][
. . . Ô′l

m

][
. . . Āj

qaÔ
′′n
j

]
In result, we obtain that a closed set of operators is formed by tri-valent vertices

connected by thin blue lines and thick red and green lines, which carry additional ”length”

labels. It is now clear that the Laplace operator at the r.h.s. of the recursion relation (5.2)

does not take us away from this restricted set of operators, i.e. we get a closed set of Ward

identities. This makes such models potentially solvable, though there is still a long way
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to go before these solutions are made as clear and explicit as in [16–24] for the ordinary

matrix models.

5.5 The structure of RG-complete set of operators

The previous subsection provides a description of the theory (5.1) in terms of the decorated

tri-valent graphs.

The keystone operators K2 and K2 are now depicted as red and green circles of length 2.

The tree operators are chains of these operators connected by thick black lines, which

can be then eliminated by the rules (a)-(e). The same is true about the loop operators.

The trees made from K2 alone are fully handled by rule (b), and they are just red

circles of arbitrary length m. The loops made from K2 are also handled by rule (a) and

they are disconnected collections of red circles of arbitrary lengths. This simple structure

of the RG-completion of K2 was actually underlying the solution of the model in section 4:

m1 m2
=

m1 +m2 − 1 m1

m2

=

m1

m2 − 1

The same is true for the RG-completion of K2:

n1 n2
=

n1 + n2 − 1 n1

n2

=

n1

n2 − 1

Something new arises when the tree operators involve chains with both types of the

Feynman diagram vertices K2 and K2. Now rule (c) is needed and emerging are the operator

Km,n and, further, arbitrary red-green cycles with non-intersecting thin blue shortcuts.

Thus all tree-operators are single planar cycles:

m n
=

m

n− 1

=

The loop operators are either the red-green cycles with the intersecting blue shortcuts

or several such red-green cycles with the shortcuts connected by thin blue lines.

� �

U

�
-

�

= = =

– 51 –



J
H
E
P
0
6
(
2
0
1
7
)
1
1
5

This describes the set of operators in the extended action of the RG-completed

model (5.1). Clearly, they have an interpretation in terms of some quantum mechanics: a

one-dimensional QFT defined on a collection of circles (which, in turn, can be thought of

as boundaries of holes on a plane). The circles are equipped with lengths of their segments

(thick red and green propagators), and the field in this new effective 1d theory is responsi-

ble for the thin blue lines connecting arbitrary points of arbitrary circles. Since the relevant

lengths are integer, this quantum mechanics should be discrete and, perhaps, p-adic. Fol-

lowing this line one can also approach the old problem of relating the BZ forest formulas

with the Bruhat-Tits trees, i.e. finding a p-adic interpretation of the measures on the space

of trees which the BZ theory associates with arbitrary QFT with a chosen keystone opera-

tor. This can bring us back to the old attempts of [182, 183] in the simplest string models, to

their reformulation in terms of matrix models and further generalizations to tensor models.

5.6 Towards Ward identities

The recursion relations (5.2), i.e. the equations of motion in the theory (5.1), are now the

defining relations (equivalencies) between the contributions of decorated tri-valent graphs.

The simplest recursion relation we already encountered in section 2.1.3, it remains just

the same:

µ
〈
Km
〉

=
∑

m1+m2=m−1

=
〈
Km1Km2

〉
(5.45)

or, pictorially,

µ · =
∑

m1+m′2=m

m m1

m′2

m1

m2

=
∑

m1+m2=m−1

A similar relation holds in the green sector.

The first recursion which mixes the red and green colorings is

µ · (m+ n) ·
〈
KmKn

〉
= m ·

∑
m1+m2=m−1

〈
Km1Km2Kn

〉
+ n ·

∑
n1+n2=n−1

〈
KmKn1Kn2

〉
+ 2mn ·

〈
Km,n

〉
(5.46)

Pictorially, with coefficients and summations omitted,

µ · = + +

|| || ||

-

m n m n m n m n

m1 m2
n m n1 n2

m

n
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Each correlator at the both sides of such recursions is by itself a result of calculations

with the help of the Wick theorem. The recursion describes insertion of just a single

propagator: it connect the Feynman diagram with “smaller” Feynman diagrams, which

contain less background fields (by two) and smaller power of µ−1 (by one). Instead, it

converts the tree operators into the loop ones, i.e. increases the number of thick colored

circles. In the above examples, they are disconnected, but in general thin blue lines will

appear between them, e.g.

µ · = + +

|| || ||

-

�

m n m n m n m n

m1 m2
n m n1 n2 m n

(combinatorial coefficients can be easily restored).

These are the simplest examples of recursions in the simplest non-trivial tensor

model (5.1). The next problems to look at will be:

(1) To calculate particular averages as it was done in section 5.3 and to check that they

satisfy these recursions. Already this is a rather tedious exercise.

(1a) As an important deviation, one can look at particular large-N limits, where

the averages simplify. What needs to be found there is an analogue of the

factorization properties, allowing one to simplify disconnected correlators and

those with the intersecting blue lines. This is also a line leading to a description

in terms of the spectral curves and the AMM/EO topological recursion. The

subsequent steps below can also be done separately for generic N and in the

limit, and then lifted back to generic N with the help of the genus expansion

(which will be not literally genus beyond matrix models).

(1b) Alternatively, one can put one of N ’s equal to one and study the emerging (not

quite trivial) reduction to the complex matrix model, or, what is the same, to

the “red” quasi-tensor model in section 4. This is a simpler, still an exciting

exercise, and this model has its own large-N limits, AMM/EO-topological re-

cursions, check operators etc, all being under-investigated (see, however, [184]

for some models). What facilitates this particular study are the known Virasoro

constraints (4.4) and their amusing indirect corollary (4.14), which drastically

simplifies the examination of the recursion when some circle are of unit length.

(2) To find the analogue of general formulas like (2.21) or (2.27) and check that the

simple recursions of this subsection are satisfied functorially in the parameters m, n

and promote them to particular generating functions.
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(3) To find generating function(al) of another level, describing the entire set of recur-

sion relations, of which the ones mentioned in this subsection are just the simplest

examples.

(4) To proceed to a more complicated rainbow and then to the uncolored tensor models.

5.7 Towards solvability of tensor models

Actually, in our consideration of matrix models in section 2 and section 4, we discovered

that the infinite Virasoro recursion is not the maximal structure one can look for: there

are also finite and linear relations (2.27) between Gaussian correlators. The reason for

their existence is presumably the interplay, a combination of infinite linear Virasoro con-

straints and of the quadratic Hirota relations that reflect integrability. The matrix model

τ -functions are peculiar objects in the intersection of these two worlds, and now we recog-

nized that, as was long expected, this indeed leads to a full solvability.

It is natural to look in the same direction in analysis of the tensor models. In this

paper, we discussed in some detail what the recursion means in this case. What substitutes

integrability for the tensor models is still a mystery. However, we can attempt to bypass this

problem, and look directly at finite relations between correlators. A part of the problem is

that the relations like (2.27) are not homogeneous: the correlators are expressed through

some more fundamental objects, dimensions, i.e. the values characters at the topological

locus [164–168]. However, it is not a priori clear what should play their role in the tensor

case. We postpone a detailed discussion on this subject in order to avoid mixing clear facts

reported in the present paper, with speculations and fantasies. Here me provide just a very

simple evidence that things can work.

The averages < KΛ > are already expressed through quantities like DR(Nr) and

DR(NgNb). A more accurate characteristic of emerging quantities is that their double

Fourier transforms factorize, see eq. (2.56) and discussion after it. The same is true for

expressing < KΛ > through the quantities from the class of DR(Ng) and DR(NrNb), and,

actually, for their blue analogues < KΛ > through DR(Nb) and DR(NrNg). Thus, the

question is about the new, essentially tensor model correlators, which were not present in

matrix models. At the simple level, which we are at in the present paper, we should look at

least for expressions of the first non-trivial correlators in the Aristotelian model,
〈
KmKn

〉
and

〈
Km,n

〉
through

〈
Km
〉

and
〈
Kn
〉

, i.e. through the variables α and β. Surprisingly or

not, such expressions indeed exist: formulas from section 5.3 can be converted into

β ·
〈
K2,2

〉
= β2 ·

(
αr αg + αb

)
=
〈
K2

〉〈
K2

〉
+
〈
K1

〉〈
K2

〉
β ·
〈
K3,2

〉
= β2 ·

(
(αr

2+β+1)·αg+2·(αr αb+αg)
)

=
〈
K3

〉〈
K2

〉
+2·β2 ·(αr αb+αg)

β ·
〈
K4,2

〉
= β2 ·

(
αr(αr

2+3β+5)·αg+(3αr
2+2β+1)αb+7·(αrαg+αb)

)
=
〈
K4

〉〈
K2

〉
+ . . .

. . . (5.47)
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and

β ·
〈
K2K2

〉
= β2 ·

(
αrαg · (β + 4) + 2 · αb

)
=
〈
K2

〉〈
K2

〉
·
(

2 · 2 + β
)

+ 2 ·
〈
K1

〉〈
K2

〉
β ·
〈
K3K2

〉
= β2 ·

(
(αr

2 + β + 1) · αg · (β + 6) + 6 · (αrαb + αg)
)

=
〈
K3

〉〈
K2

〉
·
(

3·2+β
)

+6β2 ·(αrαb+αg)

β ·
〈
K4K2

〉
= β2 ·

(
αr(αr

2+3β+5)·αg ·(β+8)+4·(3αr2+2β+1)·αb+28·(αrαg+αb)
)

=

=
〈
K4

〉〈
K2

〉
·
(

4 · 2 + β
)

+ . . .

. . . (5.48)

Moreover, some combinations familiar from the table (4.9), show up in these expressions.

The two next relations include
〈
K3W

〉
from (5.34), which, at the tensor model level, should

probably be included into the set of dimension-like objects:

β ·
〈
K3,3

〉
=β2 ·

(
(αr

2+β+1)·(αg2+β+1)+4·(αr2+β+1)+(αb
2+β+1)+4·(αrαb+αg)·αg

)
+

+ β ·
〈
K3W

〉
=
〈
K3

〉〈
K3

〉
+ 4·

〈
K1

〉〈
K3

〉
+
〈
K1

〉〈
K3

〉
+ . . .+

〈
K1

〉〈
K3W

〉
β ·
〈
K4,3

〉
=β2 ·

(
αr(αr

2+3β+5)·(αg2+β+1)+6·αr(αr2+3β+5)

+ 3·αr ·(αb2+β+1)+2·(3αr2+2β+1)αb ·αg+

+ 14(αrαg + αb)·αg + 12(αgαb + αr)
)

+ 3αrβ ·
〈
K3W

〉
=

=
〈
K4

〉〈
K3

〉
+6·

〈
K1

〉〈
K4

〉
+3·

〈
K2

〉〈
K3

〉
+. . .+3·

〈
K2

〉〈
K3W

〉
(5.49)

and

β ·
〈
K3K3

〉
= β2 ·

(
(αr

2 + β + 1) · (αg2 + β + 1) · (β + 9) + 18 · (αr2 + β + 1)+

+ 3 · (αb2 + β + 1) + 18 · (αrαb + αg) · αg
)

+ 3β ·
〈
K3W

〉
=
〈
K3

〉〈
K3

〉
·
(

3 · 3 + β
)

+ 18 ·
〈
K1

〉〈
K3

〉
+

+ 3 ·
〈
K1

〉〈
K3

〉
+ . . .+ 3 ·

〈
K1

〉〈
K3W

〉
(5.50)

We omitted µ factors to avoid overloading the formulas.

Is this exactly what we could dream about?

Not quite: there are four not quite expected new features.

First, not only αr = Nr + NgNb and αg = Ng + NrNb appear in these expressions, but

also αb = Nb + NrNg. We remind that β = NrNgNb is symmetric in the three colorings.

The four quantities αr, αg, αb and β are, of course, not independent, but relation between

them is irrational. More than that, additional quantities like
〈
K3W

〉
can need to be added

to the set of “dimensions”.
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Second, new peculiar combinations emerge involving the blue αb, which are not imme-

diately seen in (4.9). They are explicitly written in the intermediate formulas and are

substituted by dots at the r.h.s. Presumably, they are made from correlators which mix

the green and blue operators and were not calculated in section 5.3.

Third, grading is not fully respected. Still, these formulas are quite different from the

Virasoro-related recursions like (5.46) and have a potential to reach the capacity of (2.27)

after more examples are worked out and the structure is fully revealed.

Fourth, expressions look at best quadratic in correlators from (4.9). To see this better,

one can interpret the additional β factors at the l.h.s. as < K1 >= β.

Thus, the relations we are searching for seem to respect the symmetry between the

three colors (what is natural to expect from a fundamental property of the model), but

they can actually be non-linear. Since in the matrix models these relations were linear and

there they substituted the quadratic Hirota equations, this can mean that the substitute

of integrable structure in the tensor case is going to be not quadratic, but have a higher

degree of non-linearity, perhaps, in a spirit of the generalized Nambu structure.

All this opens a new exciting perspective for further development of the tensor models.

6 Conclusion

In this paper, we reviewed the general notion of RG-completeness and the BZ-induced

theory of the universal Virasoro-like constraints (with the Virasoro algebra substituted by

that of the rooted trees) in application to matrix and tensor models. A relatively detailed

presentation was given of a simple Aristotelian (”red-green” or RGB) tensor model (5.1),

with explicit examples of the Gaussian averages and relations between them, some related

to the Ward identities, some to a still hidden integrability-like structure. This illustrates a

possibility of identifying the RG-completions of the tensor models as potentially solvable,

perhaps to the extent of solvability of the simplest matrix models, which we also raised

in this paper to a qualitatively new level. However, this solvability needs still to be stud-

ied and much more remains to be done in the case of more interesting rainbow models

with tetrahedron-like vertices. Fortunately, referring to Aristotle’s celebrated thesis that

“. . . three completes the series of colours (as we find three does in most other things), and

the change into the rest is imperceptible to sense . . . ” [177], we can hope that the study

of RGB model advanced in the present paper rightly captures the most important sides of

the story.
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