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1 Introduction

There have been an increasing interest and relevant progress in studying 1 + 1 dimensional

integrable quantum field theories (QFTs), due to the fact that they can be solved exactly.

The usual definitions of QFTs are based on a Lagrangian and the main1 analytical tool to

investigate them is perturbation theory, which provides a systematic expansion of physical

quantities around a properly chosen free theory. In general, only a few terms are calculable

technically, leading to merely approximate results.

Integrable 1 + 1 dimensional QFTs are special in the sense that they offer an exact

non-perturbative treatment [1, 2]. Their exact bootstrap solution does not start from

any Lagrangian, rather it determines the scattering matrices of the particles from such

consistency requirements as unitarity and crossing symmetry assuming maximal analyticity.

In contrast to the ultraviolet (UV) description based on the Lagrangian the infrared (IR)

formulation relies on the particle masses and the scattering matrices. In the simplest case

of the scaling Lee-Yang model there is only one type of particle with a given mass and the

scattering matrix is a simple CDD factor without any parameter [3]. The procedure to

connect the large scale IR scattering theory to a small scale UV Lagrangian formulation

is to put the system in a finite size and calculate an interpolating quantity, such as the

ground-state energy, exactly.

The Thermodynamic Bethe Ansatz (TBA) equation [4] describes the ground state

energy from the IR side by summing up all the vacuum polarization effects. This is a

nonlinear integral equation depending on the scattering matrix and the masses of the

1Some non-perturbative methods exist especially for supersymmetric QFTs.
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particles. Unfortunately the TBA equation does not allow any systematic analytic small

volume expansion. Nevertheless, the central charge of the UV limiting theory and the bulk

energy constant can be extracted exactly. The central charge basically identifies the UV

conformal field theory (CFT), which is perturbed with relevant operators. Demanding the

integrability of the perturbation leaves a few choices, from which the one matching with

the IR description can be easily singled out. The identification between the UV perturbed

CFT (pCFT) Lagrangian and the IR scattering theory boils down to the relation between

the mass of the fundamental particle and the strength of the perturbation. This relation

is called the mass-coupling relation and is a real challenge to calculate in any integrable

model. This relation is of fundamental significance as it also gives the vacuum expectation

values of the perturbing operators, which contain all the non-perturbative information

which is not captured by the pCFT [5, 6].

In order to calculate the mass-coupling relation one typically embeds the theory into

a larger model with extra symmetries. After introducing some type of magnetic field

coupled to the extra conserved current the TBA equations can be linearized and expanded

systematically. Comparing the result with the analogous perturbative expansion on the

Lagrangian side the relation between the masses and the parameters of the Lagrangian can

be established. This route was followed for the O(3) [7] and sine-Gordon models [8] and has

been extended for many other integrable models [9–17]. (For a different route, see [18].)

None of these models, however, contains integrable perturbations with more than one mass

scale. Even though the models have multi-parameters and/or a non-trivial spectrum, the

mass ratios are encoded in the S-matrix.

Such integrable models with multiple mass scales are obtained by more general cosets

with rank higher than the su(2) cosets of minimal models. The homogeneous sine-Gordon

(HSG) models, which are perturbed generalized parafermionic CFTs, provide a simple

class [19–24]. They are also distinct in that they are generically parity asymmetric, possess

unstable particles and exhibit cross-over phenomena due to the multi-scales [24–26].

Moreover, the free energy of the HSG models gives the strong-coupling gluon scattering

amplitudes of the four-dimensional maximally supersymmetric Yang-Mills theory (N = 4

SYM) through their TBA equations [27–31]. Based on this fact, an analytic expansion of

the amplitudes has been investigated around a certain kinematic point corresponding to

the UV limit of the HSG models via bulk and boundary pCFT for the free energy and for

the Y-functions [32–36]. In order to make this expansion powerful an explicit connection

is needed between the expressions given in terms of the IR/TBA data and those obtained

analytically in terms of the UV/pCFT data. This missing link would be provided by the

mass-coupling relation.

In this paper, we thus initiate a systematic study of the mass-coupling relation of multi-

scale integrable models. Our main focus is on the simplest among such models, which is

the perturbed su(3)2
u(1)2

theory.

The paper is organized as follows: in section 2 we describe the homogenous sine-Gordon

models as perturbed CFTs. We start by recalling the perturbed coset representation of the

theory. We then exploit the fact that it has an alternative coset representation, which can

be equivalently rewritten in terms of the projected product of minimal models. We use this
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minimal model representation to confirm the modular invariant partition function and to

identify its integrable perturbations. The latter is done by constructing spin 1 conserved

charges and by showing the existence of spin 3 charges. The pCFT description allows us

to calculate order by order the ground-state energy, which is an analytical small volume

expansion. Section 3 collects the analogous information about the model for large volumes.

The model is defined by its particle content and their scattering matrices. These data can

be used to derive TBA integral equations for the ground-state energy valid at any finite

size. The operators are defined by their form factors. We identify the IR basis of the

perturbing fields and the densities of conserved spin 1 charges. We then use in section 4

form factor perturbation theory to relate the IR basis to the UV basis by the mass-coupling

relation. Finally, using a generalization of the Θ sum rule Ward identities coming from the

conservation laws, we derive differential equations for the mass-coupling relations, which

we solve explicitly in terms of hypergeometric functions. These analytical mass-coupling

relations are compared in section 5 to the ones which we obtain by numerically solving

the TBA equations. As we find complete agreement we use the mass-coupling relation in

section 6 to analyze the vacuum expectation values of the perturbing fields and conclude

in section 7. To make the relatively long paper readable the technical details are relegated

to various appendices. Our conventions are summarized in appendix A. The exact mass-

coupling relation presented in section 4.9 has been announced in [37].

2 Homogeneous sine-Gordon model as a perturbed CFT

In this section we describe the simplest HSG model with multi-coupling deformations,

namely the su(3)2/u(1)2 HSG model, as a perturbed CFT. We start by introducing the

model as integrable perturbations of the coset su(3)2/u(1)2 CFT. We then discuss in some

detail the representation of the same model in terms of the projected product of minimal

models. This second representation is useful as the structure constants and the correlation

functions of minimal models are all well-known. We construct the conserved currents, and

analyze the ground state energy from the pCFT point of view. The results on conserved

currents and the symmetries of the ground state energy will be important later in the

discussion of the exact mass-coupling relation in section 4.

2.1 Coset representation

The homogeneous sine-Gordon models [19–24] are obtained by integrable deformations of

the gk/u(1)rg coset CFTs [38, 39], where k is the level, g is a simple compact Lie algebra

and rg is its rank. The deforming term consists of the weight-0 primary fields in the adjoint

representation of g, which are rg degenerate in the holomorphic sector. Combining them

with the antiholomorphic sector, the complete basis can be denoted as Φij (i, j = 1, . . . , rg).

The actions of the HSG models take the form

SHSG = SCFT −
∫
d2xLpert , Lpert =

rg∑
i,j=1

νijΦij , (2.1)
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where SCFT is the action of the coset CFT or the gauged Wess-Zumino-Novikov-Witten

model. The left/right conformal dimensions of the deforming fields Φij are all the same.

Denoting them by (h, h), those of the couplings νij are (1 − h, 1 − h). The couplings are

factorized as

νij = λiλ̄j . (2.2)

These dimensionful coupling constants are not renormalized in the perturbative CFT

scheme and hence are physical themselves [5, 56]. Due to the invariance under a rescaling

(λi, λ̄j)→ (αλi, α
−1λ̄j), the number of the independent couplings (λi, λ̄j) is 2rg− 1. Thus,

for rg > 1, the HSG models are distinct in that they remain integrable under multi-coupling

deformations.

In the UV regime, one can investigate the HSG models by regarding them as perturbed

CFTs. A useful fact in this respect is that coset CFTs often have equivalent representations

by other cosets. In the case of g = su(n), which is relevant to our discussion, one has [41, 42]

su(n)k
u(1)n−1

∼=
su(k)

(1)
1 × su(k)

(2)
1 × · · · × su(k)

(n)
1

su(k)n

∼=
su(k)1 × su(k)1

su(k)2
× su(k)2 × su(k)1

su(k)3
× · · · × su(k)n−1 × su(k)1

su(k)n
, (2.3)

up to identifications of the common factors in the denominators and the numerators. The

superscripts in su(k)
(p)
1 just express that it is the p-th factor. Since the unitary minimal

model with the central charge cm = 1−6/m(m+1) is represented by the su(2) diagonal coset

as Mm+2,m+3 = su(2)m × su(2)1/su(2)m+1, the second line in (2.3) implies for k = 2 that

su(n)2

u(1)n−1
= P (M3,4 ×M4,5 × · · · ×Mn+1,n+2) . (2.4)

We have explicitly indicated by P that the product is the projected one due to the identi-

fications implicit in (2.3).

In the rest of the present paper we study the case of n = 3, which corresponds to

the simplest HSG model possessing all the characteristic features mentioned above. The

su(3)2/u(1)2 coset CFT in this case has nine chiral primary fields. Their conformal di-

mensions are given by h = 0 (identity), 1/10, 1/2, 3/5 with the multiplicities 1, 3, 3, 2,

respectively. The fields of dimension 3/5 form the perturbing fields Φij . In each set of

three fields with h = 1/10 or 1/2, they are related to each other by the Z3 symmetry

of su(3). At level k = 2, only the diagonal modular invariant may be allowed, which is

expressed by the string functions of su(3)2 (see appendix B). Properties of the su(3)2/u(1)2

coset theory have been summarized in [43].

According to (2.4), the su(3)2/u(1)2 coset CFT is represented equivalently by a pro-

jected product of the Ising (M3,4) and the tricritical Ising (M4,5) CFT, and has central

charge c = 6
5 = 1

2 + 7
10 , the sum of those of M3,4 and M4,5. In each of the chiral sec-

tors, the spectrum of M3,4 consists of the fields with h = 0, 1/16 and 1/2, respectively,

whereas that of M4,5 consists of the fields with h = 0, 3/80, 1/10, 7/16, 3/5 and 3/2. All

the multiplicities are 1. The identification of the su(2)2 factor implies that only certain
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combinations of the fields in M3,4 ×M4,5 appear in the spectrum of su(3)2/u(1)2. The

possible combinations are identified by the character decomposition of the coset CFT in

terms of the Virasoro characters and the affine su(2) characters. Denoting the primaries

with conformal dimension h by |h〉, the result including the multiplicities reads(
|0〉+ |12〉

)
M3,4

×
(
|0〉+ | 1

10〉+ |35〉+ |32〉
)
M4,5

+ 2×
(
| 1
16〉
)
M3,4

×
(
| 7
16〉+ | 3

80〉
)
M4,5

.

(2.5)

Up to the states which can be interpreted as descendants in terms of the larger su(3)2/u(1)2

algebra, the above chiral spectrum indeed agrees with that of the su(3)2/u(1)2 coset theory.

Moreover, the modular invariant of the su(3)2/u(1)2 theory is expressed by the Virasoro

characters of M3,4 and M4,5 and it has to be compatible with the field content (2.5). As

shown shortly, one can construct this modular invariant by starting directly from the

Virasoro characters. For definiteness, we summarize the relations among the su(2)k and

the Virasoro characters, and the su(3)2 string functions in appendix B.

2.2 Minimal models product representation

In this subsection we consider the su(3)2/u(1)2 homogeneous sine-Gordon model as per-

turbations of the projected product of minimal models P(M3,4 ×M4,5). We first give a

description of the chiral algebras and build up the Hilbert space from their highest weight

representations by choosing the relevant modular invariant partition function. In this pic-

ture we easily identify a multi-parameter family of integrable perturbations by demanding

the existence of higher spin conserved charges. In particular, integrability ensures that

the perturbing operators themselves are components of conserved currents. Note that the

conserved charges correspond to off-critical deformations of some of the elements of the

enveloping algebra of the chiral algebra.

2.2.1 The chiral algebra

The chiral algebra of M3,4 ×M4,5 contains two commuting Virasoro algebras

[L(i)
n , L

(i)
m ] = (n−m)L

(i)
n+m +

c(i)

12
(n3 − n)δn+m , [L(1)

n , L(2)
m ] = 0 , (2.6)

with central charges c(1) = 1
2 and c(2) = 7

10 , such that the total Virasoro generator is

Ln = L(1)
n + L(2)

n . (2.7)

The Ising part. As the Ising model is the free massless fermion theory, we may introduce

the fermion field ψ(z) =
∑

n z
−n−1/2ψn, where n ∈ Z+ 1

2 for the Neveu-Schwarz (NS) sector

and n ∈ Z for the Ramond (R) sector. The modes ψn have anticommutation relations

{ψn, ψm} = δn+m , (2.8)

such that

L(1)(z) =
1

2
: ∂ψ(z)ψ(z) : , (2.9)
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where : : denotes normal ordering. Let |0〉 denote the vacuum vector, satisfying ψn|0〉 = 0

(n > 0). The two representations corresponding to the highest weight vectors |0〉 and

|12〉 = ψ− 1
2
|0〉 form the vacuum representation of the free fermion algebra. This is the NS

representation with half-integer moding. The highest weight representation built on | 1
16〉

is the R representation with integer moding.

The tricritical Ising part. The presence of the field with conformal dimension h = 3/2

in the tricritical Ising model indicates that it is actually a superconformal model with

[L(2)
n , Gm] =

(n
2
−m

)
Gn+m , (2.10)

{Gn, Gm} = 2L
(2)
n+m +

c(2)

3

(
n2 − 1

4

)
δn+m . (2.11)

The two Virasoro modules built over |0〉 and |32〉 = G− 3
2
|0〉 form the vacuum module of

the superconformal algebra, while the one built over | 1
10〉 and |35〉 = G− 1

2
| 1
10〉 the NS type

highest weight representation. The R representations of the superconformal algebra are

built on | 7
16〉 and | 3

80〉.
The chiral algebra of the product picture is generated by the fields A = {ψ,L(2), G}. In

particular, it contains three spin 2 chiral fields: L(1)(z), L(2)(z), and L(3)(z) = ψ(z)G(z),

which will play a central role in our considerations. Below, we search for the relevant

modular invariant partition function on the torus in this picture which accommodates 4

fields with dimensions ( 3
5 ,

3
5) required by the homogeneous sine-Gordon models.

2.2.2 The Hilbert space of the product model

To construct the modular invariant, we start from the vacuum module of A.

(χ00 + χ 1
2

0 + χ0 3
2

+ χ 1
2

3
2
)(χ̄00 + χ̄ 1

2
0 + χ̄0 3

2
+ χ̄ 1

2
3
2
) , (2.12)

where χhh′ = χ
(1)
h χ

(2)
h′ denotes the Virasoro character of the product representation. The

NS representation of the chiral algebra is given by

(χ0 1
10

+ χ0 3
5

+ χ 1
2

1
10

+ χ 1
2

3
5
)(χ̄0 1

10
+ χ̄0 3

5
+ χ̄ 1

2
1
10

+ χ̄ 1
2

3
5
) , (2.13)

which contains 4 fields with dimensions ( 3
5 ,

3
5) as required by the coset correspondence.

The sum of the characters of these representation spaces is almost modular invariant. It

is invariant with respect to the modular S transformation, but fermionic elements, where

the difference of the left and the right dimensions is half integer, pick up a sign for T

transformation. The result of this action can be concisely written as

(χ00 − χ 1
2

0 − χ0 3
2

+ χ 1
2

3
2
)(χ̄00 − χ̄ 1

2
0 − χ̄0 3

2
+ χ̄ 1

2
3
2
) , (2.14)

on the vacuum sector and as

(χ0 1
10
− χ0 3

5
− χ 1

2
1
10

+ χ 1
2

3
5
)(χ̄0 1

10
− χ̄0 3

5
− χ̄ 1

2
1
10

+ χ̄ 1
2

3
5
) , (2.15)
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on the NS sector. The modular S transformation acting on these later characters produces

the characters of the twisted R sector as

4χ 1
16

3
80
χ̄ 1

16
3
80

+ 4χ 1
16

7
16
χ̄ 1

16
7
16
. (2.16)

The full modular invariant partition function can be obtained by summing up them all.

Actually since every space appears twice, we take its half and get the following modular

invariant partition function:

Z = 2χ 1
16

3
80
χ̄ 1

16
3
80

+ 2χ 1
16

7
16
χ̄ 1

16
7
16

+(χ00 + χ 1
2

3
2
)(χ̄00 + χ̄ 1

2
3
2
) + (χ 1

2
0 + χ0 3

2
)(χ̄ 1

2
0 + χ̄0 3

2
)

+(χ0 1
10

+ χ 1
2

3
5
)(χ̄0 1

10
+ χ̄ 1

2
3
5
) + (χ0 3

5
+ χ 1

2
1
10

)(χ̄0 3
5

+ χ̄ 1
2

1
10

) . (2.17)

The chiral algebra of the coset conformal field theory is larger than that of the product of

minimal models, thus the diagonal modular invariant partition function on the coset side

is not diagonal in terms of the Virasoro characters. Rather, it contains off-diagonal terms

signaling the presence of the larger chiral current algebra.

From this expression one can easily read off the field content of the model, which

additionally to the vacuum sector contains 3 fields with highest weights
(

1
10 ,

1
10

)
, 3 fields

with highest weights
(

1
2 ,

1
2

)
and 4 fields with highest weights

(
3
5 ,

3
5

)
required from the coset

point of view. This is the model we would like to perturb with the
(

3
5 ,

3
5

)
fields, whose

corresponding vectors we denote by

|Φij〉 = ψ
(i)

− 1
2

ψ̄
(j)

− 1
2

|Φ〉 (i, j = 1, 2) , (2.18)

|Φ〉 = | 1

10
,

1

10
〉 , ψ(1) = ψ , ψ(2) =

√
5G , (2.19)

such that they form an orthonormal basis

〈Φij |Φkl〉 = δikδjl . (2.20)

Finally, we note that the actual chiral algebra is the remnant of the current algebra of the

coset theory, which is larger than the one generated by ψ(z), L(2)(z), G(z). The missing

fields are related to the other two fermions with h = 1
2 which appear in 2χ 1

16
7
16
χ̄ 1

16
7
16

as

shown in section 2.1 and appendix B.

2.2.3 Perturbation and conserved charges

Given the Hilbert space of the model in the product picture, let us move on to a discussion

on the conserved charges. As we are working with a smaller chiral algebra we do not expect

to find all conserved charges in this picture. We start from the perturbed action of the

form (2.1), not assuming (2.2). In the present case gk = su(3)2, rg = 2 and the left/right

dimensions of Φij and νij are (h, h) =
(

3
5 ,

3
5

)
and (1 − h, 1 − h), respectively. It turns

out below that the couplings νij must factorize as in (2.2) to ensure the integrability of

the model.
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Integrability requires an infinite number of conserved charges. In the conformal field

theory, where all couplings vanish, νij = 0, any differential normal-ordered polynomial

of the generating fields of the chiral algebra corresponds to a conserved charge. Indeed,

taking a representative Λ(z), it depends only on z and ∂̄Λ(z) = 0. After we introduce the

perturbation this is no longer true, but we can systematically calculate the corrections

∂̄Λ(z, z̄) = νijΘij(z, z̄) + νijνklΘijkl(z, z̄) + . . . . (2.21)

What is nice about the perturbed rational unitary conformal field theories is that, due to

the discrete and nonnegative set of the allowed scaling weights, the conformal perturbation

theory terminates with a finite number of terms only. This can be seen by comparing the

dimensions of the two sides of eq. (2.21). Let us assume that the conformal dimension of

Λ is (s, 0) with s being a positive integer. Associating the dimension (∆, ∆̄) to Θij the

comparison gives (s, 1) = (1−h+∆, 1−h+∆̄) at first order, which means that ∆ = h+s−1

and ∆̄ = h, i.e. Θij is a level s− 1 left descendant of the Φijs. Inspecting the second order

perturbation we find that ∆̄ = 2h− 1 = 1/5. But there are no fields with this dimension,

so the second order perturbation vanishes. As there are no fields with negative dimensions

either, all higher order terms vanish and we conclude that the first order perturbation is

actually exact.

Clearly we cannot introduce a total derivative for Λ as its integral vanishes and does

not give rise to any conserved charge. Thus the existence of an off-critical conserved current

requires that Λ is not, but the level s− 1 descendant is a total derivative:

∂̄Λ(z, z̄) = νijΘij(z, z̄) = νij∂Aij(z, z̄) . (2.22)

If we are interested only in the existence of the conserved charge, and not its explicit form,

we only have to compare the dimension of the nonderivative operators at level s in the

chiral algebra to the dimension of the level s − 1 derivative descendants of Φij . If the

former is larger, then we can construct a conserved charge. The argument based on this is

called the counting argument [44, 45]. It is presented in appendix C.

One can actually do a better job and determine explicitly the linear combinations

Λ = α1L
(1) + α2L

(2) + α3L
(3) , (2.23)

with some constants α1, α2 and α3, which remain conserved under the perturbation. Doing

the first order perturbative calculation (see the master formula in appendix A.4)

∂̄Λ(z, z̄) = −πνij
∮
z

dw

2πi
(Λ(z)Φij(w, z̄)) , (2.24)

we need the OPE

Λ(z)Φij(w, w̄) =
(ΛΦij)−2(w, w̄)

(z − w)2
+

(ΛΦij)−1(w, w̄)

z − w
+ . . . , (2.25)

to obtain

∂̄Λ(z, z̄) = −πνij [∂((ΛΦij)−2(z, z̄))− (ΛΦij)−1(z, z̄)] . (2.26)
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Writing formally Φij = φiφ̄j the OPEs with the (chiral part of the) perturbing fields

are calculated to be

L(1)(z)φ1(w) =
1

2

φ1(w)

(z − w)2
+
∂φ1(w)

z − w
− φx(w)

z − w
+ O(1)

L(1)(z)φ2(w) = O(1)

L(2)(z)φ1(w) =
1

10

φ1(w)

(z − w)2
+
φx(w)

z − w
+ O(1)

L(2)(z)φ2(w) =
3

5

φ2(w)

(z − w)2
+
∂φ2(w)

z − w
+ O(1)

L(3)(z)φ1(w) =
1√
5

φ2(w)

(z − w)2
+

√
5

3

∂φ2(w)

z − w
+ O(1)

L(3)(z)φ2(w) =
1√
5

φ1(w)

(z − w)2
+

1√
5

∂φ1(w)

z − w
+

4√
5

φx(w)

z − w
+ O(1).

(2.27)

Here φx is a non-derivative field.

Clearly the total energy and momentum is always conserved:

∂̄L(z, z̄) = ∂̄(L(1)(z, z̄) + L(2)(z, z̄)) =
2π

5
∂ (νijΦij(z, z̄)) . (2.28)

Combining L(1) and L(3) we demand the vanishing of the non-derivative term, which

leads to

α1 =
4α3√

5

ν21

ν11
=

4α3√
5

ν22

ν12
. (2.29)

The compatibility of these two equations implies ν12ν21 = ν11ν22, which is equivalent to

the factorization of the coefficients of the perturbation as in (2.2). Actually from this

factorization it follows that we can search for the conserved charges separately at each

chiral half as the other chiral half behaves merely as a spectator.

The conservation law now takes the form

∂̄
(
α1L

(1)(z, z̄) + α3L
(3)(z, z̄)

)
= ∂ (v1Ψ1(z, z̄) + v2Ψ2(z, z̄)) , Ψi = λ̄jΦij , (2.30)

with a possible normalization

α1 = 2 , α3 =

√
5

2

λ1

λ2
, v1 = πλ1 , v2 =

π

3

λ2
1

λ2
. (2.31)

By the left/right symmetry of the problem we also have a conservation law by replacing

each quantity with its bar version:

∂
(
ᾱ1L̄

(1)(z, z̄) + ᾱ3L̄
(3)(z, z̄)

)
= ∂̄

(
v̄1Ψ̄1(z, z̄) + v̄2Ψ̄2(z, z̄)

)
, (2.32)

where ᾱ1 = 2, ᾱ3 =
√

5λ̄1/(2λ̄2) and v̄1 = πλ̄1, v̄2 = πλ̄2
1/(3λ̄2). In the following we do not

write out explicitly the formulas which can be obtained by the left/right replacements.

The results above on the conserved currents and corresponding charges turn out to be

important later. For future extension to the su(n)2/u(1)n−1 theory, the projected product

of the minimal models (2.4) is further discussed in appendix D.
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2.3 Ground state energy from perturbed CFT

From the pCFT formulation of the model, we can derive pieces of information on the ground

state energy, which are used in the later analyses. We consider the dimensionless ground

state energy F (L) = L
2πE0(L), which can be expanded at small cylinder circumference L as

F (L) = − c

12
+
∞∑
n=1

FnL
n(2−2h) , (2.33)

where c = 6
5 is the central charge of the su(3)2/u(1)2 coset CFT and h = 3

5 is the dimension

of Φij . The perturbative coefficients are

Fn =
−1

n!
(2π)1+2n(h−1)

∫
〈0|

n∏
k=1

λik λ̄jkΦikjk(zk, z̄k)|0〉c
n∏
k=2

(zkz̄k)
(h−1)d2zk , (2.34)

where the subscript in 〈·〉c stands for the connected part and z1 = z̄1 = 1.

The operators Φij and the identity I form a closed set under operator product expan-

sion (OPE). Formally, we can choose a basis φi(z), φ̄j(z̄) of the fields of dimension ( 3
5 , 0)

and (0, 3
5) and may write

Φij(z, z̄) ≡ φi(z)φ̄j(z̄) , (2.35)

such that the OPE rules read [43]

φ1φ1 = I −
√

2Cφ2 , φ1φ2 = −
√

2Cφ1 , φ2φ2 = I +
√

2Cφ2 , (2.36)

where

C =
1

3
γ

1
2

(
4

5

)
γ

3
2

(
2

5

)
, (2.37)

and γ(x) = Γ(x)/Γ(1 − x). In the above formulas, only the leading terms are shown, and

the dependence on spacetime variables is suppressed. These OPEs are invariant under

rotations of φi by 2π/3, which form a Z3 group, and under the reflection φ1 → −φ1,

φ2 → φ2. These transformations generate the symmetric group S3, which corresponds to

the Weyl reflection group of su(3). Due to this symmetry of the model, Fn(λ1, λ2, λ̄1, λ̄2)

have to be invariant under the S3 Weyl symmetry group generated by

1. Z3 rotations: λi → ωijλj where ωij stands for the 2π/3 rotation ,

2. reflection: λ1 → −λ1, λ2 → λ2 .

The same applies separately to the variables λ̄i. It is useful, therefore, to introduce the

invariant polynomials

p2 = λ2
1 + λ2

2, p3 = λ3
2 − 3λ2λ

2
1. (2.38)

p2 and p3 generate all S3-invariant polynomials of λi, and the same applies, of course, to

the similarly defined quantities p̄2, p̄3, λ̄i.

In terms of these polynomials, we get for the perturbative coefficients,

F2 = C2 p2 p̄2 , F3 = C3 p3 p̄3 , (2.39)
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where C2 and C3 are constants which are read off from the integrals of the two- and

three-point functions of φi [46] and from the OPE coefficients in (2.36):

C2 = −1

4
(2π)

2
5 γ

(
−1

5

)
γ2

(
3

5

)
(2.40)

C3 = − 1

24
C (2π)

3
5 γ3

(
3

10

)
γ−1

(
9

10

)
. (2.41)

C2 is positive since γ(−1/5) < 0. If λi are parametrized as λ1 = λ cosϕ , λ2 = λ sinϕ, then

p2 and p3 take the form p2 = λ2, p3 = −λ3 sin 3ϕ, and it can be seen immediately that

0 ≤ F 2
3

F 3
2

≤ C2
3

C3
2

. (2.42)

In section 5, the couplings λi are determined through (2.38) and (2.39) by the numerical

data of F2 and F3 which are obtained from the TBA equations.

From conformal perturbation theory it follows also that Fn(λ1, λ2, λ̄1, λ̄2) are homoge-

neous polynomials of order n both in (λ1, λ2) and in (λ̄1, λ̄2). Taking into consideration the

S3 symmetry described above, one finds that F4, F5 and F7 are determined up to constant

factors Cn, which are calculable, in principle, in pCFT:

Fn = Cn pn p̄n (n = 4, 5, 7) , (2.43)

p4 = p2
2, p5 = p2 p3, p7 = p2

2 p3 . (2.44)

These relations imply that

F4

F 2
2

=
C4

C2
2

,
F5

F2F3
=

C5

C2C3
,

F7

F 2
2F3

=
C7

C2
2C3

, (2.45)

i.e. F4

F 2
2

, F5
F2F3

and F7

F 2
2 F3

are constants.

For F6 the discrete symmetries give the form

F6 = C622 p
3
2 p̄

3
2 + C633 p

2
3 p̄

2
3 + C623 p

3
2 p̄

2
3 + C632 p

2
3 p̄

3
2 , (2.46)

where C622, C633, C623 and C632 are constants, and the symmetry between the holomorphic

and antiholomorphic sectors implies C623 = C632. These relations are used for checking the

precision of the numerical data from the TBA equations.

3 Homogeneous sine-Gordon model as a scattering theory

After the description of the model from the UV side, we now turn to the description from

the IR side. In the IR description, the physical masses (and the resonance parameter) are

the fundamental variables of the system. To relate these to the perturbation couplings on

the UV side is the main subject of this paper. In the following, we first summarize the

S-matrix and the TBA equation of the model. We then discuss the form factors. We find

the form factors of the four dimension 3/5 operators, which should be the IR counterpart

of the perturbing operators Φij . These results, together with those in the previous section,

are used in the next section.
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3.1 S-matrix and TBA

The spectrum of the HSG models contains stable solitonic particles associated to the simple

roots αa of g. They are labeled by two quantum numbers (a, p) where a = 1, . . . , rg and

p = 1, . . . , k − 1, and their masses are parametrized as m
(p)
a = ma sin(πp/k). The exact S-

matrices describing the scattering among those particles have been proposed in [22]. These

depend on further rg − 1 real parameters σab = −σba assigned to each pair of neighboring

nodes of the Dynkin diagrams. ma and σab form a set of 2rg − 1 independent parameters,

the number of which agrees with the one for the deformation parameters. When the sum

of the simple roots αa + αb is a root, the S-matrix for the scattering of the corresponding

particles exhibits a pole where the rapidity variable θ coincides with σba. This is a resonance

pole, signaling the formation of an unstable particle associated with the root αa +αb. Due

to the resonance parameters σab, the S-matrices are not parity invariant. The existence

of the resonance and the parity non-invariance are characteristic of the HSG models. The

scattering properties feature their infrared (IR) behaviors.

For the su(3)2/u(1)2 HSG model with rg = 2, k = 2, there are two self-conjugate

particles of mass m1 and m2, which can take arbitrary values. We omit the superscript p

of m
(p)
a as it can only be 1. There is only one resonance parameter σ12 =: σ. In this case,

the two-particle S-matrix is given by [22]

S12(θ − σ) = −S21(θ + σ) = tanh

[
1

2

(
θ − i

π

2

)]
, S11(θ) = S22(θ) = −1 . (3.1)

The S-matrix elements (3.1) do not have poles in the physical strip, therefore the two

particles do not have bound states.

From this S-matrix we obtain the TBA equations for the ground state at cylinder

circumference L, which take the form [23, 24]

εa(θ) +

2∑
b=1

(Kab ∗ Lb)(θ) = maL cosh(θ) , La(θ) = ln
(

1 + e−εa(θ)
)
, (3.2)

with a = 1, 2, where εa(θ) is the pseudo-energy function for the a-th particle and the kernels

Kab = −i ddθ lnSab(θ) are

K12(θ − σ) =
1

cosh(θ)
= K21(θ + σ) , K11(θ) = K22(θ) = 0 . (3.3)

The convolution here is defined as

(f ∗ g)(θ) =

∫
dθ′

2π
f(θ − θ′)g(θ′) . (3.4)

It is convenient to use the dimensionless ground state energy, which is given by

E0(L)
L

2π
≡ F (L) = − L

4π2

2∑
a=1

∫ ∞
−∞

dθma cosh(θ)La(θ) + FbulkL
2 . (3.5)

Here we had to add the term containing the bulk energy density Fbulk = 1
2πEbulk to compen-

sate the mismatch between the TBA and pCFT normalization of the ground-state energy.
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In the following we introduce two real resonance parameters σ1 and σ2 ,

σ = σ1 − σ2 , (3.6)

and two ‘left’ and ‘right’ masses,

µa =
mae

σa

2
, µ̄a =

mae
−σa

2
, (3.7)

with a = 1, 2, such that the shifted pseudo-energies

ε̂a(θ) = εa(θ − σa) (3.8)

satisfy the TBA equations

ε̂1(θ) + (K ∗ L̂2)(θ) = L
(
µ̄1eθ + µ1e−θ

)
, (3.9)

ε̂2(θ) + (K ∗ L̂1)(θ) = L
(
µ̄2eθ + µ2e−θ

)
, (3.10)

with

K(θ) =
1

cosh(θ)
, L̂a(θ) = La(θ − σa) . (3.11)

Equation (3.5), which gives the dimensionless ground state energy, takes the form

F (L) = − L

4π2

2∑
a=1

∫ +∞

−∞
dθ
(
µ̄ae

θ + µae
−θ
)
L̂a(θ) + FbulkL

2 . (3.12)

The ground state energy is invariant under the following transformations:

1. Dynkin reflection: µ1 ↔ µ2, µ̄1 ↔ µ̄2 ;

2. parity: µ1 ↔ µ̄1, µ2 ↔ µ̄2 ;

3. scaling: µa → µa/α, µ̄a → αµ̄a, where α is any positive real number.

The coefficient Fbulk can be calculated [33] by following the standard procedure for TBA

systems:

Fbulk =
1

2π
(µ1µ̄2 + µ̄1µ2) . (3.13)

Dimensional analysis shows that the coefficients Fn, as functions of µa and µ̄a, have the

scaling property

Fn(αµ1, αµ2, αµ̄1, αµ̄2) = α4n/5Fn(µ1, µ2, µ̄1, µ̄2), α > 0 . (3.14)

3.2 Special cases

In this TBA system, there are a few special cases at σ = 0 in which it is possible to make

definite statements about the relation between the pCFT and TBA parameters. These

cases provide inputs and checks for the exact mass-coupling relation in the next section.
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Single-mass cases (m1 = 0 or m2 = 0). In these cases the TBA of the HSG model

coincides with the TBA of the (RSOS)3 scattering theory, i.e., the unitary minimal model

perturbed by the primary field of dimension h = h̄ = 3/5;M4,5 +νφ1,3, ν < 0. Comparing

the conformal perturbation series in this model and in the HSG model, at second order

we have

〈Φ̌Φ̌〉 = ν2〈φ1,3φ1,3〉M4,5 , (3.15)

where Φ̌ =
∑

i,j νijΦij , which gives

p2p̄2 = ν2 . (3.16)

At third order we have

〈Φ̌Φ̌Φ̌〉 = −ν3〈φ1,3φ1,3φ1,3〉M4,5 , (3.17)

which gives

p3p̄3 = −ν3 . (3.18)

The cases m1 = 0 or m2 = 0 thus correspond to p3p̄3 = p
3/2
2 p̄

3/2
2 , i.e.

p3

p
3/2
2

=
p̄3

p̄
3/2
2

= ±1 . (3.19)

The mass-coupling relation of the perturbed minimal models is known [8]. In this case,

ν = −κRSOS
3 M4/5 , (3.20)

where M is the mass of the massive particle and

κRSOS
3 =

1

2(12π)1/5
γ

1
2

(
2

5

)
γ

1
2

(
4

5

)
. (3.21)

Equal-mass case (m1 = m2). In the case m1 = m2 = M the TBA for the ground state

coincides with the TBA for the ground state of a non-unitary minimal model perturbed

by the primary field of dimension h = h̄ = 1/5; M3,5 + νφ1,3. This is equivalent to the

perturbed diagonal coset model su(2)1 × su(2)−1/2/su(2)1/2. By comparing the conformal

perturbation series in this model and in the HSG model one finds that

〈Φ̌Φ̌Φ̌〉 = 0 (3.22)

has to hold in the HSG model. The reason for this is that in the perturbed M3,5 model

2 − 2h = 8/5, whereas in the HSG model 2 − 2h = 4/5, therefore odd terms in the

perturbation series of the HSG model have to vanish. From the OPEs (2.36) one gets

〈Φ̌Φ̌Φ̌〉 ∝ p3 p̄3 , (3.23)

thus (3.22) implies

p3 = p̄3 = 0 . (3.24)

The mass-coupling relation in this case reads [8, 14]

ν = κ̂M8/5 , (3.25)

with

κ̂2 = − 1

(16π)2/5

(
5

16

)2

γ

(
3

5

)
γ

(
4

5

)
γ

16
5

(
1

4

)
. (3.26)

Thus κ̂ is purely imaginary.
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3.3 Form factors of the dimension 3/5 operators

The form factors are built from the minimal 2-particle form factors Fab(θ1, θ2) and poly-

nomials in the variables x±1
k = e±θk . The minimal form factors are [47, 48]

Fab(θ1, θ2) = fab(θ1 − θ2), if a 6= b, (3.27)

Fab(θ1, θ2) =
−ifaa(θ1 − θ2)

2π(x1 + x2)
, if a = b, (3.28)

where

f11(θ) = f22(θ) = −i sinh
θ

2
(3.29)

and

f12(θ) = G(θ − iπ), f21(θ) = G(iπ − θ) (3.30)

with

G(θ) = 2−
1
4 exp

{
σ

4
− G

π
+
θ

4
−
∫ ∞

0

dt

t

sin2 (θ+σ)t
2π

sinh t cosh(t/2)

}
. (3.31)

Here G = 0.91597 . . . is the Catalan constant. Note that for many calculations we do not

need this explicit integral representation and it is sufficient to use the relation

G(θ)G(θ − iπ) =
1

1 + ie−σ−θ
. (3.32)

A general n-particle form factor corresponding to a local operator X takes the form

FXa1...an(θ1, . . . , θn) =

∏
i<j

Faiaj (θi, θj)

 QXa1...an(x1, . . . , xn). (3.33)

For X = Θ, the trace of the energy-momentum (EM) tensor, the 2-particle solution is

characterized by

QΘ
11 = im2

1(x1 + x2), QΘ
22 = im2

2(x1 + x2), (3.34)

and the 4-particle form factor corresponds to

QΘ
1122(x1, x2, x3, x4) = −2e−σP 2x3x4, (3.35)

where P 2 = P+P− is the square of the total momentum

Pµ = m1P̂
µ
(1) +m2P̂

µ
(2). (3.36)

Here for later purposes we introduced the notation P̂µ(a), the coefficient of ma in the total

momentum, with µ = +,−; a = 1, 2.

It is clear that all form factors of the trace Θ are proportional to P 2 and take the form

QΘ
a1...an = P 2 qa1...an . (3.37)

qa1...an itself also satisfies almost all the requirements coming from the form factor axioms,

with the exception of the n = 2 case where it would lead to a singular form factor. This

– 15 –



J
H
E
P
0
6
(
2
0
1
6
)
0
7
1

singularity is cancelled by the prefactor P 2. This cancellation also happens if we consider

various parts of P 2 separately. This way we can introduce the local operators A,B,C,D,

whose form factors (satisfying all the requirements including the cancellation of the above

mentioned pole in the 2-particle case) are defined by

QAa1...an = P̂+
(1)P̂

−
(1) qa1...an , (3.38)

QBa1...an = P̂+
(2)P̂

−
(2) qa1...an , (3.39)

QCa1...an = (P̂+
(1)P̂

−
(2) + P̂+

(2)P̂
−
(1)) qa1...an , (3.40)

QDa1...an = (P̂+
(1)P̂

−
(2) − P̂

+
(2)P̂

−
(1)) qa1...an . (3.41)

It is clear from (3.37) that

Θ = m2
1A+m2

2B +m1m2C. (3.42)

In the 4-particle example (see appendix E, where all higher form factors can be found),

q1122(x1, x2, x3, x4) = −2e−σx3x4. (3.43)

For later purposes we now calculate the 1-particle and 2-particle diagonal form factors

FX(s)
ab (θ) = lim

ε→0
FXab(θ+iπ+ε, θ), FX(s)

abab (θ1, θ2) = lim
ε→0
FXabab(θ1 +iπ+ε, θ2 +iπ+ε, θ1, θ2).

(3.44)

Here the superscript (s) refers to the symmetric evaluation. We find

FA(s)
11 (θ) = FB(s)

22 (θ) =
1

2π
. (3.45)

All other 1-particle diagonal form factors vanish.

For the 2-particle case, from the explicit form of qa1...an calculated in [47, 48], we obtain

FX(s)
1212 (θ1, θ2) = − i

4π2

∂S12

∂θ
(θ){1, 1, 2 cosh θ, 2 sinh θ}

∣∣∣∣
θ=θ1−θ2

(3.46)

for the operators X = {A,B,C,D} respectively.

The form factors of A,B,C,D are obtained from those of Θ by replacing the momenta

Pµ with maP̂
µ
(a). From this similarity, one may expect that these operators have the same

dimension 3/5 as Θ ∼ Lpert. This is checked numerically below.

3.4 Numerical check of the dimension

To find the dimension of the operators A,B,C,D, we consider the two-point functions,

〈Oi(r)Oj(0)〉 =
∑
k

C k
ij r

2hk−2hi−2hj 〈Ok(0)〉+ · · · , (3.47)

for small r. The constants C k
ij are the three-point couplings. Since the su(3)2/u(1)2 HSG

model is unitary, the dominant contribution comes from the identity I = Ok=0 with h0 = 0
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Figure 1. Plots of log〈O(r)O(0)〉 =: logG for O = A (�), (C +D)/2 (×) and Θ (+). We have set

m1 = m2 =: m and σ = 0. The solid line represents −(12/5) log(mr)+(const.).

on the right-hand side, and thus 〈Oi(r)Oi(0)〉 ∼ r−4hi for small r if C 0
ii 6= 0. Furthermore,

the two-point functions are evaluated by the form factors through the expansion,

〈O(r)O(0)〉 =

∞∑
n=0

∑
a1,...,an

∫ ∞
−∞

dθ1 . . . dθn
n!

exp
(
−r

n∑
i=1

mai cosh θi

)∣∣FOa1...an(θ1, . . . , θn)
∣∣2 .

(3.48)

We have performed the multi-dimensional integrals for A and (C+D)/2. For simplicity,

we have set m1 = m2 =: m and σ (resonance parameter) = 0. For the relevant form

factors, see appendix E. Alternatively, in such a case with m1 = m2, the explicit forms of

the form factors of Θ are found in [47, 48] up to the 8-particle ones. Similarly to the cases

of (3.45), (3.46), one can convert these results to the form factors of A,B,C,D via (3.33)

and (3.37)–(3.41).

Figure 1 shows plots of log(mr) versus log〈O(r)O(0)〉 =: logG for O = A (�) and

(C +D)/2 (×). The contributions of the n-particle form factors are included up to n = 6.

(For (C + D)/2, the 2-particle contribution vanishes.) We have omitted the constants

for n = 0, which are irrelevant to small r behavior. These vacuum expectation values

are obtained in the next section. For reference, a similar plot for Θ (+), and a plot of

−(12/5) log(mr)+(const.) (solid line) are shown. We observe that all of these data scale

approximately as −(12/5) log(mr), which is consistent with h = 3/5. The results for

B, (C −D)/2 follow from the symmetry m1 ↔ m2.

Thus, the operators A,B,C,D may form a basis of the IR counterpart of Φij . The

way to define these operators via form factors, Pµ → maP̂
µ
(a), was simple. Yet, applying a

similar replacement to the EM tensor, we can obtain additional conserved currents on the

IR side, which will play an important role in the following discussion.

4 Analytical mass-coupling relation

Based on the results from the UV and the IR side in the previous sections, we derive the

exact mass-coupling relation in this section. First, using the formulas for the response of
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the physical masses and the S-matrix under the change of the couplings, we find explicit

relation between the UV operators Ψi in (2.30) and the IR ones A,B,C,D. This enables

us to find the form factors of Ψi. Expressing the conservation laws in section 2 by the

perturbing operators Ψi, we then show that the ratio µ1/µ2 depends only on λi, not on

λ̄i (‘partial factorization’), which also simplifies the IR expression of Ψi. As mentioned

above, using the partial momenta Pµ(a) we obtain conserved currents in terms of the IR

variables. They are identified with the UV currents through the IR expression of Ψi. By

comparing their commutation relations on the UV and the IR side, the perturbing operators

Φij are expressed by the IR operators. With the help of the generalized Θ sum rule for

the above conserved current and Ψ̄j , the free energy Ward identity relates the vacuum

expectation values (VEV) of Φij and the derivatives of the free energy with respect to

the couplings. From this relation, µa themselves are found to be functions of λi only

(‘complete factorization’). Applying again the generalized Θ sum rule to Φij , the Ward

identity for Φij yields a differential equation for their vacuum expectation values. This

is further translated into a differential equation for the mass-coupling relation, which is

solved by hypergeometric functions.

To begin with, let us recall the form of the perturbing Lagrangian on the UV side,

Lpert(z, z̄) = λ1λ̄1Φ11(z, z̄) + λ1λ̄2Φ12(z, z̄) + λ2λ̄1Φ21(z, z̄) + λ2λ̄2Φ22(z, z̄). (4.1)

4.1 Exact VEVs and relations from changing the couplings

Here we collect all available pieces of information about the coupling dependence of the

problem. First of all we establish that because all perturbing operators are of dimension

(3/5, 3/5), the trace of the EM tensor is given by

Θ = −4

5
Lpert. (4.2)

Further, the VEV of the EM tensor must be of the form

〈Tµν〉 = εηµν , (4.3)

where ηµν is the 1 + 1 dimensional Minkowski metric. The bulk energy density is known

from TBA as in (3.13), which we denote by

ε = 〈T00〉 =
m1m2

2
coshσ. (4.4)

Thus

〈Θ〉 = 2ε = m1m2 coshσ. (4.5)

We can also calculate the free energy density F . First we have to calculate the partition

function Z in finite 2-volume V and then take the limit

F = − lim
V→∞

1

V
lnZ. (4.6)

From this definition it is easy to see that a small change of the couplings leads to the

relations
∂F
∂λi

= −〈Ψi〉 , Ψi =
∂Lpert

∂λi
= λ̄1Φi1 + λ̄2Φi2 . (4.7)
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In the following we refrain from writing out explicitly analogous equations for the bar

variables if it is obviously true with the left/right replacement.

Since F is of mass dimension 2, from dimensional analysis we get

2∑
i=1

λi
∂F
∂λi

=
5

2
F . (4.8)

Thus 5
2F = 5

4〈Θ〉 and hence

F = ε =
m1m2

2
coshσ, (4.9)

as anticipated.

The result of infinitesimal changes of the couplings can be expressed in terms of the

matrix elements of the operators Ψi, Ψ̄j [49]. For example, the change of the particle mass

is given by
∂m2

a

∂λi
= −4π〈0, a|Ψi(0, 0)|0, a〉 = −4πFΨi(s)

aa (0), (4.10)

while the change of the scattering matrix is given by the formula

4π2iFΨi(s)
abab (θ1, θ2) = −

(
1

2

∂m2
a

∂λi
+

1

2

∂m2
b

∂λi
+ cosh θ

∂(mamb)

∂λi

)
∂Sab(θ)

∂θ

+mamb sinh θ
∂Sab(θ)

∂λi
, (4.11)

where θ = θ1 − θ2, and similar ones for the bar variables.

4.2 Relations among the local operators

It is very natural to assume that the local operators Ψi, Ψ̄j related to the pCFT Lagrangian

and the operators A, B, C, D defined on the form factor side form the same operator basis.

Their relation can be written as

Ψi = XA
i A+XB

i B +XC
i C +XD

i D, (4.12)

with some coefficients XA
i etc. and similarly with X̄A

j for Ψ̄j . The coefficients are not all

independent since they have to satisfy the relations which follow from (3.42) and (4.2),

2∑
i=1

λiX
A
i = −5

4
m2

1,
2∑
i=1

λiX
B
i = −5

4
m2

2,
2∑
i=1

λiX
C
i = −5

4
m1m2,

2∑
i=1

λiX
D
i = 0 .

(4.13)

Taking into consideration these relations, from the mass dependence of the VEV of Θ (4.5)

we have

〈A〉 = 〈B〉 = 0, 〈C〉 = coshσ, (4.14)

and this leads to

− ∂F
∂λi

= XC
i coshσ +XD

i 〈D〉. (4.15)
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From the mass relation (4.10) and the form factors (3.45) we obtain

XA
i = −1

2

∂m2
1

∂λi
, XB

i = −1

2

∂m2
2

∂λi
. (4.16)

Finally, from the S-matrix formula (4.11) and the form factors (3.46) we can read off

XC
i = −1

2

∂(m1m2)

∂λi
, XD

i =
1

2
m1m2

∂σ

∂λi
. (4.17)

Comparing to (4.15) with F in (4.9) we see that they are consistent if

〈D〉 = − sinhσ. (4.18)

Having found the coefficients we can now write down the complete expression for the

perturbing operators Ψi, Ψ̄j in terms of the bootstrap ones.

4.3 Relations from conserved spin 1 charges: factorization of mass ratios

Given the IR expression of the perturbing operators, we can derive non-trivial relations

from the conserved currents. To see this, we first recall that the form factors FΨi take

the form (3.33). Substituting (3.38)–(3.41) and factoring out the minimal 2-particle form

factors and qa1...qn , we are left with the proportionality coefficient

− (∂i lnm1)P+
(1)P

−
(1) − (∂i lnm2)P+

(2)P
−
(2)

− 1

2
(∂i lnm1 + ∂i lnm2 + ∂iσ)P+

(2)P
−
(1) −

1

2
(∂i lnm1 + ∂i lnm2 − ∂iσ)P+

(1)P
−
(2),

(4.19)

where ∂i = ∂/∂λi. There is an analogous formula for Ψ̄j . Note that this formula is written

in terms of Pµ(1,2), the 1, 2 parts of the full momentum:

Pµ(a) = maP̂
µ
(a) , Pµ = Pµ(1) + Pµ(2) . (4.20)

For our purposes we now write the conservation laws (2.28) and (2.30) in the form

∂Ψi = ∂̄τi , (4.21)

where the local operators τi are some linear combinations of the L(i)s. The Minkowski

version of these spin-1 conservation laws in the language of form factors imply that the

form factors of Ψi are proportional to the + light-cone component of the total momentum:

FΨi = P+ fi , Fτi = P− fi . (4.22)

The requirement that (4.19) is proportional to P+, though rather obvious from the

UV point of view, leads to the two equivalent relations

2∂i lnm1 = ∂i lnm1 + ∂i lnm2 + ∂iσ, (4.23)

implying

∂i ln

(
m1

m2
e−σ
)

= ∂i ln

(
µ̄1

µ̄2

)
= 0. (4.24)

– 20 –



J
H
E
P
0
6
(
2
0
1
6
)
0
7
1

Thus the chiral mass ratio µ1/µ2 only depends on λi and similarly µ̄1/µ̄2 only depends

on λ̄i, showing the ‘partial factorization’. With this simplification the proportionality

coefficients are also simplified, to give

FΨi ∝ −(∂i lnm1)P+P−(1) − (∂i lnm2)P+P−(2) (4.25)

for Ψi, and there is an analogous relation for Ψ̄j .

To prove the full factorization we have to study further properties of the conserved

currents.

4.4 Relations from conserved tensor currents

Next, we consider conserved tensor currents. Using the “scalarized” form factors of Θ, we

can define, via their form factors, the tensor operators Xµν
(a)(b). The corresponding form

factors are

Q
Xµν

(a)(b)
a1...an = Pµ(a)P

ν
(b)qa1...an , (4.26)

and they are local operators since the two momentum factors cancel the unwanted double

pole from the 2-particle form factors. Since all operators we consider here are proportional

to the “scalarized” form factors qa1...an , we will use the simplified notation2

Xµν
(a)(b) ∼ P

µ
(a)P

ν
(b), Θ ∼ P 2. (4.27)

The scalar operators we introduced earlier are given in this new notation as

m2
1A = X+−

(1)(1), m2
2B = X+−

(2)(2), (4.28)

and

m1m2C = X+−
(1)(2) +X+−

(2)(1), m1m2D = X+−
(1)(2) −X

+−
(2)(1). (4.29)

For later use we list here the vacuum expectation values in the new notation

〈X+−
(1)(1)〉 = 〈X+−

(2)(2)〉 = 0, (4.30)

〈X+−
(1)(2)〉 =

1

2
m1m2e−σ = 2µ2µ̄1, 〈X+−

(2)(1)〉 =
1

2
m1m2eσ = 2µ1µ̄2. (4.31)

We also introduce

Y µν
(a) =

∑
b

Xµν
(b)(a) ∼ P

µP ν(a), (4.32)

where

Pµ =
∑
a

Pµ(a) (4.33)

is the total momentum, and

Zµν =
∑
a

Y µν
(a) ∼ P

µP ν . (4.34)

2X+−
(a)(b) are denoted by Xab in [37].
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The energy-momentum tensor in this notation is

Tµν = −εµαενβZαβ ∼ −εµαενβPαPβ . (4.35)

Its conservation is obvious in this representation. We can now define further conserved

tensor currents by

I
µ[ν]
(a) = −εµαενβYαβ(a) ∼ −εµαενβPαPβ(a). (4.36)

These are also obviously conserved in their first indices:

∂µI
µ[ν]
(a) = 0. (4.37)

We put the second tensor index to square brackets to indicate that it is part of the “name”

of the conserved current (together with the particle subscript (a)). There are altogether

four conserved currents, but two combinations of them are not new, because of the relation∑
a

I
µ[ν]
(a) = Tµν . (4.38)

The corresponding conserved charges are given by

Q
[ν]
(a) =

∫
dxI

[ν]
0(a)(x, t). (4.39)

These act diagonally on multi-particle states

Q
[ν]
(a)|θ1, a1; . . . ; θn, an〉 = P ν(a)|θ1, a1; . . . ; θn, an〉. (4.40)

The above eigenvalues can be obtained by first considering one-particle states, where the

eigenvalues can be calculated directly from the two-particle form factors, and then using

additivity for multi-particle states. The latter property of the conserved charges follows

from the fact that they are given as space integrals of local currents. The physical meaning

of the conserved charges is thus rather trivial: they just express the separate conservation

of the two parts of the total momentum corresponding to each particle type. These parts

are trivially conserved since the particle momenta are not changed in a scattering process

since the scattering is diagonal.

The algebra of the conserved charges is Abelian, but we can obtain useful information

by considering the action of the charges on the local current components. We find

[Q
[ν]
(a), I

µ[ρ]
(b) ] ∼ P ν(a)ε

µαερβPαPβ(b) ∼ iεµα∂αε
ρβXν

(a)(b)β . (4.41)

Here we used the fact that the form factors of the derivative of a local operator are pro-

portional to the original form factor multiplied by the total momentum. The commutator

formula becomes more transparent if we specify some of the tensor indices:

[Q
[+]
(a), I

µ[−]
(b) ] = −iεµα∂αX

+−
(a)(b), (4.42)

[Q
[−]
(b) , I

µ[+]
(a) ] = iεµα∂αX

+−
(a)(b). (4.43)
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Now we identify the conserved currents and charges on the pCFT side. We already

established in (2.30) that (after Wick-rotating the pCFT formulas to Minkowski space)

∂+J
+ + ∂−J

− = 0, (4.44)

where

J− = −2L(1) − 2κL(3), κ =

√
5

4

λ1

λ2
, J+ = viΨi, v1 = πλ1, v2 =

π

3

λ2
1

λ2
. (4.45)

We will denote the corresponding charge by Q. Since we already expressed the scalar

operators Ψi in terms of the X+−
(a)(b) basis on the IR side, we can write

J+ = −vi(∂i lnma)I
+[−]
(a) . (4.46)

Because of Lorentz covariance, the same linear combination has to appear for the other

tensor component as well and we can write:

Jµ = −vi(∂i lnma)I
µ[−]
(a) . (4.47)

Analogous formulas exist for the bar variables, so we can summarize the relation between

the current components in the UV and IR bases as

Jµ = −kaIµ[−]
(a) , ka = vi(∂i lnma), (4.48)

J̄µ = −k̄aIµ[+]
(a) , k̄a = v̄j(∂̄j lnma). (4.49)

Using this identification and the commutation relations (4.42) and (4.43) we get

[Q, J̄µ] = −[Q̄, Jµ] = iεµα∂αΩ, (4.50)

where

Ω = k̄akbX
+−
(a)(b). (4.51)

These are used to express the perturbing operators Φij in the IR basis.

4.5 Relation between the UV and IR bases

So far we are able to give the UV scalars Ψi and Ψ̄j in terms of the IR scalars X+−
(a)(b). Only

three linear combinations are independent, because of the relation λiΨi = λ̄jΨ̄j . Here we

will determine the remaining coefficients N ab
ij in the relation

Φij = φiφ̄j = N ab
ij X

+−
(a)(b). (4.52)

We start from

[Q, J̄−] = −2i∂+Ω = −2∂Ω. (4.53)

(Here the last equality comes from continuing back the formula to pCFT conventions.) At

the leading order we have

[Q, J̄−] = −π
∮

dw

2πi

{
J−(w)v̄jΨ̄j(z, z̄)

}
= ∂

(
5

2
viv̄jφiφ̄j

)
, (4.54)
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where the short distance expansion formulas summarized in section 2.2 were used. By

dimensional analysis explained in section 2, we can convince ourselves that this leading

order formula is actually exact in conform perturbation theory. Comparing this to (4.53)

and (4.51),

Ω = −5

4
viv̄jφiφ̄j = −5

4
viv̄jΦij , (4.55)

in terms of UV fields, and

vi(∂i lnmb)v̄j(∂̄j lnma) = −5

4
viv̄jN ab

ij . (4.56)

Using also the relations we found earlier,

Ψ̄j = λiN ab
ij X

+−
(a)(b) = −(∂̄j lnma)Y

−+
(a) = −

∑
b

(∂̄j lnma)X
+−
(a)(b) (4.57)

we have

λiN ab
ij = −∂̄j lnma. (4.58)

Similarly we have

N ab
ij λ̄j = −∂i lnmb. (4.59)

These two relations, together with (4.56) imply

N ab
ij = −4

5
(∂i lnmb)(∂̄j lnma). (4.60)

Thus we completely identified the four UV scalars Φij in terms of the IR scalars X+−
(a)(b).

4.6 Free energy Ward identity

From the IR expression of Φij , we can prove the full factorization. For this purpose, we

also need the free energy Ward identity, which is discussed below.

Using the vacuum expectation values (4.30), (4.31) and (4.60) we can calculate the

vacuum expectation values of Φij :

〈Φij〉 = −2

5
µ1µ̄2(∂i lnµ1µ̄1)(∂̄j lnµ2µ̄2)− 2

5
µ2µ̄1(∂i lnµ2µ̄2)(∂̄j lnµ1µ̄1). (4.61)

Here we used the chiral mass parameters defined in (3.7). The free energy density can be

similarly written as a sum of two chirally factorized terms:

F = µ1µ̄2 + µ2µ̄1. (4.62)

Using (4.7) and taking a second derivative with respect to the couplings we can derive the

following Ward identity:

∂i∂̄jF = −〈Φij〉 −
∫

d2x〈Ψi(x)Ψ̄j(0)〉c. (4.63)

Here the subscript c means, as before, connected correlation function.

– 24 –



J
H
E
P
0
6
(
2
0
1
6
)
0
7
1

We can calculate the integral of the two-point correlation functions by using the gen-

eralized Θ sum rule, which is derived in appendix F. First we calculate∫
d2x〈J+(x)Ψ̄j(0)〉c = vi

∫
d2x〈Ψi(x)Ψ̄j(0)〉c, (4.64)

for which we need the short distance expansion

J−(z, z̄)Ψ̄j(0, 0) ≈ − 3

2πz2
viφi(0)φ̄j(0). (4.65)

Using this in the generalized Θ sum rule we obtain

vi

∫
d2x〈Ψi(x)Ψ̄j(0)〉c =

3

2
vi〈Φij〉. (4.66)

In our case the original Θ sum rule, where vi are replaced by λi, gives

λi

∫
d2x〈Ψi(x)Ψ̄j(0)〉c = −5

4

∫
d2x〈Θ(x)Ψ̄j(0)〉c =

3

2
λi〈Φij〉. (4.67)

The last two relations together imply∫
d2x〈Ψi(x)Ψ̄j(0)〉c =

3

2
〈Φij〉 , (4.68)

and putting this result into the free energy sum rule leads to the simple relation

∂i∂̄jF = −5

2
〈Φij〉. (4.69)

4.7 Proof of complete factorization

The partial factorization we already established in subsection 4.3 allows the following

parametrization:

µ1 = µ, µ̄1 = µ̄, µ2 = α(λ1, λ2)µ, µ̄2 = α(λ̄1, λ̄2)µ̄. (4.70)

We now use this parametrization and substitute (4.61) and (4.62) into (4.69). We find that

the α factors cancel and we get

β∂i∂̄jβ = ∂iβ∂̄jβ, (4.71)

where

β = µµ̄ =
m2

1

4
. (4.72)

This can be rewritten as

∂i∂̄j lnβ =
∂i∂̄jβ

β
− ∂iβ∂̄jβ

β2
= 0, (4.73)

which means that ln β must be the sum of two chiral terms,

lnβ = b(λ1, λ2) + b(λ̄1, λ̄2), (4.74)

and β = µµ̄ is chirally factorized. Thus we must have complete factorization:

µ = µ(λ1, λ2), µ̄ = µ(λ̄1, λ̄2). (4.75)
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4.8 Mass-coupling relation

Similarly, with the help of the generalized Θ sum rule, a Ward identity for the perturbing

operators Φij gives a differential equation, from which the exact mass-coupling relation is

derived.

We will make use of the short distance expansion

J−(z)φi(w) = −Mijφj(w)

(z − w)2
+ O

(
1

z − w

)
, (4.76)

where

M11 = 1, M12 = M21 =
η

2
, M22 = 0, η =

λ1

λ2
. (4.77)

It is easy to see that

λiMij =
3

2π
vj . (4.78)

For later use we calculate

Qi = πvkMki + vk∂kvi = π

(
2− η2

3

)
vi +

π2η2

2
λi. (4.79)

The generalized Θ sum rule corresponding to (4.76) is∫
d2x〈J+(x)Φij(0)〉c = πMik〈Φkj〉, J+ = viΨi. (4.80)

Let us consider the Ward identity

∂i〈Φkj〉 =

∫
d2x〈Ψi(x)Φkj(0)〉c. (4.81)

If we multiply this identity with λi, we get the original Θ sum rule. To obtain something

new, we have to multiply with vi. We then get

vi∂i(〈Φkj〉) =

∫
d2x〈J+(x)Φkj(0)〉c = πMki〈Φij〉. (4.82)

Here we substitute into Φij the known relation between the UV and IR fields (4.52)

and (4.60). Factoring out ∂̄j lnma depending only on λ̄j from both sides,

vi∂i

(
(∂k lnmb)〈X+−

(a)(b)〉
)

= πMki(∂i lnmb)〈X+−
(a)(b)〉. (4.83)

Now we use the VEVs of X+−
(a)(b) in (4.30), (4.31) and find

ṽi∂i(∂j lnmx) + 2k̃x(∂j lnmx) = Mji(∂i lnmx), (4.84)

where there is no summation over the index x, which can be either 1 or 2, and we have

introduced

k̃x = ṽi∂i lnmx , vi = πṽi. (4.85)
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Multiplying this with λj gives nothing new (the identity −k̃x + (5/2)k̃x = (3/2)k̃x). Mul-

tiplying with ṽj gives

ṽi∂ik̃x + 2k̃2
x = (ṽj∂j ṽi + ṽjMji)∂i lnmx =

(
2− η2

3

)
k̃x +

5

8
η2. (4.86)

Let us introduce the differential operator D = ṽi∂i which acts on functions of η as

Df(η) ≡ ṽi∂if(η) =

(
η − η3

3

)
f ′(η). (4.87)

Using dimensional analysis we can parametrize the chiral masses (in the fundamental do-

main defined in (4.104) below) as

2µx = λ
5/2
1 qx(η). (4.88)

In this parametrization,

2k̃x = D lnµx =
5

2
+
Dqx
qx

, (4.89)

and the differential equation (4.86) translates into

D2qx +

(
3 +

η2

3

)
Dqx +

5

4

(
1− η2

3

)
qx = 0, (4.90)

which can be simplified to

η2

(
1− η2

3

)
q′′x + η

(
4− 2η2

3

)
q′x +

5

4
qx = 0. (4.91)

This is a differential equation of hypergeometric type. Its solutions can be expressed in

terms of hypergeometric functions.

4.9 Solution of the differential equation

The differential equation (4.91) has three regular singular points at η = 0,±
√

3. The

exponents at the critical points are −1/2,−5/2 (at 0) and 0, 2 (at ±
√

3). One solution

of (4.91) is (
η√

3 + η

)−1/2

2F1

(
−1

2
,

3

2
; 3;

2η√
3 + η

)
. (4.92)

This behaves like η−1/2 for η → 0. The other, more singular solution goes like η−5/2 for

η → 0. Naively it would be given by(
η√

3 + η

)−5/2

2F1

(
−5

2
,−1

2
;−1;

2η√
3 + η

)
, (4.93)

but this is ill-defined and the other solution must be given differently. Luckily, the solution

we need can also be expressed with the hypergeometric function appearing in the first

solution, at a different argument. We will write, for short,

F (z) = 2F1

(
−1

2
,
3

2
; 3; z

)
. (4.94)
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For later use we note that

F (1) =
32

15π
, F (1/2) =

32
√
π

5

1

Γ2(1/4)
. (4.95)

We now look for solutions which satisfy boundary conditions coming from the special

cases discussed in section 3.2, and are symmetric under the reflections and Z3 rotations

(S3 Weyl symmetry) shown in section 2.3. The latter conditions are

µa(λ1, λ2) = µa(−λ1, λ2), (4.96)

and

µa(λ1, λ2) = µa

(√
3

2
λ2 −

1

2
λ1,−

1

2
λ2 −

√
3

2
λ1

)
. (4.97)

The special case we need is the left-right symmetric point with couplings λ1 = λ̄1 = 0,

λ2 = λ̄2 = λ. This model is (up to identification of fields, as discussed in section 2)

Ising (unperturbed) ⊗ perturbed tricritical Ising, (4.98)

where the perturbation is given in the tricritical Ising part by νφ1,3 where ν = λ2. In this

model one of the masses vanishes. By convention, we call this m1. The mass-coupling

relation between λ and the other, non-vanishing, mass m2 is known as in (3.20). Thus at

this special point

m1(0, λ|0, λ) = 0, m2(0, λ|0, λ) = Kλ5/2, (4.99)

where

K = (κRSOS
3 )−5/4 , (4.100)

with κRSOS
3 given in (3.21).

The point (0,−λ|0,−λ) in coupling space is obviously the same model, but here we

have two possibilities. Either (case a)

m1(0,−λ|0,−λ) = 0, m2(0,−λ|0,−λ) = Kλ5/2, (4.101)

or (case b)

m2(0,−λ|0,−λ) = 0, m1(0,−λ|0,−λ) = Kλ5/2. (4.102)

For µ1, the solution satisfying the boundary condition (4.99) is based on (4.92):

µ1(λ1, λ2) = Bλ2
1λ

1/2
2 (
√

3 + η)1/2F

(
2η√
3 + η

)
, (4.103)

where B is some constant. This solution is valid in the fundamental domain

λ2 ≥
λ1√

3
≥ 0. (4.104)

Later we will also use the anti-fundamental domain defined by

λ2 ≤ −
λ1√

3
≤ 0. (4.105)
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Using the Z3 symmetry, we now calculate

µ1(0,−λ) = µ1

(√
3

2
λ,

1

2
λ

)
=

8

5π
31/4Bλ5/2 6= 0. (4.106)

This excludes case a and we are left with

2µ1(0,−λ) = Kλ5/2, (4.107)

which can be used to fix the constant B as

B =
5π

16
3−1/4K. (4.108)

Since we are left with case b, we can write down µ2 immediately using the boundary

condition and the differential equation. In the anti-fundamental domain it takes the form

µ2(λ1, λ2) = B̃λ2
1(−λ2)1/2(

√
3− η)1/2F

(
−2η√
3− η

)
. (4.109)

This solution is based on the observation that qrefl
a (η) = qa(−η) satisfies the same differential

equation. Using the Z3 symmetry, we can rotate this solution to the fundamental domain,

where it takes the form

µ2(λ1, λ2) =
B̃

4
(
√

3λ2 − λ1)2(
√

3λ2 + λ1)1/2F

(√
3λ2 − λ1√
3λ2 + λ1

)
. (4.110)

The boundary condition

2µ2(0, λ) = Kλ5/2 (4.111)

tells us that B̃ = B. Incidentally, from (4.110) we can read off the other, more singular

solution of the differential equation:

q2(η) =
B

2
η−5/2(

√
3− η)2(

√
3 + η)1/2F

(√
3− η√
3 + η

)
. (4.112)

To summarize, the mass-coupling relation (in the fundamental region) is

µ1(λ1, λ2) = Bλ2
1(λ1 +

√
3λ2)1/2F

(
2λ1

λ1 +
√

3λ2

)
,

µ2(λ1, λ2) =
B

4
(
√

3λ2 − λ1)2(λ1 +
√

3λ2)1/2F

(√
3λ2 − λ1

λ1 +
√

3λ2

)
,

(4.113)

where the constant B is given by (4.108). These expressions are extended outside the

fundamental domain by the S3 Weyl symmetry. This is the main result in this paper.

Figure 2 is a plot of µa(λi). In appendix G, we summarize the symmetry of µa(λi) and

their parametrization invariant under the symmetry.

Having found the solution, we can now study the other special case. It is easy to

see that

µ1

(
1

2
λ,

√
3

2
λ

)
= µ2

(
1

2
λ,

√
3

2
λ

)
=

B

2
√

2
F (1/2)λ5/2. (4.114)
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Figure 2. Plot of µa(λi) in (4.113) extended to the entire (λ1, λ2)-plane. The red and the blue

surface represent µ1(λi) and µ2(λi), respectively.

The point (λ/2,
√

3λ/2) in coupling space can be transformed to (λ, 0) by a reflection

followed by a 120 degree rotation. Thus

2µ1(λ, 0) = 2µ2(λ, 0) = K̃λ5/2, (4.115)

with

K̃ =
B√

2
F (1/2). (4.116)

We can calculate the ratio K̃/K analytically. We find

K̃

K
= 3−1/4 π

√
2π

Γ2(1/4)
. (4.117)

One can check that this is the same as found in [33] representing this special case as

perturbation of the non-unitary minimal model M3,5. The constant K̃ is related to κ̂

in (3.26) as K̃−16/5 = (κ̂/π)2γ(9/5)γ3(2/5).

5 Numerical mass-coupling relation

We have found the exact mass-coupling relation µa = µa(λi) in (4.113). In this section,

we summarize our numerical investigations of the TBA system and the mass-coupling

relation, providing numerical checks of our analytic findings so far. We then discuss the

inverse mass-coupling relation λi = λi(µa) with the help of numerics, which is necessary to

express the pCFT results in terms of λi by the IR variables. We also make a comment on

an earlier work on the mass-coupling relation.

5.1 UV expansion coefficients of the ground state energy from TBA

First, we present the outcome of our numerical investigations of the TBA equations. By

solving the TBA equations (3.9) and (3.10) numerically and using (3.12) one can determine
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F (L) at different values of L, and then extract from these results c and the first few

coefficients Fn appearing in (2.33).

The pCFT formulation of the model implies c = 6/5 and F1 = 0, and the numerical

values that can be obtained from the TBA agree with these exact values with high accuracy.

Equation (2.39) and the chiral factorization derived in section 4.7 imply that F2 and

F3 have the following factorization properties:

F2(µ1, µ2, µ̄1, µ̄2) = G2(µ1, µ2)G2(µ̄1, µ̄2) , (5.1)

F3(µ1, µ2, µ̄1, µ̄2) = −G3(µ1, µ2)G3(µ̄1, µ̄2) , (5.2)

where G2 and G3 are real. These properties can also be confirmed numerically.

Regarding F4, F5 and F7, we found that F4/F
2
2 , F5/(F2F3) and F7/(F

2
2F3) are constant

(i.e. they do not depend on µi, µ̄i), again in agreement with the pCFT results in section 2.3.

The numerical values of F4/F
2
2 , F5/(F2F3) and F7/(F

2
2F3) are

F4

F 2
2

= B4 ≈ 0.33913,
F5

F2F3
= B5 ≈ −1.1295,

F7

F 2
2F3

= B7 ≈ 1.685 . (5.3)

In order to compare these values with (2.45) it would be necessary to calculate the latter

constants in pCFT. These results together with (5.1), (5.2) imply that F4, F5, F7 are also

factorized,

F4(µ1, µ2, µ̄1, µ̄2) = G4(µ1, µ2)G4(µ̄1, µ̄2) , (5.4)

F5(µ1, µ2, µ̄1, µ̄2) = G5(µ1, µ2)G5(µ̄1, µ̄2) , (5.5)

F7(µ1, µ2, µ̄1, µ̄2) = −G7(µ1, µ2)G7(µ̄1, µ̄2) , (5.6)

and G4/G
2
2, G5/(G2G3), G7/(G

2
2G3) are constant.

F6 is not factorized, but instead it is found numerically to satisfy the more complicated

relation

F6(µ1, µ2, µ̄1, µ̄2) = B622F2(µ1, µ2, µ̄1, µ̄2)3 +B633F3(µ1, µ2, µ̄1, µ̄2)2

+B623G2(µ1, µ2)3G3(µ̄1, µ̄2)2

+B632G3(µ1, µ2)2G2(µ̄1, µ̄2)3, (5.7)

where

B622 ≈ −0.0745, B633 ≈ 0.2221, B623 = B632 ≈ 0.2704 . (5.8)

Clearly, the structure of (5.7) is similar to that of (2.46). Taking into consideration the

previous results, it can be seen that (5.7) follows from (2.46) if

B622 =
C622

C3
2

, B633 =
C633

C2
3

, B623 = − C623

C3C
3/2
2

. (5.9)

In addition to the symmetries listed below (3.12), we found numerically that

F2(µ1, µ2, µ̄1, µ̄2) = F2(µ2, µ1, µ̄1, µ̄2) , (5.10)

F3(µ1, µ2, µ̄1, µ̄2) = −F3(µ2, µ1, µ̄1, µ̄2) . (5.11)
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These are indeed derived on the pCFT side in the next subsection. Due to the Dynkin

reflection symmetry the same transformation rules apply under µ̄1 ↔ µ̄2. For G2 and G3

these properties imply

G2(µ1, µ2) = G2(µ2, µ1) , (5.12)

G3(µ1, µ2) = −G3(µ2, µ1) . (5.13)

From the relations between F2, F3 and F4, F5, F6, F7 described above it follows then that

Fn(µ1, µ2, µ̄1, µ̄2) = (−1)nFn(µ2, µ1, µ̄1, µ̄2), n = 4, . . . , 7 , (5.14)

Gn(µ1, µ2) = Gn(µ2, µ1), n = 2, 4 , (5.15)

Gn(µ1, µ2) = −Gn(µ2, µ1), n = 3, 5, 7 . (5.16)

Finally, in the case when µi = µ̄i we found that F 2
3 /F

3
2 grows monotonically from 0 to

∼ C2
3

C3
2

= 5.26554 . . . as m1/m2 goes from 1 to 0. This result is consistent with (2.42).

5.2 Numerical mass-coupling relation

Let us move on to the numerical investigation of the mass-coupling relation. Given the

numerical coefficients Fn as in the previous subsection, the equations (2.38) and (2.39)

determine the couplings λi, λ̄i. By the factorization (4.75), they are functions of µa and

µ̄a, respectively. Setting µa = µ̄a for simplicity, one obtains twelve sets of the solutions

(λ1, λ2), which are indeed real. Due to the S3 Weyl symmetry, without loss of generality

(λ1, λ2) are set to be in the fundamental domain λ2 ≥ λ1√
3
≥ 0, or the fundamental Weyl

chamber of the su(3) weight space. The resultant two sets in this domain are regarded as

a pair related by the Dynkin reflection (µ1, µ̄1)↔ (µ2, µ̄2).

Figure 3 is a plot of λi obtained in this way, where (µ2)2/5 = 2 and µ1 is varied.

The points represent λi(µa) from the TBA equations. The dot-dashed lines represent

λ2 = tan((2k + 1)π/6)λ1 (k = 0, 1, 2), whose intersections with the trajectories of the

points correspond to the single-mass cases µ1 = 0 or µ2 = 0. The dotted lines represents

λ2 = tan(kπ/3)λ1 (k = 0, 1, 2), whose intersections at the cusps correspond to the equal-

mass cases µ1 = µ2. The twelve sets of the solutions form the twelve branches starting

from the single-mass points (mid points of each edge of the hexagon).

These are compared with the analytic ones. Figure 4 (a) is a plot of (µ1, µ2) versus

(λ1, λ2) in the fundamental domain. The red and blue surfaces represent µa(λi) (a = 1, 2)

in (4.113), respectively, whereas the red and blue points represent the numerical data λi(µa)

for given µa(= µ̄a). Each horizontal sequence from the bottom to the top corresponds to

(µ2)2/5 = 1/2, 1, 3/2, 2, with µ1 varied, while each vertical sequence from the left to the

right corresponds to (µ1)2/5 = 1/2, 1, 3/2, 2, with µ2 varied. In figure 4 (b), the diamonds

(�) represent the projections of the points in (a) to the (λ1, λ2)-plane. The horizontal solid

lines are the contours of
(
µ2(λi)

)2/5
= 1/2, 1, 3/2, 2 from (4.113), while the vertical solid

lines are the contours of
(
µ1(λi)

)2/5
= 1/2, 1, 3/2, 2. We find good agreement between the

analytic results and the numerical ones.
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Figure 3. Plot of numerical data of λi from the TBA equations as function of µ1 when (µ2)2/5 = 2

is kept fixed. The dot-dashed lines represent the µ1 = 0 or µ2 = 0 cases, while the dotted lines the

µ1 = µ2 cases.
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Figure 4. Comparison of the analytical and the numerical results for mass coupling relations. The

red and blue surfaces represent the analytical formula µa(λi) (a = 1, 2) in (4.113), respectively,

while red and blue points represent the numerical data. On the right points are projected to the

(λ1, λ2)-plane.

5.3 Inverse relation

The analytic mass-coupling relation (4.113) expresses the mass parameters µa as functions

of the couplings λi, whereas what one obtains numerically from the TBA equations is λi
as functions of µa, i.e., the inverse relation of (4.113). On dimensional grounds, a useful

parametrization in the fundamental domain is

(λ1, λ2) = µ
2/5
1 ρ1(ξ) · w1 + µ

2/5
2 ρ2(ξ) · w2 , (5.17)
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(and similarly for λ̄i(µ̄a)), where ρa ≥ 0, wi are the fundamental weighs of su(3); w1 =

(
√

3, 1)/
√

6, w2 = (0, 2)/
√

6; and

ξ =
µ1

µ2
. (5.18)

This parametrization generalizes, up to the power of µa, a classical one in [24]. (4.113) im-

plies that ξ is a function of η = λ1/λ2. In appendix H, we show that ξ(η) is a monotonically

increasing function in the fundamental domain, and its inverse η(ξ) is well-defined. From

the symmetry of the analytic relation under the chiral Dynkin transformation, µ1 ↔ µ2

with µ̄a fixed, which is shown in appendix G, it follows that

ρ2(1/ξ) = ρ1(ξ). (5.19)

The inverse mass-coupling relations thus can be expressed in terms of a single function of

one variable. Substituting (5.17) into (2.38), one also finds (p2, p3)→ (p2,−p3) under the

chiral Dynkin transformation, proving the relations (5.10) and (5.11) on the pCFT side.

If ρa were unity, (5.17) would give µ1 ∼ λ
5/2
1 , µ2 ∼ (

√
3λ2 − λ1)5/2. The relations (4.113)

are generalizing these. From (5.17) and (4.113), one finds that ρa take a simple form

x
−1/2
a F [xa] with xa(λj) being simple functions of λj .

The differential equations for λi or ρa are derived by inverting the Jacobian matrix

∂µa/∂λi, giving ∂λi/∂µa. It is, however, difficult to solve them generally. Instead, let us

first consider the asymptotic forms for µ1 ≈ 0 and µ2 ≈ 0, corresponding to λ1 ≈ 0 and√
3λ2 ≈ λ1, respectively. From (4.113) it follows that F (1)ξ ≈ (2η/

√
3)2, and hence

ρ1(ξ) ≈ c1ξ
1/10 +O(ξ3/5) , ρ2(ξ) ≈ c2(1− c3ξ

1/2) + o(ξ) , (5.20)

for ξ � 1. Here, the constants ca are

c1 = 23/10B−2/5
[
F (1)

]1/10
, c2 = c1 ·

[
F (1)

]−1/2
,

c3 =
2

5

[
F (1)

]−1/2
(

1

2
F (1)− F ′(1)

)
. (5.21)

Similarly, one has F (1)ξ−1 ≈
(
(
√

3− η)/2η
)2

and

ρ1(ξ) ≈ c2(1− c3ξ
−1/2) + o(ξ−1) , ρ2(ξ) ≈ c1ξ

−1/10 +O(ξ−3/5) , (5.22)

for ξ � 1.3 From these, the special values of ρa are read off,

ρ1(0) = ρ2(∞) = 0 ,

ρ1(∞) = ρ2(0) = c2 ≈ 0.62317 , (5.23)

ρ1(1) = ρ2(1) = 21/10
[
BF (1/2)

]−2/5 ≈ 0.49291 .

For reference, we have added the values at ξ = 1, corresponding to λ2 =
√

3λ1.

Generally, one can invert the relations (4.113) numerically. It is confirmed that the

relation (5.19) indeed holds. Figure 5 is a plot of ρa(ξ) obtained in this way. The blue

points in the increasing sequence represent ρ1(ξ), whereas the red points in the decreasing

sequence represent ρ2(ξ). The dashed lines indicate the special values in (5.23).

3F (x) has a branch point at x = 1, but F ′(x) exists for x ≤ 1 and Taylor’s theorem with Peano’s form

of the remainder can be applied. The asymptotic behaviors are well approximated by functions of the form

ξ±1/10 ∑ ckξ
±k/2 or

∑
ckξ
±k/2.
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Figure 5. Plot for numerically inverting the mass-coupling relation. Blue points represent ρ1(ξ),

whereas the red points ρ2(ξ).

5.4 Comment on earlier work

Finally, we comment on an earlier work [33], where the mass-coupling relation of the

su(3)2/u(1)2 HSG model was studied in order to evaluate the strong-coupling amplitudes

of N = 4 SYM. Assuming that λi are polynomials of µ
2/5
a , the couplings were parametrized

as λi =
∑

a µ
2/5
a λ̂ai. The constants λ̂ai were determined by matching the perturbative

expression of F2 in (2.39) and those in the perturbed minimal models corresponding to

the single-mass and equal-mass cases in section 3.2. The results were used for analytic

expansions of the ground state energy and the Y-functions around the UV limit. It was

observed that they appeared to be consistent with numerical data from the TBA equations

within the numerical precision.

For the amplitudes, only the result of F2 was used. The chiral factor p2 of F2 in (2.39)

reads there

pHISS
2 =

2

3
µ

4/5
2 [r1(1 + ξ4/5) + r2ξ

2/5] , (5.24)

where

r1 = ρ2
2(0) , r2 = 3ρ2

2(1)− 2r1 . (5.25)

With these constants, pHISS
2 indeed matches the expression from (5.17),

p2 =
2

3
µ

4/5
2 [ρ2

2 + ρ1ρ2ξ
2/5 + ρ2

1ξ
4/5] , (5.26)

at ξ = 0, 1. Figure 6 is a plot of the relative deviation of the two expressions,

δp2 =
pHISS

2

p2
− 1 . (5.27)

For simplicity, δp2 is shown as a function of η in the range 0 ≤ η = λ1/λ2 ≤ 1/
√

3,

corresponding to 0 ≤ ξ ≤ 1. The case with ξ > 1 is covered by the Dynkin symmetry. One

finds that the deviation is less than 1 per cent. It is still an open problem why a simple

assumption in [33] works so well effectively. Other part of the analyses in [33] does not

depend on the exact form of F2 and hence need not be corrected. Similar remarks may

apply to the analyses in [35] for the su(3)4/u(1)2 HSG model.
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∆p2

Figure 6. Plot of the relative deviation of the exact expression and the one which was obtained

assuming that λi are polynomials of µ
2/5
a .

(a) (b)

Figure 7. Plots of (a) 〈Θ〉 and (b) 〈Φ11〉 as functions of λj = λ̄j .

6 Vacuum expectation values from the mass-coupling relation

Given the mass-coupling relation, one can obtain the vacuum expectation values of the

perturbing operators, which are the derivatives of the partition function with respect to

the couplings. Indeed, in the course of the derivation of the analytic mass-coupling relation,

a number of formulas have been found from the UV as well as the IR side: (4.5), (4.7), (4.14),

(4.18) and (4.69).

To be concrete, 〈Φij〉 are for example given in terms of the couplings λi, λ̄j by (4.69),

while those in terms of µa, µ̄b are obtained through the inverse relation (5.17). On the

other hand, 〈Θ〉 is simply given by the mass parameters as in (4.5), which is expressed

by λi, λ̄j through the mass-coupling relation, e.g., (4.113) in the fundamental domain. In

figure 7 (a) and (b), we show plots of the vacuum expectation values as functions of the

couplings, for examples of 〈Θ〉 and 〈Φ11〉. For simplicity, we have set λj = λ̄j .

7 Conclusions

In this paper, we studied the mass-coupling relation of multi-scale quantum integrable

models, focusing on the su(3)2/u(1)2 HSG model as their simplest example. Our basic
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strategy is to compare the conservation laws and the Ward identities of the integrable

model both from the UV and IR points of view, which provides a novel method to analyze

integrable models.

For this purpose, we first identified the relevant conserved currents on the UV side, and

the dimension 3/5 operators on the IR side, which are the counterpart of the UV perturbing

operators and characterized by their form factors. The representation of the coset in

terms of the projected product of the minimal models provided an efficient calculational

basis. It is notable that the products of minimal models allow multi-parameter integrable

perturbations. Using the formulas for the response of the masses and S-matrix under the

variation of the couplings, the perturbing operators Ψi were expressed by the IR operators.

This enabled us to express the conserved currents in terms of the IR operators. Comparing

the conservation laws on the UV and the IR sides, the perturbing operators Φij were also

expressed by the IR operators. From the generalized Θ sum rule and the free energy Ward

identity, the factorization of the mass-coupling relation (4.75) was shown.

The Ward identity for Φij gave a differential equation of their one-point function.

Together with the IR expression of Φij , it was translated into a differential equation for

the mass-coupling relation, which led to our main result (4.113). In the course of the

derivation, we also obtained the vacuum expectation values of the perturbing operators.

The resultant mass-coupling relation reproduced the known exact results in the single-

mass cases, and agreed with the data obtained by solving the TBA equations numerically.

Via the gauge-string duality, the relation provides the missing link to develop an analytic

expansion of ten-particle strong-coupling scattering amplitudes of N = 4 SYM around the

Z10-symmetric (regular-polygonal) kinematic point.

Though we concentrated on the su(3)2/u(1)2 HSG model, our discussion in this paper

is conceptually more general and can be applied to other multi-scale integrable models.

Once a set of relevant form factors are given, the analysis of the mass-coupling relation

would be straightforward. Our derivation also implies that one can obtain the differential

equation for the one-point functions of the perturbing operators only through the UV

conserved currents. Recalling the importance of differential equations in determining the

correlations functions at the critical point, it would be an interesting future problem how

powerful this Ward identity/differential equation is in determining the non-perturbative

off-critical one-point functions.
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A Conventions

In this appendix, we summarize our conventions.

A.1 Space-time coordinates

We use the Minkowski space coordinates

x ∼ (x0, x1) = (t, x), x± = t± x, (A.1)

and for any 2-vector Wµ we define

W± = W 0 ±W 1, W± =
1

2
W∓. (A.2)

The scalar product is

V ·W = V +W+ + V −W− =
1

2
(V +W− + V −W+), x2 = x+x−. (A.3)

The derivatives are given as

∂0 =
∂

∂t
, ∂1 =

∂

∂x
, ∂± =

1

2
(∂0 ± ∂1). (A.4)

The Minkowski metric and antisymmetric tensor components are

η00 = −η11 = ε01 = −ε10 = 1, η01 = η10 = ε00 = ε11 = 0, (A.5)

and in light-cone coordinates

η++ = η−− = ε++ = ε−− = 0, η+− = η−+ = ε+− = −ε−+ = 2. (A.6)

In Euclidean space we use the coordinates (x1, x2), where x2 = −ix0 and the complex

coordinates z, z̄ defined by

x+ = i(x2 − ix1) = iz, x− = i(x2 + ix1) = iz̄. (A.7)

So we have

− x2 = r2 = (x1)2 + (x2)2 = zz̄, ∂ =
∂

∂z
= i∂+, ∂̄ =

∂

∂z̄
= i∂−. (A.8)

A.2 Energy-momentum tensor

In the IR part of the paper we use the canonical energy-momentum tensor Tµν , which is

symmetric and conserved:

∂−T
−− + ∂+T

+− = 0, ∂+T
++ + ∂−T

−+ = 0. (A.9)

Its trace is denoted by

Θ = Tµµ = T+−. (A.10)
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The normalization of the canonical EM tensor is fixed by requiring that the total momentum

operator

Pµ =

∫
dxT0µ(x, t) (A.11)

acts on any local field Φ(x, t) according to

[Pµ,Φ(x, t)] = −i∂µΦ(x, t). (A.12)

In the UV part we use the CFT normalized Virasoro densities L(z), L̄(z̄) with the

usual short distance expansion

L(z)L(w) ≈ c

2

1

(z − w)4
+

2L(w)

(z − w)2
+
∂L(w)

z − w
, (A.13)

where c is the Virasoro central charge. For any chiral primary field Φ(z) with conformal

weight ∆,

L(z)Φ(w) ≈ ∆Φ(w)

(z − w)2
+
∂Φ(w)

z − w
. (A.14)

There are analogous formulas for antichiral fields.

The identification of UV and IR fields is given by

L =
π

2
T−− = 2πT++. (A.15)

Similarly

L̄ =
π

2
T++ = 2πT−−, τ =

π

2
T+− =

π

2
Θ, (A.16)

where τ is the trace of the EM tensor in CFT normalization.

A.3 Equal time commutators in CFT

Equal time commutators are given in the CFT limit by the formulas

[P−,Φ(z, z̄)] = −π
∮

dw

2πi
T−−(w)Φ(z, z̄), (A.17)

[P+,Φ(z, z̄)] = −π
∮

dw̄

2πi
T++(w̄)Φ(z, z̄). (A.18)

Analogous formulas hold for any chiral conserved currents and charges.

A.4 Master formula

The master formula for the first order conformal perturbation is

∂̄Ls(z, z̄) = −π
∮

dw

2πi
Lpert(w, z̄)Ls(z) (A.19)

for any chiral field Ls(z) (in the CFT limit). Applying this to L(z) we obtain, for a

perturbation by a primary field with conformal weight ∆,

∂̄L(z, z̄) = −π
∮

dw

2πi
Lpert(w, z̄)L(z) = −π

∮
dw

2πi

[
∆Lpert(w, z̄)

(z − w)2
+
∂wLpert(w, z̄)

z − w

]
= π(1−∆)∂Lpert(z, z̄) = −∂τ. (A.20)
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Thus we conclude that the CFT normalized trace is

τ = −π(1−∆)Lpert, (A.21)

whereas the trace of the canonical EM tensor is

Θ = −2(1−∆)Lpert. (A.22)

B Characters

In this appendix, we summarize the relations among the su(2)k and the Virasoro characters,

and the su(3)2 string functions, which are used to confirm the relations among the coset

theories and the minimal models in (2.3) and (2.4).

B.1 su(2)k and Virasoro characters

A unitary highest weight representation of su(2)k (k ∈ Z>0) has spin l = 0, 1/2, . . . , k/2,

and the central charge of the corresponding CFT is c(su(2)k) = 3k/(k+ 2). We denote the

character of the representation with spin l by

chk,l(τ, θ) := tr
(
qL0−c/24eiθJ3

0
)
, (B.1)

where q = e2πiτ , c = c(su(2)k), and L0 and J3
0 are the zero-modes of the Virasoro generators

and one of the affine su(2) currents.

The unitary minimal modelMm,m+1 has the central charge c(Mm,m+1)=1− 6
m(m+1) =:

cm. The spectrum consists of the primary fields φ
(m)
r,s with dimensions

h(m)
r,s =

[(m+ 1)r −ms]2 − 1

4m(m+ 1)
, (B.2)

where r = 1, . . . ,m−1; s = 1, . . . , r. By the invariance under r → m−r and s→ m+1−s,
the range of s may be extended to s = 1, . . . ,m. The character of the representation with

(cm, h
(m)
r,s ) is given by

χ
(m)
hr,s

(τ) := tr
(
qL0−cm/24

)
= η−1(τ)

[
ϑr(m+1)−sm,m(m+1)(τ)− ϑr(m+1)+sm,m(m+1)(τ)

]
,

(B.3)

where

η(τ) = q
1
24

∞∏
n=1

(1− qn) , ϑm,k(τ) =
∑
n∈Z

qk
(
n+m

2k

)2
. (B.4)

The superscript of h
(m)
r,s has been omitted.

In terms of these characters, the coset representation of the minimal models su(2)m−2×
su(2)1/su(2)m−1 =Mm,m+1 implies [50]

chm−2,l(τ, θ) ch1,ε(τ, θ) =
∑
s

chm−1,(s−1)/2(τ, θ)χ
(m)
hr,s

(τ) , (B.5)
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where ε = 0, 1/2; r = 2l+ 1; 1 ≤ r ≤ m− 1; 1 ≤ s ≤ m; and r − s is even if ε = 0 and odd

if ε = 1/2. For n = 3 the relation (2.4) reads

su(3)2

u(1)2
∼=

su(2)1 × su(2)1

su(2)2
× su(2)2 × su(2)1

su(2)3
, (B.6)

with the two factors su(2)2 being identified. By this identification, the coset partition

function consists of the terms of the form χ
(3)
h χ

(4)
h′ where the two Virasoro characters share

the common su(2)2 in the decompositions, ch1,l ch1,ε =
∑

s ch2,(s−1)/2χ
(3)
h and ch2,l ch1,ε =∑

s ch3,(s−1)/2χ
(4)
h . For example, one has χ

(3)
hr,1

(r = 1, 2) with ch2,0 on the right side of

the first decomposition, and χ
(4)
h1,s

(s = 1, . . . , 4) with ch2,0 on the left side of the second

decomposition. This gives φ
(3)
r,1×φ

(4)
1,s (r = 1, 2; s = 1, . . . , 4) in the spectrum, which have the

form of the projected products φ
(m)
r,p φ

(m+1)
p,s [40]. Taking into account φ

(m)
r,s = φ

(m)
m−r,m+1−s,

and reducing the multiplicities by a factor two so that the identity appears only once, one

finds the spectrum of su(3)2/u(1)2 in terms of the primaries of M3,4 andM4,5 as in (2.5).

B.2 su(3)2 string functions and Virasoro characters in M3,4,M4,5

Chiral fields in the gk/u(1)rg coset (generalized parafermion) theory are labeled by the

highest weight Λ and the weight λ of gk as ΦΛ
λ . The parafermionic character for ΦΛ

λ is

written as chΛ
λ (τ) := tr(qL0−c/24) = η(τ)rgcΛ

λ (τ), where c is the central charge, rg is the

rank of g and cΛ
λ is the string function.

For su(3)2, there are four independent string functions. Using the Dynkin labels, they

read [51]

c110
110(τ) = η(τ)−4η(2τ)q1/20

∏
n∈Z>0,n 6=±1(mod 5)

(1− q2n) ,

c200
011(τ) = η(τ)−4η(2τ)q9/20

∏
n∈Z>0,n 6=±2(mod 5)

(1− q2n) ,

c200
200(τ)− c200

011(τ) = η(τ)−4η(τ/2)q1/80
∏

n∈Z>0,n 6=±1(mod 5)

(1− qn/2) , (B.7)

c110
110(τ)− c110

002(τ) = η(τ)−4η(τ/2)q9/80
∏

n∈Z>0,n 6=±2(mod 5)

(1− qn/2) .

These are related to the products of the Virasoro characters in M3,4 ×M4,5 as [52]

η(τ)2c110
110(τ) = χ 1

16
3
80

(τ) = q−
c
24

+ 1
10 + · · · ,

η(τ)2c200
011(τ) = χ 1

16
7
16

(τ) = q−
c
24

+ 1
2 + · · · ,

η(τ)2c200
200(τ) = χ00(τ) + χ 1

2
3
2
(τ) = q−

c
24

+0 + · · · , (B.8)

η(τ)2c110
002(τ) = χ0 3

5
(τ) + χ 1

2
1
10

(τ) = 2q−
c
24

+ 3
5 + · · · ,

where c = c3 + c4 = 6/5 and

χhh′(τ) := χ
(3)
h (τ)× χ(4)

h′ (τ) . (B.9)
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In the main text, we have denoted χ
(m)
h (m = 3, 4) by χ

(i)
h (i = 1, 2). Furthermore,

with (B.3) one can check that

χ 1
16

3
80

(τ) = χ0 1
10

(τ) + χ 1
2

3
5
(τ) , χ 1

16
7
16

(τ) = χ 1
2

0(τ) + χ0 3
2
(τ) . (B.10)

Since the modular invariant for su(3)2 is unique and diagonal [53], so is the modular

invariant for su(3)2/u(1)2:

Z
(
su(3)2/u(1)2

)
=
∑∣∣chΛ

λ (τ)
∣∣2

=
∣∣η(τ)

∣∣4(∣∣c200
200(τ)

∣∣2 + 3
∣∣c200

011(τ)
∣∣2 + 3

∣∣c110
110(τ)

∣∣2 +
∣∣c110

002(τ)
∣∣2) . (B.11)

From the relations among the string functions and the Virasoro characters given above,

one finds that this modular invariant agrees with the one in (2.17). Given the multiplicities

which are read off from the rightmost expressions in (B.8), one confirms the chiral field

content: 1 identity, 3 fields with h = 1/2, 3 fields with h = 1/10 and 2 fields with h = 3/5.

C Conserved charges from the counting argument

In this appendix we analyze conserved charges in the product picture in section 2.2.

Spin 1 charges. Let us see how the counting argument works for the spin s = 2 currents.

We focus on the left chiral dependence as the right chiral part behaves as a spectator. We

have 3 candidates to remain conserved after the perturbation, which correspond to the

vectors:4

|L(1)
−2〉 =

1

2
|ψ− 3

2
ψ− 1

2
〉 , |L(2)

−2〉 , |L(3)
−2〉 = |ψ− 1

2
G− 3

2
〉 . (C.1)

These are the holomorphic stress tensor components in each theory L(i)(z) and the product

L(3)(z) = ψ(z)G(z). Clearly none is a total derivative. After the perturbation the level 1

subspace contains 3 vectors: ψ− 3
2
| 1
10
〉, L−1G− 1

2
| 1
10
〉 and L−1ψ− 1

2
| 1
10
〉, out of which only 1 is

not a total derivative. The two total derivatives are the descendants of ψ− 1
2
| 1
10
〉 ∼ |Φ1j〉

and G− 1
2
| 1
10
〉 ∼ |Φ2j〉 as we are focusing only on the left chiral dependence. Comparing

the dimensions we can conclude that two appropriate linear combinations of the L(i) have

to be conserved. Clearly one of them corresponds to the energy L(z) = L(1)(z) + L(2)(z).

The existence of the other conserved charge is consistent with the finding from the IR side

(see section 4) and can be obtained from short distance OPEs.

We calculate the relevant terms one by one:

L
(1)
0 |Φ1j〉 =

1

2
|Φ1j〉 , L

(1)
−1|Φ1j〉 = L−1|Φ1j〉 − ψ− 1

2
ψ̄

(j)

− 1
2

L−1|Φ〉 , (C.2)

L(1)
n |Φ2j〉 = 0 (n = 0,−1) . (C.3)

The action of L(2) is

L
(2)
0 |Φ1j〉 =

1

10
|Φ1j〉 , L

(2)
0 |Φ2j〉 =

3

5
|Φ2j〉 , L

(2)
−1|Φij〉 = ψ

(i)

− 1
2

ψ̄
(j)

− 1
2

L−1|Φ〉 . (C.4)

4Using the state-operator correspondence we often represent field operators by their corresponding

vectors.
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Finally the action of L
(3)
0 = . . . ψ− 1

2
G 1

2
+ψ 1

2
G− 1

2
+ . . . and L

(3)
−1 = . . . ψ− 3

2
G 1

2
+ψ− 1

2
G− 1

2
+

ψ 1
2
G− 3

2
+ . . . turns out to be

L
(3)
0 |Φ1j〉 =

1√
5
|Φ2j〉 , L

(3)
−1|Φ1j〉 =

√
5

3
L−1|Φ2j〉 , (C.5)

L
(3)
0 |Φ2j〉 =

1√
5
|Φ1j〉 , L

(3)
−1|Φ2j〉 =

1√
5
L−1|Φ1j〉+

4√
5
ψ

(1)

− 1
2

ψ̄
(j)

− 1
2

L−1|Φ〉 , (C.6)

where we used the super null vector G− 3
2
|Φ〉 = 5

3G− 1
2
L

(2)
−1|Φ〉 of the superconformal algebra.

These formulas are used to calculate explicitly the second spin 1 charge in subsection 2.2.3.

Spin 2 charges. In order to prove the factorization of the scattering matrix we need at

least one higher spin charge. In [20] the authors used the coset chiral algebra and showed

the existence of spin 2 conserved charges. As we are working with a smaller chiral algebra

the counting argument does not guarantee any conserved charge at this level. Indeed, the

possible candidates at the third level are

|ψ− 5
2
ψ− 1

2
〉 , |L(2)

−3〉 , |G− 5
2
ψ− 1

2
〉 , |G− 3

2
ψ− 3

2
〉 , (C.7)

out of which only one is not a total derivative. On the other hand after the perturbation

the level 2 descendant space is

L
(2)
−2G− 1

2
| 1
10
〉 , (L

(2)
−1)2G− 1

2
| 1
10
〉 , (L

(2)
−1)2ψ− 1

2
| 1
10
〉 , G− 1

2
ψ− 3

2
ψ− 1

2
| 1
10
〉 , (C.8)

L
(2)
−1ψ− 3

2
| 1
10
〉 , ψ− 5

2
| 1
10
〉 , (C.9)

which contains three non-derivative operators and does not guarantee the existence of any

conserved charge at this level. The reason why we could not find the spin 2 conserved

charges is that we did not include in our chiral space (C.7) the contributions of the other

two fermions of the representation spaces 2χ 1
16

7
16
χ̄ 1

16
7
16

.

Spin 3 charges and integrability. Contrary to the spin 2 case our chiral algebra will

be sufficient to find conserved charges at spin 3. In this case, we first analyze the operators

of the chiral algebra A at level 4. We list the corresponding vectors:

|ψ− 7
2
ψ− 1

2
〉 , |ψ− 5

2
ψ− 3

2
〉 , |L(2)

−2ψ− 3
2
ψ− 1

2
〉 , |L(2)

−2L
(2)
−2〉 , |L(2)

−4〉 , (C.10)

|L(2)
−2G− 3

2
ψ− 1

2
〉 , |G− 7

2
ψ− 1

2
〉 , |G− 5

2
ψ− 3

2
〉 , |G− 3

2
ψ− 5

2
〉 . (C.11)

To see how many of them is not a total derivative we compare them to the states at the

third level (C.7) and conclude that we have 5 non-derivative operators. As for the subspace

after the perturbation, at the level 3 it contains the operators,

(L
(2)
−1)3ψ− 1

2
| 1
10
〉 , L

(2)
−1L

(2)
−2ψ− 1

2
| 1
10
〉 , L

(2)
−1L

(2)
−2G− 1

2
| 1
10
〉 , (L

(2)
−1)3G− 1

2
| 1
10
〉 , (C.12)

(L
(2)
−1)2ψ− 3

2
| 1
10
〉 , L

(2)
−1G− 1

2
ψ− 3

2
ψ− 1

2
| 1
10
〉 , L

(2)
−1ψ− 5

2
| 1
10
〉 , G− 1

2
ψ− 5

2
ψ− 1

2
| 1
10
〉 , ψ− 7

2
| 1
10
〉 ,

(C.13)
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Again to see how many of them is not a total derivative we recall the states at one level

higher (C.8), (C.9). Thus we have three non-derivative operators. This means that we can

make two spin 3 conserved charges. This assures the quantum integrability of this model,

as shown in [20]. Clearly the compatibility of the perturbations Φi1 and Φi2 again forces

the coupling constant to factorize ν12ν21 = ν11ν22.

D Projected tensor product of minimal models

With extension to general cases in mind, in this appendix we discuss the identification

between the su(n)2/u(1)n−1 coset CFT and the projected tensor product of the minimal

models

su(n)2

u(1)n−1
= P(M3,4 × · · · ×Mn+1,n+2). (D.1)

In the coset model su(n)2/u(1)n−1, there are n−1 weight zero primary fields in the adjoint

representation of su(n), whose conformal dimension is n
n+2 , and which are used as the

perturbation operators. In the projected tensor product the corresponding operators are

represented as

n+1∏
m=3

φ
(m)
km,km+1

, (D.2)

where km = 1, 3 with km ≤ km+1, kn+1 = 3 [54]. Here, the degenerate primary fields φ
(m)
r,s

have conformal dimension h
(m)
r,s as in (B.2). Since km change only once, the products are

of the form 1×· · · 1×φ(p)
1,3×φ

(p+1)
3,3 ×· · ·φ(n+1)

3,3 (3 ≤ p ≤ n+ 1). Their conformal dimension

is shown to be
n+1∑
m=3

h
(m)
km,km+1

=
p− 1

p+ 1
+

n+1∑
m=p+1

2

m(m+ 1)
=

n

n+ 2
. (D.3)

For example, in the su(3)2/u(1)2 model, one has the primary fields φ
(3)
1,1φ

(4)
1,3 and φ

(3)
1,3φ

(4)
3,3 in

the projected product P(M3,4 ×M4,5) as explained in section 2.

In order to show the integrability of the HSG model, it is necessary to construct the

conserved currents with integer spins. The quantum conserved currents with spin two and

three have been constructed in [20]. In the projected product of minimal models, candidates

of spin two conserved currents consist of the energy-momentum currents L(m)(z) for each

minimal model Mm,m+1, and spin two operators φ
(m)
1,3 φ

(m+1)
3,1 . They thus take the form

Λ =
n+1∑
l=3

αlL
(l) +

n∑
m=1

βmφ
(m)
1,3 φ

(m+1)
3,1 (D.4)

with some coefficients αl and βm.

For the su(3)2/u(1)2 model, the primary field φ
(3)
1,3φ

(4)
3,1 is identified with the L(i=3) in

the notation in section 2 and appendix C. Focusing on each chiral sector, the projected

product can be reorganized into an ordinary tensor product in this special case [40], where

the Virasoro characters χ
(m)
h (m = 3, 4) are linearly combined into the chiral characters of

the free fermion and the N = 1 super minimal model, respectively.

– 44 –



J
H
E
P
0
6
(
2
0
1
6
)
0
7
1

E Form factors

In this appendix we give all higher form factors corresponding to our tensor operators. We

adapted the results of [47, 48] to our form factor conventions and field normalizations.

The n-particle form factors of a local field operator X are defined by the matrix

elements

FXa1...an(θ1, . . . , θn) = 〈0|X(0)|θ1, a1; . . . ; θn, an〉, (E.1)

where particle states are normalized according to

〈θ′, a′|θ, a〉 = δa,a′δ(θ − θ′). (E.2)

Below we give the “scalarized” form factors for our tensor operators for the case of ` = 2s

type-1 particles (s ≥ 1) and m = 2t type-2 particles (t ≥ 1). The total particle number is

n = `+m. The form factor polynomial can be written

qa1...an(x1, . . . , xn) = H̃`,m Q̃`,ma1...an(x1, . . . , xn), (E.3)

where the normalization constant H̃`,m is given by

H̃`,m =
(4πi)s(`−1)

(2π)s
H̃0,m. (E.4)

The lowest constants H̃0,m still must be fixed from some further considerations. For ex-

ample, from the normalization of the 2-particle form factors we can determine

H̃0,2 = i. (E.5)

The polynomials are given as

Q̃`,m = (−1)(s+1)te−tσ
(

Σ(1)
)s−t (

Σ(2)
)t
Ds,t, (E.6)

where

Σ(a) =
∏
ai=a

xi (E.7)

and Ds,t is the determinant of an (s+ t− 2)× (s+ t− 2) matrix,

D1,1 = 1, Ds,t = det(Ms,t), (E.8)

whose matrix elements are symmetric polynomials,

(
Ms,t

)
ij

=

 σ
(1)
2j−2i+1 1 ≤ i < t,

(−1)j−i+tσ̂
(2)
2j−2i+2t−1 t ≤ i ≤ s+ t− 2.

(E.9)

The symmetric polynomials are defined by∏
ai=1

(z + xi) =
∞∑

k=−∞
z`−kσ

(1)
k ,

∏
ai=2

(z + xie
−σ) =

∞∑
k=−∞

zm−kσ̂
(2)
k . (E.10)

Special cases are

σ
(1)
1 = P̂+

(1), σ̂
(2)
1 = e−σP̂+

(2), σ
(1)
` = Σ(1), σ̂(2)

m = e−mσΣ(2). (E.11)
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F Generalized Θ sum rule

In this appendix we describe a generalization of the well-known Θ sum rule [55], which is

used in section 4. Let us consider a conserved spin-2 current Y µν :

∂µY
µν = 0. (F.1)

We do not assume that Y µν is symmetric and it need not be conserved in its second tensor

index. Moreover, we do not assume that the theory is parity invariant.

Let us consider the Euclidean 2-point correlation function

Cµν(x) = 〈Y µν(x)Ψ(0)〉c, (F.2)

where Ψ is some scalar field. From Euclidean (Lorentz) covariance it must be of the form

Cµν(x) = −xµxν F (r2)

r4
+ ηµν

A(r2)

r2
+ εµν

B(r2)

r2
, (F.3)

and its components are

C+− =
F (r2) + 2A(r2) + 2B(r2)

r2
=
G(r2)

r2
, C−− =

z̄2F (r2)

r4
=
F (r2)

z2
. (F.4)

The conservation equation

∂C+− + ∂̄C−− = 0 (F.5)

is equivalent to
G

r2
= (F +G)′, (F.6)

where ′ here means derivative with respect to the argument r2. From here we have∫
d2x〈Y +−(x)Ψ(0)〉c = π

∫ ∞
0

dr2G(r2)

r2
= π(F +G)|∞0 . (F.7)

We assume that the theory is massive and therefore

F (∞) = G(∞) = 0. (F.8)

We also assume that the relevant conformal weights are ∆ < 1 and so

G(0) = 0. (F.9)

We conclude that the integral of the scalar component is completely determined by the

short distance asymptotics of the tensor component:∫
d2x〈Y +−(x)Ψ(0)〉c = −πF (0), (F.10)

where

〈Y −−(x)Ψ(0)〉 ≈ F (0)

z2
. (F.11)
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If we apply these formulas to the EM tensor Tµν and Ψ is a scalar field with conformal

weight ∆, we have

F (0) =
2∆〈Ψ〉
π

(F.12)

and ∫
d2x〈Θ(x)Ψ(0)〉c = −2∆〈Ψ〉. (F.13)

For the CFT normalized trace we have∫
d2x〈τ(x)Ψ(0)〉c = −π∆〈Ψ〉. (F.14)

This is the Θ sum rule in its original form [55].

G Symmetries of the mass-coupling relation

In this appendix, we describe symmetries of the mass functions µa(λ1, λ2), and their

parametrization invariant under the symmetries.

G.1 S3 Weyl symmetry

Our µa(λ1, λ2) functions (a = 1, 2) satisfy the differential equation (4.91), as well as the

scaling equation,

Lµa =
5

2
µa , L = λ1∂1 + λ2∂2 . (G.1)

The transformation rules for µa under the S3 Weyl symmetry are

µ̂a(λ1, λ2) = µa(−λ1, λ2) , µ̌a(λ1, λ2) = µa(λ̌1, λ̌2) , (G.2)

where

λ̌1 = −1

2
λ1 +

√
3

2
λ2 , λ̌2 = −

√
3

2
λ1 −

1

2
λ2 , (G.3)

corresponding to a clockwise rotation by 120 degrees. Our differential equations are con-

sistent with these discrete symmetries, since we can show that µ̂a and µ̌a satisfy the same

equations as µa. Using these one can extend the solution (4.113) outside the fundamental

domain.

G.2 µ1 ⇔ µ2 chiral Dynkin reflection

Next, let us consider the transformation,

λ̃1 = −1

2
λ1 +

√
3

2
λ2 , λ̃2 =

√
3

2
λ1 +

1

2
λ2 , (G.4)

which is the reflection with respect to the axis λ2 =
√

3λ1 (η = 1/
√

3). Using the explicit

solution in subsection 4.9, we can show that

µ1(λ̃1, λ̃2) = µ2(λ1, λ2) . (G.5)

From this symmetry it is sufficient to consider half of the fundamental domain, given by

0 ≤ η ≤ 1/
√

3. The other half 1/
√

3 ≤ η ≤
√

3 is mapped to the first half by this µ1 ⇔ µ2

symmetry.
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G.3 S3-invariant parametrization

To find the expression of µa(λi) in the entire (λ1, λ2)-plane, it is useful to adopt a S3-

invariant parametrization,

2µa = (p2)5/4fa(y) , (G.6)

where y = p2
3/p

3
2 and p2 = λ2

1 + λ2
2, p3 = λ2(λ2

2 − 3λ2
1) as in (2.38). We note 0 ≤ y ≤ 1 for

real λi. The differential equation (4.91) then becomes

144y(1− y)f ′′a (y) + 72(1− y)f ′a(y)− 5fa(y) = 0 , (G.7)

whose general solutions are

fa(y) = Ca1 · 2F1

(
− 5

12
,− 1

12
;
1

2
; y
)

+ Ca2 ·
√
y 2F1

( 1

12
,

5

12
;

3

2
; y
)
. (G.8)

The constants Cak (a, k = 1, 2) are determined so as to match the mass-coupling relations

in the equal- and single-mass cases discussed in section 3.2, as done in [33]. The results are

C11 = C21 = K̃ , C22 = −C12 = 2K̃
Γ(13

12)Γ(17
12)

Γ( 7
12)Γ(11

12)
, (G.9)

where K̃ is given in (4.116). A useful identity in deriving these is

2 =
31/4

√
2π2

Γ
(1

4

)2
Γ
( 7

12

)
Γ
(11

12

)
. (G.10)

In this expression, f1(y) ≤ f2(y) (0 ≤ y ≤ 1). Thus, smooth functions µa(λi) are obtained

by continuing f1 and f2 along the locus of f1(y) = f2(y), where y = 0, and λ2 = ±
√

3λ1

or λ2 = 0.

H ξ-η relation

In this appendix, we describe the relation between the ratios of the chiral masses µa and

the couplings λi. The result is used in section 5.

For numerical studies we need the ξ-η relation, where

ξ =
µ1

µ2
=
q1(η)

q2(η)
, η =

λ1

λ2
, (H.1)

and qa is defined in (4.88). The derivative of the ξ(η) function is

dξ

dη
=
W

q2
2

, (H.2)

where W is the Wronskian of the differential equation:

W = q′1q2 − q1q
′
2 . (H.3)

It satisfies the differential equation,

W ′

W
=

12− 2η2

η(η2 − 3)
. (H.4)
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This can be used to determine W explicitly. We find

W (η) =
2
√

3B2F (1)

η4
(3− η2) , (H.5)

and
dξ

dη
=

8
√

3F (1)η

(
√

3− η)3F 2
(√

3−η√
3+η

) , (H.6)

with F (z) defined in (4.94). From this expression we see that the derivative is positive.

This means that ξ(η) is monotonically increasing and its inverse is well-defined. In the

fundamental domain, 0 ≤ η ≤
√

3, it is sufficient to determine this inverse function η(ξ)

for 0 ≤ ξ ≤ 1 (0 ≤ η ≤ 1/
√

3). For ξ ≥ 1 (1/
√

3 ≤ η ≤
√

3), it can be obtained using the

formula

η(ξ) = η̄(1/ξ) , (H.7)

where

η̄ =

√
3− η

1 +
√

3η
. (H.8)
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