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1 Introduction

Flat holography has attracted much attention due to its potential connection with realistic
physical processes. Up to now, there are various approaches to handle this intriguing problem.
The first approach is asymptotic symmetry analysis which may trace back to the famous



BMS group [1-3]. In this approach, the boundary theory obeys the asymptotic symmetries
in the bulk [4-6] and one may construct various theories based on these symmetries. In
the second method, the BMS groups are identified as geometric global symmetries of a
Carrollian manifold [7, 8] on which field theories can be obtained by taking the speed of light
to zero [9, 10] in the usual QFTs. The third approach is based on scattering amplitude on the
celestial sphere [11]. This method is motivated by the deep connections between BMS groups
and soft theorems [12] in the IR region. Basically, it maps the usual S matrix by a Mellin
transform and the resulting amplitude is called celestial amplitude [13, 14]. Along this line, soft
theorems [15], MHV celestial gluon amplitudes [16], four-point celestial amplitudes [17, 18],
and loop corrections [19-21] have been studied. Interestingly, the scattering amplitude can
also be mapped to the so-called Carrollian amplitude by a simple Fourier transform [22, 23].
Therefore, there is a beautiful triangle among scattering amplitude, celestial amplitude and
Carrollian amplitude. The two-point Carrollian amplitudes have been derived in [23, 24] and
the three-point Carrollian amplitudes can also be found in [25, 26]. The four-point scalar
Carrollian amplitudes have been studied by modified Mellin transformation [27] and have been
extended to gluons and gravitons systematically in recent article [28]. It is also [28] where
the name of “Carrollian amplitudes” was first suggested, and the authors also considered
various properties of Carrollian amplitudes, such as the collinear limit, UV and IR behaviours,
connections with twistors and so on.

In addition, the authors in [24, 29] have proposed studying flat holography through bulk
reduction from well-known QFTs in asymptotically flat spacetime. The framework is to
reduce the bulk theory to the null boundary by asymptotic expansion. There is always a
fundamental field F' which represents the radiative degree of freedom at the leading order
of the fluctuation. The canonical quantization of the bulk field £ implies the canonical
quantization of the fundamental field with which one may define the quantum flux operators
that form an infinite dimensional Lie algebra [24, 30-33] with central extension whose classical
version is the infinitesimal (intertwined) Carrollian diffeomorphism. These impressive results
indicate that the framework is correct and fruitful. Actually, it has been noted in [24] that
the asymptotic state in scattering amplitude is related to the fundamental field acting on the
free vacuum through a Fourier transform. It is pointed out explicitly that there may be a
correspondence between the asymptotic state |p) in the momentum space and the boundary
fundamental operator F'(u,{2) in the Carrollian space

p) o F(u,Q). (1.1)

As a consequence, the scattering amplitude is mapped by a Fourier transform to the correlator
of the fundamental fields which are inserted at the null boundary. In this paper, we will
work out this point explicitly and derive the relation between the scattering amplitude and
Carrollian amplitude from bulk reduction. We will derive the perturbative Feynman rules to
obtain Carrollian amplitude in the Carrollian space. The four-point Carrollian amplitude
has been studied up to two loops for massless ®* theory. Amazingly, their forms are as
simple as the scattering amplitudes in momentum space. We will also find a Callan-Symanzik
equation for Carrollian amplitude in our method.



This paper is organized as follows. In section 2, we review the framework of bulk reduction
in massless scalar theory and the asymptotically free states have been created by inserting
the fundamental field at the null boundary. We work out the antipodal map and derive the
Carrollian amplitude from the scattering amplitude in this framework. In section 3, we will
derive the transformation law of the Carrollian amplitude under Poincaré transformation. In
the following section, we propose the Feynman rules to calculate the Carrollian amplitude in
Carrollian space. In section 5, we study the four-point Carrollian amplitude for massless ®*
theory up to two-loop level. In the following section, we investigate the Carrollian amplitude
in a more general ®* theory. We will conclude in section 7. Technical details are relegated
to several appendices.

2 Preliminaries

In this work, we will study the Carrollian amplitude in four-dimensional ®* theory which
is described by the action

sia] = [ dts {—;(8@)2 - %@4 (2.1)

in Minkowski spacetime. The signature of the metric is (—, 4, +,+) and we will use z*
with indices in the Greek alphabet u,v,--- to denote Cartesian coordinates. By imposing
the fall-off condition

T

2D 4 0(r2), near It

O(t,x) =< _ (2.2)
{ @ +0O(r=%), near I~

the theory has been reduced to the boundary [24] at future/past null infinity (ZT/Z7).
Here the coordinates w = ¢ — r and v = ¢ + r are the retarded and advanced time and
r is the spatial distance in the bulk. We have also used Q = 64 = (0, ) to denote the
angular direction in spherical coordinates. In some cases, we will also use the stereographic
coordinates (z,z) for convenience.

The fundamental field 3(u, Q)/Z(v, ) encodes the propagating degree of freedom of the
bulk theory. However, we should emphasize that the fundamental field is not a dynamical
scalar at the boundary since there is no constraint equation for this field. This radiative
data is distinguished from the Carrollian field which obeys nontrivial equation of motion
on the boundary. Although the single field ¥(u,Q)/Z(v,2) has no dynamics, the overlap
between the radiative modes at Z~ and Z1 actually defines the Carrollian amplitudes which

reflect the interactions in the bulk.

Canonical quantization of the fundamental field. In the canonical quantization, the
bulk field ®(¢,x) may be expanded asymptotically as plane waves

(P(t m) _ / d3p 1 (e—iwt+ip~mb + eiwt—ipmbT) (2 3)
’ (27)3 \/2wp P P '
where by, and b}L, are annihilation and creation operators that satisfy the standard commutation

relations
[bp7 bL/] = (277)35(1) - p/)7 [bpa bp’] = 07 [bijv b:;/] =0. (24>



It has been shown that the field ®(¢, ) may be expanded as spherical waves such that [24]
S = [ St Vi (@) i ) (25)

at Tt where Yy,,(Q) are spherical harmonic functions on S2. The boundary annihilation and
creation operators a ., and al’g?m are related to b, and b,T7 through

w *
N [ v, @, (2.6)
P
awm—QJﬁm/ﬂwnmm> (2.6b)

and they are labeled by three quantum numbers where w is the frequency of the corresponding
particle and ¢, m are quantum numbers of angular momentum. The momentum p may also
be written in spherical coordinates

p=(w). (2.7)

The inverse transformation of (2.6) is

24/2m3/2%;
by = —_— > wtmYem (), (2.8a)
lm
21/2m3/2%;
by = =Sl Vi (@), (2.8)

w lm

We can also evaluate the commutator between the boundary fields ¥ (u, Q) which is of
the same form as the one in [34-36] where the author developed the method of asymptotic
quantization, and derived commutation relations from the asymptotic symplectic form.

Asymptotic states. Since a¢,, is a linear superposition of b,, we can define the free
vacuum |0) by

bpl0) =0 & @y pm|0) = 0. (2.9)

The equation (2.6b) shows that alj ., Creates a state

w, 6,m) = al,,.10) (2.10)

from vacuum. This is also a superposition of states |p)

w,6:m) = 575 /dQng )|p), = \/2wpb}|0). (2.11)

We can also create a state located at (u,$2)

1500, Q) = S(u, Q)[0) = # /OOO dusei |p) (2.12)



which is an asymptotic state that represents a superposition of outgoing particles at Z*. The
state |p) can be obtained by an inverse Fourier transform

|p) = —4mi /_O:o due™ ™" (u, Q)). (2.13)

For one-particle state, the completeness relation

3
1= [ G ln) (2.14)

27)32wp,
is transformed to
1 —z/dudQ 132 (u, Q) (3 (u, Q)| — |2 (u, Q) (E(u, Q)|> (2.15)
Integrating by parts and ignoring the boundary term, the completeness relation becomes
1= QZ/dudQ]E(u ) (S(u, Q)| = —21’/dudQ|2(u,Q)><E(u, Q). (2.16)

The Fock space is constructed by acting the creation operators repeatedly on the vacuum
state. For example, an n-particle outgoing state with definite momentum |p;ps - - py) is

lp1p2 - 1/2wp] b},.10). (2.17)

Switching to the Carrollian space, we find

Ip1p2 -+ pn) =: [[(—4mi /du e~ iM% (uz, Q)+ |0)
J=1

= [ il TT S 200 (2.18)
k=1

where the integration measure is defined as

n
dpr ... n = H —4mi)duje” i (2.19)

Note that we have inserted the normal ordering operator : --- : in the first line of (2.18),
otherwise there will be nonvanishing functions from exchanging the positions of fundamental
fields. Taking into account the multi-particle states, the completeness relation (2.15) becomes

1= ] [ g (100 20 00y, )] 15, ) (S5, ) )
n j=1

= SO TT 20 [ dusd 15, 9055, 05)

n j=1

= ST (-20) [ dugdsyl$(a;. 9) (S (s, ) (220)

n j=1

where the summation is over all possible multi-particle states labeled by n.



Similarly, one may also expand Z(v,2) at Z~ as

2(0,Q) = /0 \/H Z G b€ Yo (Q) + al, @Y ()]

= / = ﬁ% (1) e Y 1 (V) aw g + (1) Y, (Q)al, ) (2:21)
Therefore, we may define an incoming state at Z~ by
E(v,Q)) = Z(v, Q)[0) = / dwe™? [pP) (2.22)
where the momentum p? is defined by
p’ = (w,QF) (2.23)
in the spherical coordinates with Q2 the antipodal point of Q = (6, ¢)
QFf = (n—0,7+¢). (2.24)

Therefore, we may transform the state |v, Q) to its Corresponding antipodal state via
E(v, Q7)) = (0, QF)|0) = / dwe™”|p). (2.25)
Hence, an incoming state with definite momentum p at Z— can be written as
ip) = dri / 7 dve v =(0, 0F)). (2.26)
—o0

An n-particle incoming state |pips---py) is

n
|p1p2 - - Pp) =: H (4mi /dv e ZvaJH(UJ,Qf) :10)
7=1

_ / dvi s, ol T] E(v;, 00)) (2.27)
j=1

where "
dvig,.. n = [ [ (4mi)dvje™ 5" (2.28)
j=1
Carrollian amplitude. Now we consider the m — n scattering process
out (Pm+1Pm+2 "+ Pmtn|P1P2 - Pm)in = (Pm+1Pm+2 -+ Pman|S|P1P2 - Pm).  (2.29)
The S matrix can also be transformed to Carrollian space using (2.18) and (2.29)

<pm+1pm+2 to pm—l-n’S’ppo to pm>

m+n m

_ /dujn+17,_.7m+ndy1,... T S Q%)lS| H (o, 1))
k m—+1
m4n m
= /dﬂjym+1,~-',m+ndy1,---,m out< H E(uk,Qk | H E Uk,Qk
k=m+1 k=1



where we have defined

m+n m m+n
0ut< H E(uk,ﬂk)\ H (’Uk,QP H Z uk,Qk ’S’ H Uk,QP (2.30)
k=m+1 k=1 k=m+1

Inversely, we will find the m — n Carrollian amplitude as the Fourier transform of the
scattering amplitude

m+n m

out{ [ =(ur, %)l ] = (v, %))
k=m+1 k=1
1 m+n _NTmtn L LNTm o

— (871-21) /dwl e dwm+ne sz:erl wju]—"_zzj:l Wi <pm+1pm+2 .o pm+n’S’p1p2 .. pm>
(2.31)

On the left-hand side, the Carrollian amplitude may be understood as (m+n)-point correlators

with m fields Z(v,Q) inserted at (vi,Qf), -+, (vm, QL) and n fields X (u, ) inserted at

(Um+1, Qnt1), 5 (Umebns Qman), respectively. On the right-hand side, it is the Fourier

transformation of the m — n scattering matrix. Note that we derive this relation by the
standard method of QFT without using any knowledge of flat holography or asymptotic
symmetry. One may also transform it to celestial amplitude by Mellin transformation, though
we will not elaborate on it in this work. In the expression, we may redefine

uj=v; for j=1,2,--- m. (2.32)
At the same time, we transform Qf,j =1,2,--- ,m to their antipodal points €2; and relabel
¥ (u, Q) = Z(v, QF). (2.33)

Note that the above identification may be obtained by comparing (2.12) with (2.22) up to a
constant phase.! Since the phase factor is irrelevant in S matrix, we will not care about it
later. Then the Carrollian amplitude may be written in a more familiar form

m-+n
out{ [ =(ur, Q) H (g, ))in
k=m+1 k=1
— <87-(-2Z) 111 /dwje_lo'jwjuj <pm+lpm+2" pm+n|S|p1p2 . pm> (234)
j=

with
P =ojwny, j=1,2,--- ,m+n (2.35)

where nj is the null vector associated with j-th particle

nt —

n; = (1,sin 6, cos ¢, sin B sin ¢, cos §;). (2.36)

The symbol ¢j,7 = 1,2,--- ,m + n is designed to distinguish the outgoing and incoming
states through the relation

+1 outgoing state,
oj = { (2.37)

—1 incoming state.

Tn these expressions, the phase is '™ = —1.



The S matrix may be factorized as
S=1+:T (2.38)
where the T" matrix denotes the connected part and it should respect the 4-momentum
conservation. Therefore, one may extract a Lorentz invariant matrix element M by [37]

m+n

(Pmt1Pmt2 Prin|iT|P1P2 - Pm) = (27T)45(4)( > pj)@'/\/l(pl,pm o Pmtn). (2:39)
j=1

Therefore, we may reduce the Carrollian amplitude to the M matrix which is related to
the amputated and connected Feynman diagrams

m-+n
S (ug, Q) Y (ug, Q2
OUt N g_'_l uk7 k ‘ H uk? k)>ll’1 connected and amputated
1 m-+n m+n 4 A m4n
= <87r2i) /dw e 1939 (2r) st )< Z D) )z/\/l(pl D2, s Pmsn)- (2.40)

7j=1

We will also write this Carrollian amplitude as (m + n)-point correlator for the boundary
Carrollian field theory [23, 28]

m—+n 1 m+n m+n
H E u]7Q]’U])> (87'('2 m+n H /dw e Bachs (27T 45 ( Z p])ZM<p17p27 o 7pm+n)'
Jj=1 j=1

(2.41)
On the left-hand side, we add a label o; for each operator to denote the incoming or outgoing
state. The Carrollian amplitude (2.41) is a function in the Carrollian space

m+n
C(“la Q1,015u2,Q9,09; - -+ y Um+n, Qm-i—na Um-i—n) = < H Ej(uja Qj; Uj)>- (2-42)
j=1
Without causing confusion, we may abbreviate the m — n Carrollian amplitude as
C(m — n) = C(ul, Ql, 01;U3, QQ, 025 Umtn, Qm+n, O’m+n). (2.43)

In figure 1, we draw the picture of m — n Carrollian amplitude.

Unitarity. Since the S matrix is unitary, we find
STS=1 = —i(T-TH=TIT (2.44)

Usually, we may use momentum representation to express the above identity. Instead, we
may consider the scattering from the state |[]j2; ¥(u;, Q;)) to ]Hmfgﬂ Y(u;,95)). The
unitarity condition (2.44) becomes

m—+n m m—+n m
(I B @) (=)@ =TH T 2wy, ) = TT S(uy, Q)T T ] S(ws,95)).
J=m+1 j=1 j=m+1 j=1

(2.45)
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Figure 1. Carrollian amplitude in Penrose diagram. There are m operators inserted at Z~ which
correspond to the incoming states in the past and n operators inserted at Z+ which correspond to
the outgoing states in the future. The overlap between the in and out states is shown in the shaded
region, which corresponds to the S matrix due to bulk interactions. Carrollian amplitude is actually
the scattering amplitude in Carrollian space. The operator = located at (v, 2F) is identified as an
operator ¥ with position (u, ). With the antipodal map, the Carrollian amplitude is written as the
correlator at the null boundary.

By inserting the completeness relation (2.20), we find

k

Clm —n)+C*(n—m)=—-3" (f[l%/dujdﬁj)c*(n S k)(H 8‘9>0(m k).
=

k j=1 9%
(2.46)
This is the unitarity of the .S matrix in Carrollian space whose momentum space representation
may be found in the textbook [37]. Note that the relative sign on the left-hand side is positive
since C' corresponds to iM in our notation.

3 Poincaré transformation

In this section, we will use two methods to derive the transformation law of the Carrollian

amplitude (2.41) under Poincaré transformations.

3.1 Bulk reduction

In this method, the transformation law of the bulk scalar field is

'(z') = ®(z) (3.1)



under bulk Poincaré transformations.? The Poincaré transformation is the semidirect product
of Lorentz transformation and spacetime translation.

Spacetime translation. For the spacetime translation
o =gt +at (3.2)

parameterized by a constant vector a* = (a°, a’), the coordinate r becomes

r’:\/aﬁ:\/(w+a)2:r\/1+2n'a+(n-a)2 (3.3)

where
n="2= (sin @ cos ¢, sin 0 sin ¢, cos 0) (3.4)
r

is the unit normal vector of S2. At large distances, we may find the following expansion of 7/
P =r+n-a+0Fh). (3.5)

Similarly, the retarded and advanced time transform as

W=t —r"=u—a-n+0O>r), (3.6a)
V=t +r=v+a-n+00r) (3.6b)

where
nt = (1,n"), "= (-1,n") (3.7)

are null vectors and their scalar product is n-n = 2. The transformation of the spherical angle
' = (0, ¢') may be equivalently described by the transformation of the unit vector n — n/

n'=n+0@r1). (3.8)
Therefore, the spherical angle is invariant under spacetime translation in the large r expansion
Q' =Q+0@™). (3.9)

Combining with fall-off condition (2.2), we obtain the following spacetime translation of
the boundary field

Y, Q) =%w,Q), v=u—a-n QL =Q, (3.10a)
Q) =2Q), vV=v+a-n Q=0Q (3.10Db)

The spacetime translation can also induce the transformation of the state

2(u,Q)) = |2, ) = 2w, Q) & [2(wQ)=[S(u+ta-nQ), (3.11a)
I2(0,Q)) = |2, Q) = [E(0, Q) < |Z0Q)=Ew—a-7,Q). (3.11b)

2Actually, this transformation is also valid for general bulk diffeomorphisms.

,10,



Lorentz transformation. Similarly, for the Lorentz transformation

i AR ¥ A AP Ny = Mvos (3.12)
we find
/ i A.u”uAAO -1
' =r|A ]+ u—e——— A +0(r ), (3.13a)
A nHAL
P [AY - 0 ) Lot 3.13b
¢ u(“ Ay ) TOUT) (3:130)
) At pH
n'" = \AiunV| + 0™ (3.13¢c)
for the retarded coordinates near ZT and
= r|A Ak + UL”WNO +0(r ™) (3.14a)
1% ‘Ai,j'ﬁy| ’ :
A? At AL
"— o A0 p- 0 -1 .14b
v v( o+ AT +O(r ), (3.14b)
Ak
n'" = ‘N”W + 0> (3.14c)

for the advanced coordinates near Z~. We have defined the following norms in these expressions

i _AD Ad v\1/2 il (AT AG =p=vN1/2
AT | = (AT A )R AT k] = (AT AT R )2 (3.15)
Using the identities
; ; A? nP A
|A “n“| = Aoun‘“, ‘A ,LLnH’ (AOO — |[€Zynl’> = ]., (316&)
=T 0 —pn =" 0 AiPﬁPAE
|A “n | = —A “n s ‘A HTL ’ A 0 + W = ]., (316b)
the transformations of the coordinates become
r = A0 nfr+ O(1) (3.17a)
1
u = AO nuu +O(r~ ) (3.17b)
) Ai nk
17 M -1
= 3.17
n AL ] +0O((r ) (3.17¢)
near ZT and
= —A%n'r 4+ O(1), (3.18a)
1
r_
v o= AO nﬂv—l—@( ) (3.18Db)
. Al ﬁ“
n'" = \Al 7 +0>r (3.18¢)

near Z—. The Lorentz transformation can be decomposed into spatial rotation and Lorentz
boost. We will discuss these two cases explicitly in the following.

— 11 —



1. For a general spatial rotation around an axis £ (£2 = 1) with any angle ¢, one can find
the transformation matrix (Rodrigues’ rotation formula [38])

Aij(€,0) = 8ijcosp + Lili(1 — cos ) — e;1L¥ sin . (3.19)
Besides spatial components, there are other components related to time direction
A%(L, @) = Mo(€,0) =0, A%(Lp) =1. (3.20)
Under such a rotation, we find
u' = u, r=r, (3.21)
n'* =nicosg+£-n (1 —cosg) + (£ x n)'sinp. (3.22)
One can calculate the factor
L', ) = AON(E, p)nt =1, (3.23)
and
T, o) = Aiu(f, ©)nt =nicosp+L-n (1 —cosy)+ (£ x n) sinp. (3.24)

It is easy to find that I''T'; equals I'?. With such a definition, the coordinate transfor-
mation becomes

=r+0Q1), J=u+0@F1), nA/=T+0@F1). (3.25)

For advanced coordinates, it is easy to compute the Weyl factor of such a rotation

L(£,0) = =A%, (£, p)n# =1, (3.26)
T2, ) = Aiu(ﬁ, ©)n* =n'cos +£-nl(1 —cosp) + (£ x n)'sin g, (3.27)
and therefore
/ /

v =, =, n'* =nlcosp+L-nl(l—cosp)+ (€ xn)sinp.  (3.28)

2. For a Lorentz boost which is parameterized by a velocity 3,

t=~yt—-pB-7), (3.29a)
v =r+(y— 1)%'27? — vpBt, (3.29Db)
the transformation (3.17) is reduced to
N -1
u _Wl—ﬁ'n)+0(r ) (3.30a)
r=~(1-8-n)r+0O(1), (3.30b)
, nt(v-1)5B-8 »
n = SO=B-n) +0((r ) (3.30c)

— 12 —



which is consistent with [39, 40]. Note that ~y is the Lorentz factor
1

T

and we may use it to define the redshift factor

'=y(1-8-n)

(3.31)

(3.32)

for a light propagating in the direction n and detected by a moving observer with

constant velocity 8. Please find more details in appendix A.

Based on the previous discussion, we can define a redshift factor
_ A0
['=An
associated with any Lorentz transformation. We will also use the notation
T Al I
" =A"n
whose norm is the redshift factor
I = I =VI2.
There is also a similar redshift factor at Z—

- S
['=-A",n", = A", n'.

(3.33)

(3.34)

(3.35)

(3.36)

Recalling the fall-off condition (2.2), we can find the finite transformation of the boundary

field under general Lorentz transformations. More explicitly, the fundamental field at Z+

transforms as
Y, Q) =T%(u,Q)

with
W =T"1u, n' =T"'T.

The state |X(u,Q2)) transforms to another state |X'(u/,Q))
¥ (o, ) = T|Z(u, Q)).
In a similar way, the fundamental field at Z— transforms as
=@, Q) =TEZ(v, Q)

with

We also find the transformation of the state

=, Q) =T|Z(v,Q)).

,13,

(3.37)

(3.38)

(3.39)

(3.40)

(3.41)

(3.42)



3.2 Intrinsic derivation

The transformation laws (3.37) and (3.40) can also be obtained in an intrinsic way from bound-
ary Carrollian field theory. A Carrollian field X(u, Q) with weight 1/2 will transform as [32]

55y 2(u, Q) = f(u, Q)X (u, Q) + YHQ)VAX(u, Q) + %VAYA(Q)E(u, Q) (3.43)
under infinitesimal Carrollian diffeomorphism which is generated by the vector
Ery = f(u, Q)0 + YA(Q)D4. (3.44)
For a general supertranslation which is generated by
€ = f(u,Q)0y, (3.45)
we can find the finite transformation of the field X
¥ (', Q) = B(u, Q) (3.46)

where
u = F(u,Q), Q=0 (3.47)

The function F(u,(2) is generated by the vector &; through the exponential map
F(u, Q) = e/ (000uy, (3.48)
such that the infinitesimal variation of the coordinate w is
u=u —u=-cef(u, Q)+ (3.49)

where € is a bookkeeping factor.
For a special superrotation which is generated by

& =Y4(Q)04, (3.50)

the finite transformation of the field ¥ has been found in [32]

_ o 1/4
v ((m) S(u,9), (3.51)

oY
o0

Y(u, Q) = X', Q) =

where %—%] is the Jacobian under finite special superrotation
(u, Q) = (v, Q) (3.52)

with
u=u, Q=0(Q). (3.53)

We will also denote the pre-factor as the Weyl factor

—1/2 / det v(Q2) 1/4
(dew(ﬂ’)> . (3.54)

oY
[)9)

e
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Under the infinitesimal transformation

NS (3.55)
we find
1/4
W = |65 + e(?BYA‘ v (det e j_e;;gAyA)>
=1- %e&AYA - %ngAYA
=1- %eVAYA. (3.56)

The bulk Lorentz transformation reduces to the Carrollian diffeomorphism £y with
1
Fu, Q) = Juv AYA(Q) (3.57)

where Y4() is a conformal Killing vector (CKV) of S? which satisfies the conformal Killing
equation
VaYs + VEYs =v45VeYC. (3.58)

Therefore, the finite Lorentz transformation of X is
Y, Q) = W3(u, Q) (3.59)

where
u =W, Q' =Q(Q). (3.60)

To check this point, we calculate the infinitesimal variation of the scalar field
52 (u, Q) = X' (u, Q) — B(u, Q)
~WEWu,Q —€eY) — X(u,Q)
~ (1 - ;eVAYA> 5 (u - gchYc, Q- 6Y> — Y(u, Q)
~ —%euvcy% —eYAVLY — %EVCYCE. (3.61)
This is exactly the variation (3.43) with f = uV, Y4

3.3 Transformation of the Carrollian amplitude

Spacetime translation. As has been shown, the finite spacetime translation is
v =u—a-n Q=Q (3.62)

in retarded coordinates. Therefore, we can write down the identity for the Carrollian
amplitude under finite spacetime translation?

(TT =5, ) = (T =5 (uy, ), =y —a-ny. (3.63)
j=i j=1

3We use the short notation X (u, Q) = X(u, Q; o) unless it is necessary to distinguish between incoming and
outgoing states.
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To prove this identity, we note that the M matrix is invariant under spacetime translation,
and recall the relation between the M matrix and Carrollian amplitude (2.41), then

- 1 s —iojw;u’. = .
AT 2520 = (g ) T1 [ dwsem =% )60 (Y p; )iMpn,--- )
j=1 j=1 J=1
1 n n ) n
= (2) H /dwje—ijj(uj—a.nj)(27T)45(4) ( ij>i/\/l(p1, e Dn)
8=y o] =

(871'121) /dwje_iajwjuj—i_m.pj (2 )45(4) ( pj)i./\/l(pl, T 7pn) (364>
]:1

J=1

At the last step, we have used the definition of the null momentum (2.35). Due to the
conservation of the external momentum

> pj=0, (3.65)

the phase factors e’®Ps are canceled and the Carrollian amplitude is invariant under spacetime
translation

(T2 ) = (] B(u, ) = ([T 2w ). (3.66)
j=1 j=1 j=1

Lorentz transformation. Note that the form of the transformation (3.37) is exactly the
same as (3.59), provided the following matching condition

r=Ww. (3.67)

Since both of the redshift factor and the Weyl factor are generated by Lorentz transformations,
we only need to find the correspondence between the infinitesimal transformations. When Y4
is a Killing vector of S2, it will obey the equation VY4 = 0 which means that the Weyl factor
is always 1. This matches with the redshift factor for pure spatial rotations. Now we will focus
on the Lorentz boost. It is generated by a strictly CKV and the corresponding redshift factor is

l'~1-8-n (3.68)
for infinitesimal B. This is the same as the Weyl factor (3.56) with the identification
B-n=eV, YA (3.69)
By choosing B along the i-th direction
B - n = 2en,, (3.70)
the equation (3.69) is satisfied by the identity
2n; = VYA (3.71)

where YA is the i-th strictly CKV defined in [24].
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Stereographic coordinates. The redshift (Weyl) factor can be written down explicitly by
stereographic coordinates (z, z) which is related to the spherical coordinates by

0 . 0
z = cot §e’¢, Z = cot ie*w. (3.72)

The corresponding metric would be

4
dsts = ————dzdz. 3.73
Sg2 (% 22)2 zdz ( )
The Lorentz transformation does not change the metric of S? at the null boundary, except that
the stereographic coordinates become (2/, z’). It is well-known that the Lorentz transformation
SO(1,3) induces a Mobius transformation SL(2,C) on S?
, az+b

z = m7 ad — bc = 1. (374)

Substituting into the definition of Weyl factor (3.54), we find

laz +b|* + |cz + df* 1+ |22 (A4 Pz +df?

F=W = — —
1+ 22 la — c2/|?> 4+ |b— d2'|? 14|22

(3.75)

We will calculate the redshift factor for three special M&bius transformations below.

1. The transformation from z = 0 to z’. The corresponding redshift factor is

T = |d*(1+[2)?). (3.76)
2. The transformation from z = 1 to z’. The corresponding redshift factor is

:%¢+a%1+pVy (3.77)
3. The transformation from z = oo to z’. The corresponding redshift factor is

L= |c]*(1+]). (3.78)

Transformation law of Carrollian amplitudes. Now we can prove the following identity
for the Carrollian amplitude under finite Lorentz transformation

ﬁ (u}, Q) = (ﬁfj) ﬁ i(u;,9 (3.79)

J=1 J=1

Using stereographic coordinates, this is

0 T a5, 2) 350

where

,  azj+Db F:|azj+b|2—|—|czj+d|2'

r_ -1, _ .
uw; =T vy, 2= , Ty T 25, (3.81)
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Note that the momentum p = (w,(?) is transformed to a new one
P = A" (3.82)
under Lorentz transformation. This is equivalent to
p = (), with o =wA’n'=Tw, Q=0Q(Q). (3.83)
Using (2.41), we find

<ﬁ2(u L)) = (&i?) H/dwj —i05wi; (9q) 454 (Zp]>z/\/l (P1,* »n), (3.84)

J=1 j=1

where p; is the four-momentum associated with the three momentum
pj = (w;,Q)) (3.85)

Note that p; # p; since we have just replaced the coordinates (u;, ;) in (3.84). Now we
use the relation u; = Fj_luj, change the integration variable w; to w§- =I'jwj, and combine
with the invariance of the M matrix under Lorentz transformations, then

(IT =(u}, 25)) (8 > H/dwe 105955 (277) 464)<Zp])z/\/l Py, ,ph)
J=1 i J=1

1

- (87r22> /dwjr 7173 (2m) 45 4)<Z )zM P, Pn)

_ (Hrj)q[ 5(u;, Q). (3.86)

4 Feynman rules

In this section, we will derive the Feynman rules in Carrollian space to compute the Carrollian
amplitude perturbatively. Given (2.41), this is not necessary since we already know the
Feynman rules in momentum space to calculate the S matrix even though the additional
Fourier transform lacks a diagram interpretation. However, as we will show, the Feynman rule
in Carrollian space fits nicely with the Fourier transformation in Carrollian amplitude (2.41).
From a more practical point of view, there are some advantages to evaluating Feynman
diagrams in configuration space, e.g., GPXT method [41].

4.1 Boundary-to-boundary propagator

We will start with the two-point Carrollian amplitude which is shown in figure 2. In this
diagram, we insert one operator Z(v1,Q) at Z= and another operator X (ug,s) at ZT.
Therefore, with the relation (2.12) and (2.22), the two-point Carrollian amplitude would be

o (802, 0 501, 01 = (s ) [ e [ e ol

= —B(uz — v1)8 (2 — D). (4.1)
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Figure 2. Boundary-to-boundary propagator in Penrose diagram: from Z~ to 7.

In the second line, we used the normalization

(palp1) = (27)°2w16%) (p1 — po) (4.2)
and defined the function B(u) as
1 [>®dw _; ,
_ —zw(u—ze)‘ 4.
sy = o= [ e (43)

Note that (4.1) can be rewritten as
out (E(u2, 2)[E(v1, F )in = —B(ug — v1)5 (2 — Q). (4.4)
After the replacement
E(v1, Q) = Z(u1, ), (4.5)
we obtain the following boundary-to-boundary propagator
C(u1, 1, —;ug, 2, +) = (E(uz, Q2) |2 (ui, 1)) = —F(ug — u1)d(2 — Qa). (4.6)

Still, this is a boundary-to-boundary propagator from Z~ to Z*, although the coordinates
are both retarded coordinates. Similarly, there would be another form which is represented
by advanced coordinates. All the expressions are related to each other by the antipodal map.

Regularization. The §(u) function is infrared divergent which comes from the infrared
degrees of freedom in the definition of the boundary state

1500, Q) = ﬁ /0 * dwe|p). (4.7)

We may separate the infrared degrees of freedom by introducing an IR cutoff wy > 0
by redefining

D Qi) = g [ e p) = o [ dwe O —w)lp) (4.8)
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where we have inserted a step function into the integrand. Therefore, the boundary-to-
boundary propagator is modified to

C(u1,Q1, —,uz, Q2,+5w0) = (X(uz, Q2;wo) [B(u1,Q15w0))

1 \2 oo , o ,
= (87r2@> /0 dw2€_w2u29(w2*wo)/0 dw1 €11 O (w1 —wo ) (p2|pP1)
1  dw —tw(us—u
:_E/O ?(‘)(w—UJQ)G (uz 1)(5(Q1—Qg)
1
= 4711[07 iwo (’LLQ — U1 —ZE)](S(Ql —QQ) (49)
7I

where I'(0, z) is the incomplete Gamma function which is reviewed in appendix D. We have
inserted a small positive constant € — 0T to guarantee the convergence of the integration.
In the limit wg — 0T, we find

1 . . 1
C(uy, 21, —;u2,Q2, +;wp) = “in (vE + logiwg(ug — up — i€)) = —Elo(uz —uyp). (4.10)

The Euler constant vg may be absorbed into the IR cutoff wg. Note that the IR cutoff is
introduced by regularizing the divergent integral (4.3) in [24] which is a bit ad hoc. However,
the treatment here is to modify the Y (u, ) by X(u,Q;wp) such that the infrared modes
are automatically discarded in the definition. Imagine that one inserts an operator at the
position u with some uncertainty du. Then by the Heisenberg uncertainty principle, there
will be a lower bound wg ~ ﬁ on the fluctuation of the energy. It is natural to insert a step
function ©(w — wy) in (4.8). Note that we have defined the function

Ip(u) = vE + logiwy(u — i€) (4.11)
which is essentially the regularized S(u) function.

Poincaré invariance. The two-point Carrollian amplitude is fixed by Poincaré invariance.
The spacetime translation invariance implies

C(u1,Q;5u2,Q2) = (X(ug, Q2)3(u1,Q1)) = (E(uz—a-n2, Q)X (u; —a-n1,2)) (4.12)
where a* is a constant vector. By choosing a* = (1,0,0,0), we find

C(u1, Q1;u2,Q2) = (X(ug + a,Q2)3(u1 + a, Q1)) = Cluy + a; 1, us + a, Q). (4.13)
This implies that the two-point Carrollian amplitude only depends on the difference us — uy

C(u1, Q5 u2,Q2) = C(0,Q1;u2 — ur,Q2) = Clug —a-ny, Q;ug — a-ng, Qo)
:C(O,Ql;uQ—ul—a-(ng—nl),Qg). (4.14)

Since the Carrollian amplitude is independent of the arbitrary constant a, the two-point
Carrollian amplitude is nonvanishing only for €21 = 29, otherwise we have

C(Uly Qla uz, QZ) = 07 Ql 7é QQ- (415)
This implies

C(’u,l,Ql;UQ,Qg) = g(u1 - UQ)(5(91 - QQ) (4.16)
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The function g(u) should be independent of 2, otherwise the two-point Carrollian amplitude
would depend on the angular direction. Now the Lorentz invariance of the Carrollian
amplitude (3.79) can be written as

(X (ug, 25)E(u1,2))) = D10 (X(Tous, Qo)X (Tu1, 21)). (4.17)
This is equivalent to
g(ur — ug)d() — Q) =TT g(T1(ur — ug))6(21 — Q) (4.18)
By definition, the Lorentz transformation does not change the metric,
Vap(Q) = 7a(Q). (4.19)

Therefore, the Lorentz transformation of the Dirac delta function is

1 1

(Y — Q) = ——=6(0) — 05)6(9, — ¢5) = (01 — 02)0(p1 —
54— 98) = ey~ B3 6h) =~ 01 = 21001 — )
which implies
5( — ) =T76( — Q). (4.20)

The function g(u) should be invariant under Lorentz transformation

g(u) = g(Tw). (4.21)
This is only possible for

g(u) = const. (4.22)

without introducing any energy scale. By introducing an IR cutoff wy, the function g(u)
may be written as

g(u) = N x logwou (4.23)

since the redshift factor I' may be absorbed into the cutoff wg, leaving the function g invariant.
Here the normalization is denoted as IN. The result is consistent with the perturbative
calculation.

Primary scalar operators. We will discuss more on this two-point Carrollian amplitude.
Considering a boundary primary scalar operator V (u,{2) at the boundary with conformal
weight h under SL(2,C), the infinitesimal transformation of the field V(u, ) under Lorentz
transformation is

1 .
—0yV(u,Q) = §chYc V(u,Q) + YAV AV (u, Q) + hVeY OV (u, Q) (4.24)
whose finite transformation is [32]

V', Q) =T%V (u, Q). (4.25)

— 21 —



The Carrollian amplitude should satisfy the conditions

(LT Vi, 920 = (T Vi, 9 (4.26)

Jj=1 J=1
for spacetime translation v’ = v — a - n and

<1i[11/j(u;.,9;.)> - (ﬁrj.hﬂ') E[ (1, (4.27)

for Lorentz rotation (3.81). In these expressions, the conformal weight of the primary
field V; is h; under SL(2,C). Similar to the previous discussion, the two-point Carrollian
amplitude is fixed to

(Vi (u1, Q1) Va(ug, Q) = Cha o —6( — Q) (4.28)

where C}, , is the normalization constant. Note that C},, 5, is not necessarily proportional
to Op, ny,- As an example, we consider the previous massless scalar field and define the
u-descendants

a n
V(u, Q) = [ — ) S(u,Q). 4.29
) = () Swo) (4.29)
It is easy to find its conformal weight
1
h= 17 (4.30)
2
Obviously, the correlator
(Vi (u, Q) Vi (1, Q) (4.31)

is nonvanishing even for n # n'.

Note that the two-point Carrollian amplitude would increase for h; 4+ ho < 1 when
|up — ugz| increases. We may rule out this case since it indicates a strong correlation between
two operators which are “far away” from each other. For h; + hy = 1, the two-point
Carrollian amplitude is also divergent logarithmically. However, we will allow the logarithmic
divergence since it appears in previous examples. Therefore, we find a lower bound for
the conformal weights

hi+ho >1 (4.32)
which leads to

(4.33)

| =

when hl = h2 = h.

Before we close this section, we will emphasize the invariance of the metric (4.19). Note
that the invariance comes from the Lorentz invariance of the Minkowski spacetime in four
dimensions, which contrasts with the intrinsic Mébius transformation of S2. To see this
point, the intrinsic Mobius transformation of the metric is

aH/A 89/3
WAB(Q/)WW = vcp(Q). (4.34)
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2

Figure 3. External line in Penrose diagram: from bulk to Z*. There is a similar external line from
bulk to Z~.

The metric y4p is invariant under pure spatial rotations. On the other hand, it is only
invariant under conformal transformations up to a scaling factor. This confirms that the
transformation law of the metric of the Carrollian manifold is different from the usual
coordinate transformation. Actually, the invariance of the metric (4.19) has been imposed as
an indispensable ingredient to define covariant variation for the theory with nonvanishing
helicity [30, 31, 33]. Here we emphasize that the invariance of the metric has already
appeared implicitly for scalar theory.

4.2 External lines

The external line from bulk to Z is shown in figure 3. We insert one operator ¥ at Z*
with position (u,?) and draw a line to connect it with a bulk field ® located at x. Then
the external line may be defined as

Dy (u, Q;z) = (0|X(u, Q)P (z)|0). (4.35)

With the mode expansion (2.3) and (2.12), we can easily obtain
1

D, (u,Qx) = R r—— (4.36)
Here the null vector n* is determined by the angular coordinate as before
nt = (1, sin 0 cos ¢, sin 0 sin ¢, cos ). (4.37)
Interestingly, the external line is invariant under spacetime translation
u—u—a-n, T—x+a. (4.38)
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We may also insert an operator = at Z— with position (v,{2) and connect it with a bulk field
® whose position is . Then we define the external line from Z~ to bulk

1
D_(z;0,9Q) = (0|®(z)=(v, 2)|0) = - . 4.39
(@50.9) = O (@E(, D)0) = gg—r—s (4.39)
This external line is also invariant under spacetime translation
vav+a-n, r—x+a. (4.40)
We still replace (v, Q) to (u,2F) and the external line (4.39) becomes
1
D_(z;u,Q2) = . 4.41
(J,',U, ) 87T2(U+Tl$+l€) ( )
We find the unified formula*
o
Dy (u, ;) = (4.42)

C8n2(u+n -z —ioce)

where o is +1 for outgoing particles and —1 for incoming particles. The two external lines
are related by the complex conjugate

Dy(u,Q2) = — (D—(z5u,Q))". (4.43)
We may also separate the infrared modes as (4.8) and define the modified external line

e~ wo(utn-z)

C8m2(u+n -z —ie)

D (u, Q;x;w0) = (0|X(u, Q;wp)P(x)]0) = (4.44)

After inserting the signature o to distinguish outgoing and incoming states, we find

ge—lowo (u+n-z)

Dy (u, ; x;w0) =

(4.45)

C8n2(u+n-x—ioe)
In the following, we may abbreviate D, to D when it causes no confusion.

Bulk-to-boundary propagator. The external line may be used to reconstruct the bulk
field. To see this point, we define the state

|@()) = ®(2)|0). (4.46)

Then by inserting the completeness relation (2.20) and ignoring all the multi-particle states,
we find

1B(2)) = —2i/dudQ|2(u,Q)><Z(u, Q)|P(2))

_ —Qi/dudQ|2(u,Q)>D(u,Q;x). (4.47)

41f we take into account the phase €™ in the antipodal map, the external line may be simplified to

1

D, =— —.
8m2(u+n-x — ioe)
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3> >

Figure 4. The contour C is the combination of the real u axis and a half circle with radius R — oo
in the upper complex u plane.

For o = +, the outgoing state (2.12) is a superposition of modes €% with w > 0. Therefore,
the integrand of (4.47) decays exponentially in the upper complex u plane. We may choose a
contour C (seeing figure 4) to include the pole u = —n - x + ie and use the residue theorem
to evaluate the u integration and thus

1B (z)) = —% /dmz';(u — ne2,Q)). (4.48)

This is the Kirchhoff-d’Adhémar formula [42] which has also been derived in [23]. For o = —,
we find the same formula using the antipodal map and the convention p* = —wn* for
incoming states. It is obvious that there could be more contributions since we only include
the one particle state in the derivation. We will not discuss the corrections in this work.
Integration by parts in (4.47), we obtain

1B(2)) = 2 / dudQ, D (u, % )| (1, Q). (4.49)
We define the bulk-to-boundary propagator K,(u,;x) as

Ky(u,Q;2) = (u, Q) v = 2i(3(u, Q)®(z)) = 2id,D(u, Q; x)

10

= 4.
Am2(u+n - x —ioe)? (4:50)
which is shown in figure 5, and thus we have
1B () :/dudQKU(u,Q;m)]Z](u,Q)>. (4.51)

The bulk-to-boundary propagator K, (u,$2;x) is slightly different from the one defined
n [23] (denoted by P(u,€;x)). This is fine since only the part with creation operators
contributes to the state |®(z)) by definition. On the other hand, the field ®(z) in [23] has
more contributions from the annihilation operators. However, one should note that the
bulk-to-boundary propagator (4.50) leads to the same Kirchhoff-d’Adhémar formula (4.48).
Actually, the bulk-to-boundary propagator P(u,;x) = %&Lé (u+n-x) is related to ours by

P(u,Q;x) = Ky (u, Q;2) + K_(u, Q; x). (4.52)
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Figure 5. Bulk-to-boundary propagator in Penrose diagram: from bulk to ZT. There is a similar
bulk-to-boundary propagator from bulk to Z~.

To check this point, we use the formula

- _=p (D T im6(A) (4.53)

and rewrite the right-hand side as

b 7 { 1 1 }
rn.s. = ——%5 -
472 [(u+n-x —i€)?2  (u+n-x+ie)?

o] L]
 4Am2 T udnx—de  u+n-z+ie
1
= %(%5@ +n-x). (4.54)
4.3 Carrollian amplitudes from Feynman rules

The Feynman rules in the bulk are the same as those for the bulk theory. These include the
Feynman propagators and vertices, as well as symmetry factors. Combining with the previous
Feynman rules which connect the bulk and boundary, we will summarize the Feynman rules to
compute the Carrollian amplitudes. We will omit the null boundary in the Feynman diagrams.

e For each state, we define a signature o

(4.55)

1 outgoing state
g =
—1 incoming state

e For each boundary-to-boundary propagator,

(ub Ql) (U2’ Q2) = C(Ul, Ql; U, Qg) = *ﬁ(Ug — u1)5(§21 — Qg) (456)
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or
1
C’(ul, Ql; ug, Qg; wo) = ZF[O, in(UQ — Uy — 26)] (4.57)
7

by discarding the infrared modes.

For each external line,

o
(u, €2) x (u, ) 8n2(u+n-x —ice) (4.58)
or
D 0 O.e—iawo(u+n~:c) L5
(u, 7x’wo)__87r2(u+n-gz:—z'cre) (4.59)
after discarding the infrared modes.
For each Feynman propagator,
dp ; 1
— _ — G ip-(z—y) _ 4.60
Ty rl@,y) / amiCrPe A2 ((z — )% + ie) (4.60)
where the momentum space Feynman propagator is
i
Gr(p) = —5—— (4.61)

C —p?+ie
The ie prescription of Feynman propagator in position space can be found in [43]. We
should also mention that the external line may be obtained by asymptotic expansion of the
Feynman propagator. To see this point, we may expand ®(y) in the Feynman propagator
near Z+ and read out the leading coefficient of 7~!. The result is the same as the external
line. Inversely, we may use the external line to derive the Feynman propagator. To simplify
derivation, we assume 2% > ¢°, then

Gr(z,y) = (2(2)2(y))
— Qi/dudQ(@(x)E(u, Q) (S(u, Q) D(y))

= Zi/dudQD*(u,Q;x)ﬁuD(u,Q;y)

B 1
" APl -y — @y — i)

(4.62)

which is consistent with (4.60). In the derivation, the ie description is crucial and interested
readers may find more details in appendix B. Taking into account the possibility y° > 29,
we find the following formula

Gp(x,y):2i/dud(2 (0(2° —y") D* (u, % 2) 0y D (u, Q3 y) +0(y° —2°) D* (u, % 9) 9 D (u, Q; 7))
:/dudQ (0(2° —y°) D* (u, % 2) K (u, Q) +0(y° —2°) D* (u, Q3 ) K (u, 2 2)) . (4.63)

The bulk-to-bulk propagator (Feynman propagator) is expressed as the product of the
external line and bulk-to-boundary propagator in the Carrollian space. This is shown
in figure 6.
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Figure 6. Split representation of Feynman propagator for 20 > 9/°.

The Feynman propagator is a superposition of the Wightman functions
GF(£7 y) = 0(1:0 - yO)W+ (LL‘, y) + 9(y0 - ':L‘O)W_ (l’, y) (464)

where

WH(z,y) = (®(2)®(y)), W~ = (2(y)®(2)). (4.65)
Therefore, the Wightman functions can be written as a split representation
Wt (z,y) = /dudQD*(u,Q;x)K(u,Q;y), (4.66a)

W™ (x,y) = /dudQD*(u,Q;y)K(u,Q;x). (4.66b)

In AdS/CFT, there is a split representation of bulk-to-bulk propagator which is based on
the product of bulk-to-boundary propagators [44]. It would be interesting to study this
similarity in the future.

e For each vertex,

= —i) / dtax (4.67)

e Divide by the symmetry factor.

Now we will claim that the Carrollian amplitude (2.41) can be obtained by the previous

Feynman rules. We will illustrate it in two examples to show the general idea. In the first
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example, we will consider the one-loop correction for the two-point Carrollian amplitude.
The one-loop Carrollian amplitude may be obtained by

C110%P (g, Q5 u9, Qo)

B (uvaI)'lxl‘(UQ,Qz)

:(—i)\)/d4xD(u1,Ql;q:)GF(x;x)D(UQ,QQ;x)

=—iAo102 <1>2/d4x 1 / dp —i
872 (ur+ny-z—iore)(ug+ng-x—ioge) J (2m)* p?

1 2 00 . . oo . . d4p —1
— —i\ d4 / d —io1wi(u1+n1-x—ioi€) / d —ioowa (ug+n2-x—ioe€) / ¢
! (w) [ o 0o (2m)" p?

=—iA (1>2/OO dwye~o1w1u /Oo dwye 102212 (2ﬂ)46(4)(01w1n1+02w2n2)/d4p_i
8n2i) Jo 0 (2m)* p?
_ 1 2 [ —i01 WUl o —ioowaug 45(4) . 1-loop
=— dwie dwoe (2m)*6'Y (p1+p2)iM (p1,p2)- (4.68)
872 0 0
In the third line, we used the integral representation of the external line
1 o —tow(u+n-x—ioce
D(u,Q;z) = 87r2i/0 dwe ™7 ). (4.69)

In the last line, we rewrote the o;w;n; as the null momentum p; and used the one-loop
M matrix of ®* theory

d'p —i
(2m)4 p?

The result matches with (2.41). In the second example, we consider the tree-level four-point

iMIIP () o) = —iX x / (4.70)

Carrollian amplitude. Using the Feynman rules, we find
C" (u1, Qu;ug, Q25 us, Q33 14, Q)

(U2792) (uval)

(u3,€3) (u4,94)
:—i)\/d4xD(u1,Ql;m)D(UQ,Qg;:U)D(u;g,Qg;ﬂ:)D(U4,Q4;$)
1\* 1

= —i\ — / d*
INO1020304 (8772> x]_[?:l(uj—i-nj‘x—wﬁ)

1 4 4 00 ' ‘
= (877%) /d4x H/O duyje 133 (i tny e =ic)
j=1

4 4 00 ) 4
=—iA (871%) < H /0 dwje_wj“’j“f> (2m)46) <Zo—jwjnj)
Jj=1

J=1

1 \*/& o . o
:<87r2z'> (H/o dwje—wﬂwﬂf)(27r)46(4)(p1+p2+p3+p4)2/\/lt “(p1,p2,p3,p4)  (4.71)
j=1
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Y1 Ym41

Y2

Ym ym+n

Figure 7. Time ordered correlation function. The blue and red lines or points are connected to
the incoming and outgoing states, respectively. The external points are y;, 7 =1,2,--- ,m +n and
the vertices z;, j = 1,2,--- ,m + n are connected to y; through Feynman propagators which should
be integrated out. The shaded part is the amputated correlation function Gamp which could be
constructed by Feynman rules in the position space.

Again, the result matches with the formula (2.41). In the following, we will prove that the
Carrollian amplitudes can be obtained from the Feynman rules presented in the previous
subsections.

Proof. It is well-known that the Fourier transform of the time ordered correlation function
is related to the S matrix through the LSZ reduction formula [37]. In massless ®* theory,
with the notation p; = ojw;n;, the LSZ reduction formula can be simplified to be:

m-+n )
( 1:[ /d4yje_zpj'yj><Q!T{‘I>(y1)---‘P(ym)@(ymﬂ)"’q)(ym+n)}\9>

i (4.72)
—1

NG AT

pj—mjwj j=1 p'7 — 1€

where the quantity Z is the renormalization factor which could be different whenever the
fields are not the same. The Feynman rules for correlation functions in ®* theory have
already been proved in standard QFT textbook [37]:

For each Feynman propagator,

4 .
= Gr(n,y) = AP ) (4.73)
r Y FA5Y (2m)% —p? + ie

For each vertex,

= —i)\/d4w. (4.74)

For each external point,

— =1 (4.75)

Divide by the symmetry factor.
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With these Feynman rules, we will split the Feynman diagrams of correlation function into
external points and amputated diagrams, which is shown in figure 7. The amputated diagrams
of the correlation function are described by Gamp (21,2, , Tm4n) With zj, 7 =1,--- ;m+n
labeling the internal vertices connected to the external points y;,7 = 1,2,--- ,m +n. The
(n + m)-point correlation function will be modified as:

<Q‘T{@(y1) e (I)(ym)q)(ym-i-l) e (I)(ym+n)}|ﬂ>

J= J=

Note that there will be a vertex for each point x;, so we have the integration [ d4:1;j in this
expression. The factors —i\ in the Feynman rule have been absorbed into the amputated
correlation function. Inserting (4.76) into the LSZ reduction formula, we get

m+n m+n
Lh.s. = ( H /d4wj> ( H GF(pj)Qij.xj)Gamp(-rla T, - 7xm+n)- (477)
j=1 j=1

We can redefine the field to absorb the renormalization factor Z. Thus the scattering
amplitude can be deduced as:

m-+n

H /d4$j€ipj.xj> Gamp(ﬂfl’x% T 7xm+n) (478)

(Pm+1 Pman|SIP1 - Pm) = (
j=1

The Fourier transform factor e "% is interpreted as the external lines in the momentum
space [37]. Note that both sides of the previous equation contain the disconnected Feynman
diagrams. We will only focus on the connected part. On the left-hand side, the S matrix
is reduced to the M matrix up to a Dirac delta function which is associated with the
conservation of energy and momentum. On the right-hand side, the amputated correlation
function becomes the connected and amputated correlation function. Hence, the Carrollian

amplitude can be reduced to

m—+n

<H X (u;,95))

1 m+n m+n . m-+n
= (87r2’i) H /dwje—zojwjuj (271’)4(5(4) ( Z pj)i./\/l(_m,pz’ .. 7pm+n)
Jj=1 j=1
1 \mtn m+4n ) m+n ‘
Sn2; ( H /dwjemjwju]') < H /d4l’j62pj-Ij)GC0nneCted and amputated (T1,22,°**  Tmtn)
Jj=1 j=1

m4n m—+n

4 —tojwj(uj+n;-z;
H /d ijconnected and amputated(xla-rQ"' axm-l-n) H /dwje 7503 (us i°%5)
j=1 j=1

82
m—+n m—+n

1 m+n 4 —10;
‘2 ) H d ijconnected and amputated (xlax2 e amern) H (

Uj+N;Tj—i0j€)

()
()"
(

=1 j=1
m—+1 m-+n
4 .
= H /d Zj H D(uj7Qjaxj)Gconncctcd and amputatcd(xlalé e axm—i-n) (479)
Jj=1 Jj=1
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These are the Feynman rules for the Carrollian amplitude in Carrollian space. From the
derivation, it is understood that the function D(u,;z) is the external line, similar to the
—ip-x

factor e in momentum space.

5 Four-point Carrollian amplitude

In this section, we will evaluate the four-point Carrollian amplitude in ®* theory. The four
boundary operators are inserted at (uj;,€2;), j = 1,2,3,4 respectively. We will adopt the
stereographic coordinates

Q; = (25, %) (5.1)

in the following. Since the Carrollian amplitude is invariant under Poincaré transformation,
we may use Lorentz transformation to fix three of the coordinates to 0,1, 00. The Lorentz
transformations induce Mobius transformations which form the conformal group on S?. We
can define the cross ratio

, — F1273 (5.2)
213224

which is invariant under Mobius transformations. More explicitly, we will assume
21=0, z9=2, z3=1, 2z4=00 (5.3)

to simplify discussion. The cross ratio z and its complex conjugate z are related to the
normal vectors nj, j = 1,2,3,4 (which correspond to the angular directions of the inserting
points) through the relations

(n1-ng)(ns-mg) _  (n1-14)(n2-ns)
(nl : nz)(nz : n4)

5.1 Tree level

=1-2)(1-2). (5.4)

At the tree level, the four-point Carrollian amplitude is (4.71). A massless particle has a
null momentum which may be written as
z+z 2= Z 1—2z
) —, 1 — —
1422 14+2z" 1422

P = ownt = ow(l

) (5.5)

where we have parameterized the null vector n* by stereographic coordinates. Therefore,
the momenta associated with z;, j = 1,2,3,4 are

p1 = o1w1(1,0,0,—1), (5.6a)
z+z z—Z 1—2z

= 1 —1 — 5.6b

P2 = 02w T2z 1423 1—1—22)7 (5.6b)

p3 = 030‘)3(17 17070)7 (56(3)

P4 = 0'4(.4)4(1,0,0, 1) (56d)

It is easy to compute the Dirac delta function

8 (p1+p2+p3+pa) =

1422 1422 9 5.7
t2 010203040 <W1+U4W4>(5 W9 — t7 T4 5(W3+ OM) (5(2—2’). ( )
204 zoq 2(1—2) o9 1—-z o3
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Therefore, the tree-level Carrollian amplitude is

t . . .
CY(ur, N, 015u2, Q2,025 u3, Q23,033 U4, 4, 04)
1 & e , .
=—iA—F— / dw:e "9i%i% (9
(87T2)4j1_[1 0 J (2m)

1422 1422 2
X tZ 010203040 (w1+04w4>6 W9 — tZ gacn (5<W3+U4w4>(5(§—2)
2004 zoq 2(1=2) oy

1 2
= —Z')\z(l_;)40'1020'30'45(5—2>

X/Ood(’d46—’i04w4x(u17u27u37u4;z)@(—U4w4>® 1422 o4wy @(_ 2 04W4) (5.8)
0wy zoq z(1=2) o9 1—2 o3

where

—2(1 = 2)ug + (1 — 2)ug — (1 + 2%)us + 22u3
z2(z—1) ’
The Dirac delta function §(z — z) constrains the particle 2 to propagate in the plane with

x(ur, ug, us, ug; z) = (5.9)

¢ = 0 or ¢ = 7 in spherical coordinates such that the cross ratio is real. The appearance
of the step function is from the conservation of energy and momentum. In the integration
domain wy > 0, they lead to nonvanishing results only for

01090304 > 0. (5.10)
There are only two cases.
1. All particles are incoming or outgoing. Without losing generality, we may set
01 =09 =03 =04 = 1. (5.11)

In this case, the product of the step function is always zero
04wy 1+ 22 04wy 2 o4wy
O~ o of- — 0(=2)0(2(1 = 2))0(z — 1) = 0.
( ) (Z(l—Z) o9 ) ( 1—2 o3 ) (=2)0(=( 2))0(z )

201
(5.12)
This is trivial since all the particles are created from the vacuum, which violates the

conservation of energy obviously.

2. Two particles are incoming and the other two particles are outgoing. Without losing
generality, we may set
0120'2:—1, 0'320'4:1. (5.13)
Then the product of the step function becomes

T4wy 1+ 22 ogwy 2 oqwn) B )
© (_ 201 ) © (Z(l—Z)O'Q> © (_1 — 20—3> =0(2)0(2(2—1))0(2—1) = O(2—1).
(5.14)

This is nonvanishing only for®
z>1. (5.15)

5For the other choices of o;, j = 1,2,3,4, the domains of z with nonvanishing amplitude are different.
Readers can find more details in appendix C.
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Figure 8. Kinematic constraints from energy and momentum conservation for 2 — 2 scattering of
massless scalar particles. The particles 1 and 2 with red color are incoming and the particles 3 and 4
with blue color are outgoing. The four particles are constrained in the z-z plane. In this figure, the
arrows represent the momenta of the corresponding particles in the real space.

The physical interpretation is shown in figure 8. The momentum of the incoming particle
1 and outgoing particle 4 point to the north pole of the celestial sphere S2. At the same
time, the outgoing particle 3 propagates towards the positive = axis. The inequality (5.15)
leads to

0§0<g, 6= 0. (5.16)

Therefore, the second particle should direct to the third quadrant of z-z plane. This is
clear in the figure since the total momentum should be zero. In this case, the tree-level
four-point Carrollian amplitude becomes

t
C"(ur, U, —;u2, Q2, —; uz, Q3, +; ug, 4, +)

- —)\F(z)/ T e (5.17)
0 w
where )
i 1422 _
F(z)= ant 2 5z —2)0(z—1). (5.18)
In other words, we have
Ctree(uh le —5 U2, 927 —;us, 93’ +; uq, Q47 +) = _471-/\F(Z)B(X) (519)

Note that the beta function is still divergent in the IR. One may regularize it by inserting
a step function in the integrand for w4. This is equivalent to compute the following
four-point Carrollian amplitude

t
C ree(u17 Ql7 —; u2, 927 -3 u37Q37 +; ug, Q47 +7w0)

(E(ur, 1) (ug, Q2)X(us, Q3)3(ug, Q43 wo))
> dw

= —)\F(z)/o Ue_i‘“x@(w —wp)
= —AF(2)I'(0, iwpx)- (5.20)
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In the IR limit, we find

lim Ctree(ul, Qq, —;u2, Qa, —;us, O3, +; ug, Q4, +;wo) = AF(2)Ip. (5.21)

wo—0

One should have consider the four-point Carrollian amplitude by discarding the IR modes

in each operator ¥(u;, ;) which is much more symmetric. This defines the following
four-point Carrollian amplitude

~tree . . . .
C (ul,Ql,O'l,Uz,QQ,O'Q,Ug,93,03,U4,Q4,0'4,UJO)

= (E(u1, Q1;w0) X (ug, Q2;wo) E(us, Q3;w0) X (ua, Qa;3w0))

. 1 . > —i0jWiUj
Z)\(87T2)4H/0 dw]e Naat) -76((4}]*(&)0)(27[')4
J=1

1422 1422 2
X ;—Z 010203040 <w1+04w4> 0 (wg—ﬂw> 5 <w3+ a4w4) §(z—2)
Wy z

201 (1—2) o9 1-z o3
1422 _ © dwy _; .
—Z>\2(4ﬂ_)4010’2030—45(z—2)/0 746 104M4X(u1’u2’u3’u4’z)
1422 2
%O <_U4‘*’4 _w()) o 2 2 Ve (— g4t —w0> Owi—wo).  (5.22)
z01 2(1—2) o9 1—2 o3
We still consider 01 = 09 = —1, 03 = 04 = 1. In this case, the product of the step

function is still nonvanishing only for z > 1

1+ 22 2
o <_U4w4 B wo) o A+ 2 ogwy wo | © (— gavs wo) O(wg — wp)
z01 2(1=2) o2 1=z o3

=0(z — 1)O(wyq — zwy). (5.23)

Note that the integral domain for wy is modified to

wq > 2Wp. (5.24)

Therefore,

C«tree(uh Ql; —:Us, QQ, —sus, Qg, +: uyq, 947 +; WO) = —AF(Z)F(O, iszX>. (525>

The result is slightly different from (5.20). This is fine since they correspond to different
correlators, depending on the way to discard the IR modes. Note that we can find a finite

result by their difference
étree(ulaﬂl7_;u2792,_;u37937+;u47Q4a+;w0)_Ctree(u17Qh_;u27927_;u3aQ37+;u47Q47+;w0>
=\F(z)logz. (5.26)

General four-point Carrollian amplitudes. Now we will use Lorentz transformation

to transform the previous result to general four-point Carrollian amplitudes. By a M&bius
transformation which is parameterized by

231 234 231 234
a==,/ za, b=TF,/ 21, €=2,/ , d=7F,/ , (5.27)
214734 231214 214734 231214
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we may transform the points 0, z, 1, 00 to 21, 2o, 23, 24, respectively. With the transformation
property (3.80), we find

(B(ua, 21, 21) B(ug, 22, 22) X(us, 23, 23) X(u4, 24, 24))
— [ ToT30 (S(Trur, 0)X(Tausz, 2)S(Taus, 1) (Tau, 00)), (5.28)

where the redshift factors are

234
231214
|234214] 14 |22]2

Iy =d(1+|f?) = | (14 |21]?), (5.29a)

1+|ZQ|2

Iy = — = |cz+d? , 5.29b
1 + |Z|2 | ’ ’224|2|2’31‘ 1 + |Z|2 ( )
1 1 Z14
I'g == dl“(1 1 2
= gle+ AP+ [zaf) = 51 (0 ), (5.290)
z
Ty = el(1+ |2a?) = [==—|(1 + |z4*). (5.29d)
214234
Therefore, at the tree level, we find
(X(u1, 21, 21)2(u2, 22, 22)X(us3, 23, 23) X (U4, 24, 24))
4
1
= 1 12 (2(Tug, 0)2(T Y(Tzus, 1)2(T
2|ZQ4‘2|213|2(1+|Z|2) ];[( +’Z]’ )( ( 1U1, ) ( 2u27z) ( 3U3, ) ( 4U4,00)>
4 2
. 01020304 g4 142 g4 2 O‘4>
= —7A\ Ol ——106(-— —
! 4(477)4|224|2|z13|2 I;I +lz51°) ( zal> <z(1 —2) 02> < 1—2zo03
% /Oo @e—iU4UJ4X(F1u1,Fgug,Fgug,F4U4;z)’ (530)
0 W4
where the function
X(T1ur, Faug, zus, Tyuy; 2)
~ —2(1 = 2)lgug + (1 — 2)Tyug — (1 + 22 Toug + 22T 3u3
B z(z—1)
=Tafus — 2T Tyuy — 27 (2 — )N 1+ 220, Taug + 2(2 — 1) 7' 'Taus)
1+‘Zl| 224 |9 1-— Zl+’22| 234 |9 1 1—|—|2’3| 214 9
=T4 |us — 2 — . (5.31
4 1+‘Z4|2‘Z12‘ ! z 1+’Z4|2‘223‘ 2 1-— Zl+|2’4‘2’213’ ( )

The result is the same as [28] after taking into account the fact that the authors in that
paper used a different parameterization of the null momentum®

P = ow(l 4+ |z]*)n*, (5.32)

which is equivalent to our parameterization (5.5) up to a factor (1 + |z|?).

5Note that we also flip the sign the fourth component of the momentum. However, this doesn’t change
the conclusion.
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Before we close this subsection, we will comment on the dependence of function y in the
four-point Carrollian amplitude. This function actually reflects the fact that the Carrollian
amplitude is invariant under spacetime translation. From (3.63), we find the following
identity for four-point Carrollian amplitude

(3X(u1 —a-n1,0)X(uz —a-n2,2)X(ug — a-n3, 1)X(us — a - ng, 00))
= (S(u1, 0)X(uz, 2)S(us, 1)X(ua, 0)). (5.33)

This implies that the Carrollian amplitude depends only on the function which is invariant
under spacetime translation. The invariant may be written as

X = aquq + aouo + azug + gy, (5.34)
The spacetime translation invariance implies

arnf + agnb + agnb + asny = 0. (5.35)
With the parameterization (5.6), we find

1 1+ 22 1
o] = ——w g = ———« a3 = —
1 s 2 20— 2) 4; 3 1_2

Therefore, the spacetime translation invariant function y is proportional to x up to a

ay. (5.36)

time-independent constant

1 1+ 22 2
X =04 —;ul + Z(1+—ZZ) Ug — 1= ZU3 +ug| = a4X(U1,UQ,U3,U4; Z). (537)

5.2 1-loop corrections

There are three channels at the 1-loop level which are shown in figure 9. In the s channel,
the Carrollian amplitude is

1-loo . . .
Cs p(uthleau27927027u37937037u4794704)

—i\)?
(2)/d4$/d4yD(U1791;w)D(Uzaﬁz;ﬂ?)D(u?ﬁQ?ﬁy)D(U4794;Z/) (Gr(z—y))?
(_i)‘)Q 1 * 4 4 2 < —iojwi(uj+n;-x—ioje 2 * —topwi (U +ng-y—ioke
= 5 % /dm‘/dyl_‘[\/O dwje jwj (us+n; J)]EA dwke kWi (Uk+nE-y k€)
X/dp_zzp(mu)/ zp(wu)
_ HA / PR
871'2

/d4 /d4 ' — ,2 e (p+9'=p1=p2)5 (p+p'+ps-+pa)

(877 Z> H/ duw ;e 171954 (27)46™W (py +pa+p3+pa)i IMLP (1, pa, ps, pa) (5.38)
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(u2792) (ul’Ql)

Y (u2,9) (u1,1)
Yy X
Y (’LL4, Q4) (Ug, Q3)
(ua,$24) (us,Q3)
s-channel t-channel
(ug, ) (u1,)
Yy X
(ug, Q) — (ug, Q23)
u-channel

Figure 9. Four-point Carrollian amplitudes at 1-loop level in s, ¢, v channels.

where MY1P(py o, p3,py) is 2 — 2 scattering M matrix in the s channel at the 1-loop level

, —i\)? [ dp (—i)?
ZMl_IOOp , D2, D3, — ( v / 5.39
s (pl b2, P3 p4) 2 (2ﬂ)4 pz(p —p— p2)2 ( )
whose value could be calculated via dimensional regularization [37, 45]
20 r€E
- A 4 1-loop :M<1_11 5 > 5.40
ZMS (p1>p27p3ap4) 1672 c 9 0g AM?2 ( ’ )
where
is a small positive quantity and s is the Mandelstam variable
s=(m -l—p2)2. (5.42)

We have also inserted an energy scale M into the result to balance the dimensions. We use
MS scheme by absorbing the constant into the energy scale”

M = Me 2 lodm—3%(3/2), (5.43)

where 9(q) is Digamma function, namely the derivative of the logarithm of the Gamma
function, seeing (D.6). By taking into account the other two channels, we find

(5.44)

. } 9 3 1 stu
iMIP (1 po p3, pa) = iNTME ( )

1672 3272 B 4016

"Strictly speaking, the MS scheme in [37] is slightly different from ours up to a constant factor.
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with®

t=(p1+p3)? u=(p+ps)° (5.45)

The momentum conservation (5.7) fixes

Wy 1+ 22 2

_ -7 = — 4
wp= -, w2 Ao v W %4 (5.46)
and thus,
42 43 43
§ z—1’ 2(z—1)’ YT (5:47)

Substituting them into the 1-loop amplitude, and taking into account the counterterm

—45——>§i+00% (5.48)
= T ’ '
we find

. 1-loop . Wq

iM (p1,p2,p3,p4) =1 <a0()\) +ai())log M) (5.49)

where we have expanded the coefficients ag(\), a1(A) up to 1-loop level

A2 3\2
ap(A) = =\ + @[log z(z—=1)4+1logz +log(1—2)], ai(\)=— 162

(5.50)

Note that there are three branch points at z = 0,1 and oo for ag which lead to discontinuity of
the M matrix on the two sides of the branch cuts. The discontinuity of the imaginary part of
M is related to the unitarity of S matrix. In the following, the coefficients a;(\),j7 =0,1,---
will be abbreviated to a;,j = 0,1, - -, respectively. The 1-loop Carrollian amplitude becomes

1-1
C% (uq, Q1, —; ug, Qo, —; ug, V3, +; ug, U4, +)

©dw _, w
—F & pmiwx log — 5.51
@) o (“0“” OgM) (51

The integration suffers IR divergent. We may cure this problem by inserting a step function
O(w — wp) as (5.20). By defining a definite integral

® dw

1 e"“XQ(w —wp), Re(q) >0 (5.52)

T o) = [

8Note that here u is a Mandelstam variable in the u channel, which should be distinguishable from the
retarded time. Similarly, ¢ is the Mandelstam variable in the ¢ channel, which is not the coordinate time in
Cartesian coordinates.
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we find
Cl_lOOP(ul, Q1, —;ug, Qo, —; usg, O3, +; ug, 4, ‘|‘)

. d
= P(2) liny (a0 = axlog M +a1 %) (g xs0)
= F(2)[(ap — a1 log M) Jo(x,wo) + a1J1(x; wo)]

1'2 7T2
= F(z2) [(ao —aylog M)(—1Iy) + a1 (20 — Iglogwy + 12)]
2

3

= F(2) [ a; + (—ao —aj log LX;) Iy + C;IIOQ] , (5.53)

1

\V]

where Jy, Ji are defined in (D.2) and we have used (D.15b).

Now we will discuss the discontinuity of the M matrix and corresponding Carrollian
amplitude. Physically, the discontinuity is associated with the case that the intermediate
virtual particle becomes on shell. In our convention, this is only possible in the s channel for
s < 0. Assuming wy is always real, the discontinuity appears only for

z2>1 (5.54)

which is exactly the requirement of nonvanishing F'(z). From (5.49), the discontinuity of
the M1°P matrix is
)\2

Disc Moor — ; =

) 5.55
167 ( )

Usually, this discontinuity is associated with the Optical theorem which could be found in the
textbook. Here we notice that there is a similar discontinuity for the Carrollian amplitude

_ix

Di Cl-loop _
e 167

F(2)I, (5.56)
which may be related to (2.46).

5.3 2-loop corrections

The 2-loop Feynman diagrams with 2 — 2 scattering may be found in [46]. In figure 10, we
have shown the s channel part. There are three diagrams in the s-channel. For the first
diagram of figure 10, the M matrix is

< 421
iM1y " (p1, P2, P3, 1)

Mo (11 5 1. o5 s w2
(477)4M <€2 — glogm t3 log o2 T 1|+t u channel.  (5.57)

= —i

For the second diagram of figure 10, the M matrix is

.4 g2-1
’LM (2)001:) (pl y P2, P3, p4)

(—iX)? / d*p ( i )2 i / dp' i
= + t,u channel. 5.58
4 @2m)t \-p2) —(p1+p2—p)2.) (2m)*—p? (5.58)
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(u1, ) (u3, 23)

(ug2, ) (u4,8)

2-loop diagram (1)
(u1, 1) (us, $23)

(ul,Ql) (U3,Qg)

(u2, ) (ua, Q4) (ug, Q2) (ug,8)

2-loop diagram (2) 2-loop diagram (3)
Figure 10. The Feynman diagrams for massless ®* theory at two loops. Here we only show the

s-channel.

The integral for p’ may be evaluated by inserting the small mass term m3. In dimensional
regularization,

ol

-1 (5.59)

[~ (3 o

The result may be set to 0 since it is proportional to the positive power of mgy. Note that
this integral also appears in the 1-loop correction of two-point Carrollian amplitude. It is

zero such that the two-point Carrollian amplitude is not affected by 1-loop correction.’

For the third diagram of figure 10, the M matrix is

iM%él)oop(p17p27p3ap4)
(—i\)3 M3 / dp / dp' i i i
=2x + ¢, u channel.
2 (2m)d ) (2m)? —p? —p? —(ps+p —p')? —(p1 + p2 — p)?

(5.60)

Note that we have shifted X\ to AM¢ in dimensional regularization. The integration over
p’ can be obtained as 1-loop calculation. The integration over p can be obtained by the

9Actually, similar integrals can be regularized to 0 [47, 48]

d
[ et =0

for any complex number a + g # 0.
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(u1, Q1) (ug, Q3) (u1, ) (u3, Q3)

(uz, 22) (ua, Q) (uz, $22) (ua, 4)
2-loop counterterm (1) 2-loop counterterm (2)

Figure 11. Counterterms at 2-loop level. There are also diagrams in the ¢, u channel for the left
diagram which are not shown in the figure.

Feynman’s formula

.
A§h4”-~-A@"

F(al + a9 + + an 301 +o oz, — 1) a1—1 $;zln—1
= dx]_ dl‘n
I'(a1)- 5'31/11 +- a:nAn)a1+"'+an

(5.61)

We summarize the result in the following

+t,u channel.

A3 2 log == 1
= Me 92 _oaM? (12(1 1>1 )
4m)? L2+ EEAST Ogyw 4AP

We should also consider the contributions from the counterterms which are shown in
the first diagram of figure 11
—3

dip —i

: 2-lo 2e p

sy P25 P35 2 A 0 M / t, h L.

Z~M(4 P(p1,p2,p3,p1) =2 X (—iA)(—idy) 5 (p—p1—p2)2+ u channe
(5.62)

The factor 2 counts the position of the counterterm and % is the symmetry factor. Up
to order A3, this is

3 s 2 s 2
Z/\/t(4) (p1>p23p3ap4)_le€ L_Q— - +3 1 —ﬂ—l-l +t,u channel.
(5.63)
Adding the 2-loop results, we find
4
Ao 3 1 3 S S 3 72
. 2-loop . e| 2+ 9 2 9
;2‘/\4(]‘) (p1,p27P37p4)—’5(47T)4M [52 - 410g 12 +10g74M2 576 }—!—t u channel.
(5.64)

The divergences should be canceled by the vertex counterterm at order A3 (seeing the second
diagram of figure 11)

_ 3N 3N /3 1 A
—i0n = _2167r25 B Z(47r)4 <52 - 6) +OAY. (5:65)
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Including all the four-point amplitudes up to 2-loop, we can write it as

iM(p1,p2,p3,pa) =i (ao + a1 log % + ap log? ﬁ) (5.66)

where the coefficients ag, a1,ao may be parameterized as

a;= Y ala, (5.67)
k=j+1

Up to two loop, the expansion constants are

%’ =1, (5.68a)
(2 _ log(1 — z) +log(z) + log((z — 1)z)

oo 3272 ) (5.68b)
@_ 1 501 ) 0 )

0T T 1024r" [3l0g%(1 — 2) + 3log?(=) + 3log((= — 1)2) + 4log(1 - 2)

+ 4log(z) +4log((z — 1)z) + o7 4+ 18], (5.68¢)

2_ 3

YT 16 (5.68d)
3) _ 3(log(1 — 2z) +log(z) +log((z — 1)z) + 2)

T 2567 ) (5.68¢)
@ ___9

= T 556t (5.68f)

The 2-loop Carrollian amplitude becomes
C*1OP (uy, Oy, —1ug, Qo, —; ug, U3, +; g, Uy, +)

> dw : w w
=F wx 1 1 2
= (Z) /0 —e€ (a(] —+ a3 og 7M + as og M)

2

= F(2) éi_I)I(l) (ao — ay log M + as log? M + (a1 — 2aq logM)jq + aQCZ]Q> J(q, x,wo)

1
= F(z) [12 (7r2a1 + 27T2a2 log % - 802((3))

oy W 2@ a w a
_ (aomlogﬂg Falog? 20 4+ T2 ) 1y 4 (21 mlogﬂg) B2 (569

5.4 Callan-Symanzik equation

To check the consistency of our result, we will show that the four-point Carrollian amplitude
obeys the Callan-Symanzik equation up to 2-loop. The four-point Carrollian amplitude
is abbreviated to Cy) below

0(4) = <Z(u1, Ql)Z(UQ, QQ)E(U3, Qg)E(U4, Q4)> (570)

According to our previous results, the Carrollian amplitude depends on an arbitrary energy
scale M and the coupling constant A at the same scale. The coupling constant is the
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renormalized one and the Carrollian amplitude C(y) is different from the bare Carrollian

amplitude C'((g))

C((Z)) = <20(U1, Ql)ZO(UQ, QQ)ZO(’LLg, Qg)ZQ(U4, Q4)> (571)

where g (u, ) is the leading order coefficient in the asymptotic expansion of the bare
field ®q(t, x)

EO(uv Q) +

(I)O(tam) = r

(5.72)

On the other hand, the field ¥(u,(2) corresponds to the leading order coefficient of the
renormalized field ®(t, x)

(u, )

q)(t7x) - r

+-e- (5.73)
The renormalized field ® and the bare field &3 may be related by a rescaling factor Z
B(t,x) = 272 (t, ). (5.74)
Therefore, the bare field ¥y and the renormalized field 3 are related by the same factor
S(u, Q) = Z7 25 (u, Q). (5.75)
Naively, one may expect the following relations
Cay=272CY). (5.76)

However, from (4.79), the Carrollian amplitude is actually related to the connected and
amputated correlation function, which implies a different behaviour and we will discuss it in
detail. It is obvious that the relation between the correlation function of renormalized fields

G(x1, -+ ,Tmin) and that of the bare fields Go(x1, z2, - , Tymin) are expressed as
__m+n
G(l’l,ﬂ?Q,"' 7xm+n) =27 2 G0(3317$2>"' ;xm+n)~ (577>

In our derivation of Feynman rules, the correlation function is split into external Feyn-
man propagators and the internal amputated correlation function. The propagator of the
renormalized field is related to that of bare field by

O] T{®(y1)®(y2)}|0) = Z~ (0| T{Po(y1)Po(y2)}0)- (5.78)
Hence the amputated correlation function for renormalized field Gamputated (1,22 , Zm4n)
and bare field Go amputated (€1, T2, -+ , Zm+n) have the relation
m-+n
Gamputated(xly XLy 7xm+n) =72 GO,amputated(xlv L2y axm—i-n)' (579)

Therefore we can use (4.79) to derive the relation between Carrollian amplitude C',, ) and

(0)

the bare Carrollian amplitude C(m )’

m4+n

C(m+n) =7t C(O)

(5.80)
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Figure 12. Sunset diagram.
For four-point Carrollian amplitude, we have:
_ 7+2~(0)
Cuyy=72 C’(4). (5.81)
Note that the bare Carrollian amplitude is independent of the arbitrary energy scale M

d
ndg D=0 (5.82)
which leads to
0
8MC(4) + 5 C 4’)/0(4) = 0, (5.83)

where we have defined the § and v function as

2 1, 0logZ
=Mz =M

(5.84)

The above equation (5.83) is the Callan-Symanzik equation for four-point Carrollian amplitude.
It is easy to extend to n-point Carrollian amplitude

0

aMC’(n) + ﬁ —nyCyy = 0. (5.85)

The § function can be used to define a running coupling constant A. Note that the 3,
functions have been computed and they are

=Y BN, =Y 40N, (5.86)
j=2 J=2

We only need the result up to 2-loop level whose relevant coefficients are [49]

3
1672’

®) _ _ - -
P 3x (dmi T T 12 x (4n)!

5(2) _

(5.87)

where the v(2) is obtained by analyzing the sunset diagram which is shown in figure 12.
The equation (5.83) should be satisfied order by order. The relevant parts are

8 71'2 wo 2
8MC( ) =F(?) gt lat 2az log Vi Io—a2ly| + -, (5.88a)
g 1
Pax C'(4 F(z)p [Wawl - <3wo + Oxa1 log wo) I + 3Aalf§] 4+, (5.88b)
12 M 2
VC) = —F(2)yaolo. (5.88c¢)
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Up to order A3, they are equivalent to the following equations

ags) _ 5(2)(152)7 (5.89a)
a§2) _ ﬁ@)a(()l), (5.89Db)
¥ = 2804P 1 5®)(D _ 7@V (5.89¢)

whose validity could be checked using the equations (5.68) and (5.87).

Now we will solve the Callan-Symanzik equation (5.85) to find the relation between two
n-point Carrollian amplitudes at two different energy scales p and p’. Note that both of
them are related to the bare Carrollian amplitude, therefore we find

2" ()

Con1) = a7z Cloy 1) = exp | 108 Z() = 108 Z)| o). (590)

With the definition of the ~ function, we get

e O e 0| REe (9)

where we have written out the dependence on the running coupling constant explicitly in
the expression. We can obtain the same result by solving (5.85) directly as in the standard
textbook. By expanding the exponential in the solution up to one loop level, i.e., order A\?, it is
obvious that the four-point Carrollian amplitude at different scales should obey the equation

Cray(M(w)) = Clay(\()). (5.92)

To check this equation, we set p/ = M and p = wy. Using the fact that the running coupling
constant at the scale wyg is

N A 3A2 wo

up to order A2, indeed the four-point Carrollian amplitude at 1-loop level can be rewritten
as a function of A(wp) which is abbreviated to A

2
cHoop — poy | gy () = ao(M o + & éA)

2
0 3 2|, (5.94)

At two loops, i.e., up to order A3, the equation (5.92) is modified to

Cay(M(m)) = Cray(A()) + 4v(A(1)) log 50(4)(/_\(//))- (5.95)

We still choose ' = M and p = wg, then it is straightforward to check that the four-point
Carrollian amplitude (5.69) at the scale wp is also a function of \

Coy™ = F(2) Y bV (5.96)
=0
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where the coefficients b; are

bo(A) =S BN b =Y 0Nk, =123, (5.97)
k=2 k=j

Up to order A3, we have

@__1
b = (5.984)
2 2 2 2
3) 7w log(l —2) + m2log(z) + m*log((z — 1)z) + 24¢(3) + 27 = osh
b= 10247 ’ (5.98b)
bgl) — 1’ (598(3)
log(1 — 1 1 -1
y) _ _log(1 = 2) + log(:) + Iog((z = 1)) .
3272
@ _ 1 201 2 200, _ 1_
by 102474 [3 log“(1 — 2z) + 3log“(z) + 3log“((z — 1)z) + 4log(1 — 2)

+ 4log(2) + 4log((z — 1)2) + 87 + 18], (5.98¢)
@___3 f
b =~ (5.98f)
@) _ 3(log(1 — 2z) 4 log(z) +log((z — 1)z) + 2)
oY) = =L , (5.98¢)
(3 _ _3 h
b = . (5.98h)

The relation between the running coupling constant A and X is

_ _ 17 -
N log 20 4 N log? 22 1 Mlog 28 4. (5.99)

A=\— 3
AT 16m2” B T 25674 M 76872 M

This is consistent with the solution of the 3 function equation up to O(\3):

wo
3 o) 74_

(5.100)
In appendix E, we also discussed the Callan-Symanzik equation for two-point Carrollian

8 < 3 wo 9 wo 7
— =B\ A=)\ A\ log — A log? = —
Mayr =P = T 62" 807 T 2560 %% W T Tesnl

amplitude.

6 More Carrollian amplitudes

In the previous sections, we have discussed the four-point Carrollian amplitude in massless
®* theory. Massless ®* theory is the standard QFT whose properties are studied extensively.
In this section, we will reverse the method of bulk reduction and try to propose a slightly
generalized ®* theory in the context of flat holography. Notice that the key ingredients are
the Feynman rules which are inherited from bulk in the previous sections. However, it seems
that there is no obstruction to designing the Feynman rules for Carrollian amplitude. We
still assume that the boundary Carrollian field theory is Poincaré invariant.
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6.1 Description

In this generalized ®* theory, we don’t have to write out the Lagrangian explicitly. However,
the two-point correlator may be parameterized by the Kéallén-Lehmann spectral representation
2

Gr(a.y) = OT®@2)I0) = [~ Lop(A)Gr(s - y:1) (61

where G (z — y; u?) is the Feynman propagator for a particle with mass p. The bulk field ®
still encodes a massless degree of freedom. Therefore, there may be a state that is massless
in the spectral density p(u?)

p(p?) ~ 6(p?). (6.2)

However, this spectral density will lead to the Feynman propagator in massless ®* theory.
For the generalized ®* theory, we will choose the following spectral density

p(p?) = 2m(u?)> 7?2 (6.3)

where Z is a renormalization factor which may be absorbed into the redefinition of ®. The
spectral density appears in the context of low-energy effective field theory which is scale
invariant [50]. From this spectral density, the two-point correlator in the bulk becomes

d4p

L Grlp)erie (6:4)

Gp(r,y) = /

where

Gr(p) =i (1)H . (6.5)

—p? + i€
We have fixed the normalization factor of ® in this expression. The position space propagator
may be fixed by dimensional analysis

Gr(z,y) =0(z" — YW (2,y) + 0(° — 2" )W (z,y) (6.6)

where the Wightman functions W+ are

Cha
Wt (z,y) = , 6.7a
S P sy o)
W™ (2,y) = Ca (6.7h)

(a0 — 0 +ie)? — (x — y)2)*

The coefficient Ca is an unimportant constant that can be fixed by the integration. We

have used the ¢e¢ prescription and it may be reduced to
Ca

(—(x —y)2 —ie)®

which is consistent with the Feynman propagator (4.60) in the limit A — 1. Note that the

two-point correlator is the same one in conformal field theory. Since the dimension of ®

Gr(z,y) = (6.8)

is A, it may be expanded near ZT as

B(x) = oL 4 (6.9)
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It follows that the transformation law of the boundary field V' (u, ) is
V', Q) =V(u,Q), W=u—-a-n =0 (6.10)
for spacetime translation and
VW, ) =TV (u,Q), o =T"tu, n/ =TT (6.11)

for Lorentz transformation. It follows that the conformal weight of V (u, ) is

A
h=—. 12
= (612
The bound (4.33) on h leads to
A>1 (6.13)

which is exactly the lower bound of conformal weight for the primary field with s = 0 in

unitary CFTs of four dimensions [51]. Using the relation
u

yt = §(n“ —n*) +rnt (6.14)

between the Cartesian and retarded coordinates, we find the geodesic distance between x and y
(x—y)?=—2r(u+n-z)+ 0 (6.15)

in the large r limit. Therefore, the external line may be found by taking the limit r» — oo
with u fixed

Ca
28(u+mn -z —ie)A

D(u, % z) = (V(u, Q)®(x)) = lim 2 Gp(z,y) = (6.16)

where we used the limit

lim, = lim (6.17)
r—o0, u finite
to push the field to the boundary which has been defined in [31]. The ie prescription is
inherited from the Feynman propagator since in this case we have y° > 20, Similarly, we
also have the relation

Yyt = g(n“ —nt) +rn* (6.18)
in advanced coordinates. The external line would be
Ca
D(z;v,Q) = (® Q)) = lim_r? = 1
(a:0,9) = @@V (0, 2) = Imr*Gr(r.9) = ap—m s rigs (619
where
lim_ = lim . (6.20)
r—o00, v finite
The antipodal map would be
(v,9Q) = (u, ), V(v,Q) = V(u,QF) (6.21)

— 49 —



and then the external lines may be unified as

Ca
(20)2(u+n -z —ioce)?

D(u,;x) = (6.22)

where o is to take into account the incoming and outgoing states. Its integral representation

would be
D(u,Q;x) = Da /OOO dwwAtelow(utn-a—ioe) (6.23)
where A
Dp = (;) FC&). (6.24)

We should also design the vertices for the field ® in the bulk. As massless ®* theory, we
assume that there is only one type of vertex in the bulk which corresponds to the interaction
of four fields ®. For each vertex located at x, we should integrate it with

—i\ / d*z. (6.25)

Therefore, the generalized ®* theory is described by the propagator (6.4), the external
line (6.22) and the vertex (6.25) as well as the symmetry factor.

6.2 Tree level

As in the previous sections, the tree-level four-point Carrollian amplitude in generalized
d* theory is

4
treef
Ca _H (uy, 2

_ —z)\/d4:v H D(uj, 0y z)

7j=1

= —iAD} /d4a: H /OO dijf_le*i”j‘”j(“fr”j'“’”*i”je). (6.26)
5 Jo

The integration of the bulk point x leads to the conservation of momentum p; = ojw;n; and
we still fix z3 = 0,23 = 1, z4 = oo using Lorentz transformation, then

C%rﬁ’e = —Zx\DAH/ dw;w; A-lemiojwzu; (9m)ds (Zm)
7j=1
= f)\FA(z)/ dww*B BT iwx (6.27)
0

where x is exactly the same as (5.9) and the generalized function Fa(z) is

Fa(z) = ¢D4A(2w)4(1;;_zi)Az2—2A(z —1)27220(2 — 1)6(z — 2). (6.28)
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As before, we already set 01 = 09 = —1,03 = 04 = 1 to simplify notation. For A = 1, the
tree-level result is the same as the massless ®* theory. For A > 1, the integral is convergent

CliS® = =AFa(2)T(4A — 4)(ix)* 2. (6.29)

The amplitude is fine for general choices of u; except for a hyperplane in the (uq,ug, us, uy)
space defined by the equation

x =0. (6.30)

Note that the singularity of (6.29) becomes a branch point in massless ®* theory. The
physical meaning of this singular plane is unclear at this moment.
6.3 Loop corrections

Now we may evaluate the loop corrections to ensure that the generalized ®* theory is well
defined. In the s channel, the 1-loop correction is

-loop,s channe _Z/\ 2
cioomes el L EBE [ i [ atyD (s, 00500 Dlua, 0a5) G 0.) Dlus, Q35 Dlua. Q)

4

2T [ oy, [ .
:—?DZLAH/O dijjA ‘e w’w”u’/(27;)14GF(p1+p2+Q)GF(Q)(27T)45(4)(ZPJ‘)
j=1 j=1

—1 72A>\2 T(2—2A F2 A 4 2A -2 . -
= 2()47r)2 I‘E2A)F2)(2(A;FA(Z) (‘Zl> P(BA-8)(ix)* %4, A>1.
(6.31)

The integral of the momentum ¢ is divergent superficially and can be obtained by analytic
continuation with dimensional regularization [45, 52]. At the last step, we have set A > 1.
We will discuss a bit more on the coefficient

Lioop _ I'(2—=2A)T%(A)I(8A — 8)
‘A = T(2A)T2(2 — A)

(6.32)

35
202077
always divergent. Another notable feature is that e, is always zero for integer A =2,3,4,---.

For general A > 1, it is well defined except for A = -, where the coefficient ep is

Now we can also include the ¢, u channel, then the 1-loop correction for the generalized
d* theory is

- ()  ) H prs

(6.33)

35
35
For 2-loop corrections, the M matrix of the first diagram of figure 10 is proportional to

We conclude that the 1-loop correction is free from divergences for A > 1 and A #

the square of the one-loop correction

oo 1 74A)\3 oo 4 4A—4 4 4A—4 4 4A—4 ‘ B
crloomt (im Fa(2)c21o0m {(_H) +<Z(Z_1)> +(> (1) 212

(6.34)
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with
eQ—loop,l _ F(2 - QA)QF(A)4F(12A — 12)
A AT(2 — AT (282

(6.35)

The second diagram vanishes and the contribution of the third diagram is

_loo —1 —4A)\3 oo 4 AA—4 4 4A—4 4 4A—4 . -
Coay™° = _((BWLFA(z)eZAI p,3 { (_ z—l) + <Z(Z_1)> + <Z> (iy)12-128
(6.36)

with

2loops (4 —4A)T(2 — 2A)L(A)?T(3A — 2)°T(12A — 12)
E T2 — AT (2A) T(4A — 2) '

There is a subtlety in the calculation. The Feynman parameterization leads to an integral

(6.37)

1 1—
/ dm/ “ dy 23AFAT(] — g — )3T, 3-20—d/2 (6.38)
0 0

which is divergent for A > 1 and d = 4. We regularize this integral by restricting d to
the range 6 — 3A < d < 8 — 4A and then continue it to d = 4. The rest of Feynman
diagrams are trivial, since the 1PI bubbles on external legs evaluate zero. Therefore, the
nonvanishing two-loop graphs are simply those without 1PI subgraphs on external legs. Sum
up all Feynman diagrams contributing to 2-loop corrections and then we can derive the
2-loop correction for the generalized ®* theory:

oo _1)-4A)3 o 4\ 4A-4 4 404 g\ a0-d) B
0(24; p:_( (1)177)4 FA(Z)eZl p{(_z—1> +(z(z—1)> +<z> (ix)™ e

(6.39)
with
2lo0p _ I'(2—2A)T(A)’I(12A — 12) (T(4 —4A)L(3A —2)2  T'(2 — 2A)I(A)?
‘a = T(2 — A)IT(24) TAA—2) ar@A)
(6.40)

The conclusion is that the four-point Carrollian amplitude of the generalized ®* theory
is free from UV and IR divergences up to two-loop level. It seems that the generalized
®* theory is always finite and the 3 function vanishes, although this conjecture should be
checked at higher loops.

7 Conclusion and outlook

In this paper, we work out the details on the Carrollian amplitude in the framework of
bulk reduction. Based upon the correspondence between the asymptotic states and the
fundamental fields at future/past null infinity, we build the connection between scattering
amplitude and Carrollian amplitude. The Carrollian amplitude could be regarded as the
correlator with the operators inserted at Z*/Z~. We derive the Feynman rules to calculate
the Carrollian amplitude in Carrollian space. The Feynman rules include the boundary-to-
boundary propagator which connects the Z~ to Z* and the external line which links a bulk
field and a boundary field. We also need the standard Feynman rules in the bulk. In this
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representation, no Fourier transform is needed. Taking advantage of these preparations, we
delve into the four-point Carrollian amplitude for massless ®* theory. As a first step, we
make use of the Lorentz transformation to fix three operators to z = 0, 1, co. The resulting
amplitude only depends on the cross ratio of the celestial sphere as well as x, a linear
superposition of the inserting time which itself is fixed by translation invariance. Then we
compute the four-point Carrollian amplitude up to two loops. At the tree level, the Carrollian
amplitude is a linear function of Iy, whose coefficient is an analytic function of the cross
ratio z. Interestingly, the function Iy also appears in the two-point Carrollian amplitude,
although the argument is slightly different. Our results match with recent literature after a
suitable Lorentz transformation. At the one-loop level, the Carrollian amplitude is a quadratic
polynomial of Iy, whose coefficients are also functions of the cross ratio. The branch points of
the coefficients are related to the unitarity of the scattering amplitude. We find a discontinuity
for the Carrollian amplitude when crossing the branch cuts, similar to the Optical theorem of
the momentum space scattering amplitude. At the two-loop level, the Carrollian amplitude
is a cubic polynomial of Iy, whose coefficients are much more involved functions of the cross
ratio. However, the branch points are still located at 0,1, co. Note that what we calculated is
the renormalized Carrollian amplitude instead of the bare Carrollian amplitude. The coupling
constant in the expressions depends on the observational energy scale M. We have checked
the consistency of the renormalized Carrollian amplitude under renormalization group flow,
i.e., Callan-Symanzik equation of the Carrollian amplitude is satisfied. One should also notice
that the infrared divergences are avoided by carefully discarding the IR modes of one of the
boundary fields. Based on these results, it is natural to conjecture that the n-loop results for
the perturbative Carrollian amplitude is a polynomial of Iy with degree n + 1

n+1

CEZ;OOP = F(z) Z ajlg (7.1)
=0

where a; are functions of the cross ratio and free from UV divergences. They depend on
the renormalized coupling constant and the energy scale as well as the IR cutoff wg. There
are various open questions that deserve further study.

e We only compute the four-point Carrollian amplitude for massless scalar theory up to
2-loop level in this work. It is nice to extend it to higher loops and a resummation
of the perturbative corrections is also interesting. One can also extend the results to
higher point Carrollian amplitudes. The massless ®* theory suffers dynamical symmetry
breaking due to Coleman-Weinberg mechanism [53] where the effective potential receives
quantum corrections such that the vacuum expectation value of ® becomes nontrivial.
As a consequence, the massless scalar requires a nonvanishing mass. Still, the Carrollian
amplitude for massless ®* theory deserves study since all the method in this work can
be extended to nontrivial theories with nonvanishing helicities.

e Our results show that Carrollian amplitude is a natural quantity in Carrollian space
for massless theory, even at the loop level. All the nice properties in momentum space
scattering amplitude may reflect in Carrollian amplitude. In this work, the four-point
Carrollian amplitude only depends on two variables z and x as a consequence of Poincaré
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symmetry. The two variables factorize in the Carrollian amplitude. The Carrollian
amplitude, as a function of complex z, has branch cuts at the loop level, which reflects
the unitarity of the S matrix. On the other hand, as a function of x, it also has a branch
point or isolated singularity at xy = 0 which is a hyperplane in the parametric space of
the retarded time. In the program of S matrix bootstrap [54], the analytic properties,
such as poles and branch cuts are rather important to determine the complete S matrix.
In the Carrollian amplitude approach, the poles and branch cuts are transferred to the
analytic properties of the four-point amplitude, which is the function of two complex
variables. There may be a “Carrollian amplitude bootstrap” by imposing nice properties
on the Carrollian amplitude and determining it completely. This program deserves
further study in the future.

Feynman rule for Carrollian amplitude from boundary field theory. In our work, the
bulk theory is the well-known massless scalar theory and the boundary theory is found
by bulk reduction. Given a boundary theory without the knowledge of the bulk theory,
it would be fine to find out the corresponding Feynman rules to derive the Carrollian
amplitude. Based on this observation, we try to design the Feynman rules in a toy
model, i.e., generalized ®* theory to construct the Carrollian amplitude. The spectral
density in our toy model takes the form of the unparticle of scale dimension A whose
Lagrangian is unusual. Using Feynman rules instead of bulk scattering amplitudes, we
finally arrive at results of Carrollian amplitudes free from UV and IR divergences at
two loops, which suggests that the model may possess better UV and IR properties. If
we further relax the constraint on A, we notice that the propagator here may be related
to the higher derivative scalar field theories which may be traced back to [55]. Higher
derivative theories usually have better ultraviolet behavior than the familiar second
derivative theories. However, generally, they may suffer Ostrogradsky instability [56]
and in the quantum version, there would be ghosts with negative norms which make
the theory non-unitary [57]. There are also discussions on the higher derivative theories
motivated by AdS/CFT [58] and it is shown that the interacting theory may capture
the critical behaviour around the Wilson-Fisher fixed point [59]. Interestingly, it has
been shown that higher derivative theories can be free from negative modes in some
special cases [60]. It would be rather interesting to explore various aspects of these
theories in the context of Carrollian amplitude.

Carrollian diffeomorphism. In this work, we derive the Carrollian amplitude without
touching the Carrollian diffeomorphism, which is shown to transform the boundary
fields in a nontrivial way in a series of papers [24, 29-33]. For example, for a general
supertranslation which is generated by £, we have

5 (u, Q) = —f(u, Q)X (u, Q). (7.2)

In the language of boundary state |X(u, 2)), the infinitesimal transformation of the
boundary state would be

12 (u, Q) = [B(u, Q) — f(u, Q)2 (u, Q). (7.3)
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Figure 13. Variation of S matrix under infinitesimal Carrollian diffeomorphism. The asymptotic
states are denoted as |in) and |out). They are transformed to the states |ing) and |oute), respectively.

In terms of the flux operators ()¢ defined at the null boundary, the transformation may
be written as

|2 (u, Q) = [S(u, Q)) + Qe[ X (u, Q). (7.4)

This shows that the asymptotic state is transformed to another state which is physically
distinguishable and the Fock space of the incoming and outgoing states should be
organized by the Carrollian diffeomorphism. As a consequence, the S matrix

m4+n m
out H 3 (uks )| HE i, Q1)) (7.5)
should be transformed to
m—4+n m
out< H E'(uk,Qk H ’Uk,Qk (76)
k=m+1 k=1
m+n m m+n
= out{ H E(ug, )| H = (g, ) )in + out H (g, Q)| Qe H (vg, QD))
k=m-+1 k=1 k=m+1

The flux operator Q¢ is Qgr/ =) at Z+/~ and therefore the last term of the above
equation would be

m—+n m
seSm —n) = { [[ Sur, %WIQS — 5 T] =lv, F)) (7.7)
k=m+1 k=1

where the minus sign before Qé_) is from sign flip by the definition of the flux operator at
Z~. The notation 6¢S(m — n) is the transformation of m — n scattering matrix under
(infinitesimal) Carrollian diffeomorphism. The variation of S matrix under infinitesimal
Carrollian diffeomorphism is shown in figure 13. Usually, for a Poincaré transformation,
the S matrix should be invariant and the previous equation becomes zero, leading to
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the Ward identity. However, for a general Carrollian diffeomorphism, the equation (7.7)
is already nonvanishing at the classical level [32]

) _ o L[

— == xTH o, . 7.8
Q€ QE 2 Joulk E9uv (7.8)
When there is no anomaly, the above classical equation may be turned into the quantum

version [29]

1 m+n
deS(m —n) = - d*z oui( H (g, Q) [T 0¢ g | H (g, QN in. (7.9)
2 Joulk k=m-+1 k=1

Note that the flux operator is constructed from the hard part of the flux. For BMS
transformation, the right-hand side of (7.9) should be equal to the contribution from
one additional soft mode insertion, as has been found by [12]

m—+n
deS(m — n) = ou( H Y (ug, Q)| soft graviton | H (Vk, U ))in. (7.10)
k=m+1 k=1

For Carrollian diffeomorphism, the right-hand side may be modified to the insertion of
a graviton into the scattering amplitude which is induced by Carrollian diffeomorphism
(CD) in the bulk

m-+n
deS(m — n) = oue( H ¥ (ug, Q)| graviton induced by CD | H (Vg, Q). (7.11)
k=m+1 k=1

The equivalence between (7.9) and (7.11) should be checked in the context of flat
holography. The essential part of the right-hand side of (7.9) is the insertion of the
stress tensor in the Carrollian amplitude

m—+n m
out{ [ S(uw, Q)T (a H = (vg, Q) (7.12)
k=m+1 k=1

In the momentum space, the energy-momentum tensor matrix becomes

owt(Pms1 - Pran T* (@)|P1 - Pm)in (7.13)

and reduces to the gravitational form factors [61-63] in the 1 — 1 scattering process. It
would be very interesting to explore this issue in the future.
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A Doppler effect

We assume that the light is emitted by an inertial observer A. In the reference frame ¥4 of
the inertial observer, the light propagates in the direction of n and its frequency is wa = w.
Then in the frame ¥ 4 the four-momentum of the light is

' =w(l,n). (A1)

The light is detected by another observer B with constant velocity 8 with respect to A,
four-velocity of B in the frame X4 is

up=1(1,8), y=01-p)""% (A2)

Therefore, the frequency observed by B is
wp = —upp, =yw(l —B-n). (A.3)
There is a redshift for the frequency of the light which is exactly the I' defined in the context

“B—y(1-B-n)=T. (A4)
wA

B Split representation of the Feynman propagator

In this section, we will derive the split representation of the Feynman propagator (4.63). We
will prove it for ° > y°. The right-hand side of (4.63) is

r.hs. = Zi/dudQD*(u,Q;x)auD(u,Q;y)
1

7
= ——— [ dudQ . B.1
32%4/ “ (u+n-x+ie)(u+mn-y—ie)? (B.1)
The integrand has two poles in the complex u plane
Up = —N - T — i€, Uy=—Nn-Y+ i€ (B.2)

where u, locates in the lower plane and wu, locates in the upper plane. We may use residue
theorem to evaluate the integration. In the first method, we choose the contour C; in the
lower complex u plane and only the residue at v = wu, contributes

7 1
s = —27mi x [ ————) [ dQ Resy_s, , »
s m><< 327T4>/ Res (u+n-z+ie)(u+n-y—ie)?

1 1
- /dQ TRt (B.3)

We may also choose the contour Cy in the upper complex u plane and then we can pick

up the residue at u = wu,

1 1
hes. =27 - ds? u=u - -
s 7rz><< 32#4)/ Res Y(u4n-x+ie)(u+n-y—ie)?
1 1
1o [ 4@ —
o T P s

(B.4)
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C1

Figure 14. The integrand is singular at u = u, and u, in the complex u plane. We also show the
contours C; (the red curve) and Cs (the blue curve) to evaluate the integral.

The result matches with the one using the first method. The contour C; and Cy as well as
the poles u,u, are shown in figure 14. Now the integration becomes

1 1
rhs. =—— /dQ - 5
167 (=@ =y’ —ie) +n- (z—y))
1 1
= ——— [ sinydvyd
16773/ e ¢(—(x0—y0—ie)+|m—y[sin’y)2
1 1
= — . B.5
472 |z — y|? — (29 — y0 — i€)? (B-5)
Since 2° > 3%, the result can be rewritten as
1
r.hs. = = Gp(z,y). (B.6)

472 ((z — y)? + ie)

C The cross ratio and s, t,u channels
For brevity, we define

_ o4 1422 o4 2 oy
60'10'20'30'4—@( ZU1)6<Z(12’) O_2>®< 120_:))) (C].)

In the context, we find that ©__, is nonvanishing only for z > 1
O__+4y=06(z-1). (C.2)

In the following table 1, we find the range of z with nonvanishing ©4, ¢y¢55, for all permutations
of o1090304. It shows that the value of z should be in the range z > 1 for s channel, 0 < z < 1
for t channel and z < 0 for u channel.
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o1 | o2 | 03 | 04 2
— | =+ |+ | (1,00)
— — |+ || (0,1
- + | = | (=00,0)
+ | = | = | + | (~00,0)
— |+ | = (01
] -] | (oo

Table 1. The value of z with nonvanishing O, ¢,050,-

D Incomplete Gamma function and related integrals

In the context, we have defined the following integral

J(q, x;wo) :/o

which can be used to generate the following classes of integrals

® dw

1q e WX (w — w) (D.1)

 dw —iw . dr
In (X, wo) = /0 o log" we™"“XO(w — wpy) = ;g% Wj(q,x,wo). (D.2)

By inserting a —ie into y factor, the integral can be found as
J(g;x,wo) = (ix)T'(g, iwox) (D.3)
where x should be understood as y — ie. The incomplete Gamma function is defined as [64]
oo
T(q,) = / dt 19 Le . (D.4)
xX
It is the Gamma function for x = 0
[(g,z = 0) = T(q). (D.5)

The Digamma function is the derivative of the logarithmic of the Gamma function

v(a) = g 1ogT) = 2.

dq
The Digamma function is analytic on the complex plane except for the points ¢=0,-1,-2,-3,---

(D.6)

where the function is singular. The Digamma function satisfies the recurrence formula
1

Y(g+1)=1(q) + 7 (D.7)

The Euler constant g is related to the Digamma function by

¥(1) = —vE. (D.8)
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Therefore, we may use the relation (D.7) to find the exact value of ¥(n), n = 1,2,3,---.
The duplication formula for the Digamma function is

0(20) = 59(@) + 30 (a+ 3 ) +log2 (.9)

Setting ¢ = % and combining with (D.8), we find

1
It follows that
w(g) =2—vg —2log?2. (D.11)

The n-th derivative of the Digamma function is defined as
() = T i(y). (D.12)
dq™

In the IR region wy — 0 and near ¢ = 0, we may write the result (D.3) as

4, x.0) = T@) )~ 2+ Ofu). (D.13)

By taking the limit ¢ — 0, we find

lig 0 xoen) = lim 2 |00~ 2+ O(en) D14

which follows that
éi_l)% J(q, x,wo) = —Io, (D.15a)
%ig(l) dqu(q, X, wo) = 128 — Iplogwo + 7;;, (D.15Db)

lim d—zj(q X5 W ):—I—g+lglogw — Iy | log? w —|—7r—2 +1[7r210gw0+2w(2)(1)]
q—>0dq2 s Xy W0 3 0 0 0 0 6 6 )

(D.15c¢)
3

: I 1 2
(%13% d—qu(q,XMO) = ZO — I3 logwy + ISZ(WQ + 6log? wo) — Ip [logwg + 5 logwo + ¢ (1)

1 3t
+ 171'2 log? wo + ¢(2)(1) log wg + 87;)] (D.15d)

where we have defined
Iy = vg + log iwpx. (D.16)

The integrals J,(x,wp) are always finite for any n = 0,1,2,3,---

— 60 —



E Callan-Symanzik equation for two-point Carrollian amplitude

The Callan-Symanzik equation for two-point Carrollian amplitude is

0

aMC(Q) + ﬂ — 270(2) =0. (E.1)

Since C(2) has been fixed to (4.23) by Poincaré symmetry up to a normalization factor N,
the equation becomes a constraint for N

d
Ma—MN—i—B N —2yN = 0. (E.2)

Since v # 0, the normalization N should depend on the energy scale M and the coupling
constant A. Then it is evolved into the scale p through the solution of (E.2)

NG = expl2 [ %(W»]Nw (E3)

Now we will calculate the normalization factor N up to 2-loop. The relevant diagram is
the sunset diagram

2-loop (—iN)? o / dp, / dipy —i—i —i
ZJ\/lsunse - 7M
)= 6 (2m)d ) (2m)? p? p3 (p — p1 — p2)?
A2 _ d d d
—i—  M*T(3—-d)B(= —-1,- —1)B(= —1,d — 2)(p*)*3
ZGX(47T)d (3 —d) (2 9 ) (2 ’ )(p7)
22 of 1 p? 5
=ji—" [ == +log = —logd — = E.4
12 % (4n)r?f ( R Ve Ay (E4)

where the Beta function B(p,q) is defined as

I'(p)I'(q)
Llp+q)

The divergence 1/¢ is canceled by a counter diagram and then the 2-loop correction to

B(p,q) = (E.5)

the two-point amplitude is

A2 p? 5
. 2-loop — 2 1 —log4 — — | . E.
M) = i ama? (Og Mz % 4) (E-6)

The result is the same as the Problem 10.3 of [37]. It seems that the amplitude is 0 on
shell since the particle is massless and then the two-point Carrollian amplitude receives
no contribution at 2-loop level. However, we will work out the details to transform it to
the Carrollian amplitude

-100 1 2 e WUl — WU .
C’é; P = 5 / dwl/ dwge™ 122 (90454 (1 — po)ip?U(p?) (E.7)
8=y 0 0

where we have defined a function U(p?) through

Up?) = )\72 <log ]\;2 log4 — ) (E.8)
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which is divergent in the limit p? — 0. Note that we have flipped the sign of the incoming
momentum in the context and parameterized the momenta p; and po as

p1=winy, p2 = wans. (E.9)

The Dirac delta function is
(2m) 16 (p1 — pa) = (21)*6P) (p1 — P2)d(w1 — wo). (E.10)

The last term is divergent as d(w; —ws2) = §(0) on-shell since p; = py. However, we also notice
that p? = 0 and we will argue that the product (2m)*0 (p; — p2)p? could be replaced by

(2m)20™W (p1 — po)p? — comst. x wy(27)36%) (p1 — p2) (E.11)

in the integrand. The factor w; is fixed by dimensional analysis and the constant may be
fixed by comparing it with the tree-level two-point Carrollian amplitude which is a Fourier
transform of the two-point amplitude

2
Cls = (g ) [ o [ dwnetrmniomn ms @y - (i) (B2
The replacement rule (E.11) follows from comparing (E.12) with (4.1) and (4.2) in which
const. = —2i. Then the 2-loop correction has the same form as the tree level, except a O(A\?)
correction from U(p?). The logarithmic IR divergence of U(p?) may be cured by setting
p? to a spacelike momentum —p?. As will be shown, the IR divergence doesn’t affect the
discussion. We will not focus on it in this work. Therefore, we find the following correction
for the normalization factor N

N2—loop _ Ntree(l + U(_MQ))' (E.l?))
Note that
MO noon — g N e _ 2y N2V tree (E.14)
oM 12 x (47)4 '

and 8 = O(\?), the Callan-Symanzik equation (E.2) is satisfied.
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any medium, provided the original author(s) and source are credited.
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