
J
H
E
P
0
5
(
2
0
1
7
)
1
1
3

Published for SISSA by Springer

Received: April 5, 2017

Accepted: May 5, 2017

Published: May 19, 2017

Supersymmetry in open superstring field theory

Theodore Erler

Arnold Sommerfeld Center, Ludwig-Maximilians University,

Theresienstrasse 37, 80333 Munich, Germany

E-mail: tchovi@gmail.com

Abstract: We realize the 16 unbroken supersymmetries on a BPS D-brane as invariances

of the action of the corresponding open superstring field theory. We work in the small

Hilbert space approach, where a symmetry of the action translates into a symmetry of the

associated cyclic A∞ structure. We compute the supersymmetry algebra, being careful to

disentangle the components which produce a translation, a gauge transformation, and a

symmetry transformation which vanishes on-shell. Via the minimal model theorem, we

illustrate how supersymmetry of the action implies supersymmetry of the tree level open

string scattering amplitudes.

Keywords: String Field Theory, Superstrings and Heterotic Strings

ArXiv ePrint: 1610.03251

Open Access, c© The Authors.

Article funded by SCOAP3.
doi:10.1007/JHEP05(2017)113

mailto:tchovi@gmail.com
https://arxiv.org/abs/1610.03251
http://dx.doi.org/10.1007/JHEP05(2017)113


J
H
E
P
0
5
(
2
0
1
7
)
1
1
3

Contents

1 Introduction 1

2 Superstring field theory in the small Hilbert space 2

2.1 Action 3

2.2 Counting Ramond states 6

2.3 Dynamical products 9

3 Supersymmetry transformation 14

3.1 Supersymmetry in the free theory 15

3.2 Supersymmetry in the nonlinear theory 16

3.3 Supersymmetry products 18

3.4 Cyclic Ramond number decomposition 23

3.5 Proof of cyclicity 25

4 Supersymmetry algebra 29

4.1 Computation of trivial term in supersymmetry algebra 31

4.2 Cyclic Ramond number decomposition and cyclicity 33

5 Supersymmetry and the S-matrix 36

A Operator identities 41

A.1 Proof of (4.46) 43

A.2 Proof of (4.42) 45

1 Introduction

Following the recent constructions of open superstring field theory [1–3], an important

issue to understand is the realization of supersymmetry. Since the string field does not

match fermion and boson degrees of freedom off-shell, supersymmetry is not manifest. It

is described by a nonlinear transformation of the form

δsusyΨ = S1Ψ + S2(Ψ,Ψ) + S3(Ψ,Ψ,Ψ) + higher orders, (1.1)

where S1, S2, S3, . . . are a specific sequence of multi-string products. The goal of this paper

is to construct the products of the supersymmetry transformation using the zero mode of

the fermion vertex, ∮
|z|=1

dz

2πi
Θae

−φ/2(z), (1.2)

picture changing operators, and Witten’s associative string star product.
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We focus on the small Hilbert space formulation of open superstring field theory [2, 3],

since the supersymmetry transformation in this framework takes a fairly canonical form.

In the large Hilbert space formulation [1] there are ambiguities in the choice of super-

symmetry transformation related to the enlarged gauge symmetry of the theory, and we

postpone discussion to later work [4].1 Since classical open superstring field theory does

not contain gravity, supersymmetry can only be described as a global symmetry. Therefore

our analysis is somewhat different in spirit than other recent discussions of supersymmetry

in superstring perturbation theory [6, 7], which utilize the fact that closed superstring field

theory incorporates supersymmetry automatically as part of the the local gauge symmetry.

Finally, we should emphasize that we only consider unbroken supersymmetries. Describ-

ing broken supersymmetries is closely related to the issue of background independence in

string field theory, and should be important for understanding the appearance of D-brane

charges in the supersymmetry algebra. Further progress in this direction may be possible

following [8–10].

This paper is organized as follows. In section 2 we review the small Hilbert space

formulation of open superstring field theory [2, 3], mostly to simplify notation and to in-

troduce the concept of cyclic Ramond number which will be convenient for understanding

issues related to cyclicity. In section 3 we describe the construction of the supersymmetry

transformation and prove that it leaves the action invariant. In section 4 we compute the su-

persymmetry algebra, explicitly describing the gauge transformation and the on-shell trivial

symmetry which appear in addition to the momentum operator when computing the com-

mutator of supersymmetry transformations. Finally, in section 5 we use the minimal model

to illustrate how supersymmetry of the action implies supersymmetry of the S-matrix.

2 Superstring field theory in the small Hilbert space

In this section we review the small Hilbert space formulation open superstring field theory,

based on an action realizing a cyclic A∞ structure [2, 3]. This theory is based on the

RNS formulation of the superstring worldsheet, with a c = 15 matter superconformal field

theory tensored with and a c = −15 ghost boundary superconformal field theory b, c, β, γ.

The βγ ghosts will be bosonized to the ξ, η, eφ system [11]. The string field is an element of

the state space H of this boundary superconformal field theory. Generally, we consider H
to include both Neveu-Schwarz (NS) and Ramond (R) sector states, as well as states in the

small and the large Hilbert space. The small Hilbert space consists of states A satisfying

ηA = 0, where η is the zero mode of the eta ghost, and the large Hilbert space includes

states which do not satisfy ηA = 0. So that we can describe fermions and spacetime

ghosts, we assume that states in H can appear in linear combinations with commuting

or anticommuting coefficients. In this paper we are interested in supersymmetry, so we

require that all states in H are GSO(+) projected.

The following discussion assumes familiarity with the coalgebra representation of A∞
algebras, in particular as reviewed in [12]. In this formalism it is necessary to use a shifted

1Analysis of supersymmetry in the large Hilbert space will appear soon in independent work by H.

Kunitomo [5].
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even/odd grading on the open string state space called degree. The degree of a open string

field A, denoted deg(A), is defined to be its Grassmann parity plus one.

2.1 Action

The action can be expressed

S =
1

2
Ω(Ψ, QΨ) +

1

3
Ω(Ψ,M2(Ψ,Ψ)) +

1

4
Ω(Ψ,M3(Ψ,Ψ,Ψ)) + higher orders. (2.1)

There are three main ingredients: a dynamical string field Ψ, which includes an NS sector

component and a Ramond sector component; a symplectic form Ω, which maps two string

fields into a number; and multi-string products Mn+1, which multiply n+ 1 string fields to

produce a string field. The 1-string product M1 is equal to the BRST operator Q, and the

higher products are built from Witten’s open string star product with insertions of picture

changing operators. Importantly, the products satisfy the relations of a cyclic A∞ algebra,

where the notion of cyclicity is provided by the symplectic form Ω. As it happens, the

action is purely quadratic in the Ramond string field. Therefore products Mn+1 are taken

to vanish when multiplying three or more Ramond states.

Let us describe the ingredients of the action in more detail. The dynamical string field

Ψ has an NS component and an R component:

Ψ = ΨNS + ΨR. (2.2)

The NS dynamical field ΨNS is a degree even NS state in the small Hilbert space at ghost

number 1 and picture −1. The Ramond dynamical field ΨR is a degree even Ramond state

in the small Hilbert space at ghost number 1 and picture −1/2. In addition, the Ramond

string field satisfies the condition [1]

XYΨR = ΨR, (2.3)

where the operators X and Y are defined

X ≡ G0δ(β0) + b0δ
′(β0), (2.4)

Y ≡ −c0δ′(γ0). (2.5)

The operators satisfy

XYX = X, YXY = Y, [Q,X] = 0, (2.6)

and are BPZ even. Note that X is singular when acting on states annihilated by β0, and Y

is singular when acting on states annihilated by γ0. To avoid these singularities, we require

that X only acts on Ramond states in the small Hilbert space at picture −3/2, and that

Y only acts on Ramond states in the small Hilbert space at picture −1/2 [3]. To describe

the subspace of the dynamical string field more efficiently, it is useful to introduce the

restricted space:

Hrestricted ⊂ H. (2.7)

– 3 –
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The restricted space Hrestricted consists of NS states in the small Hilbert space at picture −1

and Ramond states in the small Hilbert space at picture −1/2 which satisfy the condition

XYA = A. The BRST operator preserves this subspace [1]:

Q : Hrestricted → Hrestricted. (2.8)

The dynamical string field Ψ is a degree even state in Hrestricted at ghost number 1.

The symplectic form Ω operates on a pair of states in the restricted space. Accordingly,

we will call Ω the restricted symplectic form. There are actually three symplectic forms

which play an important role:

Large Hilbert space symplectic form : ωL(A,B) A,B ∈ H,
Small Hilbert space symplectic form : ωS(A,B) A,B ∈ small Hilbert space,

Restricted symplectic form : Ω(A,B) A,B ∈ Hrestricted. (2.9)

All three symplectic forms are graded antisymmetric,

ω(A,B) = −(−1)deg(A)deg(B)ω(B,A), (2.10)

and nondegenerate on their respective domains [1]. Moreover, the BRST operator satisfies

ω(QA,B) + (−1)deg(A)ω(A,QB) = 0 (2.11)

in all three cases. Generally, an n-string product which satisfies

ω(bn(A1, . . . , An), An+1) + (−1)deg(bn)deg(A1)ω(A1, bn(A2, . . . , An+1)) = 0 (2.12)

is said to be cyclic with respect to the symplectic form ω. In particular, the BRST operator

is cyclic with respect to all three symplectic forms. The eta zero mode is cyclic with respect

to the large Hilbert space symplectic form, and Witten’s open string star product

m2(A,B) ≡ (−1)deg(A)A ∗B (2.13)

is cyclic with respect to the small and large Hilbert space symplectic forms. Sometimes it

will be useful to write the symplectic form as a “double bra” state 〈ω|, so that

〈ω|A⊗B = ω(A,B). (2.14)

In this notation, cyclicity of a product bn can be expressed

〈ω|(bn ⊗ I + I⊗ bn) = 0, (2.15)

where I is the identity operator on the state space. The notation can be further simplified

using in the coalgebra formalism as

〈ω|π2bn = 0, (2.16)

where π2 is the projector onto the 2-string component of the tensor algebra and bn is the

coderivation corresponding to bn. The symplectic forms ωL, ωS and Ω mentioned above

– 4 –
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are defined as follows. The large Hilbert space symplectic form is related to the BPZ inner

product in the large Hilbert space by a sign:

ωL(A,B) ≡ (−1)deg(A)〈A,B〉L. (2.17)

The small Hilbert space symplectic form is be defined by

ωS(a, b) ≡ ωL(A, b), (2.18)

where a, b are states in the small Hilbert space and ηA = a. Note that a product bn
which is cyclic with respect to the large Hilbert space symplectic form is also cyclic with

respect to the small Hilbert space symplectic form provided η acts as a derivation on bn,

i.e. [η,bn] = 0. Finally, the restricted symplectic form is defined by

Ω(a, b) ≡ ωS(G−1a, b), (2.19)

where a, b are states in Hrestricted and the operator G−1 is defined as

G−1 = I acting on NS states, (2.20)

G−1 = Y acting on R states. (2.21)

Therefore Ω is given by the small Hilbert space symplectic form together with an insertion

of Y between pairs of Ramond states.

Finally let us describe the multi-string products Mn+1. We will call these dynamical

products. The explicit construction will be reviewed in the following subsections, but here

we list the essential properties:

(M.a) The dynamical products form an A∞ algebra. In particular, Mn+1 is degree odd,

and if Mn+1 is the coderivation corresponding to Mn+1, the sum

M =

∞∑
n=0

Mn+1 (2.22)

is a nilpotent coderivation in the tensor algebra:2[
M,M

]
= 0. (2.23)

(M.b) The dynamical products carry the appropriate ghost number and picture so that

the equations of motion,

0 = QΨ +M2(Ψ,Ψ) +M3(Ψ,Ψ,Ψ) + higher orders, (2.24)

carry ghost number 2 and picture −1 in the NS sector, and ghost number 2 and

picture −1/2 in the Ramond sector.

2The commutator [, ] is graded with respect to degree.
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(M.c) The eta zero mode acts as a derivation of the dynamical products. Equivalently,[
η,M

]
= 0, (2.25)

where η is the coderivation corresponding to η. This implies that the dynamical

products multiply consistently inside the small Hilbert space.

(M.d) The dynamical products preserve the Ramond constraint XY = 1 when acting on

states in Hrestricted.

(M.e) The dynamical products are cyclic with respect to the restricted symplectic form:

〈Ω|π2M = 0 on THrestricted. (2.26)

We can summarize these conditions as requiring that the dynamical products Mn+1 define

a cyclic A∞ algebra on Hrestricted. In particular, conditions (M.b), (M.c) and (M.d) imply

that the restricted space is closed under multiplication with Mn+1. Note that conditions

(M.a), (M.b) and (M.c) are sufficient for constructing gauge invariant equations of motion,

as described in [13]. We additionally require conditions (M.d) and (M.e) to have a gauge

invariant action.

2.2 Counting Ramond states

To construct the dynamical products it is necessary to introduce some notation for keeping

track of the number of Ramond states that are multiplied with a product. We start by

considering the tensor algebra generated from the open string state space H:

TH = H⊗0 ⊕ H ⊕ H⊗2 ⊕ H⊗3 ⊕ . . . . (2.27)

We introduce a projection operator πm,

πm : TH → TH, πmπn = δmnπm, (2.28)

which projects onto the m-string subspace of the tensor algebra. We also consider a pro-

jection operator πr,

πr : TH → TH, πrπs = δrsπr, (2.29)

which selects multi-string states in the tensor algebra containing r Ramond factors (but an

undetermined number of NS factors). Multiplying πm and πr defines a projection operator

πrm ≡ πmπr = πrπm, (2.30)

which selects m-string states containing r Ramond factors. We introduce a coderivation 1

which satisfies

1πm = mπm. (2.31)

The eigenvalue of 1 counts the total number of states. We also introduce a coderivation R

which satisfies

Rπr = rπr. (2.32)

The eigenvalue of R counts the number of Ramond states.

– 6 –
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Consider an operator on the tensor algebra On+1 which has well defined eigenvalue

under commutation with 1: [
On+1,1

]
= nOn+1. (2.33)

The subscript n+ 1 denotes the integer eigenvalue n. The operator commutes through the

projector πm as

πmOn+1 = On+1πm+n, (2.34)

which means that On+1 removes n states from the tensor algebra. Next consider an

operator O|r which has well defined eigenvalue under commutation with R[
O|r,R

]
= rO|r. (2.35)

We refer to the integer eigenvalue r as the Ramond number of O|r. The Ramond number

of an operator on the tensor algebra will be indicated by a vertical slash followed by a

subscript. Such an operator commutes through the projector πr as

πsO|r = O|rπr+s, (2.36)

which means that O|r removes r Ramond states from the tensor algebra.

An important case is when the operators are coderivations. A coderivation bn+1 which

satisfies [
bn+1,1

]
= nbn+1, (2.37)

is characterized by a corresponding (n+ 1)-product bn+1:

π1bn+1 = bn+1πn+1. (2.38)

The coderivation property uniquely determines a coderivation bn+1 once the product bn+1

has been defined (see e.g. [12]). We may also consider a coderivation b|r which carries

definite Ramond number: [
b|r,R

]
= rb|r. (2.39)

Since R and 1 commute, we can have a coderivation bn+1|r which simultaneously has well

defined eigenvalue under commutation with 1 and R. Such a coderivation satisfies

πsmbn+1|r = bn+1|rπr+sm+n, (2.40)

and is uniquely defined by an (n+ 1)-string product, which we write bn+1|r. We say that

the product bn+1|r carries Ramond number r. A product of Ramond number r can be

nonzero only when the number of Ramond inputs minus the number of Ramond outputs

is equal to r. This means that bn+1|r must satisfy

bn+1|r
(
r Ramond states

)
= NS state,

bn+1|r
(
r + 1 Ramond states

)
= R state,

bn+1|r
(

otherwise
)

= 0. (2.41)
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A generic product bm can be written as a sum of products of definite Ramond number

bn+1 = bn+1|−1 + bn+1|0 + bn+1|1 + . . .+ bn+1|n+1. (2.42)

The Ramond number is bounded between −1 and m since bm can have at most m Ramond

inputs and 1 Ramond output. The BRST operator carries Ramond number zero

Q = Q|0. (2.43)

Note that Ramond number adds when composing products. Therefore Ramond number

defines a grading on the space of products and coderivations, which is of central importance

in obtaining a solution of A∞ relations.

However, the concept of Ramond number is less useful when it comes to questions of

cyclicity. To see why, let ω ◦ bn+1 denote the cyclic permutation of a product bn+1, defined

through the relation [12]

〈ωL|I⊗ bn+1 = −〈ωL|(ω ◦ bn+1)⊗ I. (2.44)

If bn+1|r carries Ramond number r, generally ω ◦ (bn+1|r) cannot have definite Ramond

number (except, in some cases, when the Ramond number is zero.). This means that prod-

ucts of definite Ramond number are not cyclic. Therefore it is useful to introduce a different

notion of Ramond number which is invariant under cyclic permutations of products. We

call this cyclic Ramond number. The product bn+1|r has cyclic Ramond number r if the

number of Ramond inputs plus the number of Ramond outputs is equal to r. Thus we have

bn+1|r
(
r Ramond states

)
= NS state,

bn+1|r
(
r − 1 Ramond states

)
= R state,

bn+1|r
(

otherwise
)

= 0. (2.45)

Cyclic Ramond number is denoted with a vertical slash followed by a superscript. It is

clear from this definition that ω ◦ (bn+1|r) has the same cyclic Ramond number as bn+1|r.
However, cyclic Ramond number does not add when composing products, and is less useful

for the analysis of A∞ relations.

We may consider products which simultaneously have definite Ramond number r and

cyclic Ramond number s. We write such products as bn+1|sr. A product bn+1|sr can only be

nonzero only if s = r or if s = r + 2. In these cases, we have

bn+1|rr
(
r Ramond states

)
= NS state,

bn+1|rr
(

otherwise
)

= 0, (2.46)

and

bn+1|r+2
r

(
r + 1 Ramond states

)
= R state,

bn+1|r+2
r

(
otherwise

)
= 0. (2.47)

– 8 –
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Sometimes it is useful to view the “vertical slash” as an operation which selects the com-

ponent of a product with the indicated Ramond number and/or cyclic Ramond number.

Thus if we are given a product bn+1, we can apply the operation |sr to arrive at the product

bn+1|sr. This operation may be defined in terms of the projection operators πrm:(
bn+1|rr

)
πn+1 ≡ π01

(
bn+1

)
πrn+1, (2.48)(

bn+1|r+2
r

)
πn+1 ≡ π11

(
bn+1

)
πr+1
n+1. (2.49)

We also define

|r ≡ |rr + |r+2
r , (2.50)

|r ≡ |rr−2 + |rr. (2.51)

The action of |sr on products naturally defines an action of |sr on coderivations. Note that

bn+1|sr does not always derive from operating |sr on a product bn+1 defined for generic

Ramond numbers. When this is the case, it should be clear from context.

2.3 Dynamical products

The dynamical products Mn+2 are built by taking compositions of Witten’s open string

star product with insertions of picture changing operators. The BRST operator, the eta

zero mode, and the star product define three mutually commuting A∞ structures:[
Q,Q

]
= 0,

[
η,η

]
= 0,

[
Q,η

]
= 0,[

Q,m2

]
= 0,

[
η,m2

]
= 0,

[
m2,m2

]
= 0. (2.52)

These relations say that Q and η are nilpotent and anticommute, are derivations of the

open string star product, and the open string star product is associative. We can expand

these relations further by taking components of definite Ramond number. The open string

star product has a component at Ramond number 0 and at Ramond number 2:

m2 = m2|0 +m2|2 (2.53)

Taking the Ramond number 0 and 2 components of (2.52) implies[
Q,m2|0

]
= 0,

[
Q,m2|2

]
= 0, (2.54)[

η,m2|0
]

= 0,
[
η,m2|2

]
= 0, (2.55)[

m2|0,m2|0
]

= 0,
[
m2|0,m2|2

]
= 0. (2.56)

The commutator
[
m2|2,m2|2

]
automatically vanishes since a 3-string product cannot carry

Ramond number 4.

The dynamical products have components at Ramond number zero and two:

Mn+2 = Mn+2|0 +mn+2|2. (2.57)

In particular, Mn+1 vanishes when multiplying four or more Ramond states. In fact, Mn+1

will also vanish when multiplying three Ramond states, so the action is quadratic in the
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Ramond string field. The product M1|0 is identified with the BRST operator Q, and the

product m2|2 is identified with the Ramond number 2 component of Witten’s open string

star product. To construct the dynamical products we introduce auxiliary multi-string

products:

bare products : mn+2|0 degree odd,

gauge products : µn+2|0 degree even. (2.58)

The bare 2-product m2|0 is the Ramond number zero component of Witten’s open string

star product. We promote mn+2|0 and µn+2|0 to coderivations mn+2|0 and µn+2|0, and

define generating functions

m|0(t) ≡
∞∑
n=0

tnmn+2|0, (2.59)

µ|0(t) ≡
∞∑
n=0

tnµn+2|0, (2.60)

satisfying the equations

d

dt
m|0(t) =

[
m|0(t),µ|0(t)

]
, (2.61)[

η,µ|0(t)
]

= m|0(t). (2.62)

Expanding in powers of t, this turns into a recursive system of equations determining the

higher order gauge products and bare products in terms of lower order ones:

mn+3|0 =
1

n+ 1

n∑
k=0

[
mk+2|0,µn−k+2|0

]
, (2.63)[

η,µn+2|0
]

= mn+2|0. (2.64)

The last equation should be solved to determine µn+2|0 in terms of mn+2|0. This requires a

choice of contracting homotopy for η, which determines a configuration of picture changing

insertions in the vertices. We will explain how to solve (2.64) in a moment. Once we have

solved (2.63) and (2.64), we construct the dynamical products as follows. Define generating

functions

M|0(t) ≡
∞∑
n=0

tnMn+1|0, (2.65)

m|2(t) ≡
∞∑
n=0

tnmn+2|2, (2.66)

satisfying the differential equations

d

dt
M|0(t) =

[
M|0(t),µ|0(t)

]
, (2.67)

d

dt
m|2(t) =

[
m|2(t),µ|0(t)

]
. (2.68)
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Expanding in powers of t, this turns into a recursive system of equations:

Mn+2|0 =
1

n+ 1

n∑
k=0

[
Mk+1|0,µn−k+2|0

]
, (2.69)

mn+3|2 =
1

n+ 1

n∑
k=0

[
mk+2|2,µn−k+2|0

]
. (2.70)

Solving this recursion gives the dynamical products as

M = M|0 + m|2. (2.71)

Here and in what follows all generating functions are evaluated at t = 1 when the depen-

dence on t is not explicitly indicated.

The construction so far gives dynamical products satisfying conditions (M.a), (M.b)

and (M.c) [13]. Implementing conditions (M.d) and (M.e), however, requires a specific

choice of contracting homotopy for η when defining the gauge products from (2.64). The

contracting homotopy chosen in [3] uses a picture changing insertion:3

Ξ : degree odd, ghost number − 1, picture 1, (2.72)

and we also define

X ≡ [Q,Ξ]. (2.73)

Ξ has the following properties:

1) Ξ is a contracting homotopy for η: [η,Ξ] = I.

2) Ξ is BPZ even: 〈ωL|Ξ⊗ I = 〈ωL|I⊗ Ξ.

3) Ξ and X are defined acting on generic states in H (unlike, in particular, the operator

X).

4) X = X when acting on a Ramond state at picture −3/2 in the small Hilbert space.

5) Ξ is nilpotent: Ξ2 = 0.4

The definition of Ξ is reviewed in appendix A. We then define the gauge products according

to [2, 3]

µn+2|00 ≡
1

n+ 3

(
Ξmn+2|00 +mn+2|00(Ξ⊗ I⊗n+1 + . . .+ I⊗n+1 ⊗ Ξ)

)
, (2.74)

µn+2|20 ≡ Ξmn+2|20. (2.75)

Note that µn+2|0 has components at cyclic Ramond number 0 and 2, and these components

must be chosen differently. This definition implies that the dynamical products satisfy [3]:

Mn+2|20 = Xmn+2|20, mn+2|42 = 0. (2.76)

3In [3] Ξ was denoted ξ̃.
4The relation Ξ2 = 0 is not needed for the dynamical products, but it will be needed for the supersym-

metry transformation.
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The first relation implies that the dynamical products are consistent with the constraint

XYA = A in the Ramond sector, as required by condition (M.d), and the second relation

implies that the dynamical products vanish when multiplying three or more string fields.

It is useful to express the dynamical products in components of definite cyclic Ramond

number. Using (2.76) we have

Mn+2 = Mn+2|0 +mn+2|2
= Mn+2|00 +Mn+2|20 +mn+2|22 +mn+2|42
= Mn+2|00 +Xmn+2|20 +mn+2|22. (2.77)

To further simplify, it is useful to combine mn+2|0 with mn+2|2 into a single product

mn+2 ≡ mn+2|0 +mn+2|2 (2.78)

and introduce the operator [14]

G ≡ I|0 +X|2, (2.79)

which acts as the identity on NS states and as X on Ramond states. Then (2.77) can be

expressed

Mn+2 = G(Mn+2|0 +mn+2|2). (2.80)

Therefore the dynamical products have a component at cyclic Ramond number 0 and a

component at cyclic Ramond number 2. Using coderivations we may write this as.5

M = Q + G((M−Q)|0 + m|2), (2.81)

where m ≡m|0+m|2. To appreciate the structure of (2.81), recall the restricted symplectic

form contains the operator G−1:
G−1 = I|0 + Y|2. (2.82)

We have the relation

GG−1 = I on Hrestricted, (2.83)

since XY acts as the identity on the restricted space. From this it is clear that the factor

of G in (2.81) is required to cancel the factor of G−1 in the restricted symplectic form.

Then cyclicity of Mn+2 translates to the statement that Mn+2|0 and mn+2|2 are cyclic with

respect to the small Hilbert space symplectic form.

It is useful to recall that the construction of M is equivalent to the construction of a

field redefinition which relates M to comparatively simple A∞ structure [12, 13]. This can

be understood by introducing the cohomomorphism

Ĝ ≡ P exp

[∫ 1

0
dsµ|0(s)

]
, (2.84)

5Given an operator O : H → H and a coderivation b defined by multi-string products bn, we use Ob to

denote the coderivation defined by the products Obn.
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where the path ordering is from left to right in sequence of increasing s. We also define

Ĝ(t) by replacing the upper limit of the integral in the path ordered exponential with t.

From this cohomomorphism the gauge products can be computed using

µ|0(t) = Ĝ(t)−1
d

dt
Ĝ(t). (2.85)

Moreover, any coderivation b(t) which satisfies the differential equation

d

dt
b(t) =

[
b(t),µ|0(t)

]
(2.86)

can be expressed

b(t) = Ĝ(t)−1b(0)Ĝ(t). (2.87)

This implies the formulas

M|0 = Ĝ−1QĜ, (2.88)

m|0 = Ĝ−1m2|0Ĝ, (2.89)

m|2 = Ĝ−1m2|2Ĝ, (2.90)

which, together with (2.62), imply [13, 15]

M = Ĝ−1(Q + m2|2)Ĝ, (2.91)

η = Ĝ−1(η−m2|0)Ĝ. (2.92)

Therefore, M can be derived by a similarity transformation from two comparatively simple

A∞ structures:

Q + m2|2, η−m2|0. (2.93)

Consider the field redefinition
1

1− ϕ
= π1Ĝ

1

1−Ψ
, (2.94)

where ϕ is a new dynamical string field and

1

1−A
≡ 1TH + A + A⊗A+A⊗A⊗A+ . . . (2.95)

denotes the group-like element of a degree even string field A. In [12], the transformation

from Ψ to ϕ was called an improper field redefinition, since it does not preserve the small

Hilbert space constraint on the string field. The equations of motion and small Hilbert

space constraint of Ψ

0 = M
1

1−Ψ
, (2.96)

0 = η
1

1−Ψ
, (2.97)
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transform into

0 = (Q + m2|2)
1

1− ϕ
, (2.98)

0 = (η−m2|0)
1

1− ϕ
. (2.99)

Projecting on to the 1-string component gives Chern-Simons-like equations [16]

(Q− η)ϕ+ ϕ ∗ ϕ = 0. (2.100)

The A∞ superstring field theory can be viewed as one approach to deriving these equations

from an action.

3 Supersymmetry transformation

We are now ready to discuss supersymmetry. We consider open superstring field theory

formulated on a maximally supersymmetric D-brane. The goal is to find a transformation

of the dynamical string field Ψ realizing all sixteen unbroken supersymmetries. The natural

place to start [11] is the zero-mode of the fermion vertex in the −1/2 picture:

s1 ≡
√

2

∮
|z|=1

dz

2πi
Θae

−φ/2(z)εa. (3.1)

Let us explain the notation. The index on s1 indicates that this operator is a 1-string prod-

uct. The
√

2 factor is included to obtain the canonical normalization of the supersymmetry

algebra. The operator Θa is the spin field:

Θa(z) ≡ exp

 4∑
j=0

ajHj

 (z), a = (a0, a1, a2, a3, a4), aj = ±1

2
, (3.2)

where the scalars Hi realize the bosonization of the worldsheet fermions ψµ through6

1√
2

(ψ0 + ψ1) = eiH0 ,
1√
2

(ψ2j + iψ2j+1) = eiHj j = 1, . . . , 4. (3.3)

The object εa is a supersymmetry parameter — a constant degree odd spinor. The repeated

spinor index a is summed. To keep notation simple we leave the dependence of s1 on the

supersymmetry parameter implicit. Since we make a GSO(+) projection in both NS and R

sectors, the supersymmetry parameter must have positive chirality. Therefore s1 may repre-

sent 16 independent supersymmetries. The massless fermions on the D-brane are described

by the vertex operator cΘae
−φ/2 multiplied by an anticommuting spinor field. Since this

should describe a degree even state,7 the operator Θae
−φ/2 must be degree odd for positive

chirality a. Therefore s1 is degree even, and carries ghost number 0 and picture −1/2.

6Our conventions for bosonization, spinors, and gamma matrices follows [17].
7Note that the degree of a vertex operator is opposite to the degree of the associated string field.

– 14 –



J
H
E
P
0
5
(
2
0
1
7
)
1
1
3

The operator s1 has the following algebraic properties:[
Q, s1

]
= 0,

[
η, s1

]
= 0,

[
s1,m2

]
= 0. (3.4)

In particular, s1 commutes with Q and η, and, since it is the zero mode of a weight one

primary, is a derivation of the open string star product. Also s1 is BPZ odd,

ωL(A, s1B) = −ωL(s1A,B), (3.5)

and is therefore cyclic with respect to the large Hilbert space (and small Hilbert space)

symplectic form.

3.1 Supersymmetry in the free theory

Let’s start by considering the supersymmetry transformation in the free theory:

Sfree =
1

2
Ω(Ψ, QΨ). (3.6)

We assume that the NS string field transforms as

δsusyΨNS = s1ΨR. (3.7)

The Ramond string field cannot transform as s1ΨNS, since this carries the wrong picture

and is inconsistent with the constraint XYA = A. These problems can be solved simulta-

neously by multiplying the transformation by X:

δsusyΨR = Xs1ΨNS. (3.8)

The pictures match up on both sides, and the constraint is satisfied due to XYX = X. We

can package NS and R supersymmetry transformations together in the form

δsusyΨ = S1Ψ, (3.9)

for the appropriately defined operator S1. The operator S1 can be decomposed into a piece

at Ramond number −1 and a piece at Ramond number 1:

S1 = Xs1|−1 + s1|1. (3.10)

It is convenient to replace X with X so that S1 is defined acting on arbitrary states in H.

We can equivalently express S1 as an operator of cyclic Ramond number 1:

S1 = Gs1|1, (3.11)

using G from (2.79). Here the superscript for cyclic Ramond number is redundant since

s1|1 = s1.

Let us demonstrate that this is a symmetry of the free action. This relies on two

properties:

[Q,S1
]

= 0, Ω(S1A,B) + Ω(A,S1B) = 0. (3.12)
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It is easy to see that S1 is BRST invariant because both X and s1 are BRST invariant.

The fact that S1 is cyclic with respect to Ω can be shown as follows:

〈Ω|(S1 ⊗ I + I⊗ S1) = 〈ωS |(G−1 ⊗ I)(Gs1 ⊗ I + I⊗ Gs1)
= 〈ωS |(s1 ⊗ GG−1 + GG−1 ⊗ s1)
= 〈ωS |(s1 ⊗ I + I⊗ s1)
= 0, (3.13)

where both sides are contracted with states in Hrestricted. In the second step we used the

BPZ even property of G and G−1, in the third step we used GG−1 = I when operating on

Hrestricted. Finally we used the fact that s1 is BPZ odd. Therefore we can compute the

variation of the action:

δsusySfree =
1

2
Ω(S1Ψ, QΨ) +

1

2
Ω(Ψ, QS1Ψ)

=
1

2
Ω(S1Ψ, QΨ) +

1

2
Ω(Ψ, S1QΨ)

= 0. (3.14)

The free action is supersymmetric.

3.2 Supersymmetry in the nonlinear theory

In the full string field theory, supersymmetry is realized as a nonlinear transformation of

the string field:

δsusyΨ = S1Ψ + S2(Ψ,Ψ) + S3(Ψ,Ψ,Ψ) + higher orders. (3.15)

The degree even products Sn+1 will be constructed so that this transformation leaves the

action invariant. We will call Sn+1 supersymmetry products. Invariance of the action

requires the following:

(S.a) The supersymmetry products define a symmetry of the A∞ algebra M of open

superstring field theory. Specifically, if Sn+1 is the coderivation corresponding to

Sn+1, the sum

S =
∞∑
n=0

Sn+1 (3.16)

commutes with M [
S,M

]
= 0. (3.17)

(S.b) The supersymmetry products carry the appropriate ghost and picture number so

that (3.15) preserves the ghost and picture number of Ψ.

(S.c) The supersymmetry products multiply consistently in the small Hilbert space. In

particular, we require [
η,S

]
= 0. (3.18)
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(S.d) The supersymmetry products preserve the Ramond constraint XY = 1 when acting

on states in Hrestricted.

(S.e) The supersymmetry products must be cyclic with respect to the restricted symplectic

form:

〈Ω|π2S = 0, on THrestricted. (3.19)

These conditions are closely analogous to those defining the dynamical products Mn+1.

Conditions (S.b), (S.c) and (S.d) imply that the restricted space is closed under multi-

plication with the supersymmetry products. Note that conditions (S.a), (S.b) and (S.c)

are sufficient to imply supersymmetry at the level of the equations of motion, as described

in [13]. We additionally require conditions (S.d) and (S.e) to have a supersymmetric action.

Now let us prove that conditions (S.a)-(S.e) imply a symmetry of the action. For this

purpose it is helpful to write the action in a form which is closely related to the WZW-

like formulation of open superstring field theory [18, 19]. We introduce a family of string

fields Ψ(t) ∈ Hrestricted, where t ∈ [0, 1] is an auxiliary parameter, and impose boundary

conditions

Ψ(0) = 0, Ψ(1) = Ψ, (3.20)

where at t = 1 we recover the dynamical string field Ψ. The action can be written

S =

∫ 1

0
dtΩ

(
Ψ̇(t), π1M

1

1−Ψ(t)

)
, (3.21)

where Ψ̇(t) = dΨ(t)/dt. The integration over t in (3.21) is actually the integral of a total

derivative, and if we perform the integral we recover the action as expressed in (2.1). In

particular, the action only depends on Ψ(t) at t = 1. The supersymmetry transforma-

tion (3.15) can be expressed as

δsusyΨ(t) = π1S
1

1−Ψ(t)
. (3.22)

Compute

δsusyS =

∫ 1

0
dtΩ

(
δsusyΨ̇(t), π1M

1

1−Ψ(t)

)
+

∫ 1

0
dtΩ

(
Ψ̇(t), π1M

1

1−Ψ(t)
⊗ δsusyΨ(t)⊗ 1

1−Ψ(t)

)
=

∫ 1

0
dtΩ

(
π1S

1

1−Ψ(t)
⊗ Ψ̇(t)⊗ 1

1−Ψ(t)
, π1M

1

1−Ψ(t)

)
+

∫ 1

0
dtΩ

(
Ψ̇(t), π1M

1

1−Ψ(t)
⊗
(
π1S

1

1−Ψ(t)

)
⊗ 1

1−Ψ(t)

)
. (3.23)

Note that in computing this we are already assuming conditions (S.b), (S.c) and (S.d), since

the supersymmetry variation must be well defined in Hrestricted. Recall that a coderivation

D acts on a group-like element 1
1−A as

D
1

1−A
=

1

1−A
⊗
(
π1D

1

1−A

)
⊗ 1

1−A
. (3.24)
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Then the second term in (3.23) can be simplified to∫ 1

0
dtΩ

(
Ψ̇(t), π1MS

1

1−Ψ(t)

)
. (3.25)

Moreover, if a coderivation D is cyclic with respect to ω, we have the relation

ω

(
π1D

1

1−A
⊗B1 ⊗

1

1−A
⊗ . . .⊗ 1

1−A
⊗Bn+1 ⊗

1

1−A
,Bn+2

)
(3.26)

= −(−1)deg(D)deg(B1)ω

(
B1, π1D

1

1−A
⊗B2 ⊗

1

1−A
⊗ . . .⊗ 1

1−A
⊗Bn+2 ⊗

1

1−A

)
.

Noting 〈ω|π2D = 0, this can be derived from

〈ω|π2D
1

1−A
⊗B1 ⊗

1

1−A
⊗ . . .⊗ 1

1−A
⊗Bn+2 ⊗

1

1−A
= 0, (3.27)

upon expressing the projector π2 in the form

π2 =
4

(π1 ⊗′ π1),4 (3.28)

where
4

is the product and 4 is the coproduct on the tensor algebra [12]. Since condition

(S.e) implies that S is cyclic with respect to Ω, we can simplify the first term in (3.23):∫ 1

0
dtΩ

(
π1S

1

1−Ψ(t)
⊗ Ψ̇(t)⊗ 1

1−Ψ(t)
, π1M

1

1−Ψ(t)

)
= −

∫ 1

0
dtΩ

(
Ψ̇(t), π1S

1

1−Ψ(t)
⊗
(
π1M

1

1−Ψ(t)

)
⊗ 1

1−Ψ(t)

)
= −

∫ 1

0
dtΩ

(
Ψ̇(t), π1SM

1

1−Ψ(t)

)
. (3.29)

Taking (3.25) and (3.29) together, the variation of the action simplifies to

δsusyS =

∫ 1

0
dtΩ

(
Ψ̇(t), π1(−SM + MS)

1

1−Ψ(t)

)
= −

∫ 1

0
dtΩ

(
Ψ̇(t), π1[S,M]

1

1−Ψ(t)

)
, (3.30)

which vanishes by condition (S.a). Therefore conditions (S.a)-(S.e) are sufficient to imply

a symmetry of the action.

3.3 Supersymmetry products

Now we describe the construction of the supersymmetry transformation. For the time

being we will only be interested in implementing conditions (S.a), (S.b) and (S.c), which

effectively means that we are constructing a supersymmetry transformation at the level of

the equations of motion. In particular, we will not require that the Ramond field satisfies

the constraint XYA = A, and we will not assume that the dynamical products Mn+1 satisfy

(M.d) and (M.e). Later we will account for these conditions and specify the supersymmetry

transformation satisfying all conditions (S.a)-(S.e).
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The supersymmetry product S1 has components at Ramond number −1 and 1:

S1 = S1|−1 + s1|1. (3.31)

Both components are degree even and carry ghost number 0, while S1|−1 carries picture

+1/2 and s1|1 carries picture −1/2. As in subsection 3.1, we assume that s1|1 is the

Ramond number 1 component of s1. Earlier we chose S1|−1 = Xs1|−1, but here we would

like to give a more general definition. We postulate that S1|−1 can be expressed in the form

S1|−1 =
[
Q,σ1|−1

]
, (3.32)

where σ1|−1 is a degree odd operator of ghost number −1 and picture +1/2. The operator

σ1|−1 is the first example of what we will call a gauge supersymmetry product. We further

assume that σ1|−1 satisfies [
η,σ1|−1

]
= s1|−1, (3.33)

where s1|−1 is the Ramond number −1 component of s1. The operator s1|−1 is the first

example of what we will call a bare supersymmetry product. It is clear that S1|−1 will carry

one more unit of picture than s1|−1, which is to say that S1|−1 carries picture +1/2. We

also have the identities [
Q,S1|−1

]
= 0,

[
η,S1|−1

]
= 0. (3.34)

The first follows from (3.32) by construction, and the second follows from (3.32) and (3.33)

after noting that s1 is BRST invariant. Therefore, we have a definition S1 satisfying con-

ditions (S.a), (S.b) and (S.c), which for the moment is our primary concern. Satisfying

conditions (S.d) and (S.e) requires a particular choice of contracting homotopy for η when

defining the gauge supersymmetry product from (3.33). To reproduce the formula of sub-

section 3.1, we must choose

σ1|−1 = Ξs1|−1. (3.35)

In this case S1 is consistent with all conditions (S.a)-(S.e).

Next consider the supersymmetry product S2. Condition (S.a) implies it should satisfy[
Q,S2

]
+
[
M2,S1

]
= 0. (3.36)

It is consistent to assume S2 has nonvanishing components at Ramond number −1 and 1:

S2 = S2|−1 + S2|1. (3.37)

Both components are degree even and carry ghost number −1, while S2|−1 carries picture

+3/2 and S2|1 carries picture +1/2. We can split (3.36) into components of definite

Ramond number: [
Q,S2|−1

]
+
[
M2|0,S1|−1

]
= 0, (3.38)[

Q,S2|1
]

+
[
m2|2,S1|−1

]
+
[
M2|0, s1|1

]
= 0. (3.39)

The strategy is to solve for S2|−1 and S2|1 by pulling a factor of
[
Q, ·

]
out of these equations.

Noting

M2|0 =
[
Q,µ2|0

]
, S1|−1 =

[
Q,σ1|−1

]
, (3.40)
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we can rewrite (3.38) and (3.39) as[
Q,
(
S2|−1 −

[
M2|0,σ1|−1

])]
= 0, (3.41)[

Q,
(
S2|1 −

[
m2|2,σ1|−1

]
−
[
s1|1,µ2|0

])]
= 0. (3.42)

The objects in the commutator with Q must vanish up Q-exact terms. These terms should

be chosen to ensure that S2 is well defined in the small Hilbert space. In this way we find

S2|−1 =
[
Q,σ2|−1

]
+
[
M2|0,σ1|−1

]
, (3.43)

S2|1 =
[
m2|2,σ1|−1

]
+
[
s1|1,µ2|0

]
. (3.44)

In the first equation we added a Q-exact term defined by a new gauge supersymmetry

product, which we write σ2|−1. In the second equation a Q-exact term is not necessary,

since S2|1 is already in the small Hilbert space:[
η,S2|1

]
= −

[
m2|2, s1|−1

]
+
[
s1|1,m2|0

]
=
[
s1,m2

]
|1 = 0. (3.45)

Let us introduce a bare supersymmetry product s2|−1 satisfying[
η,σ2|−1

]
= s2|−1. (3.46)

Requiring [
η,S2|−1

]
= 0 (3.47)

implies

0 = −
[
Q, s2|−1

]
−
[
M2|0, s1|−1

]
= −

[
Q,
(
s2|−1 −

[
s1|−1,µ2|0

])]
. (3.48)

Therefore the bare supersymmetry product s2|−1 can be defined

s2|−1 =
[
s1|−1,µ2|0

]
, (3.49)

up to a Q-exact term. However, such a term is not necessary since this definition already

implies that s2|−1 is in the small Hilbert space:[
η, s2|−1

]
=
[
s1|−1,m2|0

]
=
[
s1,m2

]
|−1 = 0. (3.50)

Now that we have the bare supersymmetry product s2|−1, we may define the gauge super-

symmetry product σ2|−1 with a choice of contracting homotopy for η. This then determines

S2 consistent with conditions (S.a), (S.b) and (S.c).

Let us describe the construction to all orders. We introduce an infinite sequence of

bare supersymmetry products and gauge supersymmetry products:

bare supersymmetry products sn+1|−1 : degree even,

gauge supersymmetry products σn+1|−1 : degree odd. (3.51)
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We have already described these products when n = 0 and n = 1. At higher order, they

can be described by generating functions

s|−1(t) =

∞∑
n=0

tnsn+1|−1, (3.52)

σ|−1(t) =

∞∑
n=0

tnσn+1|−1, (3.53)

satisfying the equations

d

dt
s|−1(t) =

[
s|−1(t),µ|0(t)

]
, (3.54)[

η,σ|−1(t)
]

= s|−1(t). (3.55)

Expanding in powers of t gives a recursive definition of these products:

sn+2|−1 =
1

n+ 1

n∑
k=0

[
sk+1|−1,µn−k+2|0

]
, (3.56)

[
η,σn+1|−1

]
= sn+1|−1. (3.57)

The last equation can be solved with a choice of contracting homotopy for η. The choice

does not matter for implementing conditions (S.a), (S.b) and (S.c), but it does matter for

conditions (S.d) and (S.e). We will return to this later. With these ingredients we can

write the coderivation representing the supersymmetry transformation:

S = [M,σ|−1] + s|1. (3.58)

Here we introduce a coderivation s|1, which represents the t = 1 value of the generating

function

s|1(t) =
∞∑
n=0

tnsn+1|1, (3.59)

for a sequence of degree even products sn+1|1. The product s1|1 is the Ramond number 1

component of s1. The generating function s|1(t) is postulated to satisfy

d

dt
s|1(t) =

[
s|1(t),µ|0(t)

]
. (3.60)

Expanding in powers of t gives a recursive formula for sn+1|1:

sn+2|1 =
1

n+ 1

n∑
k=0

[
sk+1|1,µn−k+2|0

]
. (3.61)

This gives a construction of the supersymmetry transformation satisfying conditions (S.a),

(S.b), and (S.c).
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It is not difficult to verify that S carries the right ghost and picture numbers, so

condition (S.b) is satisfied. To verify (S.a) and (S.c), it is useful to express s|1 and s|−1 in

the form

s|1 = Ĝ−1s1|1Ĝ, (3.62)

s|−1 = Ĝ−1s1|−1Ĝ, (3.63)

using Ĝ from (2.84). To check (S.a) we compute[
M,S

]
=
[
M, s|1

]
, (3.64)

where the first term in S drops out by
[
M,M

]
= 0. Plugging in (2.91) and (3.62), we may

reexpress this [
M,S

]
= Ĝ−1

[
Q + m2|2, s1|1

]
Ĝ. (3.65)

s1|1 commutes with Q and
[
m2|2, s1|1

]
vanishes by Ramond number counting. Therefore

condition (S.a) is satisfied. To check (S.c) we compute[
η,S

]
= −

[
M, s|−1

]
+
[
η, s|1

]
, (3.66)

where we used
[
η,M

]
= 0 and

[
η,σ|−1

]
= s|−1. Plugging in (3.62), (3.63) and (2.92) this

becomes [
η,S

]
= Ĝ−1

(
−
[
Q + m2|2, s1|−1

]
+
[
η−m2|0, s1|1

])
Ĝ. (3.67)

The commutators with Q and η drop out since s1 is BRST invariant and in the small

Hilbert space. This leaves [
η,S

]
= −Ĝ−1

[
m2, s1

]
|1Ĝ, (3.68)

which vanishes since s1 is a derivation of the star product. This proves condition (S.c).

Let us explain the relation between the supersymmetry transformation constructed

here and the one given in [13]. The supersymmetry transformation of [13] is characterized

by a specific choice of gauge supersymmetry products:

σ|−1 = Ĝ−1σ1|−1Ĝ, (3.69)

where σ1|−1 is assumed to be the Ramond number −1 component of the operator

σ1 ≡
√

2

∮
|z|=1

dz

2πi
ξΘae

−φ/2(z)εa. (3.70)

This is a special case of the supersymmetry transformation we have been describing. To

see this, we must verify

[η,σ|−1] = s|−1, (3.71)

so that (3.69) and (3.70) represents a choice of contracting homotopy for η in the solution

of (3.55). Compute [
η,σ|−1

]
= Ĝ−1

[
η−m2|0,σ1|−1

]
Ĝ. (3.72)
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The operator σ1 in (3.70) is a derivation of the star product, and moreover [η, σ1] = s1.

Thus we can simplify: [
η,σ|−1

]
= Ĝ−1s1|−1Ĝ = s|−1, (3.73)

which agrees with (3.57). An attractive feature of this supersymmetry transformation

is that it corresponds a polynomial transformation of the field ϕ in the Chern-Simons-

like equations (2.100). Moreover, the transformation of ϕ requires no picture changing

insertions which break conformal invariance, which is convenient for the analysis of analytic

solutions. However, the supersymmetry transformation of [13] is not a symmetry of the

action since it does not implement conditions (S.d) and (S.e).

3.4 Cyclic Ramond number decomposition

To realize supersymmetry in the action we must make a specific choice of gauge supersym-

metry products. Assuming that the dynamical products Mn+1 are given as in section 2,

we claim the proper choice is

σm+1|−1 = Ξsm+1|−1. (3.74)

In this subsection our task is to use this form of σm+1|−1 to express the supersymmetry

products in components of definite cyclic Ramond number. In this process we will see that

condition (S.d) is satisfied. The proof of cyclicity of the supersymmetry products in the

next subsection will then proceed by demonstrating cyclicity of the cyclic Ramond number

components.

Assuming the gauge products µn+2|0 are defined as in section 2, the cohomomorphism

Ĝ−1 takes a special form when it produces one Ramond output [3]:

π11Ĝ
−1 = π11

(
ITH − Ξm2|0

)
. (3.75)

From this it follows that the gauge supersymmetry products also take a special form with

one Ramond output:

π11σ|−1 = π11Ξs|−1
= Ξπ11Ĝ

−1s1|−1Ĝ
= π11Ξs1|−1Ĝ. (3.76)

In the final step we used Ξ2 = 0. Similar computations show that [3]

π11m|0 = π11m2|0Ĝ, (3.77)

π11M|0 = π11

(
Q + Xm|0

)
, (3.78)

π11m|2 = 0. (3.79)

The last two relations reexpress (2.76).

We now use these formulas to compute the cyclic Ramond number decomposition of

S. Since Sn+1 has components at Ramond number −1 and 1, potentially it can have

components at cyclic Ramond number 1 and 3:

Sn+1 = Sn+1|1 + Sn+1|3. (3.80)
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First consider the cyclic Ramond number 3 component. We know that Sn+1|33 vanishes

since Sn+1 does not carry Ramond number 3. Cyclicity should then imply that Sn+1|31 also

vanishes. However, this fact is nontrivial. We can compute Sn+1|31 using (2.49):

Sn+1|31πn+1 = π11Sπ
2
n+1. (3.81)

Plugging in (3.58) gives

Sn+1|31πn+1 = π11

(
[M,σ|−1] + s|1

)
π2n+1

= π11

(
[m|2,σ|−1] + s|1

)
π2n+1

= π11

(
σ|−1m|2 + s|1

)
π2n+2, (3.82)

where we used (3.79) to drop one term from the commutator. Next we plug in (3.76) for

σ|−1 and expand s|1 using (3.75) to find

Sn+1|31πn+1 = π11

(
Ξs1|−1Ĝm|2 + s1|1Ĝ− Ξm2|0s1|1Ĝ

)
π2n+1. (3.83)

The first term can be further simplified using m|2 = Ĝ−1m2|2Ĝ. The second term drops

out since s1|1 produces only an NS output. Therefore

Sn+1|31πn+1 = Ξπ11

(
s1|−1m2|2 −m2|0s1|1

)
Ĝπ2n+1

= Ξπ11

([
s1|−1,m2|2

]
+
[
s1|1,m2|0

])
Ĝπ2n+1

= Ξπ11[s1,m2]
∣∣
1
Ĝπ2n+1

= 0. (3.84)

In the second step substituted commutators since m2|2 and s1|1 only produce NS outputs.

Finally we used that s1 is a derivation of the star product. Therefore the cyclic Ramond

number 3 component vanishes.

By process of elimination, this means that the supersymmetry products only carry

cyclic Ramond number 1. In particular, there can only be one Ramond state in the input

and output of the supersymmetry transformation. When the supersymmetry products

produce an NS state, they take the form

Sn+1|11πn+1 = π01Sπ
1
n+1

= π01

(
[M,σ|−1] + s|1

)
π1n+1

= π01

(
[m|2,σ|−1] + s|1

)
π1n+1, (3.85)

and when they produce a Ramond state,

Sn+1|1−1πn+1 = π11Sπ
0
n+1

= π11

(
[M,σ|−1] + s|1

)
π0n+1

= π11
[
M|0,σ|−1

]
π0n+1. (3.86)
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Using (3.78) and (3.76) this can be further expressed

Sn+1|1−1πn+1 = π11

(
(Q +Xm|0)σ|−1 + σ|−1M|0

)
π0n+1

= π11

(
QΞs1|−1Ĝ +Xm|0σ|−1 + Ξs1|−1QĜ

)
π0n+1

= X π11

(
s1|−1Ĝ + m|0σ|−1

)
π0n+1 − Ξπ11[Q, s1|−1]Ĝπn+1. (3.87)

The last term drops out since Q and s1 commute. Now use (3.75) to insert a factor of Ĝ−1

in front of s1|−1 in the first term:

Sn+1|1−1πn+1 = X π11

(
Ĝ−1s1|−1Ĝ + Ξm2|0s1|−1Ĝ + m|0σ|−1

)
π0n+1

= X π11

(
s|−1 + Ξm2|0s1|−1Ĝ + m|0σ|−1

)
π0n+1. (3.88)

In the second term we can switch the order of s1|−1 and m2|0 since s1 is a derivation of

the star product. Inserting a factor of ĜĜ−1 then gives

Sn+1|1−1πn+1 = X π11

(
s|−1 + Ξs1|−1ĜĜ−1m2|0Ĝ + m|0σ|−1

)
π0n+1

= X π11

(
s|−1 + σ|−1m|0 + m|0σ|−1

)
π0n+1

= X π11

(
s|−1 +

[
m|0,σ|−1

])
π0n+1. (3.89)

Taking the NS and R outputs together, we therefore have

Sn+1πn+1 = (Sn+1|1−1 + Sn+1|11)π1
= X π11

([
σ|−1,m|0

]
+ s|−1

)
π0n+1 + π01

(
[m|2,σ|−1] + s|1

)
π1n+1. (3.90)

It is natural to combine s|−1 and s|1 into a single object:

s ≡ s|−1 + s|1 = Ĝ−1s1Ĝ. (3.91)

The supersymmetry products can then be expressed

S = G
(

[m,σ|−1] + s
)∣∣∣1. (3.92)

Note that the Ramond output is proportional to X, and is therefore consistent with the

condition XY = 1 on the Ramond string field. Therefore the supersymmetry products

realize condition (S.d).

3.5 Proof of cyclicity

We are now ready to prove cyclicity:

〈Ω|π2S = 0 on Hrestricted. (3.93)

From (3.92) we see that the factor of G−1 in the restricted symplectic form cancels a factor

of G in the supersymmetry products. Therefore cyclicity is equivalent to

〈ωS |π2
(

[m,σ|−1] + s
)∣∣∣1 = 0 on Hrestricted. (3.94)
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The argument goes more easily if at intermediate steps we allow ourselves to contract with

states in the large Hilbert space. Therefore we will prove the stronger relation

〈ωL|π2
(

[m,σ|−1] + s
)∣∣∣1 = 0, (3.95)

which holds contracted with arbitrary states in H. The restriction to cyclic Ramond

number 1 can be implemented by operating with the projector π1:

〈ωL|π2
(

[m,σ|−1] + s
)
π1 = 0. (3.96)

Next we separate s and m into components of definite Ramond number, and commute the

projector π1 through to operate on π2. This produces

〈ωL|π02
(
s|1 +

[
m|2,σ|−1

])
+ 〈ωL|π22

(
s|−1 +

[
m|0,σ|−1

])
= 0. (3.97)

Our task is to show that the two terms cancel.

Let us start with the first term. Since σ|−1 necessarily produces a Ramond output, one

piece of the commutator vanishes against π02, which only accepts NS inputs. Also, it follows

from the construction of the NS open superstring field theory [20] that the cohomomorphism

Ĝ−1 is cyclic when it produces only NS outputs [3]. In particular this means

〈ωL|π02Ĝ−1 = 〈ωL|π02. (3.98)

Therefore the first term in (3.97) simplifies to

〈ωL|π02
(
s1|1Ĝ + m2|2Ĝσ|−1

)
, (3.99)

where we substituted s|1 = Ĝ−1s1|1Ĝ and m|2 = Ĝ−1m2|2Ĝ.

Evaluating the second term in (3.97) requires more work. We represent the projector

π22 in terms of the product and coproduct [3, 12]

π22 =
4

(π11 ⊗′ π11)4, (3.100)

and act the coproduct to the right. This gives

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|

4
[(
π11s|−1

)
⊗′ π11 + π11 ⊗′

(
π11s|−1

)
(3.101)

+
(
π11
[
m|0,σ|−1

])
⊗′ π11 + π11 ⊗′

(
π11
[
m|0,σ|−1

])]
4.

We can evaluate the action of π11 on the above coderivations using (3.75)–(3.79):

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|

4
[(
π11(s1|−1 − Ξm2|0s1|−1)Ĝ

)
⊗′ π11 (3.102)

+π11 ⊗′
(
π11(s1|−1 − Ξm2|0s1|−1)Ĝ

)
+
(
π11m2|0Ĝσ|−1

)
⊗′ π11 + π11 ⊗′

(
π11m2|0Ĝσ|−1

)
+
(
π11Ξs1|−1m2|0Ĝ

)
⊗′ π11 + π11 ⊗′

(
π11Ξs1|−1m2|0Ĝ

)]
4.
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Note that the last two terms cancel against the first two terms using

[
s1|−1,m2|0

]
= [s1,m2]|−1 = 0, (3.103)

so this simplifies to

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|

4
[(
π11s1|−1Ĝ

)
⊗′ π11 + π11 ⊗′

(
π11s1|−1Ĝ

)
(3.104)

+
(
π11m2|0Ĝσ|−1

)
⊗′π11+π11⊗′

(
π11m2|0Ĝσ|−1

)]
4.

We expand further by writing

π11 = π11Ĝ
−1Ĝ = π11Ĝ− π11Ξm2|0Ĝ, (3.105)

so that

〈ωL|π22
(
s|−1+

[
m|0,σ|−1

])
=〈ωL|

4
[(
π11s1|−1Ĝ)⊗′

(
π11Ĝ

)
−
(
π11s1|−1Ĝ)⊗′

(
π11Ξm2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11s1|−1Ĝ)−

(
π11Ξm2|0Ĝ

)
⊗′
(
π11s1|−1Ĝ

)
+
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ĝ

)
−
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ξm2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11m2|0Ĝσ|−1

)
−
(
π11Ξm2|0Ĝ

)
⊗′
(
π11m2|0Ĝσ|−1

)]
4. (3.106)

Using the BPZ even property of Ξ we can write the second term

〈ωL|
4
[
−
(
π11s1|−1Ĝ)⊗′

(
π11Ξm2|0Ĝ

)]
4=〈ωL|

4
[
−
(
π11Ξs1|−1Ĝ)⊗′

(
π11m2|0Ĝ

)]
4

=〈ωL|
4
[
−
(
π11σ|−1)⊗′

(
π11m2|0Ĝ

)]
4. (3.107)

The same manipulation applies to the fourth term in opposite order. Therefore

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|

4
[(
π11s1|−1Ĝ)⊗′

(
π11Ĝ

)
−
(
π11σ|−1)⊗′

(
π11m2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11s1|−1Ĝ) +

(
π11m2|0Ĝ

)
⊗′
(
π11σ|−1

)
+
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ĝ

)
−
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ξm2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11m2|0Ĝσ|−1

)
−
(
π11Ξm2|0Ĝ

)
⊗′
(
π11m2|0Ĝσ|−1

)]
4. (3.108)
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Using the BPZ even property of Ξ we can write the sixth term

〈ωL|
4
[
−
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ξm2|0Ĝ

)]
4

= 〈ωL|
4
[
−
(
π11Ξm2|0Ĝσ|−1

)
⊗′
(
π11m2|0Ĝ

)]
4

= 〈ωL|
4
[(
π11(Ĝ−1 − ITH)Ĝσ|−1

)
⊗′
(
π11m2|0Ĝ

)]
4

= 〈ωL|
4
[(
π11σ|−1

)
⊗′
(
π11m2|0Ĝ

)
−
(
π11Ĝσ|−1

)
⊗′
(
π11m2|0Ĝ

)]
4. (3.109)

The same manipulation applies to the eighth term in opposite order. Thus we find

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|

4
[(
π11s1|−1Ĝ)⊗′

(
π11Ĝ

)
−
(
π11σ|−1)⊗′

(
π11m2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11s1|−1Ĝ) +

(
π11m2|0Ĝ

)
⊗′
(
π11σ|−1

)
+
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ĝ

)
+
(
π11σ|−1

)
⊗′
(
π11m2|0Ĝ

)
−
(
π11Ĝσ|−1

)
⊗′
(
π11m2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11m2|0Ĝσ|−1

)
−
(
π11m2|0Ĝ

)
⊗′
(
π11σ|−1

)
+
(
π11m2|0Ĝ

)
⊗′
(
π11Ĝσ|−1

)]
4. (3.110)

There is some cancellation:

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|

4
[(
π11s1|−1Ĝ)⊗′

(
π11Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11s1|−1Ĝ)

+
(
π11m2|0Ĝσ|−1

)
⊗′
(
π11Ĝ

)
−
(
π11Ĝσ|−1

)
⊗′
(
π11m2|0Ĝ

)
+
(
π11Ĝ

)
⊗′
(
π11m2|0Ĝσ|−1

)
+
(
π11m2|0Ĝ

)
⊗′
(
π11Ĝσ|−1

)]
4. (3.111)

The structure of these terms is such that we can pull the coproduct back to the left towards

the product and replace again with π22. This leaves

〈ωL|π22
(
s|−1 +

[
m|0,σ|−1

])
= 〈ωL|π22

(
s1|−1Ĝ + m2|0Ĝσ|−1

)
. (3.112)

Adding the first and second terms in (3.97) then gives

〈ωL|π2
(
s+[m,σ|−1]

)
π1= 〈ωL|π02

(
s1|1Ĝ + m2|2Ĝσ|−1

)
+ 〈ωL|π22

(
s1|−1Ĝ + m2|0Ĝσ|−1

)
= 〈ωL|π2

(
s1|1Ĝ+m2|2Ĝσ|−1

)
π1+〈ωL|π2

(
s1|−1Ĝ+m2|0Ĝσ|−1

)
π1

= 〈ωL|π2
(
s1Ĝ + m2Ĝσ|−1

)
π1

= 0, (3.113)

which vanishes since both s1 and m2 are cyclic with respect to the large Hilbert space

symplectic form. This completes the proof of cyclicity. Therefore the supersymmetry

products satisfy all conditions (S.a)-(S.e) required to define a symmetry of the action.
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4 Supersymmetry algebra

Now that we have the supersymmetry transformation, it is interesting to investigate the

form of the supersymmetry algebra. On general grounds we expect the supersymmetry

algebra to appear as

[δ′susy, δsusy]Ψ = −2P1Ψ + trivial terms, (4.1)

where P1 is the momentum operator

P1 ≡ εa(CΓµ)abε
′
b

∮
|z|=1

dz

2πi
i∂Xµ(z), (4.2)

and εa and ε′a are the parameters defining the supersymmetry transformations δsusy and

δ′susy, respectively. We will use a prime to denote objects defined with the primed param-

eter ε′a. The supersymmetry algebra may in addition contain a gauge transformation or

symmetry transformation which vanishes on-shell. These transformations act trivially on

physical observables.

It is clear that the commutator of supersymmetry transformations will be a nonlinear

function of the string field. The momentum operator only acts on one string field, so the

remaining nonlinear terms must be a combination of gauge transformations and symmetries

which vanish on-shell. For a generic supersymmetric field theory, determining the explicit

form of these transformations may be difficult. In our case, with some motivation from the

deformation theory of A∞ algebras, we can anticipate that they will take a fairly specific

form. Consider a deformation of an A∞ algebra M → M + δM with infinitesimal δM.

The deformation produces a new A∞ algebra if δM satisfies

[M, δM] = 0. (4.3)

Since M is a nilpotent object, this condition defines a cohomology, called the Hochschild

cohomology. A trivial element of the Hochschild cohomology takes the form

δM = [M,Λ]. (4.4)

These are precisely the deformations of M which can be implemented by a field redefini-

tion.8 Analogously, we may consider deformations of a symmetry V of an A∞ algebra.

Since a symmetry satisfies [M,V] = 0, a deformation V → V + δV will continue to be a

symmetry if

[M, δV] = 0. (4.5)

Note that the ghost number of δV is decreased by 1 relative to δM. A trivial deformation

of the symmetry should be represented by a trivial element of the cohomology:

δV = [M,T]. (4.6)

With this understanding, it is natural to expect that the commutator of supersymmetry

transformations may not exactly produce the momentum operator, but a symmetry which

8Following [21], it is expected that nontrivial elements of the Hochschild cohomology should correspond

to closed string states.
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is equivalent to the momentum operator in the cohomology of [M, ·]. Expressed in terms

of coderivations, this means that the supersymmetry algebra will take the form[
S,S′

]
= −2P1 +

[
M,T

]
, (4.7)

for some degree odd coderivation T. To understand what this implies, compute

[δ′susy, δsusy]Ψ = π1
[
S,S′

] 1

1−Ψ

= π1(−2P1 +
[
M,T

]
)

1

1−Ψ

= −2P1Ψ +

(
π1M

1

1−Ψ
⊗
(
π1T

1

1−Ψ

)
⊗ 1

1−Ψ

)
+

(
π1T

1

1−Ψ
⊗
(
π1M

1

1−Ψ

)
⊗ 1

1−Ψ

)
. (4.8)

The second term above represents an infinitesimal gauge transformation of Ψ with a gauge

parameter

π1T
1

1−Ψ
. (4.9)

The third term vanishes assuming the equations of motion

π1M
1

1−Ψ
= 0, (4.10)

and therefore represents a symmetry which vanishes on-shell.

Therefore our main task is to compute T. For the above interpretation of the super-

symmetry algebra to be consistent, we must require the following properties:

(T.a) T must satisfy (4.7).

(T.b) The products of T must carry the appropriate ghost and picture number so that (4.9)

is an allowed gauge transformation of the dynamical string field.

(T.c) The products of T multiply consistently in the small Hilbert space. In particular,

we require [
η,T

]
= 0. (4.11)

(T.d) The products of T preserve the Ramond constraint XY = 1 when acting on states

in Hrestricted.

(T.e) T must be cyclic with respect to the restricted symplectic form:

〈Ω|π2T = 0, on THrestricted. (4.12)

Conditions (T.b), (T.c) and (T.d) imply that the restricted space is closed under multipli-

cation with the products of T, so that in particular (4.9) is a well-defined gauge transfor-

mation. Condition (T.e) is required so that [M,T] is a cyclic coderivation, and therefore

generates a symmetry of the action.
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4.1 Computation of trivial term in supersymmetry algebra

As a first step we will give a definition of T satisfying conditions (T.a), (T.b) and (T.c),

leaving conditions (T.d) and (T.e) for the next subsection. We temporarily ignore the

constraint on the Ramond string field and the conditions (M.d)-(M.e) and (S.d)-(S.e) for

the dynamical and supersymmetry products.

It is useful to introduce the operators

$1 ≡ −
1√
2
εa(CΓµ)abε

′
b

∮
|z|=1

dz

2πi
ψµξe

−φ(z), (4.13)

p1 ≡
1√
2
εa(CΓµ)abε

′
b

∮
|z|=1

dz

2πi
ψµe

−φ(z). (4.14)

$1 is degree odd, ghost number −1 and picture 0, and p1 is degree even, ghost number 0,

and picture −1. We can think of $1 as a “momentum gauge product” and p1 a “momentum

bare product.” We have the relations

[Q,P1] = 0, [Q,$1] = P1, [Q,p1] = 0, (4.15)

[η,P1] = 0, [η,$1] = p1, [η,p1] = 0, (4.16)

and

[m2,P1] = 0, [m2,p1] = 0, [m2,$1] = 0, (4.17)

〈ωL|π2P1 = 0, 〈ωL|π2p1 = 0, 〈ωL|π2$1 = 0. (4.18)

which follow from the fact that P1, $1 and p1 are zero modes of weight 1 primaries. The

operator p1 appears in the “supersymmetry algebra” generated by s1:

[s1, s
′
1] = −2p1. (4.19)

This is not quite a supersymmetry algebra since p1 is not the standard momentum operator.

To find T we start by using (3.58) to compute the commutator[
S,S′

]
=

[
M,

([
s|1,σ|′−1

]
+
[
σ|−1, s|′1

]
+
[
σ|−1,

[
σ|′−1,m|2

]])]
. (4.20)

This is almost has the structure of (4.7), but the momentum operator is missing. We

therefore add and subtract 2P1[
S,S′

]
= −2P1 + 2P1 +

[
M,

([
s|1,σ|′−1

]
+
[
σ|−1, s|′1

]
+
[
σ|−1,

[
σ|′−1,m|2

]])]
, (4.21)

and attempt to absorb 2P1 into the commutator with M. This can be achieved as follows.

Since the gauge products are independent of the the position coordinate, we have the

identity

2P1 = Ĝ−1(2P1)Ĝ, (4.22)

which we can further write as

2P1 = Ĝ−1
[
Q, 2$1

]
Ĝ. (4.23)
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Moreover, since $1 is a derivation of the star product we have

2P1 = Ĝ−1
[
Q + m2|2, 2$1

]
Ĝ. (4.24)

Absorbing the factors of Ĝ into the commutator gives

2P1 =
[
M, 2$

]
, (4.25)

where

$ ≡ Ĝ−1$1Ĝ. (4.26)

In this way we can absorb 2P1 into the commutator with M, giving

[
S,S′

]
= −2P1 +

[
M,

(
2$ +

[
s|1,σ|′−1

]
+
[
σ|−1, s|′1

]
+
[
σ|−1,

[
σ|′−1,m|2

]])]
. (4.27)

From this we can read off T:

T = 2$ +
[
s|1,σ|′−1

]
+
[
σ|−1, s|′1

]
+
[
σ|−1,

[
σ|′−1,m|2

]]
. (4.28)

In principle we could add an [M, ·]-exact term, but we will show that this is not necessary.

Note that T carries Ramond number zero.

Now we must confirm that T is in the small Hilbert space. For this we need the

identities [
η, s|1

]
= Ĝ−1

[
η−m2|0, s1|1

]
Ĝ = Ĝ−1

[
s1|1,m2|0

]
=
[
s|1,m|0

]
, (4.29)[

η,$
]

= Ĝ−1[η−m2|0,$1]Ĝ = Ĝ−1p1Ĝ

≡ p, (4.30)[
η,σ|−1

]
= s|−1. (4.31)

Thus we find[
η,T

]
=2p +

[
s|1, s|′−1

]
+
[
s|−1, s|′1

]
(4.32)

+
[[

s|1,m|0
]
,σ|′−1

]
−
[
σ|−1,

[
s|′1,m|0

]
]+
[
s|−1,

[
σ|′−1,m|2

]]
−
[
σ|−1,

[
s|′−1,m|2

]]
.

The first three terms cancel as follows:

2p +
[
s|1, s|′−1

]
+
[
s|−1, s|′1

]
= Ĝ−1

(
2p1 +

[
s1|1, s1|′−1

]
+
[
s|−1, s|′1

])
Ĝ

= Ĝ−1
(

2p1 +
[
s1, s

′
1

])
Ĝ

= 0, (4.33)

where we used (4.19). For the remaining terms, note that[
s|−1,σ|−1

]
= 0, (4.34)
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since products cannot carry Ramond number −2. Therefore we can rearrange

[η,T] =
[[

s|1,m|0
]
,σ|′−1

]
−
[
σ|−1,

[
s|′1,m|0

]
] +
[
σ|′−1,

[
s|−1,m|2

]]
−
[
σ|−1,

[
s|′−1,m|2

]]
=

[
σ|′−1,

([
s|1,m|0

]
+
[
s|−1,m|2

])]
−
[
σ|−1,

([
s|′1,m|0

]
+
[
s|′−1,m|2

])]
. (4.35)

Consider the object in parentheses in the first term:

[
s|1,m|0

]
+
[
s|−1,m|2

]
= Ĝ−1

([
s1|1,m2|0

]
+
[
s1|−1,m2|2

])
Ĝ

= Ĝ−1
[
s1,m2

]∣∣
1
Ĝ

= 0, (4.36)

which vanishes because s1 is a derivation of the star product. The object in parentheses in

the second term vanishes for the same reason after interchanging εa and ε′a. Therefore we

have found T satisfying conditions (T.a)-(T.c).

4.2 Cyclic Ramond number decomposition and cyclicity

We now demonstrate that T satisfies conditions (T.d) and (T.e) provided the dynamical

products and supersymmetry products satisfy (M.d)-(M.e) and (S.d)-(S.e).

The first step is to compute the cyclic Ramond number decomposition of T. Since T

carries Ramond number zero, it can have components at cyclic Ramond number zero and

two:

T = T|0 + T|2. (4.37)

At first we might anticipate that T|2 will vanish, since it must vanish when operating on

two Ramond states (since T has Ramond number 0) and by cyclicity it should then vanish

when operating on one. The exception to this reasoning is if T|2 is composed entirely of

a 1-string product, which of course cannot be cyclically permuted to a product with two

Ramond inputs. Let us see how this occurs. We compute T|2 using

π1T|2πn+1 = π11Tπ
1
n+1 (4.38)

= π11

(
2$ + s|1σ|′−1 − σ|′−1s|1 − s|′1σ|−1 + σ|−1s|′1

+σ|−1σ|′−1m|2 − σ|′−1m|2σ|−1 + σ|′−1m|2σ|−1 + m|2σ|′−1σ|−1
)
π1n+1,

where in the second step we substituted (4.28) and expanded the commutators. Now we

substitute the formulas (3.75), (3.76) and (3.79) for the Ramond outputs of Ĝ−1, σ|−1 and
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m|2:

π1T|2πn+1=π11

[(
2$1Ĝ−2Ξm2|0$1Ĝ

)
+
(
s1|1Ĝσ|′−1−Ξm2|0s1|1Ĝσ|′−1

)
+
(
− Ξs′1|−1s1|1Ĝ

)
+
(
− s′1|1Ĝσ|−1

)
+
(
Ξm2|0s′1|1Ĝσ|−1+Ξs1|−1s′1|1Ĝ

)
+
(
Ξs1|−1Ĝσ|′−1m|2

)
+
(
− Ξs′1|−1m2|2Ĝσ|−1

)
+
(

Ξs1|−1m2|2Ĝσ′|−1
)]
π1n+1

= π11

(
2$1Ĝ−2Ξm2|0$1Ĝ−Ξm2|0s1|1Ĝσ|′−1+Ξm2|0s′1|1Ĝσ|−1−Ξs′1|−1s1|1Ĝ

+Ξs1|−1s′1|1Ĝ− Ξs′1|−1m2|2Ĝσ|−1 + Ξs1|−1m2|2Ĝσ′|−1
)
π1n+1. (4.39)

The terms in parentheses in the first step correspond sequentially to the terms in (4.38).

In the second step we dropped some terms which vanish by Ramond number counting.

Continuing, we can insert commutators in some terms as follows:

π1T|2πn+1 = π11

(
2$1Ĝ + 2Ξ$1m2|0Ĝ− Ξ

[
m2|0, s1|1

]
Ĝσ|′−1

−Ξ
[
s′1|−1, s1|1

]
Ĝ + Ξ

[
m2|0, s′1|1

]
Ĝσ|−1

+Ξ
[
s1|−1, s′1|1

]
Ĝ− Ξ

[
s′1|−1,m2|2

]
Ĝσ|−1 + Ξ

[
s1|−1,m2|2

]
Ĝσ′|−1

)
π1n+1

= π11

(
2$1Ĝ + 2Ξ$1m2|0Ĝ− Ξ[m2, s1]|1Ĝσ|′−1

+Ξ[m2, s
′
1]|1Ĝσ|−1 + Ξ[s1, s

′
1]Ĝ

)
π1n+1. (4.40)

Using (4.19) and the fact that s1 is a derivation of the star product, we find

π1T|2πn+1 = π11

(
2$1Ĝ + 2Ξ$1m2|0Ĝ− 2Ξp1Ĝ

)
π1n+1. (4.41)

To go further we will need to know something about how $1 commutes with Ξ. In ap-

pendix A we show

Ξ$1Ξ = 0. (4.42)

Taking the commutator with η implies the identity

[Ξ, $1] = Ξp1Ξ. (4.43)

Applying this to (4.41) gives

π1T|2πn+1 = π11

(
2$1Ĝ− 2$1Ξm2|0Ĝ + 2Ξp1Ξm2|0Ĝ− 2Ξp1Ĝ

)
π1n+1

= π11

(
2$1(1− Ξm2|0)Ĝ− 2Ξp1(1− Ξm2|0)Ĝ

)
π1n+1

= π11

(
2$1Ĝ

−1Ĝ− 2Ξp1Ĝ
−1Ĝ

)
π1n+1. (4.44)

Canceling the Ĝs we find

T|2 = 2($1 − Ξp1)|2. (4.45)

– 34 –



J
H
E
P
0
5
(
2
0
1
7
)
1
1
3

As anticipated, T|2 is composed entirely of a 1-string product. However, it is not obvious

that this operator preserves the constraint on the Ramond string field in the restricted

space. To address this question it is sufficient to consider the action of $1 − Ξp1 on X. In

appendix A we will prove the identity

($1 − Ξp1)X =
1√
2
ψ0b0δ(β0), (4.46)

where ψ0 is the zero mode of the worldsheet fermion

ψ0 = εa(CΓµ)abε
′
b

∮
|z|=1

dz

2πi

ψµ(z)√
z
, (4.47)

and show that the operator (4.46) is preserved when acting XY. Therefore T preserves the

constraint on the Ramond string field, as required by condition (T.d). In appendix A we

will also show that the operator (4.46) is BPZ odd, which will be important in a moment.

We now turn to the proof of cyclicity. First we will consider the cyclic Ramond number

zero component of T:

〈Ω|π2T|0 = 〈ωS |π02T on Hrestricted. (4.48)

As in subsection 3.4, the argument goes more easily if we allow ourselves to contract with

states in the large Hilbert space in intermediate steps. Therefore we will demonstrate the

stronger relation

〈ωL|π02T = 0, (4.49)

which holds for arbitrary states in H. The computation is straightforward:

〈ωL|π02T = 〈ωL|π02
(

2$ +
[
s|1,σ|′−1

]
+
[
σ|−1, s|′1

]
+
[
σ|−1,

[
σ|′−1,m|2

]])
= 〈ωL|π02

(
2$ + s|1σ|′−1 − s|′1σ|−1 −m|2σ|′−1σ|−1

)
= 〈ωL|π02

(
2$ + sσ|′−1 − s′σ|−1 −mσ|′−1σ|−1

)
= 〈ωL|π02

(
2$1Ĝ + s1Ĝσ|′−1 − s′1Ĝσ|−1 −m2Ĝσ|′−1σ|−1

)
= 0. (4.50)

In the second step we noted that σ|−1 necessarily produces a Ramond output, and therefore

vanishes against π02. For the same reason, in the third step we drop the Ramond number

restriction on s and m. In the fourth step, we used that Ĝ is cyclic when it produces

only NS outputs, and finally we obtain zero since $1, s1 and m2 are cyclic with respect to

the large Hilbert space symplectic form. Next we consider cyclicity of the cyclic Ramond

number 2 component of T. For Ramond states A and B in the restricted space we have

Ω
(
A, ($1 − Ξp1)B

)
= ωS

(
YA, ($1 − Ξp1)XYB

)
=

1√
2
ωS

(
YA,ψ0b0δ(β0)YB

)
= −(−1)deg(A)

1√
2
ωS

(
ψ0b0δ(β0)YA,YB

)
. (4.51)
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In the last step we used the fact that ψ0b0δ(β0) is BPZ odd. Continuing

Ω
(
A, ($1 − Ξp1)B

)
= −(−1)deg(A)ωS

(
($1 − Ξp1)XYA,YB

)
= −(−1)deg(A)ωS

(
($1 − Ξp1)A,YB

)
= −(−1)deg(A)Ω

(
($1 − Ξp1)A,B). (4.52)

This completes the proof of cyclicity of T. In summary, we have shown that the supersym-

metry algebra can be expressed through (4.7), with an explicit T satisfying all required

properties (T.a)-(T.e).

5 Supersymmetry and the S-matrix

It is interesting to illustrate how the supersymmetry transformation of string field theory

is related to the usual on-shell supersymmetry which operates on open string scattering

amplitudes. In string field theory we can derive the S-matrix in the standard way by gauge

fixing and deriving Feynman rules. However, the theory of A∞ algebras gives an elegant

but equivalent alternative via what is known as the minimal model. The minimal model is

defined by a map (an A∞-quasi-isomorphism) which takes the A∞ algebra M into an A∞
algebra Mmin which operates on states satisfying the mass shell condition. The multi-string

products of Mmin represent multi-string scattering amplitudes.

Let us review the definition of the minimal model. Since the construction is in prin-

ciple well-known [22–24], we will mostly content ourselves with providing the formulas.

See especially [24] for recent discussion in the context of superstring field theory, which

motivates the construction from the perspective of homological perturbation theory. The

first step is to define a subspace of physical states Hp where we wish to define the minimal

model. We require that the subspace contains all elements of the cohomology of Q,

H∗(Q) ⊆ Hp ⊆ Hrestricted, (5.1)

and is closed under the action of the BRST operator. In the mathematics literature, it is

usually assumed that Hp = H∗(Q), but this does not quite give the S-matrix as usually

expressed by Feynman rules. We define a projection operator Π which maps Hrestricted into

Hp:
Π : Hrestricted → Hp, Π2 = Π. (5.2)

Since Hp is closed under the action of Q, we have

[Q,Π] = 0. (5.3)

Note that I−Π projects onto a complimentary subspace where Q contains no cohomology.

Therefore Q has a contracting homotopy operator Q+ on this subspace:

[Q,Q+] = I−Π. (5.4)
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Q+ is degree odd, ghost number −1 and picture zero. In addition, we assume that Q+

satisfies

(Q+)2 = 0, (5.5)

Q+Π = ΠQ+ = 0. (5.6)

For string field theory amplitudes computed in Siegel gauge, the physical subspace Hp
consists of states satisfying the mass shell condition L0 = 0. The projector onto this

subspace may be formally represented as

Π = e−∞L0 . (5.7)

The contracting homotopy operator Q+ is precisely the Siegel gauge propagator:

Q+ =
b0
L0

= b0

∫ ∞
0

dt e−tL0 . (5.8)

It is clear that the Siegel gauge propagator satisfies (5.4) and (5.5), whereas we assume

that (5.6) holds in a formal sense.

Next we promote Π and Q+ to natural operations on the tensor algebra. We lift Π to

a cohomomorphism Π̂ which acts on an n-string state simply as

Π̂πn = Π⊗ . . .⊗Π︸ ︷︷ ︸
n times

πn. (5.9)

Clearly Π̂2 = Π̂, and

Π̂ : THrestricted → THp. (5.10)

Also, [Q, Π̂] = 0. The contracting homotopy Q+ is lifted into an operator Q+:

Q+πn+1 =

n∑
k=0

I⊗ . . .⊗ I︸ ︷︷ ︸
k times

⊗Q+ ⊗Π⊗ . . .⊗Π︸ ︷︷ ︸
n−k times

πn+1. (5.11)

Note that Q+ is not quite a coderivation because inputs to the right of Q+ above are

projected by Π. Nevertheless the coproduct acts in a simple way:

4Q+ =
(
ITH ⊗′ Q+ + Q+ ⊗′ Π̂

)
4. (5.12)

The rationale for the definition of Q+ is the property

[Q,Q+] = ITH − Π̂, (5.13)

which can be viewed as a tensor algebra analogue of (5.4). We also have

(Q+)2 = 0, Q+Π̂ = Π̂Q+ = 0, (5.14)

corresponding to (5.5) and (5.6).
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The minimal model for an A∞ algebra M can be expressed in the form

Mmin = P̂MÎ, (5.15)

where the cohomomorphisms P̂ and Î are called projection and inclusion maps, respectively.

The projection map P̂ takes an element of THrestricted into an appropriate element of

THp, while the inclusion map Î takes an element of THp into an appropriate element of

THrestricted. They are given by the formulas

P̂ = Π̂
1

1 + δMQ+
, (5.16)

Î =
1

1 + Q+δM
Π̂, (5.17)

where δM is the interacting part of the A∞ algebra M:

δM ≡M−Q. (5.18)

It is also useful to introduce a nonlinear generalization of Q+:

M+ = Q+ 1

1 + δMQ+
. (5.19)

With some computation one can establish the following properties:

P̂Î = Π̂, ÎP̂ = ITH − [M,M+], (5.20)

(P̂Î)2 = P̂Î, (̂IP̂)2 = ÎP̂, (5.21)

4P̂ = (P̂⊗′ P̂)4, 4Î = (̂I⊗′ Î)4. (5.22)

which imply

[Mmin,Mmin] = 0, (5.23)

4Mmin = (Mmin ⊗′ Π̂ + Π̂⊗′Mmin)4. (5.24)

In particular Mmin is nilpotent, and the second relation implies that it acts as a coderivation

on THp. Therefore the products of Mmin define an A∞ algebra on the subspace of physical

states.

The n + 1 string product of Mmin defines the color-ordered n + 2 string scattering

amplitude:

A(Φ1, . . . ,Φn+2) = Ω(Φ1,Mmin,n+1(Φ1, . . . ,Φn+2)), Φi ∈ Hp. (5.25)

To see that this identification is plausible, note that after substituting the formulas for P̂

and Î we may express (5.15) in the form

Mmin = Π̂

(
Q + δM

1

1 + Q+δM

)
Π̂. (5.26)
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From this we can compute (for example) the 4-point amplitude by extracting the 3-string

product. For the Siegel gauge amplitude we obtain

Mmin,3π3 = π1Π̂

(
Q + δM

1

1 + Q+δM

)
Π̂π3

= Ππ1

(
M3 −M2Q

+M2

)
Π̂π3

= Π

(
M3 −M2

(
b0
L0
⊗Π + I⊗ b0

L0

)(
M2 ⊗ I + I⊗M2

))
(Π⊗Π⊗Π)π3

= Π

(
M3 −M2

(
b0
L0
M2 ⊗ I + I⊗ b0

L0
M2

))
(Π⊗Π⊗Π)π3. (5.27)

In the last step we formally assumed that b0/L0 annihilates Π. The first term gives the

contribution from the quartic vertex, and the second and third terms give the contributions

from a pair of cubic vertices connected by a propagator in the s and t channels. Let us eval-

uate the amplitude on a pair of Ramond states R1, R2 and a pair of NS states N1, N2 in Hp:

A(R1, R2, N1, N2) = Ω(R1,M3(R2, N1, N2))− Ω

(
R1,M2

(
b0
L0
M2(R2, N1), N2

))
−Ω

(
R1,M2

(
R2,

b0
L0
M2(N1, N2)

))
= Ω(R1,Xm3(R2, N1, N2))− Ω

(
R1,Xm2

(
b0X

L0
m2(R2, N1), N2

))
−Ω

(
R1,Xm2

(
R2,

b0
L0
M2(N1, N2)

))
= ωS(R1,m3(R2, N1, N2))− ωS

(
R1,m2

(
b0X

L0
m2(R2, N1), N2

))
−ωS

(
R1,m2

(
R2,

b0
L0
M2(N1, N2)

))
. (5.28)

Here we simplified the amplitude knowing the form of the products with Ramond output

and using the Ramond constraint XY = 1. Note that the diagram containing an interme-

diate Ramond state inherits a factor of X in the propagator, as would be expected from

the propagator as derived by gauge fixing the Ramond kinetic term.

Now let us discuss supersymmetry. By analogy to (5.15), one might guess that the

supersymmetry transformation in the minimal model will be described by

Smin = P̂SÎ, (5.29)

which acts as a coderivation on THp. Assuming that [S1, Q
+] = [S1,Π] = 0, which holds

in Siegel gauge, this can be written explicitly as

Smin = Π̂

(
S1 +

1

1 + δMQ+
δS

1

1 + Q+δM

)
Π̂, (5.30)

where

δS ≡ S− S1. (5.31)
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If Smin is a symmetry of the minimal model, we expect

[Smin,Mmin] = 0. (5.32)

To see that this relation holds, compute

[Smin,Mmin] = P̂SÎP̂MÎ− P̂MÎP̂SÎ

= P̂S(ITH − [M,M+])MÎ− P̂M(ITH − [M,M+])SÎ

= P̂SM(M+MÎ)− (P̂MM+)MSÎ. (5.33)

Consider

M+MÎ = Q+ 1

1 + δMQ+
M

1

1 + Q+δM
Π̂

=
1

1 + Q+δM
Q+(Q + δM)

1

1 + Q+δM
Π̂

=
1

1 + Q+δM
([Q,Q+] + Q+δM)

1

1 + Q+δM
Π̂

=
1

1 + Q+δM
(ITH − Π̂ + Q+δM)

1

1 + Q+δM
Π̂

=
1

1 + Q+δM
(ITH + Q+δM)

1

1 + Q+δM
Π̂− 1

1 + Q+δM
Π̂

=
1

1 + Q+δM
Π̂− 1

1 + Q+δM
Π̂

= 0. (5.34)

Similarly one may show

P̂MM+ = 0. (5.35)

Therefore Smin is a symmetry of the minimal model.

To understand what this implies about scattering amplitudes, let us expand the com-

mutator [Smin,Mmin] using equations (5.26) and (5.30):

0 = Π̂

([
S1, δM

1

1−Q+δM

]
−
[
Q,

1

1 + δMQ+
δS

1

1 + Q+δM

])
Π̂

+Π̂
1

1 + δMQ+
δS

1

1 + Q+δM
Π̂δM

1

1 + Q+δM
Π̂

−Π̂δM
1

1 + Q+δM
Π̂

1

1 + δMQ+
δS

1

1 + Q+δM
Π̂. (5.36)

Note that the second two terms contain the projector Π between multi-string products.

Such terms will only contribute if the external momenta are adjusted so as to produce

intermediate states on the mass shell. Therefore for generic external momenta this relation

simplifies to

0=Π̂

([
S1, δM

1

1−Q+δM

]
−
[
Q,

1

1+δMQ+
δS

1

1+Q+δM

])
Π̂, (for generic momenta).

(5.37)
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Moreover, for physical scattering amplitudes the external states will be BRST invariant.

Therefore the second term, which is Q exact, will drop out. All that remains is the first

term, which can be written

[S1,Mmin] = 0, (for BRST invariant states at generic momenta). (5.38)

All nonlinear terms in the supersymmetry transformation have dropped out. With the

identification (5.25), we conclude that scattering amplitudes satisfy

A(S1Φ1,Φ2, . . . ,Φn) +A(Φ1, S1Φ2, . . . ,Φn) + . . .+A(Φ1,Φ2, . . . , S1Φn) = 0, (5.39)

where Φi are BRST invariant states with generic momenta. This is the expected statement

of supersymmetry at the level of the S-matrix.
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A Operator identities

In this appendix we derive the equations (4.42) and (4.46) used in the computation of the

supersymmetry algebra. We recall the bosonization formulas:

η(z) = ∂Θ(γ(z)) = − ∂

∂z

∫
dx

x
e−xγ(z), (A.1)

ξ(x) = Θ(β(z)) = −
∫
dx

x
e−xβ(z), (A.2)

e−φ(z) = δ(γ(z)) =

∫
dx e−xγ(z), (A.3)

eφ(z) = δ(β(z)) =

∫
dx e−xβ(z), (A.4)

eφη(z) = γ(z), (A.5)

∂ξe−φ(z) = β(z). (A.6)

The integrals above are performed with respect to formal even variable x and should be

understood algebraically, analogous to the Berezin integral of an odd variable. See [25] and

section 10 of [7] for recent discussion. For our purposes, the most important properties of

the algebraic integration concern the definition of the delta function

δ(y) =

∫
dx e−yx,

∫
dx δ(x)f(x) = f(0), (A.7)

and the fact that the measure transforms with a Jacobian determinant without absolute

value under changes of variables. This can lead to unexpected signs. For example

δ(−x) = −δ(x), (A.8)
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which appears from the Jacobian after the change of variables x→ −x. For computations

in the βγ CFT it is generally sufficient that the algebraic integration can be performed on

Gaussians multiplied by a polynomial of the even variables. However, for computations

in the large Hilbert space it is necessary that integration can be performed on functions

which have singularities when even variables vanish. Such singularities can be removed by

factoring out the contribution from ξ zero mode and reducing the η, ξ, eφ correlator to a βγ

correlator. The manner in which this is done is somewhat arbitrary, but one prescription

is described in [3].

Let us give a sample computation which will be useful in a moment. Consider the

operator

ξe−φ(z) = Θ(β(z))δ(γ(z)), (A.9)

which can be represented in terms of an algebraic integral,

ξe−φ(z) = − lim
z′→z

∫
dx1dx2

1

x1
e−x1β(z

′)e−x2γ(z). (A.10)

To understand the limit z → z′ it is necessary to normal order the exponentials:

e−x1β(z
′)e−x2γ(z) = exp

(
− x1x2
z′ − z

)
: e−x1β(z

′)e−x2γ(z) : . (A.11)

The singularity from the OPE can be absorbed into a change of variables in the algebraic

integral x1
z′−z → x1. Then we can take the limit z → z′ to obtain

ξe−φ(z) = −
∫
dx1dx2

1

x1
e−x1x2e−x2γ(z)

= −
∫
dx1dx2

1

x1
e−x2(γ(z)+x1). (A.12)

We can now easily integrate over x2 to find

ξe−φ(z) = −
∫
dx1

1

x1
δ(γ(z) + x1). (A.13)

Performing the integral over x1 gives

ξe−φ(z) = Θ(β(z))δ(γ(z)) = γ(z)−1. (A.14)

To see that this result is logical, note the OPE

ξe−φ(z)γ(0) = 1 +O(z), (A.15)

which naturally suggests the identification ξe−φ(z) = γ(z)−1.

Let us recall the formula for Ξ given in [3]:

Ξ = ξ + (Θ(β0)ηξ − ξ)P−3/2 + (ξηΘ(β0)− ξ)P−1/2. (A.16)

Here Pn is the projector onto picture n. The operator ξ is defined

ξ ≡
∮
|z|=1

dz

2πi
f(z)ξ(z), (A.17)
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for some function f(z) which is holomorphic in the vicinity of the unit circle and normalized

so that [η, ξ] = 1. Finally we have the operator

Θ(β0) ≡ −
∫
dx

x
e−xβ0 , (A.18)

defined by an algebraic integral analogously to (A.2).

A.1 Proof of (4.46)

Let us demonstrate the identity (4.46)

($1 − Ξp1)X =
1√
2
ψ0b0δ(β0), (A.19)

which holds when acting on Ramond states the small Hilbert space at picture −3/2. Focus

on the term Ξp1X. In the small Hilbert space at picture −3/2 we can replace Ξ with

Θ(β0). Inside the contour integral defining p1 is the operator e−φ(z) = δ(γ(z)), so we start

by computing

Θ(β0)δ(γ(z))X = −Θ(β0)δ(γ(z))δ(β0)G0 + Θ(β0)δ(γ(z))δ′(β0)b0, (A.20)

where we substituted X in the form

X = −δ(β0)G0 + δ′(β0)b0. (A.21)

Now compute

Θ(β0)δ(γ(z))δ(β0) = −
∫
dx1dx2

1

x1
e−x1β0e−x2γ(z)δ(β0), (A.22)

Note that because

[β0, γ(z)] = −
√
z, (A.23)

with |z| = 1, the exponential of β0 acts as a translation operator on the exponential of

γ(z), and we obtain

Θ(β0)δ(γ(z))δ(β0) = −
∫
dx1dx2

1

x1
e−x1β0e−x2γ(z)ex1β0δ(β0)

= −
∫
dx1dx2

1

x1
e−x2(γ(z)+

√
zx1)δ(β0). (A.24)

Making a substitution
√
zx1 → x1 and integrating over x2 we find

Θ(β0)δ(γ(z))δ(β0) = −
∫
dx1

1

x1
δ(γ(z) + x1)δ(β0)

= γ(z)−1δ(β0). (A.25)
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Similarly we may compute

Θ(β0)δ(γ(z))δ′(β0) =
1√
z

Θ(β0)δ(γ(z))[γ(z), δ(β0)]

= − 1√
z

Θ(β0)δ(γ(z))δ(β0)γ(z)

= − 1√
z
γ(z)−1δ(β0)γ(z)

= − 1√
z
δ(β0) +

1√
z
γ(z)−1[γ(z), δ(β0)]

= − 1√
z
δ(β0) + γ(z)−1δ′(β0). (A.26)

Plugging in, we therefore find that

Θ(β0)δ(γ(z))X = γ(z)−1X +
1√
z
b0δ(β0). (A.27)

Multiplying this equation with

1√
2
εa(CΓµ)abε

′
bψµ(z) (A.28)

and integrating z around the unit circle reproduces (4.46).

Let us now check that (4.46) is consistent with the constraint XY = 1 on the Ramond

string field. Note the relation

δ(β0)δ(γ0)δ(β0) = δ(β0), (A.29)

and associated identities

δ(β0)δ
′(γ0)δ(β0) = δ(β0)[δ(γ0), β0]δ(β0)

= 0,

δ′(β0)δ
′(γ0)δ(β0) = [γ0, δ(β0)]δ

′(γ0)δ(β0)

= −δ(β0)γ0δ′(γ0)δ(β0)

= −δ(β0)
(

[β0, γ0δ(γ0)]− δ(γ0)
)
δ(β0)

= δ(β0)δ(γ0)δ(β0)

= δ(β0). (A.30)

With this we can compute the action of XY on the right hand side of (4.46):

XY
(
ψ0b0δ(β0)

)
= (G0δ(β0) + b0δ

′(β0))(−c0δ′(γ0))b0δ(β0)ψ0

= b0c0b0δ
′(β0)δ

′(γ0)δ(β0)ψ0

= ψ0b0δ(β0). (A.31)

Therefore the operator (4.46) produces a Ramond string field in the restricted space.
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Next we need to show that the operator ψ0b0δ(β0) is BPZ odd. If ? denotes BPZ

conjugation, we have (
ψ0b0δ(β0)

)?
= −δ(β?0)b?0ψ

?
0, (A.32)

where the sign comes from reversing the order of the operators. If φ(z) is a primary of

weight h, the modes φn BPZ conjugate as

φ?n = eiπ(n+h)φ−n. (A.33)

Therefore we have (
ψ0b0δ(β0)

)?
= −δ

(
e3πi/2β0

)(
e2πib0

)(
eiπ/2ψ0

)
= −e−3πi/2+2πi+iπ/2δ(β0)b0ψ0

= δ(β0)b0ψ0

= −ψ0b0δ(β0). (A.34)

So the operator is BPZ odd as required for cyclicity.

A.2 Proof of (4.42)

Next we prove the identity (4.42):

Ξ$1Ξ = 0. (A.35)

This identity holds trivially on all pictures except −3/2, where it is sufficient to demonstrate

the relation

Θ(β0)γ(z)−1Θ(β0) = 0 (A.36)

for |z| = 1. Substituting γ(z)−1 = Θ(β(z))δ(γ(z)) we have

Θ(β0)γ(z)−1Θ(β0) = −Θ(β(z))
(

Θ(β0)δ(γ(z))Θ(β0)
)
. (A.37)

Focus on the expression in parentheses. Using algebraic integration we may write

Θ(β0)δ(γ(z))Θ(β0) =

∫
dx1dx2dx3

1

x1x3
e−x1β0e−x2γ(z)e−x3β0

=

∫
dx1dx2dx3

1

x1x3
e−x2(γ(z)+

√
zx1)e−(x1+x3)β0

=

∫
dx1dx3

1

x1x3
δ(γ(z) +

√
zx1)e

−(x1+x3)β0 . (A.38)

Next make a change of variables x1 + x3 → x3:

Θ(β0)δ(γ(z))Θ(β0) =

∫
dx1dx3

1

x1(x3 − x1)
δ(γ(z) +

√
zx1)e

−x3β0

=

∫
dx3

1

(−γ(z)/
√
z)(x3 + γ(z)/

√
z)
e−x3β0

= −z
∫
dx3γ(z)−1e−x3β0γ(z)−1

= −zγ(z)−1δ(β0)γ(z)−1. (A.39)
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With this we substitute γ(z)−1 = Θ(β(z))δ(γ(z)) to obtain

Θ(β0)δ(γ(z))Θ(β0) = zδ(γ(z))Θ(β(z))δ(β0)Θ(β(z))δ(γ(z)) = 0, (A.40)

which vanishes since Θ(β(z))2 = ξ(z)2 = 0. Multiplying by

− 1√
2
εa(CΓµ)abε

′
bΘ(β(z)) (A.41)

and integrating z over the unit circle establishes (4.42).
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