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1 Introduction

The symmetric group SN is ubiquitous in physics. It arises as the group that exchanges N

identical particles and from this elementary observation, the group propagates into many
aspects of statistical and quantum mechanics. In two-dimensional conformal field theory, the
discrete symmetry gauge group SN has the further consequence of introducing twisted sectors
labelled by conjugacy classes of the group SN which leads to interesting dynamics [1]. Apart
from its universality, a further motivation for understanding these dynamics comes from
viewing the SN discrete gauge group as the Weyl group remnant of a su(N) gauge algebra.
Indeed, the large N limit in two-dimensional symmetric orbifold conformal field theories has
much in common with the ’t Hooft large N limit in four-dimensional gauge theories [2, 3].
As such, these conformal field theories are natural candidates for holographic duals of string
theories in three-dimensional anti-de Sitter space-time [4, 5].

In this work, we further our understanding of these theories on several fronts. We
compute a set of large N symmetric orbifold observables; in particular we study the operator
rings of topological symmetric orbifold theories [6]. The task we set ourselves is to calculate
a vast set of large N structure constants. In a previous paper [7], we computed a number of
structure constants for the operator ring of the symmetric orbifold of the topologically twisted
conformal field theory on C2. In this paper, we further exploit the mathematical construction
of the operator product in second quantized Frobenius algebras [6, 8, 9] to compute large N

structure constants at higher order and for a much larger class of theories. These include the
symmetric orbifold of K3 but also orbifolds of twisted minimal models as well as compact
and non-compact Gepner models — indeed a large class of examples originates in twisted
N = (2, 2) superconformal field theories in two dimensions. For selected results on generic
correlators in symmetric orbifolds at large N, see e.g. [10–13].

A central result is the master formula (in equation (4.57)) that exhibits the large N

expansion for operator product coefficients in a topological symmetric orbifold theory. Our
analysis is applicable to any seed theory. New qualitative features of the operator product
include contractions with the topological metric and a general genus one contribution to the
structure constants — it appears at third order in the gs = 1/

√
N expansion.

The topological theory captures information about the untwisted symmetric orbifold
theories, including all of its extremal correlators [6]. To illustrate the efficacy of our approach
we compute two sets of four point functions (see equation (5.17)). The calculation recovers
and extends earlier results obtained in the literature; in particular, we exhibit the dependence
of the extremal four-point function on the Euler number of the seed conformal field theory.

Our paper begins with a brief review of the operator ring structure and some illustrative
structure constant calculations at small N in section 2. In section 3 we identify the triples
of permutations that contribute at a given order in the large N expansion. In section 4 we
compute the structure constants at zeroth to third order in the large N coupling constant
gs = 1/

√
N . Section 5 is dedicated to the calculation of a set of four-point functions. We

conclude in section 6 with a summary and the description of a few open problems. There
are four appendices which contain examples and more technical details.
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2 Review and exact examples at small N

In this section we propose a close relation between topological symmetric orbifolds [6] and
second quantized Frobenius algebras [8, 9] generalizing the observations of [6]. We review
the relation between the Ramond-Ramond ground states of the twisted seed conformal field
theory and the seed Frobenius algebra [14] and propose that this correspondence lifts to
the symmetric orbifold of both. We review the product in the second quantized Frobenius
algebra [8, 9] and provide small N examples of products in the algebra. These examples
complement the treatment in [6] in that we explicitly study fully gauge invariant operators.
Moreover, the examples provide an opportunity to illustrate certain properties of the large N

structure constants of the operator ring that already surface at small values of N .

2.1 Topological quantum field theory and Frobenius algebra

We study a two-dimensional topological conformal field theory. These are examples of
topological quantum field theories. In two dimensions, these theories can be described by
(graded) commutative Frobenius algebras [15–17]. A Frobenius algebra is an associative
algebra A, with a unit and a linear form T . The linear form is such that the bi-linear form
T (ab) induced by T is non-degenerate. We make the connection to topological field theory
as follows. Let ei be a basis of the Frobenius algebra A. Then, the structure constants of
the algebra in this basis are defined by the product

eiej = cij
k ek . (2.1)

This captures the product of operators (or the map from two states to one) in the topological
field theory. In particular, taking e0 to be the identity element e0 = 1 we obtain c0j

k = δj
k.

The linear form T defines the topological metric η

T (eiej) = ηij , (2.2)

which is equivalent to a map from two (incoming) states to C. Combining these two relations
we have the equations

cijl := T (eiejel) = T (cij
kekel) = cij

kηkl . (2.3)

We also obtain c0jk = ηjk. Since we have a graded Frobenius algebra, we moreover have
the graded symmetry

cij
k = (−1)ijcji

k . (2.4)

In this paper, we will most often ignore signs arising from the grading of the homogeneous
elements of the Frobenius algebra — they can painstakingly be re-established if necessary. For
more information on the relation between topological quantum field theory in two dimensions
and Frobenius algebras, see e.g. chapter 4 of [16].

Examples of topological field theories in two dimensions are provided by N = (2, 2)
superconformal field theories [14]. We can twist the superconformal field theories such that
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only the (chiral,chiral) ring survives in the topological field theory.1 The (chiral,chiral) ring
is a Frobenius algebra with the bi-linear form T provided by the evaluation of the operator
in the vacuum state of the twisted conformal field theory.

For the benefit of the reader, we review a few facts about these superconformal field
theories and their properties [14]. Firstly, there is a spectral flow automorphism that relates
the NS-NS sector (chiral,chiral) ring to the space of Ramond-Ramond ground states. The
(left,right) R-charges of the Ramond-Ramond ground states are shifted by (−c/6,−c/6)
compared to the R-charges of the chiral ring elements, where c is the central charge of the
N = (2, 2) superconformal field theory. The unit operator in the NS-NS sector is mapped
to the R-R ground state with minimal charges (−c/6,−c/6). The highest charge chiral ring
element is mapped to the Ramond-Ramond ground state with charges (c/6, c/6). Anomalous
R-charge conservation implies that the topological two-point function T has R-charge −c/3
i.e. it maps the Ramond-Ramond ground state of charge (c/6, c/6) to a number. There is
a product of Ramond-Ramond ground states that is inherited from the product of chiral
primaries through spectral flow. The reason we review both sectors is that the NS-NS sector
gives a direct handle on the ring structure while the R-R perspective is handier to keep track
of the (shifted) degrees of operators, as well as the connection to differential forms when
such an interpretation is available. In summary, it is well-known that a topologically twisted
N = (2, 2) superconformal field theory in two dimensions gives rise to a Frobenius algebra.
The two structures in the theory that are fundamental are the operator ring (or the structure
constants cij

k) as well as the bi-linear form T (or topological two-point function ηij).
Finally, we recall that a standard example of a Frobenius algebra is the cohomology

ring of a compact orientable manifold M equipped with integration. For a compact Kähler
manifold, the de Rham cohomology is equivalent to the Dolbeault cohomology. For the case of
a Ricci flat manifold M , the latter in turn is equivalent to the (chiral,chiral) ring of the N = 2
superconformal field theory with target space M [14]. The cohomology forms a ring with
structure constants cij

k while the integration provides the linear form T . In the geometric
case, we have the relation c = 3d between the central charge c and the complex dimension d

of the manifold M . The highest charge chiral ring element corresponds to the volume form on
the manifold. However, it is important to realize that we do not restrict to this setting and
that we will be able to generalize considerably statements that are otherwise tied to geometry.

2.2 The topological symmetric orbifold

In the previous subsection, we introduced a seed N = (2, 2) superconformal field theory
that gives rise to a Frobenius algebra A after topological twisting. In this subsection, we
review the concept of a second quantized Frobenius algebra [8, 9, 18]. From a seed Frobenius
algebra A, one can rather uniquely2 determine a second quantized algebra A[n] which is the
N -th tensor product power A⊗N of the algebra A, supplemented with twisted sectors and
divided by the symmetric group SN which exchanges the factors of the tensor product. We
conjecture that we should interpret this construction as describing the topologically twisted
SN orbifold conformal field theory of a seed N = (2, 2) model. More broadly still, we propose

1There exists a T-dual or mirror twist.
2The construction is unique up to a choice of grading and discrete torsion [9].
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that this correspondence extends to topologically twisted supersymmetric massive models
in two dimensions. Our main motivations for the conjecture are that the second quantized
Frobenius algebra construction is tailored on the construction of orbifolds in two-dimensional
field theory and that the structure is essentially unique [9].

The definition of the general second quantized Frobenius algebra can be found in [9].
This reference also establishes its broad scope and uniqueness. It is moreover shown that
the algebra coincides with the cohomology ring of the Hilbert schemes of complex surfaces,
defined in [8] when restricted to the geometric case with c/3 = d = 2. In the latter case, our
conformal field theory seed is the supersymmetric sigma model on the complex surface and
it is well-understood that the twisted seed theory indeed describes the cohomology of the
surface [14]. Arguments as to why this extends to the symmetric orbifold are reviewed and
given in [6]. In the following, we find it convenient to use the reference [8] as the basis of
our description of the definition of the operator product in the second quantized Frobenius
algebra. A detailed review of the definition of the multiplication in the second quantized
algebra [8] can be found in [6]. Here, we shall provide an executive summary.

2.2.1 The second quantized Frobenius algebra

Suppose that we are given a Frobenius algebra A. The tensor product algebra, denoted
A⊗n is also a Frobenius algebra.3 The product of tensor product elements is the graded
tensor product of the various factors:

(a1 ⊗ . . . ⊗ an) · (b1 ⊗ . . . ⊗ bn) = (a1b1)⊗ . . . ⊗ (anbn) . (2.5)

On the right hand side we used the product of elements in the algebra A. On the tensor
product algebra A⊗n, the bi-linear form T acts as follows:

T (a1 ⊗ . . . ⊗ an) = T (a1) . . . T (an) . (2.6)

The tensor product is a Frobenius algebra once more. Secondly, we define the twisted sectors
of the orbifold Frobenius algebra. We introduce the notation H \ B for the set of orbits
of the space B under the action of the group H. We define the set {1, 2, . . . , n} = [n] and
introduce vector spaces:

A{Sn} = ⊕π∈SnA⊗⟨π⟩\[n]π . (2.7)

To each orbit of the group ⟨π⟩ generated by the permutation π ∈ Sn, we have associated
a factor of the seed Frobenius algebra A and these multiply the permutation π. We have
temporarily introduced a twisted sector for each permutation π in the symmetric group Sn.
Permutations act naturally on both untwisted and twisted sectors and the final space we are
interested in is the set of invariants A[n] under the action of the symmetric group. Our task
is to construct a product on A{Sn} which restricts nicely to the set of invariants A[n].

The product is defined as follows. Firstly, to be able to multiply two twisted sector
operators, we define the subgroup ⟨π1, π2⟩ generated by both the twists π1 and π2 in operators
one and two. This subgroup generates orbits that are larger than those of each respective twist.

3To improve the typography of our text, we interchangeably use the symbols big N and small n.
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Each operator associated to smaller orbits can be mapped into an operator in a smaller number
of tensor products of A through multiplication. These maps are denoted fH,K where H ⊂ K

are subgroups of Sn. This provides a recipe to bring operators in different twisted sectors into
a common space where we can multiply them. When we multiply them though, a correction
factor is added that represents loop corrections, weighted by the graph defect or genus:4

g(π1, π2)(B) = 1
2(|B|+ 2− |⟨π1⟩ \ B| − |⟨π2⟩ \ B| − |⟨π1π2⟩ \ B|) , (2.8)

where B is a set of labels of factors in A⊗n that form a single orbit under ⟨π1, π2⟩. Finally,
the adjoint fK,H = f⟨π1,π2⟩,⟨π1π2⟩ of the multiplication map fH,K redistributes the operator
resulting from multiplication and loop correction onto the orbits of the final twist π1π2.
The final formula for the multiplication mπ1,π2 of operators a and b in the twisted sectors
π1 and π2 reads [8]:

mπ1,π2(a ⊗ b) = f⟨π1,π2⟩,⟨π1π2⟩(f
π1,⟨π1,π2⟩(a)fπ2,⟨π1,π2⟩(b)eg(π1,π2)) (2.9)

where e is the Euler class e(A) of the Frobenius algebra A. It is defined through the
multiplication map ∆(2) : A ⊗ A → A : a ⊗ b 7→ ab and its adjoint ∆(2)

∗ through the formula
∆(2) ◦∆(2)

∗ (e0) = e. In more detail, we have that the Euler class equals e = χ vol where vol is
the dual of 1 with respect to the bi-linear form. Indeed, we can write the class e as

e = ∆(2)∆(2)
∗ (e0) = cji

0cij
kek = cji

0cij0 vol = χ vol , (2.10)

where we have used that the Euler number is χ := ηjiηij .
Let us illustrate the abstract multiplication formula (2.9) in a simple example. Consider

the permutations π1 = (1, 2, . . . , m) and π2 = (m, m − 1, . . . , 1) accompanied with operators
a, b and the multiplication:

mπ1,π2(a ⊗ b) := aπ1 bπ2 . (2.11)

The labels B = {1, 2, . . . , m − 1, m} form a single orbit under the group ⟨π1, π2⟩ and the
maps fπi,⟨π1,π2⟩ map the operators a and b into the same algebra A in which we can multiply
them to find ab. The graph defect is zero. We then need the adjoint map f⟨π1,π2⟩,() where
() denotes the identity permutation that results from multiplying the permutations π1 and
π2. There is a multiplication operator ∆(m) that maps the tensor product A⊗m into the
space A through multiplication of all tensor product factors. The adjoint map f⟨π1,π2⟩,() is
the adjoint ∆(m)

∗ of this multiplication map. It redistributes the resulting operator over the
orbits of the set B with respect to the permutation π1π2 = (), i.e. all m tensor product
factors. Therefore, the product equals:

aπ1 bπ2 = ∆(m)
∗ (ab) () . (2.12)

4The Riemann surface associated to the permutations is constructed through triangulation in Lemma 2.7
of [8]. We will shortly provide an example of such a construction.
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2.2.2 Adjoint maps

It is useful to develop explicit formulae for these adjoint maps in terms of the structure con-
stants and the topological metric. The product map ∆(m) can be more formally described as:

∆(m) : A⊗m → A : a1 ⊗ · · · ⊗ am 7→ a1 . . . am . (2.13)

When we calculate the coefficients of the map in a specific basis ei, we find:

T (el ∆(m)(ei1 ⊗ · · · ⊗ eim)) = ci1i2
j3cj3i3

j3 . . . cjmim
jm+1T (elejm+1)

= ci1i2
j3cj3i3

j4 . . . cjmim
jm+1ηl,jm+1 . (2.14)

The adjoint ∆(m)
∗ of the operator ∆(m) satisfies the equation

T (el ∆(m)(ei1 ⊗ · · · ⊗ eim)) = T (∆(m)
∗ (el) ei1 ⊗ · · · ⊗ eim) . (2.15)

For the expression of the adjoint map in a particular basis, we propose the explicit formula
— we ignore an overall sign –:

∆(m)
∗ (el) = ck1k2j3cj3

k3j4 . . . cjm
kmjm+1ηl,j+1 ek1 ⊗ ek2 ⊗ ek3 · · · ⊗ ekm . (2.16)

We check:

T (∆(m)
∗ (el)·ei1⊗. . .eim)= ck1k2j3cj3

k3j4 . . . cjm
kmjm+1ηl,jm+1 T (ek1⊗·· ·⊗ekm ·ei1⊗·· ·⊗eim)

= ck1k2j3cj3
k3j4 . . . cjm

kmjm+1ηl,jm+1 ηk1,i1 . . .ηkm,im

= ci1i2
j3cj3i3

j4 . . . cjmim
jm+1ηl,jm+1 . (2.17)

Comparing with (2.14), we find that the proposed formula for the adjoint map in (2.16) is
indeed correct. We will refer to this explicit expression in future sections.

2.3 Charge conservation and useful formulae

It is important to understand how the elements of the second quantized Frobenius algebra
match up with the symmetric product N = (2, 2) conformal field theory (chiral, chiral) ring
elements. A twisted sector characterized by a cycle of length k has an associated twist operator
σk that creates the vacuum in this twisted sector. The operator σk has (left) dimension hk:

hk = c

24

(
k − 1

k

)
. (2.18)

Since we have a left (and right) N = 2 superconformal algebra, we also have a seed U(1)
R-current J which we can describe in terms of a canonically normalized scalar ϕ:

J =
√

c

3∂ϕ . (2.19)

A twisted sector state in the NSNS sector then reads:

τk = σk exp(i
√

c

3

k∑
i=1

k − 1
2k

ϕi) (2.20)
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where the sum over the index i is over the k copies involved in the twist.5 It is straightforward
to compute that this state satisfies the chiral ring relation h = q/2 with charge:

q(τk) =
c

6(k − 1) . (2.21)

In the following, we will associate a charge q equal to the (left) R-charge,

q([k]) = c

6(k − 1) (2.22)

to each cycle (k) = (a1, a2, . . . , ak) of length k in a permutation. The permutation carries
a charge which is the sum of the charges in each individual cycle. The reader can keep
in mind that this charge is the charge of the product of the operators τk. Moreover, for
each individual cycle, we can multiply in a chiral ring element of the algebra A and remain
in the chiral ring. In that case, the total charge of the operator equals the sum of the
R-charges of the operators τk and the charge of the operators in the algebra A that multiply
the individual cycles. That defines the total charge of any operator in the second quantized
algebra. The R-charges grade the algebra.6

To understand the intricate formulas to follow, it is once more useful to have a number
of special cases of the general formulas in mind. Firstly, we analyze the R-charges of various
operators. The topological two-point function carries charge −c/3. We therefore have the
R-charge counting rules for the metric and its inverse:

q(ηij) =
c

3 , q(ηij) = − c

3 . (2.23)

This has as a consequence that the adjoint operator to multiplication (defined with respect
to the topological two-point function η) has R-charge:

q(∆(2)
∗ ) = c

3 . (2.24)

Consequently, the R-charge of the Euler class e equals:

q(e) = c

3 . (2.25)

Our reasoning generalizes to the R-charge of the adjoint of higher tensor product multi-
plication:

q(∆(l)
∗ ) = c

3(l − 1) . (2.26)

We will also need the composition of ∆(2)∆(2)
∗ evaluated on other elements of the algebra

A with basis em. We calculate:

∆(2)∆(2)
∗ (em) = clk

mekel

= clk
mckl

nen . (2.27)
5While this formula does not seem to be in the literature, inspiration can be drawn from examples e.g.

in [19, 20].
6In more generality, we can work with the left plus the right R-charge or with a double grading.
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Applying R-charge conservation to this formula, we find that q(en) = qn = qk + ql and
also c/3 − ql + c/3 − qk = c/3 − qm which implies c/3 = qn − qm. This then implies, since
c/3 is the maximal difference between left R-charges, that one can only have qn = c/3 and
qm = 0. We conclude that the result of the consecutive operations ∆(2)∆(2)

∗ is only non-zero
for arguments that contain an identity component e0 of charge zero. Finally, we record the
following analogous simplifications of structure constants:

ci0
k = δi

k , ci,vol
j = δi,0 δj,vol , ci,0

j = δi,vol δj,0 , (2.28)

where we recall that vol is the unique operator dual to the identity. These formulas will
be useful in section 4.

2.4 Exact examples at small N

In this subsection, we perform a few exact calculations at small values of N to provide a
flavour for the generic problem and to illustrate the formalism. The calculations in the tensor
product algebra were performed in [8] and [6] — here we harvest these results in order to
highlight the structure constants for the Sn invariant observables of the discretely gauged
theory. Firstly, we provide the full set of products in the second quantized Frobenius algebra
for the case n = 2, i.e. for the Z2 orbifold of the tensor product of two identical topologically
twisted conformal field theories. We moreover provide the product of the [2] conjugacy class
with itself for generic finite n to illustrate features of the finite n (in-)dependence of the
structure constants. Lastly, we study the smallest example (of conjugacy classes [3] times
[3]) in which we obtain a genus one contribution to the operator product. We illustrate the
latter case with the construction of the Riemann surface whose genus is the graph defect.
All these examples are precursors of calculations performed in section 4.

2.4.1 Example 1: a complete description for N=2

For the example of two tensor product factors (n = 2 and discrete gauge group S2 = Z2)
and a single twisted sector labelled by the transposition (12), we can list all the products of
gauge invariant operators. Firstly, the short list of gauge invariant operators is:

O[1,1](α1;α2) =
1
2(α1 ⊗ α2 + α2 ⊗ α1)() (2.29)

O[2](α) = α(12) , (2.30)

where α, α1 and α2 are operators in the seed Frobenius algebra A and () represents the
identity permutation. The operator ring is — ignoring commutation signs –:

O[1,1](α1;α2)O[1,1](β1;β2) =
1
4(α1β1 ⊗ α2β2 + three terms )()

= 1
2O[1,1](α1β1;α2β2) +

1
2O[1,1](α1β2;α2β1) (2.31)

O[1,1](α1;α2)O[2](β) =
1
2(α1α2β + α2α1β)(12)

= O[2]
(
α1α2β

)
(2.32)
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O[2](α)O[2](β) = ∆∗(αβ)()

= (αβ)mcji
m
1
2(ei ⊗ ej + ej ⊗ ei)()

= (αβ)mcji
mO[1,1](ei; ej)

:= O[1,1]
(
∆∗(αβ)

)
. (2.33)

This fully describes the algebra A[2] of gauge invariant operators. For high values of n, an
explicit compact description of the algebra A[n] is a very hard combinatorial problem amply
out of reach of present knowledge.

2.4.2 Example 2: the N-(in)dependence of 2 times 2

The next example we wish to describe exactly is the case of the multiplication of two operators
associated to transpositions, inside the algebra A[n] for generic n. This product illustrates an
interesting property regarding the n dependence of the structure constants. Firstly, we recall
the result for the multiplication of sums of permutations in the conjugacy classes for generic n:

C[2]C[2] = 2C[2,2] + 3C[3] +
n(n − 1)

2 C[1n] . (2.34)

The calculation with operators associated to the orbit of the two-cycles yields on the
other hand:

O[2](α) ∗ O[2](β) = 2O[2,2](α, β) + 3O[3](αβ) + O[12,1n−2](∆
(2)
∗ (αβ)) . (2.35)

The calculation can be understood by observing that the first term corresponds to disjoint
transpositions which can occur in one order or the opposite order giving rise to a factor of
two — the Frobenius algebra elements remain associated to separate cycles. The second
term arises from transpositions that have one element in common. The combinatorics works
out as in the case of conjugacy classes while the operators in the Frobenius algebra multiply
because they belong to a common orbit under the group generated by the transpositions.
The last term arises as in example (2.11). The first term is defined in such a way that (α, β)
are distributed over the two two-cycles in one order, or the other order, with weight one half.
In the third term, the ∆(2)

∗ operator distributes terms over the two marked inactive 1 entries
evenly. We then symmetrize in all choices of two out of n inactive entries with weight one
(for a total of n(n − 1)/2 terms). The third term preserves R-charge because ∆(2)

∗ carries
R-charge c/3 (by equation (2.24)). We note that written in the manner of equation (2.35)
all the structure constants are n-independent. Of course, it is now implicit in the choice
of marked inactive colours. In other words, when we set the operators α and β equal to
the unit operator, we recuperate equation (2.34) because of the symmetrization procedure
of the entries in equation (2.35).7 We will see many further illustrations of this type of
combinatorics of marked inactive entries in the rest of the paper.8

7This paragraph discusses the N-dependence of the structure constants of conjugacy classes and operators
which have a normalization independent of N . For a comparison to the N-dependence of the structure constants
when normalizing the operators using the untwisted two-point functions in the traditional manner, see [7].

8See also [21] for further mathematics background.
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2.4.3 Example 3: the simplest genus one diagram
Finally, we treat the simplest example in which we have a graph defect one contribution to the
operator product. This example will also feature the adjoint ∆(3)

∗ of a higher multiplication
operator. It foreshadows a generic genus one contribution computed in section 4.

The multiplication of two conjugacy classes of length three equals [21]:

C[3]C[3] = 2C[3,3] + 5C[5] + 8C[2,2] + (3n − 8)C[3] +
n(n − 1)(n − 2)

3 C[1n] . (2.36)

The corresponding product in the second quantized Frobenius algebra A[n] equals:

O[3](α) ∗ O[3](β) = 2O[3,3](α, β) + 5O[5](αβ) + 8O[2,2](∆∗(αβ))

+ 3O[3,1](∆∗(αβ)) + 2O[13,1n−3](∆
(3)
∗ (αβ)) + O[3](αβe) . (2.37)

The first term is again symmetrized (with weight one half) and the third term as well. The
fourth term in equation (2.37) is interesting in that we need to pick one entry out of n − 3 to
associate to the second factor in ∆∗(αβ). This symmetrization is what leads to a coefficient
3n − 9 when α = 1 = β. The previous to last term has a similar choice of 3 out of n. All in
all this agrees with the combinatorics of equation (2.36). The last term in (2.37) is what we
are interested in: the first genus one correction proportional to the Euler class e.

We want to draw the Riemann surface with genus equal to the graph defect for the
last term on the right hand side of equation (2.37). We follow Lemma 2.7 in [8] for the
manner in which the Riemann surface is constructed. We are instructed to draw three vertices
corresponding to the [3] conjugacy class in the first operator as well as the second and the
third — in the term at hand, all the permutations permute the same three vertices.9 For ease
of visualization, it is convenient to draw two vertices thrice and to put them in alternating
order on the edges of a hexagon, as in figure 1. The third vertex is placed in the middle. The
six faces of the Riemann surface are the triangles that fill in the hexagon. There are nine
edges. The resulting Riemann surface has Euler number χ = 3− 9+ 6 = 0, i.e. it is a torus.10

The genus can also be obtained from the Riemann-Hurwitz formula. For a surface with a

active colours and s insertions of single cycles of length nj , the genus equals:

g = 1
2

s∑
j=1

(nj − 1)− a + 1 . (2.38)

In the case at hand we have s = 3, nj = 3 and a = 3 giving genus one. Using this formula,
it is possible to see that the case we treated is indeed the simplest available. Note that
it has three colours which are active in all three permutations. The fact that this triple
of permutations gives rise to a genus one Riemann surface implies (via the multiplication
formula (2.9)) that we have an Euler class insertion for this one loop structure constant.

That finishes our introduction to the operator product in the second quantized Frobenius
algebras and some properties of the product at finite N . The examples served to ease into
the harder combinatorics of the calculation of the generic large N structure constants of the
operator product at multiple orders in perturbation theory.

9The reader is welcome to keep the example product of permutations (123)(123) = (132) in mind.
10In fact, the drawing is known as the K3,3 or the Thomsen graph or the three-rung Möbius ladder. It is

useful in the three utility problem which is closely related to its appearance here.
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Figure 1. The genus one hexagon.

3 The large N order and triples of permutations

Our goal is to compute structure constants for the topological orbifold of the symmetric
product of a Frobenius algebra order by order in the 1/

√
N expansion. The operators involved

in the product are labelled by conjugacy classes and they are given by a sum over permutations
that belong to that conjugacy class. The product of such operators will therefore involve sums
of contributions that each arise from the product of permutations (and we suppress the role of
the Frobenius algebra for the moment). Not all of these contributions have the same large N

behaviour. From the work of [5], it is known that if we normalize these operators such that the
two point functions in the untwisted theory have unit coefficient, the large N scaling of each
of the terms appearing in the operator product is determined by the triple overlap |T | between
the three permutations involved. By triple overlap here, we mean the number of active colours
that appear in all three of the permutations. Thus, the large N order of each term is given by

N−|T |/2 . (3.1)

It therefore makes sense for us to classify and list products of two permutations based on the
number of triple overlap colours. In this section we undertake an exhaustive study of products
of permutations, classified by the order of the triple overlap number, all the way up to |T | = 3.
We perform this task up to order three as this is the first order (in the large N expansion) at
which one finds a genus one correction. Our classification will then be put to good use in
section 4 in which we shall study products of operators labelled by conjugacy classes and
extract the zeroth, first, second and third order contributions in a systematic manner.

3.1 Preliminaries

We consider three permutations πi that satisfy the relation π1π2 = π3. We work orbit by orbit
with respect to the subgroup ⟨π1, π2⟩ ⊂ Sn. We can refer to each orbit as a connected part of
a diagram. We define the set of colours in one orbit to be O. Let’s define some further sets
of colours. The sets Ai are the colours active under permutation i while the sets Ii contain
the colours inactive under permutation i in orbit O. We therefore have the equations:

O = Ai ⊔ Ii , (3.2)
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where ⊔ denotes a disjoint union of sets. We moreover always have the equations:

Ai = (Ai ∩ Ii+1) ⊔ (Ai ∩ Ii+2) ⊔ T (3.3)

for i = 1, 2, 3 and where the indices are defined modulo 3. The set T is the set of colours
which are active in all three permutations. The reason for this equation is that a colour i

in the set Ai is active under the permutation πi. If it is also active under the other two
permutations, it belongs to T . If it is inactive under one of the other two permutations, it
must be active under the other. Hence, the disjoint union is proven.

Furthermore, if we suppose that we have a non-trivial orbit (and we do), we have that
the set I1 of colours in the orbit inactive under π1 must be active in π2 (and therefore in π3)
since it is in the non-trivial orbit O. Thus, we can introduce a unique set C such that

A2 ∩ I1 = C = A3 ∩ I1 . (3.4)

Similarly, we can name the sets:

A2 ∩ I3 = B = A1 ∩ I3 , A3 ∩ I2 = A = A1 ∩ I2 . (3.5)

Clearly, the full (non-trivial) orbit O is made of colours that are either triply active, or doubly
active. All four sets are mutually exclusive and they fill out the above equations entirely:

O = T ⊔ A ⊔ B ⊔ C

A1 = T ⊔ A ⊔ B

A2 = T ⊔ B ⊔ C

A3 = T ⊔ C ⊔ A . (3.6)

Another way to put the same information is that A are the colours active under permutations
π1,3 only, B the colours active under π1,2 only and C the colours active under π2,3 only. For
future reference we denote the colours in the triple overlap by T = {t1, t2, . . .}, the colours
in A by {a1, a2, . . .}, those in B by {b1, b2, . . .} and those in C by {c1, c2, . . .}.

It is instructive to state which of these sets are mapped into which by the various
permutations. Consider an element b ∈ B. We prove that by the permutation π1, this element
cannot be mapped into an element a ∈ A. Suppose that:

π1(b) = a . (3.7)

We then act by π2 and find:

π2(π1(b)) = π3(b) = b = π2(a) = a (3.8)

by the definitions of the permutation π3 and the sets A and B. This contradicts the fact
that A and B have zero intersection and therefore the assumption is wrong. No element of B

is mapped into the set A by the permutation π1. Similarly, we have that no element of C

can be mapped into B by π2 and no element of C can be mapped into A by π3. Consider
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then a cycle in the permutation π1. It must necessarily be of the symbolic form (tabtab . . . )
since colours b must be mapped to triple overlap colours t. Similarly, cycles in π2 have the
form (tbctbc . . . ) and in permutation π3 they are (tactac . . . ).11

There is a simple but useful corollary to this result. When a cycle does not contain a
single triply active colour t, then it consists of single type of double active colour. For instance,
in permutation π1, one can then only have cycles (a . . . ) or (b . . . ). In such an instance, these
cycles form separate orbits under the group ⟨π1, π2⟩ generated by permutations π1 and π2.

3.2 The leading order

We have that the triple overlap number equals the cardinal number |T | of the set T . At
leading order we have the constraint |T | = 0. The set T is empty. By the previous reasoning,
and in particular, the lack of elements t, this implies that the cycles of π1 are of the form
(a . . . ) or (b . . . ), and similarly for the other permutations. Since the colours b are not active
in permutation π3, any such cycle of elements in B in π1 has an inverse cycle in π2. Thus,
the permutations must have the form:

π1 = (a1 . . . aj1)(aj1+1 . . . aj2) . . . (b1 . . . bl1)(bl1+1 . . . bl2) . . .

π2 = (bl1 . . . b1)(bl2 . . . bl1+1) . . . (c1 . . . cm1)(cm1+1 . . . cm2) . . .

π3 = (a1 . . . aj1)(aj1+1 . . . aj2) . . . (c1 . . . cm1)(cm1+1 . . . cm2) . . . (3.9)

At leading order, there is no joining nor splitting but only the possible annihilation of cycles.
We will compute the structure constants for twisted sector operators associated to these
triples of permutations in section 4. In this section, we continue the classification of triples
of permutations by their triple overlap number.

3.3 The subleading triple overlap of one

The total triple overlap is the sum of the triple overlaps in each orbit. Thus, in the subleading
case where |T | = 1, we have that all orbits have zero triple overlap except one. All other orbits
are analyzed as in the leading order analysis. We will ignore these auxiliary combinatorics
from now on — see e.g. [7] — and concentrate on the non-trivial orbit with |T | = 1 only.

In this orbit, we have a single colour that is active under all three permutations. It
therefore belongs to a non-trivial cycle of the permutation π1. All other cycles of π1 lack a
triply active colour t and therefore behave as in the leading order analysis. As a consequence,
they necessarily belong to other orbits. Thus, we can concentrate on a single cycle in π1.
A similar reasoning holds for the other permutations and we can therefore concentrate on
a single cycle in all permutations πi. From the general analysis, we immediately conclude
that these cycles take the form:

π1 = (ta1 . . . ajb1 . . . bl)
π2 = (tbl . . . b1c1 . . . cm)
π3 = (ta1 . . . ajc1 . . . cm) . (3.10)

11The analysis will have a more manifest cyclic symmetry if one performs it in terms of the permutations
π1,2 and π−1

3 .
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We introduced a convention in which we concentrate on the cycles in the orbit under discussion
and leave out extra information on potential other orbits which would clutter our expressions.

3.4 Triple overlap two

In this subsection, we consider the case of two triply overlapping colours, |T | = 2. If these
two colours are in two separate cycles in both the first and the second permutation, then
we have two separate orbits of overlap |T | = 1 and the discussion largely reduces to that of
the previous subsection. We have two disconnected processes. The more interesting cases
are where at least for one of the two permutations, the two triply overlapping colours are in
one and the same cycle. By symmetry (including inversion), we can suppose that at least
in permutation π1, the two colours are in the same cycle. We are left with two cases for
permutation π2: the triply overlapping colours T = {t1, t2} are in one cycle in π2, or in two
different cycles. We discuss the two possibilities separately.

3.4.1 (1,1;2)

In the first case, we have a single cycle for π1 and π2. We can then compute the permutation
π3 uniquely:

π1 = (t1a1 . . . aj1b1 . . . bl1t2aj1+1 . . . aj2bl1+1 . . . bl2) (3.11)
π2 = (t2bl1 . . . b1c1 . . . cm1t1bl2 . . . bl1+1cm1+1 . . . cm2) , (3.12)

leading to

π3 = (t1a1, . . . aj1c1 . . . cm1)(t2aj1+1 . . . aj2cm1+1 . . . cm2) . (3.13)

We ensured that the colours b remain inactive in π3, leading to a unique ansatz for permutation
π2 and a unique result for π3 which is a double cycle. Hence the title of this subsection,
summarizing the pertinent cycle structure.

3.4.2 (1,2;1)

The case in which the two colours t1 and t2 are in different cycles in π2 leads to the triple
of permutations:

π1 = (t1a1 . . . aj1b1 . . . bl1t2aj1+1 . . . aj2bl1+1 . . . bl2)
π2 = (t2bl1 . . . b1c1 . . . cm1)(t1bl2 . . . bl1+1cm1+1 . . . cm2)
π3 = (t2aj1+1 . . . aj2cm1+1 . . . cm2t1a1 . . . aj1c1 . . . cm1) . (3.14)

The cycle structure is (1, 2; 1). Left and right multiplication by inverse group elements on
the defining relation π3 = π1π2 relates this case to the previous one.

3.5 The triple triple overlap

In this subsection, we consider the case where we have a set {t1, t2, t3} of three triply active
colours. We wish to treat only those cases that do not reduce to a product of previous
sub-cases. Clearly, each case with a permutation which contains a cycle with the three triply
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active colours is new. The only other case that could potentially be new is when two triply
active colours belong to one cycle in π1 and two other triply active colours belong to one
cycle in π2. For this case, the structure of these permutations, without loss of generality, is:

π1 =(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2)(t3aj2+1 . . .aj3bl2+1 . . . bl3)
π2 =(t2bl1 . . . b1cm1+1 . . . cm2t3bl3 . . . bl2+1cm2+1 . . . cm3)(t1bl2 . . . bl1+1c1 . . . cm1) . (3.15)

Given this structure, the permutation π3 is of the form:

π3 =(t1a1 . . .aj1cm1+1 . . . cm2t3aj2+1 . . .aj3cm2+1 . . . cm3t2aj1+1 . . .aj2c1 . . . cm1) . (3.16)

Therefore, all new cases involve a permutation that incorporates all three triply active colours
in one cycle. For simplicity, we choose this permutation to be the permutation π1 in the
systematic treatment below. Thus, our starting point is the specification of the permutation π1:

π1 = (t1a1 . . . aj1b1 . . . bl1t2aj1+1 . . . aj2bl1+1 . . . bl2t3aj2+1 . . . aj3bl2+1 . . . bl3) . (3.17)

3.5.1 (1,3;1)

In the first sub-case, we choose the permutation π2 to consist of three cycles containing a
triply active colour each; we then find the three permutations:

π1 =(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .aj3bl2+1 . . . bl3) (3.18)
π2 =(t1bl3 . . . bl2+1c1 . . . cm1)(t2bl1 . . . b1cm1+1 . . . cm2)(t3bl2 . . . bl1+1cm2+1 . . . cm3) (3.19)
π3 =(t1a1 . . .aj1cm1+1 . . . cm2t2aj1+1 . . .aj2cm2+1 . . . cm3t3aj2+1 . . .aj3dc1 . . . cm1) . (3.20)

3.5.2 (1,2;2)

If we instead distribute the triply active colours in the permutation π2 between two cycles,
we find the triple of permutations

π1 =(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .aj3bl2+1 . . . bl3) (3.21)
π2 =(t1bl3 . . . bl2+1cm2+1 . . . cm3t2bl1 . . . b1cm1+1 . . . cm2)(t3bl2 . . . bl1+1c1 . . . cm1) (3.22)
π3 =(t1a1 . . .aj1cm1+1 . . . cm2)(t2aj1+1 . . .aj2c1 . . . cm1t3aj2+1 . . .aj3cm2+1 . . . cm3) . (3.23)

3.5.3 (1,1;1)

We now consider the cases where the three triply active colours are in a single cycle in
both permutations π1 and π2. For the permutation π2, we can choose two ways in which
we order the triply active colours t1,2,3; either they occur in the same order as in π1 or
they occur in the opposite order. When they are in the same order, we find that the third
permutation is also a single cycle:

π1 =(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .aj3bl2+1 . . . bl3) (3.24)
π2 =(t1bl3 . . . bl2+1c1 . . . cm1t2bl1 . . . b1cm1+1 . . . cm2t3bl2 . . . bl1+1cm2+1 . . . cm3) (3.25)
π3 =(t1a1 . . .aj1cm1+1 . . . cm2t3aj2+1 . . .aj3c1 . . . cm1t2aj1+1 . . .aj2cm2+1 . . . cm3) . (3.26)
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3.5.4 (1,1;3)

For the opposite order, we find that the third permutation splits into a triple cycle per-
mutation:

π1 =(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .aj3bl2+1 . . . bl3) (3.27)
π2 =(t1bl3 . . . bl2+1c1 . . . cm1t3bl2 . . . bl1+1cm1+1 . . . cm2t2bl1 . . . b1cm2+1 . . . cm3) (3.28)
π3 =(t1a1 . . .aj1cm2+1 . . . cm3)(t2aj1+1+. . .aj2cm1+1 . . . cm2)(t3aj2+1 . . .aj3c1 . . . cm1) . (3.29)

We have systematically identified all processes which contain zero, one, two or three triple
overlaps. It would certainly be interesting to analyze the systematics of the permutation
group combinatorics and how it interacts with the large N expansion further. We stop at
the third order since it is the order at which we will see the first genus one contribution to
the structure constants of the chiral ring — see subsection 2.4.3.

4 The operator products

In the previous section, we calculated the structure of the triples of permutations that
contribute at a given value |T | of the triple overlap of the permutations. The latter parameter
governs the leading large N behaviour of the associated structure constant. Notably, a given
conjugacy class structure constant may acquire contributions from differing triple overlaps.
In that case, higher order terms in the large N expansion of a lower triple overlap structure
constant can mingle with the leading large N term of a higher triple overlap interaction.
Thus, it is useful to split the contributions to the product of conjugacy class sums in terms
of contributions from various values of triple overlaps. We thus define:

Oρ1 ∗ Oρ2 =
∑
ρ3

 ∞∑
|T |=0

Cρ1ρ2
ρ3(|T |)

Oρ3

 . (4.1)

Here, we have suppressed the Frobenius algebra elements associated to each of the operators
Oρi and have specified only the permutation labels. Note that the structure constant at
fixed triple overlap number |T | is invariant under simultaneous conjugation of π1,2 and π3.
Thus, even at fixed triple overlap number, we indeed have a conjugacy class coefficient on
the right hand side.

For each triple of conjugacy classes, we can determine the lowest triple overlap of triples
of permutations that contributes to their structure constant. This will determine the leading
large N behaviour of that structure constant. Schematically, we can ask for the leading
order structure constant Cρ1ρ2

ρ3

Oρ1 ∗ Oρ2 = (Cρ1ρ2
ρ3(|T |min) + . . . ) Oρ3 + . . . . (4.2)

If one wants to compute a subleading order structure constant, one has to take into account
a non-minimal triple overlap |T | as well as possible subleading corrections from a leading
order (minimal |T |) structure constant. With these structural remarks in mind, we start
computing the perturbation theory.
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4.1 The leading order

In this subsection, we compute the leading order contribution to the product of two operators
labelled by arbitrary permutations. The leading order contributions have zero triple overlap.
From the discussion in section 3.2 we know that we must have either disjoint multiplication
of the permutations or the full annihilation of cycles. For simplicity only, we focus on
operators associated to permutations which have distinct cycle lengths (within one given
permutation). This makes for an easier calculation of the symmetry factor.12 We would
like to calculate the product

O[n1,n2,... ](α1, α2, . . . ) ∗ O[p1,p2,... ](β1, β2, . . . ) (4.3)

at leading order |T | = 0, and under the assumption that the integers ni are mutually distinct
as are the integers pj . The operators αi are associated to the cycles of length ni. Once more,
for simplicity only, we assume that the operators associated to untwisted tensor product
factors are the identity. Each term in the gauge invariant operators is a familiar permutation
multiplied by a set of operators associated to the (non-trivial) orbits of the permutations. In
a first contribution on the right hand side, the permutations π1,2 are entirely disjoint and the
conjugacy class of the composite permutation corresponds to the union of the partitions ni

and pi (and an appropriate number of ones). A second contribution arises from permutations
π2 that have a single cycle which is the inverse of a single cycle in π1. And so on. Whenever
a cycle is annihilated, the corresponding operators αi and βj multiply into αiβj and then
must be redistributed over the tensor product of spaces corresponding to that cycle with the
operator ∆(ni)

∗ — see example (2.11). The remaining task is to determine the symmmetry
factor for each term. This is a matter of counting the number of permutations π1 and π2
in the conjugacy classes that can give rise to a permutation π3 in the conjugacy class on
the right hand side. Before we announce the final result for the product, let us perform
this calculation separately.

We concentrate on a permutation π1 in the given conjugacy class, and have:

n!∏
i ni (n −

∑
i ni)!

(4.4)

choices. Suppose we wish to determine the number of permutations π2 that give rise to the
conjugacy class in which we have annihilated the cycles labelled by ns where s runs over
some subset S of indices of the set of ni. Of course, the subset ns is then also a subset
of the pj . In this instance, we have

(n −
∑

i ni)!∏′ pj . . .
(
n −

∑
i ni −

∑′
j pj

)
!

(4.5)

choices for the permutation π2 where the primed sum is over all indices that are not in the
subset S. Indeed, the part of π2 which corresponds to the set S is already fixed (since it
is inverse to that part in π1). The other colours pj can be chosen among those colours not
active in π1. That gives rise to the counting above. Finally, the set of permutations π3 is

12When some cycle lengths are equal, the calculations are similar to computations performed in [7].
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combined into all elements of a conjugacy class and we must therefore divide the total number
of terms by the number of elements in the final conjugacy class. It is important to note that
this is influenced by the number of ni equal to pj . We must also keep in mind that there are
marked entries in the final permutation corresponding to the operators ∆(ns)

∗ . Among the
tensor product factors that are not permuted by permutation π3, there are special entries
associated to the set of integers ns. We also need to symmetrize over all possible choices for
those. There are n −

∑′ ni −
∑′ pj invariant factors under the permutation π3. We choose

ns1 , ns2 et cetera among these factors to associate the ∆∗ operators to. These are another:

(n −
∑′ ni −

∑′ pj)!∏
s ns!(n −

∑
ni −

∑′ pj)!
(4.6)

choices. We have to divide by this factor as well. We conclude that we need to multiply by:

2|{ni}∩{pj}|−|S|
∏′

i ni
∏′

j pj(n −
∑′ ni −

∑′ pj)!
n! ×

∏
s ns!(n −

∑
ni −

∑′ pj)!
(n −

∑′ ni −
∑′ pj)!

. (4.7)

The first factor takes care of the factors of two associated to left-over ni equal to pj . See [7].
The final symmetry factor is the product of all these numbers which equals:

Symmetry Factor = 2|{ni}∩{pj}|−|S| ∏
s∈S

(ns − 1)! . (4.8)

We therefore find the dominant term in the multiplication of operators associated to arbitrary
conjugacy classes:

O[n1,n2,... ](α1,α2, . . .)∗O[p1,p2,... ](β1,β2, . . .)
∣∣∣
|T |=0

=

2|{ni}∩{pj}|O[n1,n2,...p1,p2,... ](α1,α2, . . .β1,β2, . . .)

+2|{ni}∩{pj}|−1∑
i,j

δni,pj (ni−1)!O[n1,.../ni...p1.../pj
...1ni ](. . . /αi, . . . /βj , . . . ;∆(ni)

∗ (αiβj))

+2|{ni}∩{pj}|−2 ∑
i1,i2,j1,j2

δni1 ,pj1
δni2 ,pj2

(ni1−1)!(ni2−1)!

×O[...,/ni1
,...,/ni2

,...,1ni1 ,1ni2 ](. . . , /αi1
, . . . , /αi2

, . . . ;∆(ni1 )
∗ (αi1βj1);∆

(ni2 )
∗ (αi2βj2))+. . . (4.9)

This is the generic leading order interaction in second quantized Frobenius algebras. Compared
to the leading order result for non-compact models [7], there is the novel possibility of
annihilating cycles, in turn opened up by the existence of a non-trivial topological metric
η which carries non-zero degree. One can check that the first term agrees with a special
case of the formulas in [7].

4.2 The first order

We now consider the product of operators for which there is a subleading contribution to the
structure constant. We study a product in which there is a single colour that is common to
all three operators, and that corresponds to the triple overlap |T | = 1. From our analysis in
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section 3.3 it is clear that the elementary process corresponds to the product of two single
cycle operators giving rise to a third single cycle operator.

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=1

=
∑
q1

C|T |=1(q1)O[q1](γ) . (4.10)

As we shall see, the sum on the right hand side arises from a sum over all possible double
overlaps between the two operators on the left hand side.

Let us consider the product of a pair of permutations appearing in the conjugacy classes
on the left hand side. Following our notation for the colours, we have the individual term

α(ta1a2 . . . ajb1b2 . . . bl) ∗ β(tblbl−1 . . . b2b1c1 . . . cm) = γ(ta1 . . . ajc1 . . . cm) . (4.11)

Since the lengths of the cycles are fixed, we have the relations

n1 = 1 + j + l , p1 = 1 + l + m , and q1 = 1 + j + m . (4.12)

It is important to note that the cycle length of the permutation π3 = π1π2 can be expressed
in terms of the lengths of the single cycle permutations and the number l of (extra) double
overlaps between the permutations π1 and π2:

q1 = n1 + p1 − 2l − 1 . (4.13)

Therefore, the final result will be a sum over conjugacy classes whose length is determined
by the double overlap between the colours of the fusing operators. Finally, from the form
of the permutation π3, it is clear that the inequality q1 ≥ 2 must hold for the triply active
colour t to remain part of a non-trivial cycle.

The total number of colours involved in the orbit is given by 1 + j + l + m. We have
the orbits in the space O of active colours, O = {t, ai, br, cs}:

⟨π1⟩ \ O = {{t, ai, br}, c1, . . . , cm}
⟨π2⟩ \ O = {{t, br, cs}, a1, . . . aj}

⟨π1π2⟩ \ O = {{t, ai, cs}, b1, . . . bl}
⟨π1, π2⟩ \ O = {t, ai, br, cs} . (4.14)

We have omitted the curly brackets on sets with one element. The graph defect (2.8) can
be computed to be

g = 1
2(1 + j + m + l + 2− (m + 1)− (j + 1)− (l + 1)) = 0 . (4.15)

We then apply the multiplication maps f · discussed in subsection 2.2.1. We need the maps
fπ1,⟨π1,π2⟩, fπ2,⟨π1,π2⟩ as well f⟨π1,π2⟩,π3 . The first map associates the operator α ∈ A to the
full set of active colours H. The second map does the same for the operator β. We then
multiply them. Thus, at graph defect zero, we obtain the product αβ at this preliminary
stage. The third map then co-multiplies the resulting operator over the orbits of permutation
π3. We thus need to sprinkle the product over the l + 1 orbits of π3 using the adjoint
map ∆(l+1)

∗ . We thus find

απ1 ∗ βπ2 = ∆(l+1)
∗ (αβ)π1π2 , (4.16)
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and identify the Frobenius algebra element γ in equation (4.11):

γ = ∆(l+1)
∗ (αβ) . (4.17)

Using the expressions (4.12) of the cycle lengths and the formula (2.22) for the R-charges
associated to the permutation as well as the R-charge (2.26) of the operator ∆(l+1)

∗ , we
confirm that the product is consistent with the conservation of R-charge.

We are now ready to extend this result for an individual term to the full product
of conjugacy classes by adding the appropriate symmetry factors to the calculation. In
other words we compute the numerical coefficient that appears in the product of conjugacy
classes, assuming the non-degeneracy of cycle numbers as before. We compute the structure
constant at each given value of the double overlap l. Given that the cycle lengths are fixed
and using equation (4.12), this also fixes both the numbers j and m that characterize the
permutations (4.11).

i. We begin with a count of the number of elements in the first conjugacy class:

|Cn1;n| =
n!

n1(n − n1)!
. (4.18)

ii. We next identify the colour b1 in π1, to carry it over into the permutation π2. We
pick a colour b1 in

n1 (4.19)

ways. This automatically fixes the triple overlap colour t (since it follows bl) as well as the
rest of the colours ai in the first permutation.

iii. We then pick m c-colours out of n − n1 colours and order them, for a total factor:

(n − n1)!
(n − n1 − m)! =

(n − n1)!
(n − q1 − l)! , (4.20)

where we have rewritten m in terms of q1 and l. This completes the identification of the
permutation π2.

iv. We now divide by the number of elements in the last conjugacy class. We therefore
multiply by:

q1(n − q1)!
n! . (4.21)

v. Finally we still need to pick l colours out of the remaining n − q1 colours (over which
we distribute the result of the ∆∗-operation). This contributes a factor:

l!(n − q1 − l)!
(n − q1)!

. (4.22)

The complete symmetry factor is a product of all these factors, and we find

C|T |=1 = l! q1 . (4.23)
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Combining these results, we have the following operator product expansion in the
symmetric orbifold theory:

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=1

=
min(n1,p1)−1∑

l=0

∑
q1≥2

l! q1 δq1+2l+1−n1−p1,0 O[q1,1l](∆
(l+1)
∗ (αβ)) . (4.24)

In the upper limit of the sum, we have taken into account that l has to be smaller or equal
to n1 − 1 and p1 − 1 by construction. For l = 0, 1, this reproduces results previously obtained
in [6, 7]. As stressed in [6], this result agrees with and already goes beyond the classic results
obtained in [19, 20, 22] since the operator ∆(l+1)

∗ includes terms computed in those references,
and more. The present calculation is a broad generalization both in terms of models to which
it applies and in terms of double overlap number.

4.3 The second order

We next consider the contribution to the product of operators that occur due to a triple
overlap |T | = 2. We omit the contribution that arises from a product of two |T | = 1 processes
and consider only novel contributions. From our analysis in section 3.4. we know that
there are two essentially new possibilities, in which the relevant orbit involves a pair of
one-cycles and a two-cycle:13

O[n1](α) ∗ O[p1,p2](β1, β2)
∣∣∣
|T |=2

=
∑
q1

C|T |=2(q1)O[q1](γ) (4.25)

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=2

=
∑
q1,q2

C|T |=2(qi)O[q1,q2](γ) . (4.26)

We discuss these cases in turn.

4.3.1 (1,2;1)

Let us consider the operator product of any two permutations that occur in the first case.
We have

α(t2a1 . . . aj1b1 . . . bl1t1aj1+1 . . . ajbl1+1 . . . bl) ∗ β1(t1bl1 . . . b1c1 . . . cm1)
β2(t2bl . . . bl1+1cm1+1 . . . cm)

= γ(t1aj1+1 . . . ajcm1+1 . . . cmt2a1 . . . aj1c1 . . . cm1) (4.27)

We have split the cycle lengths as follows:

n1 = 2 + j + l , p1 = 1 + l1 + m1 , p2 = 1 + l + m − l1 − m1 (4.28)
q1 = 2 + j + m . (4.29)

As in the previous case, the cycle length of the permutation π3 = π1π2 can be expressed in
terms of the other lengths and the number of double overlaps between π1 and π2:

q1 = n1 + p1 + p2 − 2l − 2 . (4.30)
13As we have seen in the leading order calculation, the operator γ on the right hand side is not necessarily

associated to a single cycle but can associate operators to multiple cycles. We denote it by γ in order to
unclutter the initial formulae.
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Thus, on the right hand side we will have a sum of terms depending on the number of double
overlaps. We have the orbits in the space O = {t, a, b, c} of dimension j + m + l + 2.

⟨π1⟩ \ O = {{t1, t2, ai, br}, cs}
⟨π2⟩ \ O = {{t1, br, cs}, {t2, br, cs}, ai}

⟨π1π2⟩ \ O = {{t, a, c}, br}
⟨π1, π2⟩ \ O = {t, a, b, c} . (4.31)

The graph defect is zero. This implies that we have a product αβ1β2 that we distribute back
over l + 1 entries, i.e. the orbits of the permutation π3 = π1π2. Thus, we have:

α(t2a1 . . . aj1b1 . . . bl1t1aj1+1 . . . ajbl1+1 . . . bl) ∗ β1(t1bl1 . . . b1c1 . . . cm1)
β2(t2bl . . . bl1+1cm1+1 . . . cm)

= ∆(l+1)
∗ (αβ1β2)(t1aj1+1 . . . ajcm1+1 . . . cmt2a1 . . . aj1c1 . . . cm1) . (4.32)

Thus we have identified γ = ∆(l+1)
∗ (αβ1β2), which one can check is consistent with R-charge

conservation. One has to distribute the resultant operator over the q1-cycle and l inactive
colours. It only remains to compute the symmetry factor.

i. The number of elements in the first conjugacy class is

|Cn1;n| =
n!

n1(n − n1)!
. (4.33)

ii. We pick a number l1 between 0 and l for which we have

l + 1 (4.34)

choices. The number l1 determines the number of b-colours in the first cycle of π2 as well as
the number of b-colours in the second cycle of the permutation π2. It then also determines the
numbers m1 and m through the lengths of the two cycles. All numbers are then fixed except j1.

ii. Next, we must identify the colour b1 in the fixed permutation π1, to carry it over into
the permutation π2. We pick a colour b1 in

n1 (4.35)

ways. Since we know l1, this fixes the colours t1 and b1, . . . , bl1 .

iii. To fix the colours ai, we need to pick a number j1 which we can choose in

j + 1 = n1 − l − 1 (4.36)

ways. We have used equation (4.28) in writing this equality. This completes the identification
of all colours in the permutations π1 and π2.

iv. We then pick m1 c-colours out of n − n1 and order them, and m − m1 c-colours out
of the remaining n − n1 − m1 and order them for a total factor of:

(n − n1)!
(n − n1 − m1)!

(n − n1 − m1)!
(n − n1 − m)! = (n − n1)!

(n − n1 − m)! . (4.37)
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v. We distribute all products over the elements of the right hand side conjugacy class and
therefore multiply by the inverse of the cardinal number:

1
|Cq1;n|

= q1(n − q1)!
n! . (4.38)

vi. Lastly we pick out l colours from the n − q1 entries leading to the (inverse) factor:

l!(n − q1 − l)!
(n − q1)!

. (4.39)

The product of all these factors gives the structure constant. Substituting for q1 = n1 + p1 +
p2 − 2l − 2, and m = n1 − q1 − l, we find the structure constant:

C|T |=2 = (j + 1)(l + 1) l! q1

= (n1 − l − 1)(l + 1)!(n1 + p1 + p2 − 2l − 2) . (4.40)

Thus we find, at the |T | = 2 level, the operator product:

O[n1](α) ∗ O[p1,p2](β1, β2)
∣∣∣
|T |=2

=
n1−2∑
l=0

∑
q1≥2

(n1 − l − 1) (l + 1)! q1 δq1+2l+2−n1−p1−p2,0

× O[q1,1l]
(
∆(l+1)

∗ (αβ1β2)
)

. (4.41)

We end this subsection by stressing implicit assumptions about the cycle lengths that we
have made in the course of the calculation. The form of the permutations in (4.32) implies
that the number l satisfies the bound l ≤ min(p1 − 1, p2 − 1, n1 − 2). Combining this with the
expression for q1 = n1+p1+p2−2l−2 in (4.30), we conclude that q1 will necessarily be greater
or equal to max(n1 + p2 − p1, n1 + p1 − p2, p1 + p2 − n1 +2). Similar assumptions underlie all
the following calculations and we will specify them in due course. If one considers quantum
numbers that do not satisfy these requirements, a more refined calculation is necessary. The
applicability range remains very broad.

4.3.2 (1,1;2)

We now focus on the second case

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=2

=
∑
q1,q2

C|T |=2(qi)C[q1,q2](γ) . (4.42)

The product of any two permutations within the conjugacy classes is given by

α(a1 . . .aj1b1 . . . bl1t1aj1+1 . . .ajbl1+1 . . . blt2)∗β(t1bl1 . . . b1c1 . . . cm1t2bl . . . bl1+1cm1+1 . . . cm)
= γ (t1aj1+1 . . .ajcm1+1 . . . cm)(t2a1 . . .aj1c1 . . . cm1) . (4.43)

The cycle lengths have been split as follows:

n1 = 2 + j + l , p1 = 2 + l + m , (4.44)
q1 = 1 + j − j1 + m − m1 , q2 = 1 + j1 + m1 (4.45)

– 24 –



J
H
E
P
0
4
(
2
0
2
4
)
0
3
9

The length of the permutation π3 can again be expressed in terms of the lengths n1, p1
and the double overlap l:

q1 + q2 = 2 + j + m = n1 + p1 − 2l − 2 . (4.46)

Once again, it is important to note that both q1 and q2 have to have length at least 2 so
that the triply active colours ti are part of non-trivial cycles.

We have the orbits in the space O = {t, a, b, c} of dimension j + m + l + 2.

⟨π1⟩ \ O = {{t1, t2, ai, br}, cs}
⟨π2⟩ \ O = {{t, b, c}, ai}

⟨π1π2⟩ \ O = {{t1, ai1 , cs1}, {t2, ai2 , cs1}, ai}
⟨π1, π2⟩ \ O = {t, a, b, c} . (4.47)

The graph defect is again zero:

g = 1
2
(
2 + j + m + l + 2− (1 + m)− (1 + j)− (2 + l)

)
= 0 . (4.48)

This implies that we multiply the operators α and β, and then distribute the product back
over the cycles q1, q2 and over l inactive colours, leading to the right hand side operator:

γ = ∆(l+2)
∗ (αβ) . (4.49)

To find the numerical structure constant for the product of conjugacy classes, we follow
the usual procedure.

Most of the steps, up to dealing with the third permutation, are identical to those
carried out for the previous case. Step i. fixes the permutation π1. We split the double
overlap number l into two parts in step ii.. In step iii. we identify the colour b1 and in
step iv. we pick j1. A crucial subtlety appears now. Fixing j1 will fix m1. Therefore, the
maximal number of ways in which we can pick j1 equals j + 1 or m + 1 — whichever one
is smaller. For simplicity of notation, we continue with the first possibility but we keep
the subtlety in mind. The c-colours in π2 are chosen in step v.. The contribution from
all these steps can be calculated to be

n!
(n − n1 − m)! (l + 1) (j + 1) , (4.50)

with the relations j = n1 − l − 2 and n1 + m = q1 + q2 + l, that can be inferred from
the cycle lengths.

vi. It now remains to divide by the number of elements in the third conjugacy class:

1
|Cq1,q2;n|

= q1q2(n − q1 − q2)!
n! (4.51)
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vii. We choose l factors from among the n − q1 − q2 colours, leading to the factor:

l!(n − q1 − q2 − l)!
(n − q1 − q2)!

. (4.52)

The structure constant is the product of all these factors:

C|T |=2 = (n1 − l − 1)(l + 1)!q1q2 . (4.53)

Substituting q1 + q2 = n1 + p1 − 2l − 2, we obtain, for the product of conjugacy classes:

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=2

=
n1−2∑
l=0

(n1 − l − 1)
∑

q1,q2≥2
{q1,q2}

(l + 1)!q1q2 δq1+q2,n1+p1−2l−2

× O[q1,q2,1l](∆
(l+2)
∗ (αβ)) . (4.54)

We sum over all possible sets {q1, q2}.14 We recall from the subtlety above that when n1 > p1,
the factor within the l-sum will be (p1 − l − 1). Thus we may write the more general result

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=2

=
n1−2∑
l=0

(min(n1, p1)− l − 1)
∑

q1,q2≥2
{q1,q2}

(l + 1)!q1q2 δq1+q2,n1+p1−2l−2

× O[q1,q2,1l](∆
(l+2)
∗ (αβ)) . (4.55)

In our derivation of the structure constant, we have implicitly assumed that m1 satisfies
the constraint 0 ≤ m1 ≤ m, with m = p1 − l − 2. These impose non-trivial constraints
on the cycle lengths of the permutation π3. Consider the expressions for the lengths qi in
equation (4.45). To find the extreme bounds, we set j1 = 0 in the expression for q1 and
j1 = j in the expression for q2 and find that the 0 ≤ m1 ≤ m bound and a similar bound
for m − m1 is satisfied if and only if we have

qi ≥ n1 − l − 1 , for i = 1, 2 . (4.56)

Thus, the structure constant we derived above for each l is valid only for those values of
qi that satisfy this inequality.

We can check this structure constant by comparing the cycle distributions (1, 2; 1) and
(1, 1; 2). We can think of them as being related through the exchange of the second and third
conjugacy classes. The relative factor between the two calculations should then be the ratio of
the number of elements in the generalized conjugacy classes which equals q1q2/p1 (by which
we mean the product of the lengths of the two-cycles divided by the length of the longest
single cycle). This is the case. This works out because the expression here is min(p1, n1)
which matches the fact that min(n1, q1) = n1 in the previous calculation and we must identify
q1 = p1. Both formulas have the limited range of validity that we have indicated in their
calculation. There is an overlapping range of validity which explains why they coincide.15

14To be more precise, when q1 ̸= q2, we only sum over the set {q1, q2} once. The possibility q1 = q2 is
also allowed.

15Since the range of validity is different in both calculations, as can be checked, one suspects that both
calculations can be argued to be valid even beyond the range of values that we have used in our proof. We
leave this further combinatorial task for the future.
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4.4 The large N expansion of the operator product

We also computed the structure constants at third order in the 1/
√

N expansion — the
details are described in appendix B. Our results can be collected together in a master formula
for the operator product expansion:

O[n1](α) ∗ O[p1,p2,...](β1, β2, . . .)

= O[n1,p1,p2,... ](α, β1, β2, . . .)

+
n1−1∑
l=0

l!
∑
{pj}

∑
qj≥2

qjδqj ,n1+pj−2l−1 O[p1,...,/pj
,...qj ,1l]

(
β1, . . . /βj . . .∆(l+1)

∗ (αβj)
)

+
{

n1−2∑
l=0

(n1 − l − 1)(l + 1)!
∑
qj≥2

qj

∑
{pj ,pk}

δqj ,n1+pj+pk−2l−2

× O[p1,.../pj
.../pk

...qj ,1l]
(
β1, . . . /βj . . . /βk, . . .∆(l+1)

∗ (αβjβk)
)

+
n1−2∑
l=0

(n1 − l − 1)(l + 1)!
∑
qj≥2

{qj ,qk}

qjqk

∑
{pj}

δqj+qk,n1+pj−2l−2

× O[p1,.../pj
...qj ,qk,1l]

(
β1, . . . /βj , . . .∆(l+2)

∗ (αβj)
)}

+
{
1
2

n1−3∑
l=0

(n1 − l − 1)(n1 − l − 2)(l + 2)!
∑

qm≥3
qm

∑
{pi,pj ,pk}

δqm,n1+pi+pj+pk−2l−3

× O[p1,.../pi
.../pj

.../pk
,...qm,1l](β1, . . . /βi, . . . /βj . . . /βk . . .∆(l+1)

∗ (αβiβjβk))

+ 1
4

n1−3∑
l=0

(n1 − l − 1)(n1 − l − 2)(l + 2)!
∑
qj≥3

qj

∑
{pi}

δqj ,n1+pi−2l−3

× O[p1,...,/pi
,...qj ,1l](∆

(l+1)
∗ (αβie))

+ 1
2

n1−3∑
l=0

(n1 − l − 1)(n1 − l − 2)(l + 2)!
∑

qk≥2
{qk,qm}

qk qm

×
∑

{pi,pj}
δqk+qm,n1+pi+pj−2l−3O[p1,.../pi

.../pj
,...qk,qm,1l](∆

(l+2)
∗ (αβiβj))

+ 1
2

n1−3∑
l=0

(n1 − l − 1)(n1 − l − 2)(l + 2)!
∑
qj≥2

{qj ,qk,qm}

qj qk qm

×
∑
{pi}

δqj+qk+qm,n1+pi−2l−3 O[p1,.../pi
...qj ,qk,qm,1l](∆

(l+3)
∗ (αβi))

}
+ . . . (4.57)

Here we have assumed that the cycle length n1 is minimal among cycle lengths and that
all of the necessary assumptions of genericity for the cycle lengths and the double overlap
parameter l are satisfied. E.g. the length n1 differs from all lengths pi, simplifying the leading
order term. We have collected the terms in increasing order of triple overlap |T |. The second
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and third order terms have been collected within curly brackets. Within the set of terms
with the same overlap |T |, we have arranged the terms so that the number of non-trivial
cycles on the right hand side is in ascending order. We recall that if we normalize operators
such that they have unit two-point function in the untwisted theory, the triple overlap |T |
determines the large N order of the structure constant to be N− |T |

2 . We note the genus
one correction involving the Euler class e that appears in the third from last term. It has
triple overlap |T | = 3 and order N− 3

2 . Finally, we observe that all the structure constants
are N -independent in the natural group theory normalization.

As a check of the above formula, we isolate the terms determined by the Farahat-Higman
formula [23]; these are the operator products in the topologically twisted conformal field
theory on C2 [6, 7]. These are terms in which no topological metric intervenes: this essentially
implies that we only consider the l = 0 terms on the right hand side. Furthermore, we only
allow for joining operations among the cycles; as a consequence, we omit all terms with more
than one qi in the final permutation. Finally, we set all operators to the identity operator
and the Euler class e to zero. We are then left with the simplified operator product:

O[n1](1)∗O[p1,p2,...](1, . . .)

=O[n1,p1,p2,... ](1, . . .)

+
∑
{pj}

(n1+pj−1) O[p1,...,/pj
,...n1+pj−1]

(
1, . . .

)
+(n1−1)

∑
{pj ,pk}

(n1+pj+pk−2)O[p1,.../pj
.../pk

...n1+pj+pk−2]
(
1, . . .

)
+(n1−1)(n1−2)

∑
{pi,pj ,pk}

(n1+pi+pj+pk−3)O[p1,.../pi
.../pj

.../pk
,...n1+pi+pj+pk−3](1, . . .)+. . .

(4.58)

This perfectly matches the Farahat-Higman formula [7, 23] for the case in which we assume
that all the n1, pi, qi are distinct, as we do.

5 A few four-point functions

Given the structure constants of the topological theory, extremal correlators (of chiral
operators with a single anti-chiral operator) in the untwisted theory can be calculated
by repeated multiplication in the ring. For the symmetric orbifold of C2, this technique
was applied in [6, 7] to compute extremal correlators efficiently and to prove a general
conjecture [24] on their combinatorial nature. In this section we compute a sample four
point function in the symmetric orbifold A[n] of a general Frobenius algebra A. We study
the (untwisted) extremal correlator of single cycle operators:

⟨(O[n4](α4))† O[n3](α3) O[n2](α2) O[n1](α1)⟩ (5.1)

for the special case in which we have n2 = n3 = 2, namely the four-point function

F = ⟨(O[n4](α4))† O[2](α3) O[2](α2) O[n1](α1)⟩ . (5.2)
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We compute the successive operator products of the first three operators and then read off
the coefficient of single cycle operators in the resulting fusion:

O[n3](α3) ∗ O[n2](α2) ∗ O[n1](α1) = C123
4 O[n4](α4) + . . . (5.3)

where we fuse from right to left. As indicated, on the right hand side, we also restrict to
operators with only identity operators associated to the inactive colours. We will find that
for n2 = n3 = 2, the structure constant is non-vanishing only for n4 ∈ {n1, n1 + 2}. This is a
consequence of charge conservation and the upper bound on the charge in the seed theory.

The first step in the calculation is an application of our summary formula (4.57):

O[2](α2) ∗ O[n1](α1) = O[n1,2](α1, α2) + (n1 + 1)O[n1+1](α1α2)

+ 1
2

n1−2∑
q1=2

q1q2δq1+q2−n1O[q1,q2](∆
(2)
∗ (α1α2))

+ (n1 − 1)O[n1−1,1](∆
(2)
∗ (α1α2)) . (5.4)

In order to write the second line we have assumed that the integer n1 is odd (in order to avoid
dealing with the case where q1 can be equal to q2 separately). At the next step, we multiply
the operator O[2](α3) with each of the four terms on the right hand side of equation (5.4). This
process is straightforward for the first three sets of terms as it involves repeated application
of our master formula. However, the product of the operator O[2](α3) with the last term in
equation (5.4) is of a new type as it involves operator products in which non-trivial elements
of the Frobenius algebra are associated to the inactive colours. One therefore has to derive
this novel operator product from first principles, and this is done in appendix C.

Next, we list the single cycle operators (with trivial operators associated to the inactive
colours) that we obtain by fusing the operator O[2](α3) with each of the terms on the right hand
side of equation (5.4). We denote the successive terms by Xi. For the first two terms, we find

X1 := O[2](α3) ∗ O[n1,2](α1, α2) = (n1 + 2)O[n1+2](α3α1α2) + O[n1,1,1](α1; ∆(2)
∗ (α3α2)) + . . .

(5.5)

X2 := (n1 + 1)O[2](α3) ∗ O[n1+1](α1α2) = (n1 + 1)(n1 + 2)O[n1+2](α3α1α2)

+ n1(n1 + 1)O[n1,1](∆
(2)
∗ (α3α1α2)) + . . . (5.6)

The ellipses indicate single and multi-cycle terms that are of no consequence to the right hand
side operators to which we limit ourselves. Before we proceed further it is useful to recall
properties of the co-adjoint multiplication in the Frobenius algebra. We recall the expression
for the co-multiplication in terms of basis elements ek and structure constants:

∆(2)
⋆ (α1α2) = (α1α2)m clk

m el ⊗ ek , (5.7)

where we denote by (α1α2)m, the component of the element of the Frobenius algebra along
the mth basis element em, with m = 0 denoting the identity element. We can then rewrite
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the equations (5.5) and (5.6) in the following way:

X1 =(n1+2)O[n1+2](α3α1α2)+(α3α2)m clk
m O[n1,1,1](α1;el;ek)+. . .

=(n1+2)O[n1+2](α3α1α2)+. . . (5.8)
X2 =(n1+1)(n1+2)O[n1+2](α3α1α2)+n1(n1+1)(α3α2α1)m clk

m O[n1,1](el;ek)+. . .

=(n1+1)(n1+2)O[n1+2](α3α1α2)+n1(n1+1)(α3α2α1)0 O[n1](vol)+. . . (5.9)

In the second equality for the term X1 we have used the fact that both el and ek have to
be the identity operator, since these are the extremal correlators we are interested in; the
corresponding structure constant vanishes because of the upper bound on the charge of
operators in the Frobenius algebra.16 For the term X2 we use the fact that when ek is the
identity operator, we have cl0

m = δm,0δl,vol. See equation (2.28). For the next term in the
double fusion, we can again write down the single cycle terms that appear in the product:

O[2](α3) ∗ O[q1,q2](∆
(2)
∗ (α1α2)) = n1O[q1+q2=n1]

(
α3∆(2)

(
∆(2)

∗ (α1α2)
))

+ δq1,2(α1α2)mclk
mO[n1−2,1,1](ek,∆(2)

∗ (α3el))

+ δq2,2(α1α2)mclk
mO[n1−2,1,1](el; ∆

(2)
∗ (α3ek)) + . . . (5.10)

The first term is from the usual master formula; the next two terms arise when the operator
O[2] annihilates the two-cycle in the operator O[2,n1−2], and we have also made use of the
co-product formula (5.7). To write this expression more explicitly, we once again make
use of the definition of the co-adjoint product in equation (5.7) and also recall the formula
(see equation (2.10))

∆(2)∆(2)
∗ (eℓ) = cji

0cij
kekδℓ,0 = cji

0cij0 vol δℓ,0 = χ vol δℓ,0 = e δℓ,0 , (5.11)

where χ is the Euler character and e is the Euler class. We then have

O[2](α3) ∗ O[q1,q2](∆
(2)
∗ (α1α2)) = n1 χ (α1α2)0 O[n1](α3vol) (5.12)

+ δq1,2 (α1α2)m(α3el)nclk
m cpq

n O[n1−2,1,1](ek; ep; eq)
+ δq2,2 (α1α2)m(α3ek)nclk

m cpq
n O[n1−2,1,1](el; ep; eq) + . . .

Once again for the extremal correlators of interest we set ep and eq to be the identity operator
in the last two terms, and this sets the structure constants to zero. Thus, only the first
term contributes, and only for the component of α3 along the identity e0. Performing the
sum over q1, q2, we obtain

X3 := O[2](α3) ∗
1
2

n1−2∑
q1,q2=2

q1q2 δq1+q2,n1O[q1,q2](∆
(2)
∗ (α1α2))

= χ

6n1(n1 − 1)(n1 − 2)(n1 + 3)(α1α2α3)0 O[n1](vol) + . . . (5.13)

16Throughout this section, we assume the Frobenius algebra arises from the topological twist of a N = (2, 2)
superconformal field theory.
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For the contribution of the last term to the double fusion, we turn to the formula (C.28)
derived in the appendix. Using the co-product (5.7), and focusing only on the terms with
the single cycles on the right hand side, we obtain

X4 := (n1 − 1)O[2](α3) ∗ O[n1−1,1](∆
(2)
∗ (α1α2))

= (n1 − 1)(α1α2)mckl
m

{
n1O[n1,1](α3el; ek) + n1 clk

n O[n1](α3 en)

+ (n1 − 2) (α3el)n cpq
n O[n1−2,1,1](ep; eq; ek)

}
+ . . . (5.14)

The last term arises from the q1 = 1, q2 = n1 − 1 and q1 = n1 − 1, q2 = 1 cases in the
sum in equation (C.28). Let us focus on each term in the X4 term in turn and impose the
requirement that there is no non-trivial operator associated to the inactive colours. For
the first term, we set k = 0. This automatically sets el = vol and m = 0 on account of
the structure constant cl0

m = δl,volδm,0. This in turn implies that only the component of
α3 along e0 contributes (as α3 multiplies el in the operator and the volume operator has
maximal degree). In the second term, we use the identity

ckl
m clk

n = χ δm,0 δn,vol , (5.15)

which once again implies that only the component of α3 along e0 matters. In the last term,
the constraint sets q = k = 0. We now use the special structure constants cp0

n = δp,volδn,0
and cl0

m = δl,volδm,0 and see that this term vanishes on account of the term (α3el)n; this
vanishes since el is the generalized volume form and has zero projection along the identity
element. We finally have

X4 = (χ + 1)n1(n1 − 1) (α1α2α3)0 O[n1](vol) + . . . (5.16)

Summing the four contributions to the double fusion, we find:

O[2](α3)∗O[2](α2)∗O[n1](α1)= (n1+2)2O[n1+2](α1α2α3)

+2n2
1

(
1+ χ

12(n
2
1−1)

)
(α1α2α3)0O[n1](vol)+. . . (5.17)

In order to compare our results with some extremal correlators computed previously in the
literature it is useful to recall that the double fusion coefficients C123

4 calculated in this
section are related to the extremal correlators C1234† by the relation C1234† = C123

4 g44† , where
g is the Zamolodchikov metric, which in the normalization of [24] is inversely proportional
to the length of the cycle. The first term is then a generalization of the Hurwitz number
computed in [7, 24] for the trivial Frobenius algebra. As in [7], we see that this coefficient
obtains contributions from both single and double cycle intermediate states. For the term
proportional to O[n1], after taking into account the normalization factor of n1, the coefficient
of 2n1 matches the result in [25] for the number of Feynman diagrams, or equivalently,
the number of equivalence classes of maps that contribute to the extremal correlator. Our
calculation strongly suggests that each Feynman diagram of [25] contributes one to the final
correlator — in any case, we have determined the end result. Furthermore, we see that for a
generic seed Frobenius algebra, there is an additional contribution to the coefficient of this
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operator due to the double contraction of structure constants, that represents a loop in the
seed theory. It gives rise to a new contribution proportional to the Euler number χ.

The calculation of the four-point function, which is an application of a small subset
of our formulas for the operator products in the chiral ring, demonstrates once more the
calculational power of our approach.

6 Conclusions

Our main result, summarized in equation (4.57), is the large N expansion of the operator
ring of topological symmetric orbifolds, up to third order in perturbation theory. We argued
that the formalism used in this work is appropriate for all second quantized Frobenius
algebras, regardless of their geometric interpretation. Our analysis then applies not only to
the theories with seed target K3 or T 4 but also C2/Γ, asymptotically linear dilaton theories
of central charge six, as well as compact and non-compact Gepner models of any central
charge and Calabi-Yau targets of any dimension. This is a non-trivial consequence of the
algebraic construction of second quantized Frobenius algebras [9] which broadly generalizes
the geometric construction of the cohomology ring of the Hilbert schemes of surfaces [8].

Our concrete calculations represent a sizeable addition to the set of known three-point
functions in these models and allow us to compute a large class of extremal correlators in the
untwisted theory in large N perturbation theory. We provided an illustration of this fact by
computing a new class of extremal four-point functions including corrections proportional
to the Euler number of the Frobenius algebra.

It would be interesting to understand the N -independence of our structure constants
better. For the trivial Frobenius algebra (with only the identity operator but non-zero central
charge), the N-independence follows from properties of the symmetric group [23]. These may
be best understood in a semi-group generalization of the group of permutations [21]. It is
an interesting challenge to extend the proof of N -independence of the structure constants
for properly normalized operators to the general case. A very particular subcase was proven
in [26]. Perhaps a combination of the semi-group approach with the conservation of R-charge
can yield progress.

Our genus expansion of three-point functions begs for a string theoretic interpretation.
In the case of the trivial Frobenius algebra, Hurwitz numbers provide a rather direct map
between the symmetric group combinatorics and the counting of Riemann surfaces. In our
general case, a world sheet interpretation would need to incorporate the Frobenius algebra
structure constants into the string theory data. It would be wonderful to be able to draw
dressed string diagrams that represent the genus expansion of structure constants faithfully.
If we accept that single cycle operators represent single string states, we need to promote
first quantized string diagrams to second quantized amplitudes in order to incorporate the
multi-cycle states that form an integral and leading part of the operator ring. In any case,
the string interpretation of the genus expansion is an interesting open problem (akin to the
string interpretation of the correlators of two-dimensional Yang-Mills theory [27, 28]).

We believe symmetric orbifold theories form an interesting and universal subset of the
set of conformal field theories and believe that the in-depth analysis of the operator algebra
of their simplest, topological members in the ’t Hooft large N limit is a similarly universal
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and interesting result. We may be hopeful that it contributes to our understanding of the
genus expansion of gauge theories and from there, to holographic quantum gravity.

A Frobenius algebras: simple examples

We have formally defined Frobenius algebras and given several abstract formulae in the main
text for multiplication maps and their adjoints. It may be useful to briefly go over a few
simple models to see how these are realized in practice.

A.1 The chiral ring of the minimal model

Our first example of a Frobenius algebra arises from the chiral ring of an N = 2 minimal
model seed conformal field theory with central charge c = 3 − 6/k for a strictly positive
integer k. The corresponding Frobenius algebra or chiral ring

AMM = C[x]
⟨xk−1⟩

(A.1)

is the ring of polynomials in one variable x, modded out by the ideal generated by xk−1. The
bi-linear form T is T (xixj) = ηij = δi+j,k−2 and the structure constants are given by

cij
ℓ = δℓ,i+j . (A.2)

By using the topological metric, one finds the symmetric tensor cijℓ = δi+j+ℓ,k−2. In this
case the adjoint ∆(2)

∗ of the multiplication reads:

∆(2)
∗ (xℓ) =

k−2∑
k1,k2=0

ck1k2
ℓ xk1 ⊗ xk2 (A.3)

=
k−2∑

k1,k2=0
δk1+k2,(k−2)+ℓ xk1 ⊗ xk2 . (A.4)

By composing this with the multiplication map, we obtain

∆(2)
(
∆(2)

∗ (xℓ)
)
=

k−2∑
k1,k2=0

δk1+k2,k−2+ℓ xk1+k2 =
k−2∑
k1=0

xk−2+ℓ = (k − 2)xk−2+ℓ

= (k − 2)xk−2 δℓ,0 , (A.5)

which allows one to identify the Euler class e as e(AMM ) = (k − 2)xk−2. The higher
co-products can be similarly computed using the structure constants. For n = 3 we have

∆(3)
∗ (xℓ) =

k−2∑
ji,ki=0

ck1k2j3cj3
k3j4ηℓj4 xk1 ⊗ xk2 ⊗ xk3

=
k−2∑

ji,ki=0
ck1k2j3δj3,k3−ℓ xk1 ⊗ xk2 ⊗ xk3

=
k−2∑
ki=0

δk1+k2+k3,2(k−2)+ℓ xk1 ⊗ xk2 ⊗ xk3 . (A.6)
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The action of the higher n-product ∆(n)
∗ on xℓ can similarly be shown to give a non-vanishing

result with unit coefficient for xk1 ⊗ . . . xkn , provided the constraint
∑

i ki = ℓ+(n− 1)(k − 2)
is satisfied.

A.2 The cohomology ring of the four-torus

A second example Frobenius algebra is the cohomology ring AT 4 of the four-torus. We have a
central charge c = 6 seed conformal field theory. The two-point function is the integration of
the forms over the four-torus. There are a total of sixteen basis elements in the cohomology.
In a choice of complex structure, they are given by the one-forms dz1,2, dz̄1,2 to the power
zero or one, multiplied together. The Euler class is zero since the Euler characteristic is. We
illustrate this model by exhibiting explicitly the co-product ∆(2)

∗ :

∆(2)
∗ (ωl) =

∑
ki

ck1k2
lωk1 ⊗ ωk2 =

∑
k∨

i

ck∨
1 k∨

2
l∨ωk1 ⊗ ωk2 . (A.7)

Each form k has a dual with respect to the volume form, which we denoted by k∨. For
example, if ωl is the volume form, then we can only have the identity for k∨

i and the tensor
product of two volume forms on the right hand side — the reader can work out various other
special cases. The general expression is a combination of contracted epsilon symbols. For
the four-manifold K3, there is a similar story. The Euler class is non-zero (and equal to
twenty-four times the volume form) and the topological two-point function is of type (4, 20)
and corresponds to a E8 ⊕E8 ⊕4H lattice (where H is a hyperbolic lattice of signature (1, 1)).
The list of examples is much longer and includes for instance compact and non-compact
Gepner models. See e.g. [29] for yet another class of interesting examples.

B The structure constants at third order

In this Apppendix we consider the contribution to the product of operators that occur due
to a triple overlap |T | = 3. As before we only consider novel contributions, and from our
analysis in section 3.5 we know that the possible cycle structures are:

O[n1](α) ∗ O[p1,p2,p3](β1, β2, β3)
∣∣∣
|T |=3

=
∑
q1

C|T |=3(q1)O[q1](γ) (B.1)

O[n1](α) ∗ O[p1,p2](β1, β2)
∣∣∣
|T |=3

=
∑
qi

C|T |=3(qi)O[q1,q2](γ) (B.2)

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=3

=
∑
qi

C|T |=3(qi)O[q1,q2,q3](γ) (B.3)

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=3

=
∑
q1

C|T |=3(q1)O[q1](γ) (B.4)

We discuss each of these cases in turn.
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B.1 (1,3;1)

Consider a particular set of three permutations involved in the operator product:

π1 =α(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .ajbl2+1 . . . bl) (B.5)
π2 =β1(t1bl . . . bl2+1c1 . . . cm1)β2(t2bl1 . . . b1cm1+1 . . . cm2)β3(t3bl2 . . . bl1+1cm2+1 . . . cm) (B.6)
π3 = γ(t1a1 . . .aj1cm1+1 . . . cm2t2aj1+1 . . .aj2cm2+1 . . . cmt3aj2+1 . . .ajc1 . . . cm1) . (B.7)

The cycle lengths are split as follows:

n1 = 3 + j + l , q1 = 3 + j + m , (B.8)
p1 = 1 + l − l2 + m1 , p2 = 1 + l1 + m2 − m1 , p3 = 1 + l2 − l1 + m − m2 . (B.9)

The cycle length of the permutation π3 can be determined in terms of the double-overlap l:

q1 = n1 + p1 + p2 + p3 − 2l − 3 . (B.10)

We should be aware of a small complication at this stage. If we fix the cycle lengths of the
permutation π2 to be (p1, p2, p3) with triple overlap colours (t1, t2, t3) then there are alternative
permutations π1 and π3 with the same cycle lengths that also satisfy π1π2 = π3, namely:

π1 =α(t1a1 . . .aj1bl1+1 . . . bl2t3aj1+1 . . .aj2b1 . . . bl1t2aj2+1 . . .ajbl2+1 . . . bl) (B.11)
π2 =β1(t1bl . . . bl2+1c1 . . . cm1)β2(t2bl1 . . . b1cm1+1 . . . cm2)β3(t3bl2 . . . bl1+1cm2+1 . . . cm) (B.12)
π3 = γ(t1a1 . . .aj1cm2+1 . . . cmt3aj1+1 . . .aj2cm1+1 . . . cm2t2aj2+1 . . .ajc1 . . . cm1) . (B.13)

These have the effect of doubling the number of possible contributions in the reasoning below.
Consider the orbits of the various permutations in the space O = {t, a, b, c} of dimension

j + m + l + 3.

⟨π1⟩ \ O = {{t1, t2, t3, ai, br}, cs}
⟨π2⟩ \ O = {{t1, br1 , cs1}, {t2, br2 , cs2}, {t3, br3 , cs3}, ai}

⟨π1π2⟩ \ O = {{t1, t2, t3, ai, cs}, br}
⟨π1, π2⟩ \ O = {t, a, b, c} . (B.14)

The graph defect is zero. Thus we find the operator

γ = ∆(l+1)
∗ (αβ1β2β3) . (B.15)

We proceed to compute the numerical coefficient that would appear in the product of
conjugacy classes.

i. The number of elements in the first conjugacy class is

|Cn1;n| =
n!

n1(n − n1)!
. (B.16)

ii. We split the double overlap number l into three parts:

(l + 2)(l + 1)
2 . (B.17)

This fixes the number of b-colours in both the permutations π1 and π2.
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iii. We identify the colour b1 in the first permutation π1. This can be done in

n1 (B.18)

ways. Given the number l1, this fixes the colour t2 and the colours b1 to bl1 .

iv. In order to fix the a-colours, we need to pick numbers j1 and j2, which can be done in

1
2(j + 1)(j + 2) = 1

2(n1 − l − 1)(n1 − l − 2) (B.19)

ways. This fixes all the colours in the first permutation.

v. The m colours of type c can be chosen in

(n − n1)!
(n − n1 − m)! (B.20)

ways.

vi. We divide by the number of elements in the last conjugacy class:

1
|Cq1;n|

= q1(n − q1)!
n! . (B.21)

vii. We choose l colours from n − q1 colours:

l!(n − q1 − l)!
(n − q1)!

. (B.22)

viii. Finally, we take into account the doubling feature mentioned at the beginning, which
adds a factor of

2 . (B.23)

The structure constant is the product of all these factors:

C|T |=3 = 1
2(n1 − l − 1)(n1 − l − 2)(l + 2)!q1 . (B.24)

We summarize the operator product:

O[n1](α)∗O[p1,p2,p3](β1,β2,β3)
∣∣∣
|T |=3

= 1
2

n1−3∑
l=0

(n1−l−1)(n1−l−2)(l+2)!

×
∑
q1≥3

q1 δq1+2l+3−n1−p1−p2−p3,0 O[q1,1l](∆(l+1)
∗ (αβ1β2β3)) .

(B.25)

We conclude with listing the assumptions made about the cycle lengths. These arise from
imposing non-negativity of the integers m1, m2−m1 and m−m2. They lead to the constraints
l ≤ min(pi − 1, n1 − 3). Along with the expression for q1, we find that q1 is necessarily greater
than or equal to max(n1 − p1 + p2 + p3 − 1, n1 + p1 − p2 + p3 − 1, n1 + p1 + p2 − p3 − 1, p1 +
p2 + p3 − n1 + 3) for our reasoning to be valid.
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B.2 (1,1;3)

We turn to the next operator product and, as usual, we begin with a set of permutations
involved in the operator product:

π1 =α(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .ajbl2+1 . . . bl) (B.26)
π2 =β(t1bl . . . bl2+1c1 . . . cm1t3bl2 . . . bl1+1cm2+1 . . . cmt2bl1 . . . b1cm1+1 . . . cm2) (B.27)
π3 = γ (t1a1 . . .aj1cm1+1 . . . cm2)(t3aj2+1 . . .ajc1 . . . cm1)(t2aj1+1+. . .aj2cm2+1 . . . cm) . (B.28)

The cycle lengths are:

n1 = 3 + j + l , p1 = 3 + l + m (B.29)
q1 = 1 + j1 + m2 − m1 , q2 = 1 + j − j2 + m1 , q3 = 1 + j2 − j1 + m − m2 . (B.30)

They satisfy the relation:

q1 + q2 + q3 = n1 + p1 − 2l − 3 (B.31)

and we have the condition that qi ≥ 2. As in the (1, 3; 1) case, we find that if we fix the
permutation π3 to be as shown, there exist alternative permutations π1 and π2 such that
the relation π1π2 = π3 is satisfied:

π1 =α(t1a1 . . .aj1bl1+1 . . . bl2t3aj2+1 . . .ajb1 . . . bl1t2aj1+1 . . .aj2bl2+1 . . . bl) (B.32)
π2 =β(t2bl1 . . . b1c1 . . . cm1t3bl2 . . . bl1+1cm1+1 . . . cm2t1bl . . . bl2+1cm2+1 . . . cm) (B.33)
π3 = γ (t1a1 . . .aj1cm1+1 . . . cm2)(t3aj2+1 . . .ajc1 . . . cm1)(t2aj1+1+. . .aj2cm2+1 . . . cm) . (B.34)

Once again this leads to a doubling of the contributions to the final structure constant.
Let us consider the orbits in the space O = {t, a, b, c} of dimension 3 + j + m + l.

⟨π1⟩ \ O = {{t1, t2, t3, ai, br}, cs}
⟨π2⟩ \ O = {{t1, t2, t3, br, cs}, ai}

⟨π1π2⟩ \ O = {{t1, ai1 , cs1}, {t2, ai2 , cs2}, {t3, ai3 , cs3}, br}
⟨π1, π2⟩ \ O = {t1, t2, t3, ai, br, cs} . (B.35)

The graph defect is zero. We identify the right hand side operator γ:

γ = ∆(l+3)
∗ (αβ) . (B.36)

We now turn to the numerical evaluation of the structure constant. Step i. fixes permutation
π1 as before. We again split the double overlap number l in three parts in step ii.. In step iii.
we identify the colour b1. In step iv. we pick the numbers j1 and j2. We pick the c-colours
in the second permutation π2 in step v. All of these steps together provide a factor:

n!
(n − n1 − m)!

1
4(j + 1)(j + 2)(l + 1)(l + 2) , (B.37)

where we identify j = n1 − l − 3 and n1 + m = q1 + q2 + q3 + l from the expressions for
the cycle lengths.
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vi. We divide by the number of elements in the conjugacy class of π3:

1
|Cq1,q2,q3;n|

= q1q2q3(n − q1 − q2 − q3)!
n! . (B.38)

vii. We choose l colours out of n − (q1 + q2 + q3) to give a factor

l!(n − q1 − q2 − q3 − l)
(n − q1 − q2 − q3)!

. (B.39)

viii. Lastly we take into account the alternative set of permutations that gives the same
π3: this leads to a factor of

2 . (B.40)

We multiply all the factors to find the structure constant:

C|T |=3 = 1
2(j + 1)(j + 2) (l + 1)(l + 2) l! q1q2q3

= 1
2(n1 − l − 1)(n1 − l − 2)(l + 2)!q1q2q3 . (B.41)

We thus have the operator product

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=3

= 1
2

n1−3∑
l=0

(n1 − l − 1)(n1 − l − 2)(l + 2)!

∑
qi≥2

{qi,qj ,qk}

q1 q2 q3 δq1+q2+q3,n1+p1−2l−3 O[q1,q2,q3,1l](∆
(l+3)
∗ (αβ)) .

(B.42)

As before, there are constraints on the length of the cycles in π3 that are obtained by imposing
the non-negativity of the numbers m1, m2 − m1 and m − m2. They are given by

qi ≥ n1 − l − 2 , for i = 1, 2, 3 . (B.43)

B.3 (1,2;2)

We consider a set of permutations involved in the operator product:

π1 =α(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .ajbl2+1 . . . bl) (B.44)
π2 =β1(t1bl . . . bl2+1cm2+1 . . . cmt2bl1 . . . b1cm1+1 . . . cm2)β2(t3bl2 . . . bl1+1c1 . . . cm1) (B.45)
π3 = γ (t1a1 . . .aj1cm1+1 . . . cm2)(t2aj1+1 . . .aj2c1 . . . cm1t3aj2+1 . . .ajcm2+1 . . . cm) . (B.46)

The cycle lengths are given by

n1 = 3 + j + l , (B.47)
p1 = 2 + l + l1 − l2 + m − m1 , p2 = 1 + l2 − l1 + m1 (B.48)
q1 = 1 + j1 + m2 − m1 , q2 = 2 + j − j1 + m + m1 − m2 . (B.49)
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The requirement that the triply active colours be part of a non-trivial cycle imposes qi ≥ 2.
The cycle lengths of π3 can be written:

q1 + q2 = n1 + p1 + p2 − 2l − 3 . (B.50)

In the permutations shown in (B.44)–(B.46), we have assumed that two of the triply active
colours appear in the p1-cycle; we have to take into account the other possibility as well, in
which two of the triply active colours appear in the p2-cycle. This essentially amounts to
exchanging p1 and p2. This leads to a doubling of the contribution to the structure constant.

Consider the orbits of the various permutations in the space O = {t, a, b, c} of dimension
j + m + l + 3.

⟨π1⟩ \ O = {{t1, t2, t3, ai, br}, cs}
⟨π2⟩ \ O = {{t1, t2, br1 , cs1}, {t3, br2 , cs2}, ai}

⟨π1π2⟩ \ O = {{t1, ai1 , cs1}, {t2, t3, ai2 , cs2}, br}
⟨π1, π2⟩ \ O = {t, a, b, c} . (B.51)

The graph defect is zero. One identifies the operator

γ = ∆(l+2)
∗ (αβ1β2) . (B.52)

We now compute the numerical coefficient of the product of conjugacy classes. Steps i. to
v. are identical to the previous two cases, leading to a factor

n!
(n − n1 − m)!

1
4(j + 1)(j + 2)(l + 1)(l + 2) , (B.53)

where we identify j = n1 − l − 3 and n1 + m = q1 + q2 + l from the expressions for the
cycle lengths.

vi. We divide by the cardinal number of the third conjugacy class:

1
|Cq1,q2;n|

= q1q2(n − q1 − q2)!
n! (B.54)

vii. Finally we have the factor associated to choosing l colours from n − q1 − q2 colours:

l!(n − q1 − q2 − l)!
(n − q1 − q2)!

(B.55)

viii. Finally, we have a factor of

2 (B.56)

from the exchange of p1 and p2, as discussed above. The product of all these factors gives
the structure constant:

C|T |=3 = 1
2(n1 − l − 1)(n1 − l − 2)(l + 2)!q1q2 . (B.57)
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Substituting q1 + q2 in terms of the cycle lengths and l, we find

O[n1](α)∗O[p1,p2](β1,β2)
∣∣∣
|T |=3

= 1
2

n1−3∑
l=0

(n1−l−1)(n1−l−2)(l+2)!

×
∑
qi≥2

{q1,q2}

q1 q2 δq1+q2,n1+p1+p2−2l−3O[q1,q2,1l](∆
(l+2)
∗ (αβ1β2)) .

(B.58)

The constraints on the validity of the derivation follow from the non-negativity of m1 and
m2 −m1 and m−m2. We have that l ≤ min(p1 − 1, p2 − 1, n1 − 3), and that q1 ≥ n1 − l − 2,
q2 ≥ n1 − l − 1 as well as q2 ≥ n1 + p2 − 2.

B.4 (1,1;1)

We turn to the final case with triple overlap three. Consider a set of three single cycle
permutations involved in the operator product:

π1 =α(t1a1 . . .aj1b1 . . . bl1t2aj1+1 . . .aj2bl1+1 . . . bl2t3aj2+1 . . .ajbl2+1 . . . bl) (B.59)
π2 =β(t1bl3 . . . bl2+1c1 . . . cm1t2bl1 . . . b1cm1+1 . . . cm2t3bl2 . . . bl1+1cm2+1 . . . cm) (B.60)
π3 = γ(t1a1 . . .aj1cm1+1 . . . cm2t3aj2+1 . . .ajc1 . . . cm1t2aj1+1 . . .aj2cm2+1 . . . cm) . (B.61)

The lengths of the cycles are split as

n1 = 3 + j + l , p1 = 3 + l + m , q1 = 3 + j + m . (B.62)

The length of the final conjugacy class can be written as

q1 = n1 + p1 − 2l − 3 . (B.63)

Consider the orbits of the various permutations in the space O = {t, a, b, c} of dimension
j + m + l + 3.

⟨π1⟩ \ O = {{t1, t2, t3, ai, br}, cs}
⟨π2⟩ \ O = {{t1, t2, t3, br, cs}, ai}

⟨π1π2⟩ \ O = {{t1, t2, t3, ai, cs}, br}
⟨π1, π2⟩ \ O = {t, a, b, c} . (B.64)

The graph defect can be computed as follows:

g = 1
2
(
3 + j + m + l + 2− (1 + m)− (1 + j)− (1 + l)

)
= 1 . (B.65)

The graph defect is one — we have a genus one contribution. We therefore include the Euler
character e in the identification of the right hand side operator γ — see equation (2.9) –:

γ = ∆(l+1)
∗ (αβe) . (B.66)

One can perform a consistency check by calculating and comparing the R-charges on both
sides of the operator product. The new ingredient is the R-charge of the Euler class q(e) = c

3 .
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The calculation of the numerical coefficient appearing in the operator product proceeds along
the same lines as before. Steps i. and v. are identical to the previous three sub-cases
with |T | = 3, leading to the factor

n!
(n − n1 − m)!

1
4(j + 1)(j + 2)(l + 1)(l + 2) , (B.67)

where we identify j = n1 − l−3 and n1 +m = q1 + l from the expressions for the cycle lengths.

vi. We divide by the number of elements in the last conjugacy class:

1
|Cq1;n|

= q1(n − q1)!
n! (B.68)

vii. Finally we choose l colours from among n − q1, which gives the factor

l!(n − q1 − l)!
(n − q1)!

. (B.69)

The structure constant is the product of all these factors:

C|T |=3 = 1
4(j + 1)(j + 2)(l + 1)(l + 2) l! q1

= 1
4(n1 − l − 1)(n1 − l − 2)(l + 2)!q1 . (B.70)

Substituting the value of q1 in terms of the cycle lengths and l, we find the operator product:

O[n1](α) ∗ O[p1](β)
∣∣∣
|T |=3

= 1
4

n1−3∑
l=0

(n1 − l − 1)(n1 − l − 2)(l + 2)! (B.71)

×
∑
q1≥3

q1 δq1,n1+p1−2l−3 O[q1,1l](∆
(l+1)
∗ (αβe)) . (B.72)

This finishes the calculation of the operator product terms that arise from permutations with
triple overlap equal to three. In particular, we identified a generic genus one contribution
to the product of operators.

C More operator products

For most of our analysis in the bulk of the paper, we have worked with operators in which
we associate non-trivial Frobenius algebra elements to active colours only. In this section we
clarify a few basic properties of operators that have a non-trivial algebra element associated
to inactive colours.

C.1 The normalization of operators

We begin with a generic operator of the form

O[p1,...,pk,1l](β1, . . . , βk, βk+1, . . . , βk+l) (C.1)
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in which we associate Frobenius algebra elements to both active and inactive colours. The
number of terms in the operator is equal to:

|O[p1,...,pk,1l]| =
n!

(p1 . . . pk)(n −
∑

i pi − l)! . (C.2)

Let us exhibit these terms in detail. Consider a permutation π = c(p1) . . . c(pk) ∈ [p1, p2, . . . , pk],
where the c(pi) denotes a cycle of length pi. We then define the operator as:

O[p1,...,pk,1l](β1, . . . βk+l) =
∑

π∈[p1,p2,...,pk]
c(p1)(β1) . . . c(pk)(βk)

×
∑

ρ∈S
n−

∑
pj

\S
n−

∑
pj−l

ρ(βk+1 ⊗ · · · ⊗ βk+l ⊗ 1 · · · ⊗ 1)

=
∑

π∈[p1,p2,...,pk]
c(p1)(β1) . . . c(pk)(βk) (βk+1 ⊗ · · · ⊗ βk+l ⊗ 1 · · · ⊗ 1)

+ terms with coefficient one symmetrized in the l entries
as well as the choice of inactive slots. (C.3)

This should be contrasted with the number of terms in the operator

O[p1,...,pk](β1, . . . , βk) , (C.4)

which equals the dimension of the conjugacy class [p1, . . . pk]:

|O[p1,...,pk]| =
n!

(p1 . . . pk)(n −
∑

pi)!
. (C.5)

Therefore we have the relation:

O[p1,...,pk,1l](β1, . . . , βk, 1, . . . , 1) =
|O[p1,...,pk,1l]|
|O[p1,...,pk]|

O[p1,...,pk](β1, . . . , βk) . (C.6)

This relation will prove to be useful when we perform some numerical checks on our master
formula by setting the Frobenius algebra elements to the identity and counting the number
of terms that appear in the operator product.

C.2 A Non-trivial inactive colour entry

In this subsection we calculate the exact operator product

O[2](α) ∗ O[n1−1,1](el; ek) , (C.7)

in which we associate non-trivial basis vectors of the Frobenius algebra (el and ek) to both
the non-trivial cycle [n − 1] and one inactive colour.17 Such an operator product does not
fall into the class of operator products encoded in the summary formula (4.57), as in that
calculation, we assumed that the unit operator was associated to the inactive colours. We
therefore perform this calculation from first principles. The colours in each of the operators
can overlap in 0, 1 or 2 elements, and we consider these cases in turn.

17An operator product of this sort appears generically in the intermediate steps whenever higher point
extremal correlators, or multiple single cycle fusions are carried out. See the example in section 5.

– 42 –



J
H
E
P
0
4
(
2
0
2
4
)
0
3
9

Case 1: we first consider the term with zero overlap between the colours in the two operators.
The contribution of such terms is given by the fusion

O[n1−1,2,1](el;α; ek) . (C.8)

This can be checked by a comparison of the number of terms in the product with zero overlap
on the left hand side and checking that it is equal to the number of terms in the operator on
the right hand side. Let us first do a count on the left hand side. The number of terms in
O[2](α) is equal to the number of elements in the conjugacy class, equal to

(n
2
)
. The number of

terms in the second operator is counted as follows. We first pick an element of the conjugacy
class, and then we pick one out of n − (n1 − 1) elements so as to put ek in that entry. We
sum with weight one over all these terms. The number of terms is:

|O[n1−1,1](· ; ·)| = |O[n1−1]| × (n − (n1 − 1)) = n!
(n1 − 1)(n − n1)!

. (C.9)

We know need to know how many of all these products contribute to the right hand side
with zero overlap in all non-trivial entries. We need to pick two out of the remaining n − n1
colours. There are therefore:

|O[n1−1,1](· ; ·)| × (n − n1)!
2(n − n1 − 2)! =

n!
2(n1 − 1)(n − n1 − 2)! , (C.10)

such terms. We need to divide this number by the number of terms in the right hand side
operator O[n1−1,2,1](el, α; ek). Our convention for that operator is that we pick any element in
O[n1−1,2] and then symmetrize ek over the other n−n1−1 entries, with weight one. This gives:

n!
(2(n1 − 1)(n − n1 − 1)! × (n − n1 − 1) = n!

2(n1 − 1)(n − n1 − 2)! (C.11)

terms. We need to divide the total number of terms (with weight one) by the number of
terms on the right hand side and find the unit coefficient in the contribution (C.8).

Case 2: next we consider the case in which there is zero overlap between the non-trivial
cycles [2] and [n1 − 1], but one overlap between the colours in [2] and the colour associated
to ek. The operator on the right hand side is:

O[n1−1,2](el, αek) . (C.12)

The latter has

|O[n1−1,2]| =
n!

2(n1 − 1)(n − n1 − 1)! (C.13)

terms. The number of terms contributing on the left hand side is:

|O[n1−1,1](· ; ·)| × (n − n1) =
n!

(n1 − 1)(n − n1 − 1)! . (C.14)

Therefore, the coefficient of the operator, which is the ratio of these is given by two. Thus
we obtain a term

2O[n1−1,2](el, αek) . (C.15)
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Case 3: thirdly, we consider the case in which we have overlap one between [2] and [n1 − 1],
and no overlap between the permutation in conjugacy class [2] and the ek entry. The
resulting operator is:

O[n1,1](αel; ek) . (C.16)

This has
n!

n1(n − n1)!
(n − n1) =

n!
n1(n − n1 − 1)! (C.17)

terms. On the left hand side, we count all terms:

|O[n1−1,1](· ; ·)| × (n1 − 1)(n − n1) =
n!

(n − n1 − 1)! , (C.18)

that contribute to the single overlap. Therefore, the coefficient of that operator is n1:

n1 O[n1,1](αel; ek) . (C.19)

Case 4: another possibility is a single overlap between [2] and [n − 1] and a single overlap
between [2] and the colour associated to ek. The resulting operator is:

O[n1](αelek) = clk
n O[n1](α en) , (C.20)

where we have used the product in the Frobenius algebra. The operator has
n!

n1(n − n1)!
(C.21)

terms. The number of terms contributing to the left hand side is:

|O[n1−1,1](· ; ·)| × (n1 − 1) . (C.22)

Therefore the coefficient of the operator is n1 again, leading to the term

n1 clk
n O[n1](α en) . (C.23)

Case 5: the last cases are where we have an overlap of two between [2] and [n1 − 1]. This
splits the n1 − 1 cycle into two (generically). We have to sum over the lengths with total
length n1 − 1. The operator on the right hand side is given by

1
2

n1−2∑
q1=1

x(qi) δq1+q2,n1−1O[q1,q2,1](∆
(2)
∗ (αel); ek) , (C.24)

where x(qi) is a coefficient to be determined. Since each operator appears twice (if we assume
n1 even), we add a factor of 1/2. These operators have

|O[q1,q2]| × (n − n1 + 1) (C.25)

terms. The number of terms contributing at a given value of q1 equals:

|O[n1−1,1](· ; ·)| × (n1 − 1) . (C.26)

The resulting pre-factor is:

x(qi) =
n!

(n1 − 1)(n − n1)!
q1q2(n − q1 − q2)!

n!(n − n1 + 1) × (n1 − 1) = q1q2 . (C.27)

For the case n1 odd and q1 = q2 = (n1 − 1)/2, there is an extra factor of 2 in the coefficient
x(qi) which will cancel the factor of 1/2 in equation (C.24).
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The OPE: the final result for the operator product is:

O[2](α) ∗ O[n1−1,1](el; ek) = O[n1−1,2,1](el;α; ek) + 2O[n1−1,2](el, αek)

+ n1(O[n1,1](αel; ek) + clk
n O[n1](α en))

+
∑

{q1,q2}
q1q2δq1+q2,n1−1O[q1,q2,1](∆

(2)
∗ (αel); ek) . (C.28)

A check on the formula is to once again count the total number of terms on both sides
and confirm equality. We use this formula in the bulk of the paper to compute extremal
four-point functions in the untwisted theory.

D Illustrations and checks of the product formula

In this appendix, we illustrate and check the master formula (4.57) using hands-on small
cycle examples. In particular we check the number of terms that appear on the right hand
side against the ordinary multiplication of conjugacy classes.

Our first comparison is for the multiplication of Sn conjugacy class sums C[3] and C[4].
These conjugacy classes multiply as follows (see e.g. [21]):

C[4]C[3] = C[4,3] + 6C[6] + 4(n − 4)C[4] + 2(n − 2)(n − 3)C[2] + 12C[3,2] + 4C[4] . (D.1)

Let us also write down the contributions from the master formula (4.57) where all seed
operators are set equal to the identity. We have the fused contribution for |T | = 0. We
find non-vanishing contributions for |T | = 1 at l = 0, 1, 2. For the case of double triple
overlap |T | = 2 only the (1, 1; 2) part contributes and for the |T | = 3 terms, only the (1, 1; 1)
contribution survives. Separating out the contributions for each triple overlap |T |, we find

O[3](1) ∗ O[4](1) = O[3,4](1, 1)

+ 6O[6](1) + 4O[4,1](∆
(2)
∗ (1)) + 4O[2,1,1](∆

(3)
∗ (1))

+ 12O3,2(∆(2)
∗ (1))

+ 4O[4](e) . (D.2)

The triple overlap zero term, |T | = 0, is the leading, disconnected term, and it has coefficient
one. At the next order, at triple overlap one, we wish to further split the total into the terms
with differing double overlap numbers. We have for |T | = 1 contributions from l = 0, 1, 2.
The first case is the O[6] term which matches the second term in equation (D.1). The term
with l = 1 is the O[4,1] term. We have n − 4 ways of identifying the inactive colour. Thus,
the operator corresponds to the coefficient 4(n − 4) in equation (D.1). At l = 2, we have
the O[2,1,1] term. It has coefficient 4. This is multiplied by (n − 2)(n − 3)/2 choices, which
matches the expected number. At second order, for |T | = 2, we have a contribution of
a l = 0 term. The permutations have the form [3] × [4] → [2, 3]. It has coefficient 12 as
expected. For |T | = 3, we again only have a l = 0 term contribution. The permutations have
the form [3]× [4] → [4]. This therefore contributes to the conjugacy class [4], through the
operator O[4](e), with coefficient 4 again matching equation (D.1). This ends our rudimentary
illustration and check.
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A Few Computer Checks: we mention two additional computer generated checks on two
non-trivial aspects of our master formula (4.57). Using a symbolic manipulation program,
we studied the conjugacy class product C[4]C[5] in the symmetric group S9 and identified
a right hand side conjugacy class corresponding to a triple overlap |T | = 3 and where the
total double overlap is also two (such that the quantum number l measuring the extra double
overlap in the master formula equals zero). We found the coefficient:

C[4]C[5] = 48C[2,2,2] + . . . . (D.3)

We can compare this to the |T | = 3 and l = 0 contribution in the master formula and find
that the overall coefficient agrees. A second check is that we studied another term on the
right hand side corresponding to |T | = 1, l = 3:

C[4]C[5] = 420C[2] + . . . . (D.4)

This can be checked against the corresponding term in the master formula which includes a
factor of l! — this confirms the recurring factorial feature in the master formula.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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