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4.4.3 Ĉ0(0,0) × ĈR(j,̄) fusion 22

5 Conclusions and discussions 23

A Fierz identities 25
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1 Introduction

The space of four-dimensional N = 2 superconformal field theories (SCFTs) has a rich

structure. The best known N = 2 SCFTs are the SU(Nc) gauge theories with Nf fun-

damental matter hypermultiplets where Nf = 2Nc is satisfied so that the beta function

vanishes. While these theories are well-described by Lagrangian, there are many N = 2

SCFTs whose Lagrangian description is not known, such as Argyres-Douglas SCFTs [1–3],1

Minahan-Nemeschanskey theories [14, 15], and an infinite series of non-Lagrangian SCFTs

of class S [16]. To study general N = 2 SCFTs including these non-Lagrangian theories,

we need a technique that relies only on the symmetry and unitarity of SCFTs.

Recently there was important progress in this direction. The authors of [17] showed

that the operator product expansions (OPEs) of a special class of BPS local operators

are naturally encoded in a two-dimensional chiral algebra. These BPS operators are called

“Schur operators” since they contribute to the Schur limit of the superconformal index [17–

19]. We call the superconformal multiplets including a Schur operator “Schur multiplets.”

The existence of the associated chiral algebra implies, along with the four-dimensional

unitarity and superconformal symmetry, that the “c central charge” of any interacting

four-dimensional N = 2 SCFTs is constrained by c ≥ 11
30 [20], which is saturated by the

minimal Argyres-Douglas SCFT.2 Moreover, a similar analysis for N = 2 SCFTs with a

flavor symmetry leads to a universal bound involving c and the flavor central charge [17, 21].

For more recent works on the associated chiral algebras, see [22–50].

Let us briefly sketch how these bounds on the central charges were derived from the

chiral algebra analysis. In four-dimensional N = 2 SCFTs, the superconformal symmetry

and the unitarity impose strong constraints on superconformal multiplets appearing in

1For recent discussions on N = 1 Lagrangians that flow to the Argyres-Douglas SCFTs, see [4–13].
2Our normalization of the four-dimensional central charge is such that a free hypermultiplet has c = 1

12

and a = 1
24

.
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OPEs, which we call “selection rules” in the following. In particular, the selection rules

B̂1 × B̂1 ∼ B̂1 + B̂2 +
∞∑
`=0

Ĉ0( `
2
, `
2

) +
∞∑
`=0

Ĉ1( `
2
, `
2

) + · · · ,

Ĉ0(0,0) × Ĉ0(0,0) ∼
∞∑
`=0

Ĉ0(`,`) +
∞∑
`=0

Ĉ1(`+ 1
2
,`+ 1

2
) + · · · ,

Ĉ0(0,0) × B̂1 ∼ B̂1 +
∞∑
`=0

Ĉ1( `
2
, `
2

) + Ĉ0( `+1
2
, `+1

2
) + · · · , (1.1)

were used to derive the central charge bounds mentioned above. Here, B̂R and ĈR(j,̄)

are two types of Schur multiplets labeled by the SU(2)R charge R and the spin (j, ̄) of

the superconformal primary field, and the ellipses stand for non-Schur multiplets.3 In

particular, the B̂1 multiplet is a Schur multiplet including a flavor current, and the Ĉ0(0,0)

multiplet is the stress tensor multiplet. The above selection rules (and unitarity) are

crucial in deriving the central charge bounds. For example, the bound c ≥ 11
30 was derived

by interpreting the reality of the OPE coefficients for the second selection rule in (1.1) in

terms of the two-dimensional chiral algebra.4 This implies that identifying the selection

rules for Schur multiplets provides a powerful tool to reveal universal constraints on general

N = 2 SCFTs.

Moreover, the selection rules are also important in recovering four-dimensional OPEs

from the two-dimensional chiral algebra. Indeed, the 4d/2d correspondence of [17] implies

that Schur operators with different quantum numbers could correspond to two-dimensional

operators with the same quantum numbers. Therefore, it is generically non-trivial to

recover four-dimensional OPEs from two-dimensional OPEs. The selection rules, how-

ever, strongly constrain Schur multiplets appearing in the four-dimensional OPEs and

therefore will be useful for reconstructing the four-dimensional OPEs from the associated

chiral algebra.

In this paper, we study the selection rules for

Ĉ0(0,0) ×OSchur , (1.2)

up to non-Schur multiplets, where OSchur is an arbitrary Schur multiplet. Since the Schur

operator in the stress tensor multiplet Ĉ0(0,0) maps to the Virasoro stress tensor in the

associated chiral algebra, the selection rules for (1.2) are particularly important in the study

of the 4d/2d correspondence. In particular, they reveal how the four-dimensional operator

associated with a Virasoro primary is related to those of the Virasoro descendants. Indeed

we find that, when four-dimensional Schur operators O and O′ respectively correspond to

a Virasoro primary and its descendant in the associated chiral algebra, the SU(2)R charge

of O is always smaller than or equal to that of O′ (see for example (4.31)). Note that the

selection rules for Ĉ0(0,0)×Ĉ0(0,0) and Ĉ0(0,0)×B̂1 were already identified respectively in [20]

and [51], which we generalize to (1.2) for all Schur multiplets OSchur in this paper.

3For the precise definitions of B̂R and ĈR(j,̄), see section 2.
4In this interpretation, it was assumed that Ĉ0( `

2
, `
2

) for ` > 0 are absent in interacting N = 2 SCFTs

since they involve higher spin currents.
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To derive the above selection rules, we study three-point functions of the form

〈Ĉ0(0,0)O1O2〉, where O1 and O2 are arbitrary Schur multiplets. Our strategy is to write

down the most general ansatz for the three-point functions and then impose the (semi-

)shortening conditions corresponding to the Schur multiplets. The same strategy was

employed in [20, 51, 52] to compute several three-point functions. We stress that, since

our analysis relies only on the (semi-)shortening conditions which purely follow from the

superconformal algebra, our results are applicable to any four-dimensional N = 2 SCFT.

Before studying the selection rules for Ĉ0(0,0) × OSchur, we first apply our strategy to

the selection rules for

B̂R1 × B̂R2 , (1.3)

as a warm-up. While these rules were already identified in [53],5 we believe it is worth

showing an explicit derivation of the rules. Moreover, we evaluate the most general expres-

sions for the three-point functions 〈B̂R1B̂R2O〉 with O being an arbitrary Schur multiplet,

which contain more information than the selection rules.

Let us here make an observation on our OPE selection rules. For some of the OPEs we

study in this paper, the three-point function of the corresponding superconformal primary

fields turns out to vanish even though three-point functions involving their descendants do

not. This reflects the fact that the sum of the U(1)r charges of the superconformal primary

fields in three-point functions is non-vanishing. On the other hand, we find that the sum

of the U(1)r charges of Schur operators in these multiplets always vanishes, which suggests

that the Schur operators play a central role in Schur multiplets. With this observation, we

give a conjecture on the OPE selection rules for general Schur multiplets in section 5.

The outline of this paper is as follow. In section 2, we review the four-dimensional N =

2 superconformal algebra and the (semi-)shortening conditions for the Schur multiplets, and

also introduce a useful formalism [52, 54, 55] to analyze the superconformal three-point

functions. In sections 3 and 4, we derive the two types of three-point functions 〈B̂R1B̂R2OI〉
and 〈Ĉ0(0,0)OI11 O

I2
2 〉 respectively. From these correlation functions, we present the B̂R1×B̂R2

selection rule and the Ĉ0(0,0)×OSchur selection rules. section 5 is devoted to conclusions and

discussions, where we conjecture more general selection rules between Schur multiplets as a

natural generalization of our results. In appendix A, we summarize the nilpotent structure

of the Grassmann variables what we call Fierz identities, and appendices B, C, and D are

the details of our calculations.

2 (Semi-)shortening conditions and three-point functions

In this section, we review the four-dimensional N = 2 superconformal algebra and the

short multiplets following [56] and introduce a useful formalism constructed in [52, 54, 55]

for the computations of correlation functions of SCFTs. We follow the convention of [17]

unless otherwise stated.

5See eq. (3.44) in particular.
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2.1 Superconformal shortening and semi-shortening conditions

The four-dimensional N = 2 superconformal algebra is the superalgebra su(2, 2|2), whose

generators are the dilatation, translations, special conformal transformations, Lorentz

transformations, Poincaré supercharges Qiα and Q̃α̇i, conformal supercharges Sαi and S̃α̇i,

and SU(2)R×U(1)r charges Rij and r. Here α = ± and α̇ = ±̇ are the Weyl spinor indices

and i, j = 1, 2 are SU(2)R indices.

A general long multiplet of the four-dimensional N = 2 superconformal algebra is

labeled by five eigenvalues of the Cartan subalgebra for the primary state, namely, the

conformal dimension ∆, the Lorentz spin (j, ̄), the irreducible representation R of SU(2)R,

and the U(1)r charge r.6 Here, the superconformal primary field is defined as a state

annihilated by all conformal supercharges, Sαi and S̃α̇i. We denote the superconformal pri-

mary field by |∆, r〉(i1···i2R)
(α1···α2j)(α̇1···α̇2̄)

, where the parentheses in the scripts such as (i1 · · · i2R1)

denote the total symmetrization of the indices. Acting Qiα and Q̃α̇i on the primary, we

can generate 256(2R + 1)(2j + 1)(2̄ + 1) components of the long multiplet. These long

multiplets satisfy unitarity bounds,

∆ ≥ Ei , if ji 6= 0 , (2.1)

∆ = Ei − 2 or ∆ ≥ Ei , if ji = 0 , (2.2)

where Ei and ji are defined by

E1 := 2R+ 2 + 2j1 + r , E2 := 2R+ 2 + 2j2 − r , j1 := j , j2 := ̄ . (2.3)

An N = 2 Poincaré supersymmetric field theory has a unitarity bound called the

BPS bound, and if a long multiplet saturates the bound it becomes a short multiplet

whose number of components is half the original one. The above unitarity bounds for

N = 2 SCFTs play a similar role; when the eigenvalues (∆, R, r, j, ̄) saturate the unitarity

bounds (2.1) or (2.2), a long multiplet is shortened. If we consider the case of j = 0,∆ =

E1 − 2, the superconformal primary field |∆〉(i1···i2R)
(α̇1···α̇2̄)

satisfies the condition

B1 : Q(i
α |∆〉

i1···i2R)
(α̇1···α̇2̄)

= 0 , for α = ±. (2.4)

Similarly, for ̄ = 0,∆ = E2 − 2, the superconformal primary field satisfies the condition

B̄2 : Q̃
(i
α̇ |∆〉

i1···i2R)
(α1···α2j)

= 0 , for α̇ = ±̇. (2.5)

These two conditions B1 and B̄2 are called shortening conditions. On the other hand, for

∆ = E1, the following condition is possible:

C1 :


εαβQ

(i
α |∆〉i1···i2R)

(βα2···α2j)
= 0 , for j > 0 ,

εαβQ
(i
αQi

′
β |∆〉

i1···i2R) = 0 , for j = 0 .

(2.6)

6We take R so that the Dynkin label for the irreducible SU(2)R representation is 2R.

– 4 –



J
H
E
P
0
4
(
2
0
1
9
)
0
6
0

Multiplet Condition Conformal dimension and U(1)r charge of the primary

B̂R B1 ∩ B̄2 ∆ = 2R, r = 0,

DR(0,̄) B1 ∩ C̄2 ∆ = 2R+ ̄+ 1, r = ̄+ 1,

D̄R(j,0) C1 ∩ B̄2 ∆ = 2R+ j + 1, r = −j − 1,

ĈR(j,̄) C1 ∩ C̄2 ∆ = 2R+ j + ̄+ 2, r = ̄− j,

Table 1. The list of Schur multiplets. Their shortening conditions are shown in the middle column.

The rightmost column denotes the conformal dimension and the U(1)r charge of the superconformal

primary field. Here (j, ̄) is the Lorentz spin of the superconformal primary field field.

Similarly for ∆ = E2, we can impose

C̄2 :


εα̇β̇Q̃

(i
α̇ |∆〉

i1···i2R)

(β̇α̇2···α̇2̄)
= 0 , for ̄ > 0 ,

εα̇β̇Q̃
(i
α̇Q̃

i′

β̇
|∆〉i1···i2R) = 0 , for ̄ = 0.

(2.7)

These two conditions C1 and C̄2 are called semi-shortening conditions.

The Schur multiplets are defined as multiplets satisfying a shortening condition or a

semi-shortening condition for each of the chiralities. There are four types of Schur multiplet,

which are denoted as B̂R, DR(0,̄), D̄R(j,0), and ĈR(j,̄) in the notation of [56]. See table 1

for the definition of the four types and the relations among the quantum numbers of their

superconformal primary states.

Some of these Schur multiplets contain important operators. For example, the Ĉ0(0,0)

multiplet contains the stress-tensor operator and the SU(2)R × U(1)r conserved current

operator. We can regard the semi-shortening conditions as the conservation equations of

these operators. In this paper, we assume that the theory we are considering has a unique

stress-tensor multiplet Ĉ0(0,0). This assumption leads to a constraint on the three-point

functions involving two stress tensor multiplets, as discussed later. The Ĉ0(j,̄) multiplet is

a higher-spin generalization of the stress-tensor multiplet Ĉ0(0,0) and contains a higher spin

current operator. It is expected that interacting (S)CFTs containing such a higher spin

current have a decoupled free sector [57–59]. On the other hand, the B̂R multiplets are

half-BPS multiplets whose superconformal primary field is annihilated by both Qα
1 and

Q̃α̇2. As mentioned in section 1, the B̂1 multiplet particularly contains a conserved flavor

current. Finally, the D0(0,0) ⊕ D̄0(0,0) multiplet is an N = 2 free vector multiplet, whose

superconformal primary field has the conformal dimension 1, and its (semi-)shortening

conditions imply the massless equation of motion.

2.2 Superspace formalism

In this subsection, we review a useful superspace formalism following [52, 54, 55]. We

denote by z := (xµ, θαi , θ̄
α̇i) the coordinate of the N = 2 superspace. We then define

– 5 –
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chiral/anti-chiral variables xµ± and derivatives Di
α, D̄α̇i as7

xµ± := xµ ± iθαi σ
µ
αα̇θ̄

α̇i ,

Di
α :=

∂

∂θαi
+ i(σµθ̄i)α

∂

∂xµ
, D̄α̇i := − ∂

∂θ̄α̇i
− i(θiσ

µ)α̇
∂

∂xµ
.

In the superspace formalism, the (semi-)shortening conditions reviewed above are expressed

in terms of the covariant derivatives Di
α and D̄α̇i. For example, let L(i1···i2R)(z) be a

superfield for the B̂R multiplet. Then the shortening conditions for B̂R imply that any

correlation function involving L(i1···i2R)(z1) satisfies

Dα
(i

〈
Li1···i2R)(z)O1(z1)O2(z2) · · ·

〉
= 0 ,

D̄α̇
(i

〈
Li1···i2R)(z)O1(z1)O2(z2) · · ·

〉
= 0 , (2.8)

where O1(z1), O2(z2), · · · are superfields for general superconformal multiplets. In the rest

of this section, we review basic techniques to solve differential equations of this form. We

use them in sections 3 and 4 to derive selection rules for the Schur multiplets.

To that end, we first introduce the following chiral and anti-chiral variables for given

two points z1, z2 in the superspace:

xµ
1̄2

:= −xµ
21̄

:= xµ1− − x
µ
2+ + 2iθ1iσ

µθ̄i2 ,

θ12 := θ1 − θ2 , θ̄12 := θ̄1 − θ̄2 ,

where xµ
1̄2

is anti-chiral for z1 and chiral for z2. Next, we introduce superconformal covariant

U(2)R and SU(2)R matrices respectively as

ui
j(z12) := δji + 4iθ12ix̃

−1
1̄2
θ̄j12 , û j

i (z12) :=

(
x2

2̄1

x2
1̄2

) 1
2

ui
j(z12) , det û j

i (z12) = 1 ,

(2.9)

where z12 := (xµ
1̄2
, θα12 i, θ̄

α̇i
12 ). These matrices satisfy the relations

ui
j(z12)†uj

k(z12) = ui
j(z21)uj

k(z12) = δki , (2.10)

ûij(z12) = −ûji(z21) , (2.11)

where ûij(z12) := û k
i (z12)εkj ,

8 with εkj being the SU(2)R invariant tensor. We also define

a spin SL(2,C) covariant matrix

Iαα̇(x12̄) := i
x12̄αα̇√
x2

12̄

. (2.12)

These matrices (2.9) and (2.12) are building blocks of superconformal two-point functions.

7Following the notation of [60], we define spinorial variables xαα̇ = xµ(σµ)αα̇ , x̃
α̇α = xµ(σ̄µ)α̇α and the

short-handed notations x2 = xµxµ = − 1
2
tr(xx̃) , (x̃−1)αα̇ = − 1

x2
xαα̇. We also use θ = (θα), θ̃ = (θα) =

εαβθ
β , θ̄ = (θ̄α̇) and ˜̄θ = (θ̄α̇) = εα̇β̇ θ̄β̇ . Complex conjugate of Grassmann variable is (θαi )∗ = θ̄α̇i.

8Except these ûij(z12), all other SU(2)R indices are raised and lowered as Ci = εijCj , Ci = εijC
j .

– 6 –
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Next, for given different three points z1, z2, and z3 in superspace, we introduce the

superconformally covariant variable Z1 = (X1αα̇,Θ
iα
1 , Θ̄

α̇
1i) by

X1 := x̃−1
12̄
x̃2̄3x̃

−1
31̄
, X̄1 := X†1 = −x̃−1

13̄
x̃3̄2x̃

−1
21̄
, (2.13)

Θ̃i
1α := i

(
(x̃−1

13̄
)αα̇θ̄

α̇i
13 − (x̃−1

12̄
)αα̇θ̄

α̇i
12

)
, (2.14)

˜̄Θ1α̇i := i
(
θα12i(x̃

−1
1̄2

)αα̇ − θα13i(x̃
−1
1̄3

)αα̇
)
. (2.15)

The variable Z1 transforms similarly to z1. In particular, the following identity will be

important in our calculations below:

Xαα̇ − X̄αα̇ = 4iΘ̃i
α

˜̄Θα̇i . (2.16)

Similar variables Z2 and Z3 are defined as cyclically permuting z1, z2 and z3 in the above

definition.9 These Z variables play central role in expressing three-point functions. We

also define SU(2)R matrices using Z1 as

ui
j(Z1) := ui

k(z12)uk
l(z23)ul

j(z31) = δji − 4i ˜̄Θ1iX
−1
1 Θ̃j

1 , (2.17)

ui
j†(Z1) = u−1(Z1) = δji + 4i ˜̄Θ1iX̄

−1
1 Θ̃j

1 , (2.18)

û j
i (Z1) :=

(
X̄2

1

X2
1

)1/2

ui
j(Z1) . (2.19)

2.3 (Semi-)shortening conditions for three-point functions

Let us now consider a three-point function of three quasi superfields ΦIi(zi) for i = 1, 2, 3.

We denote their conformal dimension and U(1)r charge by (qi+q̄i) and (q̄i−qi) respectively.

The subscript Ii expresses SU(2)R and SL(2,C) indices collectively. A general three-point

function 〈ΦI1(z1)ΦI2(z2)ΦI3(z3)〉 is written as

〈ΦI1(z1)ΦI2(z2)ΦI3(z3)〉 =
TJ1
I1 [û(z13), I(x13̄, x31̄)]TJ2

I2 [û(z23), I(x23̄, x32̄)](
x2

13̄

)q1 (x2
1̄3

)q̄1 (x2
23̄

)q2 (x2
2̄3

)q̄2 HJ1J2I3(Z3) ,

(2.20)

where TJ1
I1 and TJ2

I2 are some functions composed of (2.9) and (2.12) in the representation

of SU(2)R × SL(2,C) specified by I1 and I2. On the other hand, the function H(Z3)

satisfies following homogeneity property

HJ1J2I3(λλ̄X, λΘ, λ̄Θ̄) = λ2aλ̄2āHJ1J2I3(X,Θ, Θ̄) , (2.21)

where a and ā are fixed by

a− 2ā = q̄1 + q̄2 − q3 , ā− 2a = q1 + q2 − q̄3 . (2.22)

9The conformal dimension of (Xαα̇,Θ
iα, Θ̄α̇

i ) is (1, 1
2
, 1

2
), and the U(1)r charge is (0, 1

2
,− 1

2
), respectively.
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Therefore H(Z3) has the conformal dimension q3 + q̄3 − (q1 + q̄1) − (q2 + q̄2) and the

U(1)r charge (q̄3 − q3 + q̄1 − q1 + q̄2 − q2). The function H(Z3) is not fully determined

by the global superconformal symmetry. When some of the ΦIi(zi) correspond to a (semi-

)short multiplet, their shortening conditions restrict the form of H(Z3). For example

in [20, 51, 52], H(Z3) is determined in such cases, up to an overall constant.

The formalism (2.20) is very useful when we consider the (semi-)shortening conditions

such as (2.8). Since the prefactor in (2.20)

TJ1
I1 [û(z13), I(x13̄, x31̄)]TJ2

I2 [û(z23), I(x23̄, x32̄)](
x2

13̄

)q1 (x2
1̄3

)q̄1 (x2
23̄

)q2 (x2
2̄3

)q̄2 , (2.23)

can be factorized into two-point functions 〈ΦI1(z1)Φ̄J1(z3)〉 and 〈ΦI2(z2)Φ̄J2(z3)〉, it triv-

ially satisfies the (semi-)shortening conditions. This implies that the (semi-)shortening

conditions only constrain the function H(Z3). Therefore, hereafter, we focus on H(Z3).

It is easy to find that D1, D̄1, D2 and D̄2 act on H(Z3) as

Di
1αH(Z3) = −i(x̃−1

3̄1
)αβ̇uj

i(z31)D̄β̇jH(Z3) ,

D̄1α̇iH(Z3) = i(x̃−1
1̄3

)βα̇ui
j(z13)DβjH(Z3) ,

Di
2αH(Z3) = i(x̃−1

3̄2
)αβ̇uj

i(z32)Q̄β̇jH(Z3) ,

D̄2α̇iH(Z3) = −i(x̃−1
2̄3

)βα̇ui
j(z23)QβjH(Z3) ,

(2.24)

where derivatives D̄jβ̇ ,Dβj ,Qαi and Q̄α̇i are defined respectively as

D̄α̇i :=
∂

∂ ˜̄Θ3α̇i

, Dαi :=
∂

∂Θ̃i
3α

+ 4i ˜̄Θ3iα̇
∂

∂X3αα̇
,

Qαi :=
∂

∂Θ̃i
3α

, Q̄α̇i :=
∂

∂ ˜̄Θ3α̇i

− 4iΘ̃i
3α

∂

∂X3αα̇
. (2.25)

Moreover, quadratic derivatives such as D
(i
1αD

i′)α
1 H(Z3) are also concisely written in terms

of D̄jβ̇ ,Dβj ,Qαi and Q̄α̇i. For instance,

D
(i
1αD

i′)α
1 H(Z3) = −

uj
i(z31)uj′

i′(z31)

x2
3̄1

D̄ j′

β̇
D̄β̇jH(Z3) . (2.26)

Therefore, the (semi-)shortening conditions are now translated into partial differential equa-

tions of H(Z3) with respect to Z3.

While the (semi-)shortening conditions of the first and second superfields, ΦI1(z1)

and ΦI2(z2), are easily expressed as partial differential equations for H(Z3), it is not

straightforward to translate the conditions for the third superfield ΦI3(z3) into a similar

equation for H(Z3). To consider the (semi-)shortening conditions of the third superfield,

we change the variable from Z3 to Z2.10 Indeed, using the cyclicity of z1, z2 and z3, the

correlation function (2.20) is also expressed as

T ′J1
I1 [û(z12), I(x12̄, x21̄)]T ′J3

I3 [û(z32), I(x32̄, x32̄)](
x2

12̄

)q1 (x2
1̄2

)q̄1 (x2
32̄

)q3 (x2
3̄2

)q̄3 GJ1I2J3(Z2) , (2.27)

10Here, we can also use Z1 instead of Z2.
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for some function G(Z2). The action of Di
3α and D̄3α̇i on the G(Z2) are given by

Di
3αG(Z2) = −i(x̃−1

2̄3
)αβ̇uj

i(z23)S̄ β̇jG(Z2) , (2.28)

D̄3α̇iG(Z2) = i(x̃−1
3̄2

)βα̇ui
j(z32)Sβj G(Z2) , (2.29)

where the derivatives are now defined by

Sαi :=
∂

∂Θ̃i
2α

+ 4i ˜̄Θiα̇
∂

∂X2αα̇
, S̄ α̇i :=

∂

∂ ˜̄Θ2 α̇i

+ 4iΘ̃i
2α

∂

∂X̄2αα̇
. (2.30)

As shown in [52, 55], Z3 and Z2 are related as

x̃2̄3X3x̃3̄2 = −(X̄2)−1 , x̃2̄3X̄3x̃3̄2 = −(X2)−1 ,

x̃3̄2Θ̃i
2ui

j(z23) = −X−1
3 Θ̃j

3 , ui
j(z32) ˜̄Θ2j x̃2̄3 = ˜̄Θ3iX̄

−1
3 . (2.31)

Using these relations, we see that the function GJ1I2J3(Z2) is related to HJ1J2I3(Z3) by

GJ1I2J3(Z2) =
T LJ1

[
û†(Z2), I(X2, X̄2)

]
(
X̄2

2

)q̄1 (X2
2

)q1 HLI2J3

(
X̄−1

2 ,−iX̄−1
2 Θ̃2, i

˜̄Θ2X
−1
2

)
. (2.32)

It is important to consider the third superfield conditions since it is insufficient to fix the

function H(Z3) only considering the first and second superfields of the (semi-)shortening

conditions in section 4.2.

In the following sections, we will use the above formalism and techniques to study the

three-point functions of Schur multiplets.

3 B̂R1 × B̂R2 fusion

In this section, we study the most general expressions for three-point functions of two half-

BPS Schur multiplets B̂R and an arbitrary Schur multiplet OI .11 Our result is particularly

consistent with the fusion rules for B̂R1 × B̂R2 which were first obtained in [53].

The general expression for the three-point function 〈B̂R1B̂R2OI〉 is given by

〈L(i1···i2R1
)(z1)L(j1···j2R2

)(z2)OI(z3)〉 =
û l1
i1

(z13) · · · û l2R1
i2R1

(z13)û m1
j1

(z23) · · · û m2R2
j2R2

(z23)(
x2

3̄1
x2

1̄3

)R1
(
x2

3̄2
x2

2̄3

)R2

×HI(l1···l2R1
)(m1···m2R2

)(Z3) ,

(3.1)

where L(i1···i2R)(z) is the superfield of B̂R multiplet, and the parentheses denote the total

symmetrization of the indices. Hereafter, we will often omit the parentheses with the

understanding that the indices associated with the same Latin and Greek alphabet letters

are always totally symmetrized.

11By definition, SU(2)R irreducible representation R of B̂R must be R ≥ 1
2
.
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Each of the B̂R1 and B̂R2 multiplets satisfies two shortening conditions as shown in

table 1. As we have mentioned in the previous section, the shortening conditions are

translated into differential equations for H(Z3). For the two B̂R multiplets, the differential

equations are written as

Dα(lH
I
l1···l2R1

)(m1···m2R2
)(Z3) = 0 , (3.2)

D̄α̇(lH
I
l1···l2R1

)(m1···m2R2
)(Z3) = 0 , (3.3)

Qα(mH
I
m1···m2R2

)(l1···l2R1
)(Z3) = 0 , (3.4)

Q̄α̇(mH
I
m1···m2R2

)(l1···l2R1
)(Z3) = 0 . (3.5)

It is easy to solve (3.3) and (3.4), since these are merely first-order linear equations for

Θ or Θ̄. In contrast, (3.2) and (3.5) contain both X and Θ (or Θ̄) derivations and therefore

are more complicated. However, if we use the Z̄3 := (X̄3,Θ3, Θ̄3) coordinate instead of

Z3 = (X3,Θ3, Θ̄3), the two equations (3.2) and (3.5) become simpler, because Dαi and Q̄α̇i

are expressed in terms of Z̄3 as

Dαi =
∂

∂Θ̃i
3α

, Q̄α̇i =
∂

∂ ˜̄Θ3α̇i

. (3.6)

Indeed, the most general solution to (3.3) and (3.4) is simply expressed in terms of Z3 as

HI(l1···l2R1
)(m1···m2R2

)(Z3) = fIl1···l2R1
,m1···m2R2

(X3) + Θα
3m1

Θ̄α̇
3l1g

I
l2···l2R1

,m2···m2R2
,αα̇(X3)

+ Θ3m1Θ3m2Θ̄3l1Θ̄3l2h
I
l3···l2R1

,m3···m2R2
(X3) ,

(3.7)

while that of (3.2) and (3.5) is written in terms of Z̄3 as

HI(l1···l2R1
)(m1···m2R2

)(Z̄3) = f̄Il1···l2R1
,m1···m2R2

(X̄3) + Θ̄α̇
3m1

Θα
3l1 ḡ

I
l2···l2R1

,m2···m2R2
,αα̇(X̄3)

+ Θ̄3m1Θ̄3m2Θ3l1Θ3l2 h̄
I
l3···l2R1

,m3···m2R2
(X̄3) .

(3.8)

Here, we use the short-hand notation

Θ3m1Θ3m2 := Θα
3m1

εαβΘβ
3m2

, Θ̄3m1Θ̄3m2 := Θ̄α̇
3m1

εα̇β̇Θ̄β̇
3m2

. (3.9)

The above two expressions, (3.8) and (3.7), must be equal under the relation (2.16). There-

fore, our strategy is to rewrite (3.8) in terms of Z3 by using (2.16) and restrict the param-

eters in the expression to be consistent with (3.7). This gives us the most general solution

to the equations (3.2)–(3.5).

After solving (3.2)–(3.5), we have to check it also satisfies the (semi-)shortening condi-

tions of the third superfield OI(z3). In this process, we relate H(Z3) to G(Z2) using (2.32)

and see if the G(Z2) satisfies the differential equations corresponding to the third set of

(semi-) shortening conditions.

Below, we apply this strategy to evaluate the most general expression for the three-

point function 〈B̂R1B̂R2OI〉.
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3.1 〈B̂R1B̂R2B̂R3〉

Let us first consider the case of OI in the B̂R3 multiplet. In this case, the function H(Z3)

has dimension −2R := 2R3 − 2R1 − 2R2 and vanishing U(1)r charge. Note here that R1,

R2, and R3 are constrained by the inequalities 0 ≤ R1 + R3 − R2 and 0 ≤ R1 + R2 − R3.

In other words, R3 must be such that

|R1 −R2| ≤ R3 ≤ R1 +R2. (3.10)

Moreover, since the primary of B̂R is a scalar, so is the H(Z3). Therefore, the function

H(Z3) only carries SU(2)R indices. The most general ansatz for H(Z3) is then written as12

H(Z3) =
1

(X2
3 )R

(
A′εl1m1εl2m2 +B′

M3m1l1

X2
3

εl2m2 + C ′
M3m1l1

X2
3

M3m2l2

X2
3

)
εl3m3 · · · εlRmR

× (εlR+1k1 · · · εl2R1
k2R1−R

)(εmR+1k2R1−R+1
· · · εm2R2

k2R3
) , (3.11)

where R ∈ Z≥0, and k1 · · · k2R3 are the SU(2)R indices associated with B̂R3 . As mentioned

above, indices associated with the same Latin and Greek alphabet letters, such as l1 · · · l2R1 ,

are totally symmetrized. On the other hand, the same function should also be written in

terms of Z̄3. The most general expression in terms of Z̄3 is given by

H(Z̄3) =
1

(X̄2
3 )R

(
Aεl1m1εl2m2 +B

M̄3l1m1

X̄3
2 εl2m2 + C

M̄3l1m1

X̄3
2

M̄3l2m2

X̄3
2

)
εl3m3 · · · εlRmR

× (εlR+1k1 · · · εl2R1
k2R1−R

)(εmR+1k2R1−R+1
· · · εm2R2

k2R3
) . (3.12)

For the above two expressions to be consistent, the coefficients A,B and C have to satisfy

some conditions. To identify the conditions, we change the variables from Z̄3 to Z3 in (3.12)

by using (2.16). Using the Fierz identities summarized in appendix A, we see that the

conditions are

B = 4iRA , C = −16
R(R− 1)

2
A , (3.13)

for an arbitrary constant A. Up to an overall constant, the function H(Z3) is written as

H(Z3) =
u(Z3)l1m1 · · ·u(Z3)lRmR

(X2
3 )R

(εlR+1k1 · · · εl2R1
k2R1−R

)(εmR+1k2R1−R+1
· · · εm2R2

k2R3
) .

(3.14)

This is the most general expression for H(Z3) satisfying (3.2)–(3.5).

Although it satisfies the shortening conditions of the B̂R1 and B̂R2 multiplets, it is

non-trivial whether the expression (3.14) satisfies the shortening conditions of the third

multiplet B̂R3 . To check the shortening conditions for B̂R3 , let us relate the H(Z3) to G(Z2)

using (2.32). Indeed, as reviewed above, the correlation function (3.1) is also written as

û l1
i1

(z12) · · · û l2R1
i2R1

(z12)û n1
k1

(z32) · · · û n2R3
k2R3

(z32)

(x2
12̄
x2

21̄
)R1(x2

32̄
x2

23̄
)R3

G(l1···l2R1
)(j1···j2R2

)(n1···n2R3
)(Z2). (3.15)

12Mml := Θ α
mXαα̇Θ̄α̇

l.
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The function G(Z2) is uniquely fixed by H(Z3) via (2.32), i.e.,

G(Z2) =
u†l1n1

(Z2) · · ·u†lR′nR′ (Z2)

(X̄2
2 )R′

(εlR′+1j1
· · · εl2R1

jR)(εjR+1nR′+1
· · · εj2R2

n2R3
) , (3.16)

where R′ := R1 +R3 −R2. Now, the shortening conditions for B̂R3 are written as

Sα(nGn1···n2R3
)(Z2) = 0 , S̄ α̇(nGn1···n2R3

)(Z2) = 0 , (3.17)

with Sαn and S̄ α̇n defined by (2.30). Since (3.14) trivially satisfies the above two equa-

tions, the expression (3.16) also satisfies the shortening conditions for the third Schur

multiplet B̂R3 .

In the rest of this paper, we omit the subscript 3 of X3,Θ3 and Θ̄3 in the expression for

H(Z3). Similarly, we omit the subscript 2 of X2,Θ2 and Θ̄2 in the expression for G(Z2).

3.2 〈B̂R1B̂R2D̄R3(j,0)〉

Let us turn to the case of OI in the D̄R(j,0) multiplet.13 In this case, the function H(Z3)

has dimension −2R + j + 1 and U(1)r charge −j − 1. Since the highest possible degree

of Θ̄ in H(Z3) is two (see (3.7)), the only possible value of j is j = 0, and therefore the

U(1)r charge of H(Z3) is indeed −1. From (3.7), we see that the most general expression

for such H(Z3) is given by

H(Z3) = A
Θ̄l1Θ̄l2

(X2)R
(εl3m1 · · · εlR+1mR−1

)(εlR+2k1 · · · εl2R1
k2R1−R−1

)(εmRk2R1−R
· · · εm2R2

k2R3
) ,

(3.18)

where k1 · · · k2R3 are the SU(2)R indices for D̄R3(0,0). As mentioned at the end of the

previous subsection, (X,Θ, Θ̄) stands for (X3,Θ3, Θ̄3) here. However, when we change the

variables from Z3 to Z̄3, this expression cannot be written in the form of (3.8).14 This

means that there are no solutions to (3.2)–(3.5). Therefore, the D̄R(j,0) multiplet does not

appear in the B̂R1 × B̂R2 selection rule. Note that its conjugate implies that the DR(0,̄)

multiplet also does not appear in the B̂R1 × B̂R2 fusion. By using the same argument, we

can extend our results to that H(Z3) for a non-vanishing correlation function 〈B̂R1B̂R2O〉
must be U(1)r neutral.

3.3 〈B̂R1B̂R2ĈR3(j,̄)〉

Let us finally consider the case of OI in the ĈR3(j,̄). By using the similar argument in

previous section 3.2, ̄ = j is necessary for the three-point function to be non-vanishing.

Therefore the function H(Z3) has dimension 2 − 2R + 2j and U(1)r neutral, where we

13Note here that the result for OI in the DR(0,j) multiplet follows from this case by CPT.
14In particular, Θ̄l1Θ̄l2 cannot be mapped to Θ̄m1Θ̄m2 .
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recall that R := R1 +R2 −R3. The most general solution to (3.3) and (3.4) is written as

H(Z3) =
1

X2(R−1)

[(
A′εl1m1εl2m2 +B′

Mm1l1

X2
εl2m2 + C ′

Mm1l1

X2

Mm2l2

X2

)
Xβ1β̇1

+D′Θ̃m1β1
˜̄Θβ̇1l1

εl2m2

]
(εl3m3 · · · εlRmR)(εlR+1k1 · · · εl2R1

k2R1−R
)

× (εmR+1k2R1−R+1
· · · εm2R2

k2R3
)
(
Xβ2β̇2

· · ·Xβ2j β̇2j

)
, (3.19)

where ki and (βi, β̇i) are the SU(2)R and SL(2,C) indices associated with ĈR3(j,j). On the

other hand, the most general solution to (3.2) and (3.5) is written as

H(Z̄3) =
1

X̄2(R−1)

[(
Aεl1m1εl2m2 +B

M̄l1m1

X̄2
εl2m2 + C

M̄l1m1

X̄2

M̄l2m2

X̄2

)
X̄β1β̇1

+DΘ̃l1β1
˜̄Θβ̇1m1

εl2m2

]
(εl3m3 · · · εlRmR)(εlR+1k1 · · · εl2R1

k2R1−R
)

×(εmR+1k2R1−R+1
· · · εm2R2

k2R3
)
(
X̄β2β̇2

· · · X̄β2j β̇2j

)
. (3.20)

For the above two expressions to be consistent, the coefficients have to satisfy some condi-

tions. Unless R = 0, the conditions are

B = 4i(R− 1)A , C = −16
(R− 1)(R− 2− 2j)

2
A , D = 4i(2j)A . (3.21)

On the other hand, for R = 0 or equivalently R3 = R1 + R2, all the coefficients have to

vanish. Therefore, the three-point function 〈B̂R1B̂R2 ĈR3(j,j)〉 vanishes if R3 = R1 +R2.

Next, we consider the semi-shortening conditions for ĈR3(j,̄). For that purpose, we

relate H(Z3) to G(Z2) via (2.32). Indeed, the three-point function (3.1) can be rewritten as(
û l1
i1
· · · û l2R1

i2R1
(z12)

)(
û n1
k1
· · · û n2R3

k2R3
(z32)

)(
Iδ1β̇1

· · · Iδ2j β̇2j
(x32̄)

)(
Iβ1δ̇1

· · · Iβ2j δ̇2j
(x23̄)

)
(x2

12̄
x2

21̄
)R1(x2

32̄
x2

23̄
)R3+j+1

×G(δ1···δ2j)(δ̇1···δ̇2j)
(l1···l2R1

)(j1···j2R2
)(n1···n2R3

)(Z2) . (3.22)

and the explicit form of G(Z2) becomes

G(Z2) =

[(
u†l1j1u

†
l2j2

+ 4i(R− 1)
M̄j1l1

X̄2
u†l2j2

− 16(R− 1)(R− 2− 2j)

2

M̄j1l1

X̄2

M̄j2l2

X̄2

)
(X̄−1)δ̇1δ1

+ 4i(2j)(X̄−1Θ̃j1)δ̇1( ˜̄Θl1X̄
−1)δ1u†l2j2

]
× (εl3j3 · · · εlRjR)(X̄−1)δ̇2δ2 · · · (X̄−1)δ̇2jδ2j

×
u†lR+1n1

· · ·u†l2R1
n2R1−R

(Z2)

(X̄2)2R1−R+1
(εjR+1n2R1−R+1 · · · εj2R2

n2R3
) . (3.23)
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In terms of G(Z2), the semi-shortening conditions for ĈR3(j,j) are written as

Sδ1(nGn1···n2R3
)(δ1···δ2j)(δ̇1···δ̇2j) = 0 , S̄ δ̇1(nGn1···n2R3

)(δ1···δ2j)(δ̇1···δ̇2j) = 0 , (3.24)

for j > 0 and

εαβSα(nS
β
n′ Gn1···n2R3

) = 0 , S̄α̇(nS̄ α̇n′ Gn1···n2R3
) = 0 , (3.25)

for j = 0. It is straightforward to check (3.23) satisfies these conditions.

In summary, the function H(Z3) in 〈B̂R1B̂R2 ĈR3(j,j)〉 is given by, up to an overall

constant

H(Z3) =
1

X2(R−1)

(
εl1m1εl2m2Xβ1β̇1

+ 4i(R− 1)
Mm1l1

X2
εl2m2Xβ1β̇1

− 16
(R− 1)(R− 2− 2j)

2

Mm1l1

X2

Mm2l2

X2
Xβ1β̇1

+ 4i(2j)Θ̃m1β1
˜̄Θβ̇1l1

εl2m2

)
× (εl3m3 · · · εlRmR)(εlR+1k1 · · · εl2R1

k2R1−R
)(εmR+1k2R1−R+1

· · · εm2R2
k2R3

)

×
(
Xβ2β̇2

· · ·Xβ2j β̇2j

)
, (3.26)

for any integer or half-integer j ≥ 0 and R3 < R1 + R2. Therefore, the ĈR3(j,j) multiplet

appears in B̂R1 × B̂R2 fusion for |R1 −R2| ≤ R3 ≤ R1 +R2 − 1.

3.4 Selection rule

In the above subsections, we have computed the most general expression for non-vanishing

three-point functions of the form 〈B̂R1B̂R2O〉. From these results, we see that the selection

rules for two B̂R multiplets are written as

B̂R1 × B̂R2 ∼
R1+R2∑

R=|R1−R2|>0

B̂R +

R1+R2−1∑
R=|R1−R2|

∞∑
`=0

ĈR( `
2
, `
2

) , (3.27)

up to non-Schur multiplets. This is particularly consistent with eq. (3.44) of [53]. Espe-

cially, for R1 = R2 = 1, the selection rule is written as

B̂1 × B̂1 ∼ B̂1 + B̂2 +

∞∑
`=0

[
Ĉ0( `

2
, `
2

) + Ĉ1( `
2
, `
2

)

]
, (3.28)

which is consistent with the harmonic superspace analysis in [61].

4 Ĉ0(0,0) ×OSchur fusion

In this section, we turn to the selection rules for Ĉ0(0,0) × OSchur for an arbitrary Schur

multiplet OSchur. These selection rules are important in studying the corresponding two-

dimensional chiral algebra, since the highest weight component of the SU(2)R current

operator in the stress-tensor multiplet Ĉ0(0,0) is mapped to the Virasoro stress-tensor op-

erator in the chiral algebra [17]. To derive the selection rules, we compute the three-point

functions of the form 〈Ĉ0(0,0)OI1OI2〉 for two Schur multiplets OI1 and OI2 .
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Recall here that the stress-tensor multiplet Ĉ0(0,0) has two semi-shortening conditions

D̄ i
α̇ D̄α̇i

′
H(Z3) = 0 , (4.1)

εαβDiαDi
′βH(Z3) = 0 . (4.2)

The most general solution to these two equations are respectively written as

H(Z3) = f(X,Θ) + gkα̇(X,Θ)Θ̄α̇
k + h(α̇α̇′)(X,Θ)Θ̄α̇α̇′ , (4.3)

H(Z̄3) = f̃(X̄, Θ̄) + g̃k,α(X̄, Θ̄)Θkα + h̃(αα′)(X̄, Θ̄)Θαα′ (4.4)

where

Θαα′ := ΘiαεijΘ
jα′ , Θ̄α̇α̇′ := Θ̄α̇

iε
ijΘ̄α̇′

j . (4.5)

For the above two expressions to be consistent, the functions f, g, h, f̃ , g̃, and h̃ have to

satisfy some conditions. Moreover, they are also constrained by the (semi-)shortening

conditions associated with OI1 and OI2 . Below, we solve all these conditions to find

general expressions for H(Z3). Since the concrete calculations are highly involved, we here

write the results and, details of the computations are in appendices B, C, and D.

4.1 〈Ĉ0(0,0)B̂ROI〉

Let us first consider the three-point function 〈Ĉ0(0,0)B̂ROI〉. We denote by J (z) the super-

field of the stress-tensor multiplet Ĉ0(0,0). The three-point function is then written as

〈J (z1)L(j1···j2R)(z2)OI(z3)〉 =
û m1
j1

(z23) · · · û m2R
j2R

(z23)(
x2

3̄1
x2

1̄3

) (
x2

3̄2
x2

2̄3

)R HI(m1···m2R)(Z3) . (4.6)

The (semi-)shortening conditions for Ĉ0(0,0) and B̂R are encoded in (3.4), (3.5), (4.1),

and (4.2). The three-point function is consistent with these four conditions only when

OI is B̂R, ĈR(j,j), or ĈR−1(j,j). Up to an overall constant, the expressions for H(Z3) in

these three cases are written as

B̂R :
um1k1(Z3)

X2
(εm2k2 · · · εm2Rk2R

), (4.7)

ĈR(j,j) :
(
εm1k1Xβ1β̇1

− 4i(2j)Θ̃m1β1
˜̄Θβ̇1k1

)
(εm2k2 · · · εm2Rk2R

)Xβ2β̇2
· · ·Xβ2j β̇2j

, (4.8)

ĈR−1(j,j) :
1

X2

(
Mm1m2

X2
Xβ1β̇1

− 2jΘm1β1
˜̄Θβ̇1m2

+ 4ij
Θm1Θm2

X2
˜̄Θβ̇1i

(
X ˜̄Θi

)
β1

)
× (εm3k1 · · · εm2Rk2R−2

)Xβ2β̇2
· · ·Xβ2j β̇2j

,

(4.9)

where ki and (βi, β̇i) are respectively the SU(2)R and SL(2,C) indices associated with the

third multiplet. The derivations of these functions are given in appendix B.

We see that these are also consistent with the (semi-)shortening conditions for the

third Schur multiplet. Indeed, using (2.32), we see that the function G(Z2) corresponding
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to the above H(Z3) is written as

B̂R :
uj1n1(Z2)

X2
(εj2n2 · · · εj2Rn2R), (4.10)

ĈR(j,j) :

(εj1n1
˜̄X−1

δ1δ̇1

X2X̄2
+

4i(2j)(Θj1
˜̄X−1)δ̇1( ˜̄X−1Θ̄n1)δ1

X̄4

)
× (εj2n2 · · · εj2Rn2R) ˜̄X−1

δ2δ̇2
· · · ˜̄X−1

δ2j δ̇2j
, (4.11)

ĈR−1(j,j) :
1

X̄2

(
M̄j1j2

X̄2
X̄δ1δ̇1

− 2jΘ̃j1δ1
˜̄Θδ̇1j2

+ 4ij
Θj1Θj2

X̄2
˜̄Θδ̇1i

(
X̄Θ̄i

)
δ1

)
× (εj3n1 · · · εj2Rn2R−2) ˜̄X−1

δ2δ̇2
· · · ˜̄X−1

δ2j δ̇2j
. (4.12)

Here ni and (δi, δ̇i) are respectively the SU(2)R and SL(2,C) indices associated with the

third multipletOI . These equations are all consistent with the (semi-)shortening conditions

for the third multiplet.

Let us briefly comment on the case of OI in Ĉ0(0,0). When we assume that there is

only one stress tensor in the theory, the corresponding three-point function 〈Ĉ0(0,0)B̂1Ĉ0(0,0)〉
has to be symmetric under the action of Z2 exchanging the first and the third multiplets.

This Z2 symmetry implies that the function G(Z2) is invariant under (X2,Θ2, Θ̄2) ↔
(−X̄2,−Θ2,−Θ̄2). However, the expression (4.12) is not invariant under this Z2 ac-

tion. Therefore, in an SCFT with unique stress tensor multiplet, the three-point function

〈Ĉ0(0,0)B̂1Ĉ0(0,0)〉 must vanish [52].

Before closing this subsection, let us also make a quick comment on the correlation

function 〈Ĉ0(0,0)B̂RĈR−1(j,j)〉. In CFTs, any correlation function of conformal descendant

fields is obtained by differentiating the correlation function of the conformal primary fields.

This particularly implies that, when a correlation function of conformal primary fields van-

ishes, the corresponding descendant correlators also vanish. This, however, is not the case

for superconformal descendants in SCFTs. Indeed, when we set all Grassmann variables,

θ1,2,3, θ̄1,2,3, to zero in (4.9), the correlation function vanishes. This shows that the cor-

relator of the three superconformal primary fields in Ĉ0(0,0), B̂R, and ĈR−1(j,j) vanishes,

while there are non-vanishing correlators involving superconformal descendants. This is a

common feature of SCFTs [62].

4.2 〈Ĉ0(0,0)D̄R(j,0)OI〉

Let us next consider 〈Ĉ0(0,0)D̄R(j,0)OI〉. We denote by N̄(j1···j2R)(α1···α2j)(z) the superfield

of a D̄R(j,0) multiplet. The three-point function is written as

〈J (z1)N̄(j1···j2R)(α1···α2j)(z2)OI(z3)〉

=
(û m1
j1
· · · û m2R

j2R
(z23))(Iα1γ̇1 · · · Iα2j γ̇2j (x23̄))

x2
13̄
x2

31̄
(x2

23̄
)R+j+1(x2

32̄
)R

H
(γ̇1···γ̇2j) I
(m1···m2R)(Z3) . (4.13)

In this case, the function H(Z3) has to satisfy the semi-shortening conditions (4.1) and (4.2)

associated with the stress tensor multiplet Ĉ0(0,0), the shortening condition (3.4) of D̄R(j,0),
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and the following semi-shortening condition of D̄R(j,0):

Q̄γ̇(mH
(γ̇γ̇2···γ̇2j)I
m1···m2R) (Z3) = 0 , for j > 0 , (4.14)

Q̄α̇(mQ̄α̇m′HIm1···m2R)(Z3) = 0 , for j = 0. (4.15)

We see that a non-vanishing solution to (4.1), (4.2), (3.4) and (4.14)/(4.15) exists if

and only if OI is in the DR− 1
2

(0,j− 1
2

), DR(0,j), DR−1(0,j), ĈR−1(j1,j+j1+1), ĈR+ 1
2

(j1,j+j1+ 1
2

),

or ĈR− 1
2

(j1,j+j1+ 1
2

) multiplets. Moreover, considering the (semi-)shortening conditions for

each of these third multiplets, we find that the only possible third multiplets OI which can

have a non-vanishing H(Z3) are DR(0,j), ĈR+ 1
2

(j1,j+j1+ 1
2

), and ĈR− 1
2

(j1,j+j1+ 1
2

). The explicit

expressions for H(Z3) for these three cases are written, up to an overall constant, as

DR(0,j) :
um1k1(Z3)

X2
(εm2k2 · · · εm2Rk2R

)(εγ̇1β̇1
· · · εγ̇2j β̇2j

) , for j 6= 1

2
,

ĈR+ 1
2

(j1,j+j1+ 1
2

) : Θ̄β̇1k1
(εm1k2 · · · εm2Rk2R+1

)(εγ̇1β̇2
· · · εγ̇2j β̇2j+1

)

×Xβ1β̇2j+2
· · ·Xβ2j1

β̇2j+2j1+1
,

ĈR− 1
2

(j1,j+j1+ 1
2

) :

˜̄Θβ̇1k
ukm1

(Z3)

X2
(εm2k1 · · · εm2Rk2R−1

)(εγ̇1β̇2
· · · εγ̇2j β̇2j+1

)

×Xβ1β̇2j+2
· · ·Xβ2j1

β̇2j+2j1+1
,

(4.16)

where j1 ≥ 0 is an integer or a half-integer, and ki and (βi, β̇i) are respectively the SU(2)R
and SL(2,C) indices for the third multiplet. Note that the first expression for the case of

OI in the DR(0,j) multiplet is only for j 6= 1/2. In the case j = 1/2, the function H(Z3)

has two independent terms as

H(Z3) =
1

X2

(
Aum1k1(Z3)εγ̇1β̇1

+
B

X2

(
(Θm1X)γ̇1

˜̄Θβ̇1k1
−Mm1k1εγ̇1β̇1

))
× (εm2k2 · · · εm2Rk2R

) , (4.17)

where A and B are arbitrary constants. For the detail of derivations of (4.16) and (4.17),

see appendix C.

Note here that the second and third lines of (4.16) are proportional to Θ̄, which means

that the three-point functions of the superconformal primaries vanish. This can also be

seen from the fact that the sum of the U(1)r charges of the superconformal primaries does

not vanish.

4.3 〈Ĉ0(0,0)ĈR(j,̄)OI〉

Let us finally consider the correlation function 〈Ĉ0(0,0)ĈR(j,̄)OI〉. Since we have already

studied the cases of OI = B̂R′ , DR′(0,̄), and D̄R′(j,0), the only remaining case we have to
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study here is OI = ĈR′(j2,̄2), in which case the three-point function is written as

〈
J (z1)J (α1···α2j1

),(α̇1···α̇2̄1 )

(j1···j2R) (z2)J (β1···β2j2
),(β̇1···β̇2̄2 )

(k1···k2R′ )
(z3)

〉

=

(
û m1
j1
· · · û m2R

j2R
(z23)

)
(Iα1γ̇1 · · · Iα2j1

γ̇2j1
(x23̄)) (Iγ1α̇1 · · · Iγ2̄1 α̇2̄1

(x32̄))

x2
13̄
x2

31̄
(x2

23̄
)q2(x2

32̄
)q̄2

×H (γ1···γ2̄1 )(γ̇1···γ̇2j1
)(β1···β2j2

)(β̇1···β̇2̄2 )

(m1···m2R)(k1···k2R′ )
(Z3) ,

(4.18)

where J (α1···α2j),(α̇1···α̇2̄)

(j1···j2R) (z) is the superfield in the ĈR(j,̄) multiplet. In this case, the H(Z3)

has to satisfy the semi-shortening conditions (4.1) and (4.2) associated with Ĉ0(0,0) and

the semi-shortening conditions for the other two ĈR(j1,̄1) multiplets. The semi-shortening

conditions for the second multiplet, ĈR(j1,̄1), are written as

Qγ(mH
(γγ2···γ2̄1 )(γ̇1···γ̇2j1

)I
m1···m2R) = 0 for ̄1 > 0 , (4.19a)

Qα(mQαm′HIm1···m2R) = 0 for ̄1 = 0 , (4.19b)

and

Q̄γ̇(mH
(γ1···γ2̄1 )(γ̇γ̇2···γ̇2j1

)I
m1···m2R) = 0 for j1 > 0 , (4.20a)

Q̄α̇(mQ̄α̇m′HIm1···m2R) = 0 for j1 = 0 , (4.20b)

while the semi-shortening conditions for the third multiplet, ĈR′(j2,̄2), are similarly ex-

pressed in terms of G(Z2).

We have found that a non-vanishing H(Z3) in (4.18) satisfying all these semi-

shortening conditions is possible only for the following two types of correlator:15

〈Ĉ0(0,0)ĈR(j+`1,j)ĈR(j+`2,j+`1+`2)〉 , (4.21)

〈Ĉ0(0,0)ĈR(j+`1,j)ĈR+1(j+`2,j+`1+`2)〉 , (4.22)

up to charge conjugation, where `1 and `2 are non-negative (half-)integers. Note that the

function H(Z3) is U(1)r neutral for all these cases. Since general solutions for H(Z3) in

these two cases are highly involved, it is beyond the scope of this paper to identify the most

general expression for the allowed H(Z3). However, we find a special solution for each of

the above two types of correlators,16 which is sufficient to identify the selection rule.

15We will show other type correlation functions does not satisfy semi-shortening conditions in appendix D.
16Our method is as follows. We first solve all the semi-shortening conditions for smaller spins j = 1/2, 1

and so on to find the explicit expression for H(Z3). We then guess an ansatz (4.23) and (4.29) for general

j, and check that the ansatz satisfies the (semi-)shortening conditions for arbitrary j.
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Let us first focus on (4.21). Unless j = `1 = 0, our special solution is written as

H(Z3) =
1

X2
(εm2k2 · · · εm2Rk2R

)(X̃ β̇2j+1β2j+1 · · · X̃ β̇2j+2`2
β2j+2`2 )

× (εγ̇2j+1β̇2j+2`2+1 · · · εγ̇2j+2`1
β̇2j+2`1+2`2 )

(
2j∑
k=0

(−1)k
(2`2 + 2)k
(2`1 + 2)k

(
2j

k

)

×
[
εm1k1 + 4i(2j + 1)

(
εm1k1( ˜̄Θγ̇mΘ̃m

γ ) +
2R

2R+ 1
( ˜̄Θγ̇k1Θ̃m1γ)

)
X̃ γ̇γ

X2

− 4(2j + 1)(2j + 2)εm1k1

Θγγ′Θ̄γ̇γ̇′X̃
γ̇γX̃ γ̇′γ′

X4

]
×

(
X̃ γ̇1γ1X̃ β̇1β1

X2

)
· · ·

(
X̃ γ̇kγkX̃ β̇kβk

X2

)(
εγk+1βk+1εγ̇k+1β̇k+1 · · · εγ2jβ2j εγ̇2j β̇2j

))
.

(4.23)

Here (2`+ 2)k := (2`+2+k−1)!
(2`+2−1)! is the Pochhammer symbol, and γ (and γ′ when present) are

contracted after totally symmetrized as (γγ′γ1 · · · ) . Similarly, m is also contracted after

totally symmetrized as (mm1m2 · · · ). On the other hand, in the case j = `1 = 0, we find

a solution with several free parameters:

H(Z3) =
εm1k1 · · · εm2Rk2R

X2

[(
A−Bm1

X2
+ C

m2
1 −m2

X4

)
X̃ β̇1β1X̃ β̇2β2

+ 2`2

(
(4iA−B)Θ̄β̇1Θβ1 + (4iB − 2C)

Θ̄β̇1
jM

j
lΘ

lβ1 − Θ̄β̇1Θβ1m1

X2

)
X̃ β̇2β2

− 2`2(2`2 − 1)

2
(16A+ 8iB − 2C)Θ̄β̇1Θβ1Θ̄β̇2Θβ2

](
X̃ β̇3β3 · · · X̃ β̇2`2

β2`2

)
,

(4.24)

where A,B, and C are arbitrary constants, and m1 and m2 are combinations of variables

defined in (A.2).

Note that, for j = `1 = R = 0, the three-point function 〈Ĉ0(0,0)Ĉ0(0,0)Ĉ0(`2,`2)〉 has

a Z2-symmetry, under the assumption of uniqueness of the stress tensor multiplet. The

Z2 symmetry implies that the function H(Z3) has to be invariant under (X3,Θ3, Θ̄3) ↔
(−X̄3,−Θ3,−Θ̄3). This condition constrains (4.24) as follows.

• If `2 is a half-integer such that `2 ≥ 3
2 , the Z2 symmetry implies A = B = C = 0.

Therefore, no Ĉ0(`2,`2) for such `2 appears in the Ĉ0(0,0) × Ĉ0(0,0) fusion.

• If `2 is an integer such that `2 ≥ 1, the Z2 symmetry implies B = 2iA,C = 0, and

therefore our solution (4.24) reduces to up to an over all constant

H(Z3) =
A

X2

[(
1− 2i

m1

X2

)
X̃ β̇1β1

+ 2i(2`2)

(
Θ̄β̇1Θβ1 − 4i

Θ̄β̇1
jM

j
lΘ

lβ1 − Θ̄β̇1Θβ1m1

X2

)]
× (X̃ β̇2β2 · · · X̃ β̇2`2

β2`2 ) .

(4.25)
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• If `2 = 1
2 , the Z2 symmetry implies A = 0, C = 2iB, which reduces our solu-

tion (4.24) to

H(Z3) =
A

X2

((
m1

X2
− 2i

m2 −m2
1

X2

)
X̃ β̇1β1 + Θ̄β̇1Θβ1

)
. (4.26)

• If `2 = 0, the Z2 symmetry implies B = 2iA. Therefore our solution (4.24) reduces to

H(Z3) =
A

X2

(
1− 2i

m1

X2

)
+

C

X2

(
m2

1 −m2

X4

)
. (4.27)

This corresponds to the three-point functions of the stress tensor multiplet and is

consistent with [52] (see also [20] for its implication in the associated two-dimensional

algebras). As shown in the paper, the two constants A and C are related to the

conformal anomalies, a and c, of the four-dimensional SCFTs as

A =
3

32π6
(4a− c) , C =

1

8π6
(4a− 5c) . (4.28)

Let us now turn to the second type of correlator, (4.22). In this case, the function

H(Z3) has dimension 2`2 and vanishing U(1)r charge. We see that there is no non-trivial

solution for `2 = 0. For `2 > 0, we find the following special solution:

H(Z3) = Θ̄β̇1

k1
Θβ1

k2

(
X̃ β̇2β2 · · · X̃ β̇2`2

β2`2

)
(εm1k3 · · · εm2Rk2R+2

)

× (εγ1β2`2+1 · · · εγ2jβ2j+2`2 )(εγ̇1β̇2j+2`2+1 · · · εγ̇2j+2`1
β̇2j+2`1+2`2 ) ,

(4.29)

up to a constant prefactor.17 Note here that, for R = j = `1 = 0, the Z2 symmetry

discussed above constrains (4.29) as

H(−X̄3,−Θ3,−Θ̄3) = (−1)2`2−1
(

Θ̄β̇1

k1
Θβ1

k2

)(
X̃ β̇2β2 · · · X̃ β̇2`2

β2`2

)
. (4.30)

It must be equal to H(X3,Θ3, Θ̄3), and therefore, `2 must be a half-integer, otherwise

correlation function should vanish.

4.4 Selection rules

We here write down the selection rules for Ĉ0(0,0) × OSchur read off from the three-

point functions we computed above. Note that all the following rules are only up to

non-Schur multiplets.

17It has very recently been shown in [63] that the square of the OPE coefficient of Ĉ0(0,0)×Ĉn−1( n−1
2
,n−1

2
)
⊃

Ĉn( n
2
,n
2

) for n ∈ N is proportional to
∏n
i=1(c−ci) with cn ≡ n(6n+5)

6(2n+3)
. This implies that the constant prefactor

of H(Z3) for this channel vanishes when c = ci for i = 1, 2, · · · , n.
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4.4.1 Ĉ0(0,0) × B̂R fusion

The Ĉ0(0,0) × B̂R selection rules are as follows.

• For R > 1, the selection rule is

Ĉ0(0,0) × B̂R ∼ B̂R +
∞∑
`=0

[
ĈR( `

2
, `
2

) + ĈR−1( `
2
, `
2

)

]
. (4.31)

• For R = 1, because of the Z2-symmetry, the selection rule is

Ĉ0(0,0) × B̂1 ∼ B̂1 +
∞∑
`=0

[
Ĉ1( `

2
, `
2

) + Ĉ0( `+1
2
, `+1

2
)

]
, (4.32)

which is consistent with [51].

• For R = 1
2 , the rule is

Ĉ0(0,0) × B̂ 1
2
∼ B̂ 1

2
+

∞∑
`=0

Ĉ 1
2

( `
2
, `
2

). (4.33)

4.4.2 Ĉ0(0,0) × D̄R(j,0) fusion

The selection rules for Ĉ0(0,0) × D̄R(j,0) are written as follows.

• For R > 0,

Ĉ0(0,0) × D̄R(j,0) ∼ D̄R(j,0) +

∞∑
`=0

[
ĈR+ 1

2
(j+ `

2
+ 1

2
, `
2

) + ĈR− 1
2

(j+ `
2

+ 1
2
, `
2

)

]
. (4.34)

• For R = 0,

Ĉ0(0,0) × D̄0(j,0) ∼ D̄0(j,0) +

∞∑
`=0

[
Ĉ 1

2
(j+ `

2
+ 1

2
, `
2

)

]
. (4.35)

Note here that, for the ĈR,(j,̄) type multiplets on the right-hand sides, the corresponding

three-point functions of the superconformal primaries vanishes. This reflects the fact that

the sum of the U(1)r charges of the primaries in three-point function is non-vanishing.

However, the sum of the U(1)r charges of the Schur operators in the same multiplets

vanishes, which implies that the three-point functions of the Schur operators can be non-

trivial. Note also that the selection rules for Ĉ0(0,0) × DR(0,j) are obtained by taking the

charge conjugate of (4.34) and (4.35).
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4.4.3 Ĉ0(0,0) × ĈR(j,̄) fusion

The selection rules for Ĉ0(0,0) × ĈR(j,̄) are written as follows.

• For j − ̄ = `1 ≥ 1
2 , R > 1

2 ,

Ĉ0(0,0) × ĈR(̄+`1,̄) ∼ D̄R+ 1
2

(`1− 1
2
,0) + D̄R− 1

2
(`1− 1

2
,0) +

∞∑
̄+ `

2
=0

[
ĈR(̄+ `

2
+`1,̄+

`
2

)

]

+

∞∑
`=1

[
ĈR+1(̄+ `

2
+`1,̄+

`
2

)

]
+

2̄∑
`=1

[
ĈR−1(̄− `

2
+`1,̄− `2 )

]
.

(4.36)

• For j − ̄ = `1 ≥ 1
2 , R = 1

2 ,

Ĉ0(0,0) × Ĉ 1
2

(̄+`1,̄)
∼ D̄1(`1− 1

2
,0) + D̄0(`1− 1

2
,0)

+

∞∑
̄+ `

2
=0

[
Ĉ 1

2
(̄+ `

2
+`1,̄+

`
2

)

]
+

∞∑
`=1

[
Ĉ 3

2
(̄+ `

2
+`1,̄+

`
2

)

]
. (4.37)

• For j − ̄ = `1 ≥ 1
2 , R = 0,

Ĉ0(0,0) × Ĉ0(̄+`1,̄) ∼ D̄ 1
2

(`1− 1
2
,0) +

∞∑
̄+ `

2
=0

[
Ĉ0(̄+ `

2
+`1,̄+

`
2

)

]
+
∞∑
`=1

[
Ĉ1(̄+ `

2
+`1,̄+

`
2

)

]
.

(4.38)

• For ̄ = j > 0, R > 1,

Ĉ0(0,0) × ĈR(j,j) ∼ B̂R + B̂R+1 +

∞∑
j+ `

2
=0

[
ĈR(j+ `

2
,j+ `

2
)

]

+

∞∑
`=1

[
ĈR+1(j+ `

2
,j+ `

2
)

]
+

2j∑
`=1

[
ĈR−1(j− `

2
,j− `

2
)

]
. (4.39)

• For ̄ = j > 0, R = 1,

Ĉ0(0,0) × Ĉ1(j,j) ∼ B̂1 + B̂2 +
∞∑

j+ `
2

=0

[
Ĉ1(j+ `

2
,j+ `

2
)

]

+

∞∑
`=1

[
Ĉ2(j+ `

2
,j+ `

2
)

]
+

2j∑
`=1

[
Ĉ0(j− `

2
,j− `

2
)

]
. (4.40)

When j is an integer, the stress-tensor multiplet Ĉ0(0,0) in the last term on the right-

hand side must be excluded by the Z2-symmetry, under the assumption of uniqueness

of the stress tensor.

– 22 –



J
H
E
P
0
4
(
2
0
1
9
)
0
6
0

• For ̄ = j > 0, R = 1
2 ,

Ĉ0(0,0) × Ĉ 1
2

(j,j) ∼ B̂ 1
2

+ B̂ 3
2

+

∞∑
j+ `

2
=0

[
Ĉ 1

2
(j+ `

2
,j+ `

2
)

]
+

∞∑
`=1

[
Ĉ 3

2
(j+ `

2
,j+ `

2
)

]
. (4.41)

• For ̄ = j = 0, R = 0,

Ĉ0(0,0) × Ĉ0(0,0) ∼
∞∑
`=0

[
Ĉ0(`,`) + Ĉ1(`+ 1

2
,`+ 1

2
)

]
. (4.42)

The cases of j − ̄ < 0 are obtained by the charge conjugates of the above ones.

5 Conclusions and discussions

In this paper, we have computed the three-point functions of the form 〈B̂R1B̂R2O〉 and

〈Ĉ0(0,0)O1O2〉 for arbitrary Schur multiplets O,O1 and O2. We have obtained the most

general expressions for these three-point functions, except for the two types correlators

in (4.21) and (4.22). For the two correlators in (4.21) and (4.22), we have found special

solutions to the semi-shortening conditions. From these results, we have derived the OPE

selection rules for Ĉ0(0,0) ×OSchur up to non-Schur multiplets, where OSchur is an arbitrary

Schur multiplet. Our selection rules are listed in sub-section 4.4. We have also shown in

sub-section 3.4 that our results on the three-point functions 〈B̂R1B̂R2O〉 are consistent with

the selection rules for B̂R1 × B̂R2 obtained in [53]. We emphasize that our analysis relies

only on the shortening conditions for Schur multiplets and therefore does not depend on

any detail of four-dimensional N = 2 SCFTs.

Let us here discuss an interesting constraint appearing in the selection rules for

Ĉ0(0,0) × OSchur. Suppose that O and O′ are two Schur multiplets so that O′ appears

in the OPE of Ĉ0(0,0) ×O, i.e., Ĉ0(0,0) ×O ⊃ O′. We denote by R(s) and R′(s) the SU(2)R
charges of the Schur operators in O and O′, respectively. We also denote respectively by h

and h′ the holomorphic dimensions of the two-dimensional operators associated with the

Schur operators in O and O′. See table 2 for the relation between the two-dimensional

holomorphic dimension and four-dimensional quantum numbers of operators. Now, we see

that our selection rules imply

R(s) < R′(s) =⇒ h < h′ , R(s) > R′(s) =⇒ h > h′ . (5.1)

In the 4d/2d correspondence of [17], this means that the SU(2)R charge of the four-

dimensional ancestor of a two-dimensional operator is always smaller than or equal to

those of its Virasoro descendants. Since the SU(2)R symmetry is broken in the associ-

ated chiral algebra [17], this relation between the SU(2)R charge and the holomorphic

dimension is surprising.18 See also [64] for a remarkable discussion on reconstructing the

SU(2)R-filtration of the chiral algebra.

18Note that, since h is related to the SU(2)R charge R(s) and the spin (j(s), ̄(s)) of the Schur operator

by h = R(s) + j(s) + ̄(s), the constraint (5.1) can also be regarded as a constraint on the SU(2)R charges

and spins of the Schur operators in O and O′.
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Multiplet Schur operator U(1)r charge SU(2)R h

B̂R Φ(i1···i2R) r = 0 R R

DR(0,̄) Q̄(i
(α̇Φ

i1···i2R)
α̇1···α̇2̄)

r = ̄+ 1
2 R+ 1

2 R+ j + 1

D̄R(j,0) Q(i
(αΦ

i1···i2R)
α1···α2j)

r = −j − 1
2 R+ 1

2 R+ ̄+ 1

ĈR(j,̄) Q̄(i
(α̇|Q

i′

(αΦ
i1···i2R)
α1···α2j)|α̇1···α̇2̄)

r = ̄− j R+ 1 R+ j + ̄+ 2

Table 2. Schur operators in Schur multiplets with their U(1)r and SU(2)R charges. Here Φ is

the superconformal primary field of the multiplet. The rightmost column shows the holomorphic

dimension of the corresponding operator in the two-dimensional chiral algebra.

Another interesting observation is that, in some of the OPE channels allowed by our

selection rules, the three-point function of the superconformal primaries vanishes even

though those of their descendants do not. As mentioned already, this is a common feature

of SCFTs [62]. Indeed, the vanishing of the three-point function of the primaries reflects

the fact that the sum of their U(1)r charges is non-vanishing. Therefore, our selection

rules for Schur multiplets do not imply the non-vanishing of the three-point function of the

corresponding superconformal primaries.

On the other hand, when we focus on the Schur operator in each Schur multiplet,

we see that the sum of their U(1)r charges vanishes whenever the corresponding three

Schur multiplets are allowed by the selection rules. This seems to suggest that the three-

point functions of Schur operators are always non-vanishing whenever the corresponding

Schur multiplets have non-vanishing three-point functions.19 This observation leads us to

a conjecture on BPS selection rules of general Schur multiplets. Suppose that a Schur

multiplet OSchur
3 appears in the OPE of OSchur

1 and OSchur
2 , i.e., OSchur

1 ×OSchur
2 ⊃ OSchur

3 .

Let us denote the SU(2)R and U(1)r charges of the Schur operators in the multiplets

respectively by R
(s)
i and r

(s)
i for i = 1, 2, and 3. Then we conjecture that the following two

conditions are satisfied:

r
(s)
1 + r

(s)
2 = r

(s)
3 , |R(s)

1 −R
(s)
2 | ≤ R

(s)
3 ≤ R

(s)
1 +R

(s)
2 . (5.2)

Note that these conditions are necessary for the three-point functions of the Schur operators

to be non-vanishing. Recognizing (5.1) and (5.2) as principle of selection rule related to

four-dimensional N = 2 SCFT whose stress tensor is unique, we recover our all selection

rules in section 3.4 and 4.4. We leave the detailed study of this conjecture to future work.
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A Fierz identities

In this appendix, we summarize useful identities for Grassmann variables Θiα and Θ̄α̇
i,

which we call Fierz identities. We first introduce the following variables:

M i
j ≡ ΘiαXαα̇Θ̄α̇

j , (A.1)

ml ≡ trM l , (A.2)

H α̇α
ij ≡ Θ̄α̇

j(εΘ) α
i . (A.3)

From the nilpotent structure of Θ and Θ̄, we see that the following Fierz identities hold20

m1m2 = 0 , m2
2 = m4

1 , (εM)(ii′)(m2 + 2m2
1) = 0 ,

(εM)(ii′)(εM)(jj′)m1 =
1

12
(εijεi′j′ + εij′εi′j)m

3
1 .

(A.4)

Moreover, by using the variables ml, we can expand powers of X̄2 as [20]

1

(X̄2)∆
=

1

(X2)∆

(
1− 4i∆

m1

X2
+ 8∆

m2

X4
− 8∆2m

2
1

X4

+
32i

3
∆(∆2 − 1)

m3
1

X6
+

32

3
∆2(∆2 − 1)

m4
1

X8

)
. (A.5)

We can also derive21

M(ii′)

X4
=
M̄(ii′)

X̄4
,

m2
1 −m2

X6
=
m̄2

1 − m̄2

X̄6
=

Θαα′Xαα̇Xα′α̇′Θ̄
α̇α̇′

X6
. (A.6)

The following Fierz identities are derived by using the Mathematica package

grassmann.m [65]:

(ΘiαΘjβεαβ)Θ̄Θα̇1α1Θ̄Θα̇2α2 = 0 , (A.7)

(m2
1 +m2)Θ̄Θα̇1α1Θ̄Θα̇2α2 = 0 , (A.8)

m1(εM)(ij)Θ̄Θα̇1α1Θ̄Θα̇2α2 = 0 , (A.9)

m1Θ̄Θα̇1α1Θ̄Θα̇2α2 =
1

3X2
(m2

1 +m2)Θ̄Θα̇1α1X̃ α̇2α2 , (A.10)

20(εM)ij = εikM
k
j .

21M̄ i
j := ΘiαX̄αα̇Θ̄α̇

j , m̄l := trM̄ l.
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(εM)(ij)Θ̄Θα̇1α1Θ̄Θα̇2α2 =
m1

X2
(εM)(ij)Θ̄Θα̇1α1X̃ α̇2α2 , (A.11)

(εM)(ij)Θ̄Θα̇αm2
1 = (εM)(ij)Θ̄Θα̇αm2 = 0 , (A.12)

(2m2
1 −m2)Θ̄Θα̇α =

m3
1

X2
X̃ α̇α , (A.13)

m3
1Θ̄Θα̇α =

m4
1

2X2
X̃ α̇α , (A.14)

(εM)(ij′)(εM)(i′j′)Θ̄Θα̇α =
(εijεi′j′)

12

(
(m2

1 +m2)Θ̄Θα̇α − m3
1

X2
X̃ α̇α

)
, (A.15)

(εM)(ij)(εM)(i′j′)Θ̄Θα̇1α1Θ̄Θα̇2α2 = −
m4

1(εijεi′j′)

24(X2)2
X̃ α̇1α1X̃ α̇2α2 , (A.16)

H α̇1α1

(ij) Θ̄Θα̇2α2 = 0 , (A.17)

m3
1H

α̇α
(ij) = 0 , (A.18)

m1H
α̇α
(ij) + (εM)(ij)Θ̄Θα̇α =

m1

X2
(εM)(ij)X̃

α̇α , (A.19)

m2

X2
H α̇α

(ij) = −m
2
1

X2

εM(ij)

X2
X̃ α̇α , (A.20)

(m2
1 +m2)

X2
H α̇α

(ij) = −m1

X2
(εM)(ij)Θ̄Θα̇α. (A.21)

B 〈Ĉ0(0,0)B̂ROI〉

In this appendix, we describe a derivation of the most general expression for the correlation

function 〈Ĉ0(0,0)B̂ROI〉 for various OI . Since the case of OI = B̂R′ has been analyzed in

section 3.3, we here focus on OI = D̄R′(j,0), DR′(0,j), and ĈR′(j,̄).

B.1 〈Ĉ0(0,0)B̂RD̄R′(j,0)〉

Let us first consider the case of OI = D̄R′(j,0). In this case, H(Z̄3) has dimension 2(R′ −
R)+ j−1 and U(1)r charge −j−1. Since the absolute value of the U(1)r charge is at most

one, the spin j must be zero. Then the only possibility for R′ is R′ = R− 1, which implies

H(Z̄3) =
A

X̄4
Θ̄m1Θ̄m2εm3k1 · · · εm2Rk2R−2

. (B.1)

However, this is not consistent with (4.3) unless A = 0, and therefore the correla-

tion function 〈Ĉ0(0,0)B̂RD̄R′(j,0)〉 has to vanish. From charge conjugation, we see that

〈Ĉ0(0,0)B̂RDR′(0,j)〉 also vanishes.

B.2 〈Ĉ0(0,0)B̂R ĈR′(j,̄)〉

Let us next turn to the case of OI = ĈR′(j,̄). In this case, the function H(Z3) has dimension

2(R′ − R) + j + ̄ and U(1)r charge ̄ − j. Recall that |̄ − j| is at most one. Moreover,

since charge conjugation exchanges j and ̄, we only need to study the cases of j ≥ ̄.

Therefore, we assume −1 ≤ ̄− j ≤ 0. Then the possible combinations of R′ and ̄− j are

(R′, ̄− j) = (R,−1), (R+ 1
2 ,−

1
2), (R− 1

2 ,−
1
2), (R+ 1, 0), (R, 0), and (R− 1, 0). We study

the most general expression for H(Z3) in each of these cases below.
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B.2.1 ̄ = j − 1 ≥ 0 , R′ = R

In this case, the only possible candidate for H(Z3) is

H(Z3) =
A

X2
εm1k1 · · · εm2Rk2R

Xβ1β̇1
· · ·Xβ2j β̇2j

˜̄Θβ̇2j+1β̇2j+2
. (B.2)

This is not consistent with (4.4) unless A = 0.

B.2.2 ̄ = j − 1
2
≥ 0 , R′ = R + 1

2

In this case, the only possible candidate is

H(Z3) = Aεm1k1 · · · εm2Rk2R
Xβ1β̇1

· · ·Xβ2j−1β̇2j−1
Xβ2j α̇Θ̄α̇

k2R+1
, (B.3)

which is not consistent with (3.5) unless A = 0.

B.2.3 ̄ = j − 1
2
≥ 0 , R′ = R− 1

2

In this case, there are three possible terms in H(Z3);

H(Z3) =
1

X2
εm1k1 · · · εm2R−1k2R−1

×
(
AΘ̄α̇′

m2R
Xβ1β̇1

+ Θα
m2R

Θ̄α̇α̇′
(
B
Xαα̇Xβ1β̇1

X2
+ Cεβ̇1α̇

εβ1α

))
×Xβ2β̇2

· · ·Xβ2j−1β̇2j−1
Xβ2j α̇′ . (B.4)

However, this is not consistent with (4.4) unless A = B = C = 0.

B.2.4 ̄ = j ≥ 0 , R′ = R

The only possible H(Z3) is of the form

H(Z3) =

(
Aεm1k1Xβ1β̇1

+BXβ1β̇1

Mm1k1

X2
+ CΘ̃m1β1

˜̄Θβ̇1k1

)
× εm2k2 · · · εm2Rk2R

Xβ2β̇2
· · ·Xβ2j β̇2j

. (B.5)

The constraint (3.4) is then expressed as

0 = B (εm1k1 · · · εm2Rk2R
)Xβ1β̇1

· · ·Xβ2j β̇2j

Θα
mXαα̇

X2
, (B.6)

which implies B = 0. Moreover, for (B.5) to be consistent with (4.4), we should set

C = −4i(2j)A. Indeed, with this condition imposed, the function (B.5) can be rewritten as

H(Z̄3) = A(εm1k1X̄β1β̇1
− 4i(2j)Θ̃k1β1

˜̄Θβ̇1m1
)(εm2k2 · · · εm2Rk2R

)X̄β2β̇2
· · · X̄β2j β̇2j

, (B.7)

and therefore satisfies (4.2). We also see that this expression satisfies (3.5).
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B.2.5 ̄− j = 0 , R′ = R− 1

In this case, the possible H(Z3) for j > 0 is of the form

H(Z3) =
1

X2

((
AXβ1β̇1

Mm1m2

X2
+BΘ̃m1β1

˜̄Θβ̇1m2

)
+

C

X2
Θm1Θm2Θ̄α̇α̇′Xβ1α̇εβ̇1α̇′

)
×
(
εm3k1 · · · εm2Rk2R−2

)
Xβ2β̇2

· · ·Xβ2j β̇2j
.

(B.8)

For this to be consistent with (3.5) and (4.2), we must impose B = −2jA and C = −4ijA.

On the other hand, for j = 0, H(Z3) is given by

H(Z3) = A
Mm1m2

X4

(
εm3k1 · · · εm2Rk2R−2

)
. (B.9)

Using the Fierz identity (A.6), we see that this satisfies all the (semi-)shortening conditions.

C 〈Ĉ0(0,0)D̄R′(j,0)OI〉

In this appendix, we describe the details of our computations of 〈Ĉ0(0,0)D̄R′(j,0)OI〉. We

solve the equations (4.1), (4.2), (3.4), and (4.14)/(4.15) together with the (semi-)shortening

conditions associated with the third Schur multiplet OI . We note here that the most general

solution to (4.14) or (4.15) is written as

H = f
(γ̇1···γ̇2j), I
1(m1···m2R) + f

(γ̇1···γ̇2j γ̇), I
2(m1···m2Rm)

˜̄Θ m
γ̇ + f

(γ̇1···γ̇2j γ̇), I
3(m1···m2R−1|

˜̄Θγ̇|m2R) + f
I(γ̇1···γ̇2j−1

4(m1···m2j−1
Θ̄
γ̇2j)

m2R)

+ f
(γ̇1···γ̇2j γ̇γ̇

′), I
5(m1···m2R)

˜̄Θγ̇γ̇′ + f
(γ̇1···γ̇2j), I
6(m1···m2R−2

Θ̄m2R−1Θ̄m2R)

+
(

2jεβ̇(γ̇1f
γ̇2···γ̇2j)β̇

′, I
7(m1···m2R)

˜̄Θβ̇β̇′ + (2j + 2)Θ̄(kΘ̄k′)εk(m1
f

(γ̇1···γ̇2j), I
7|m2···m2R)k′

)
+ Θ̄

(γ̇|
j

˜̄Θj
α̇Θ̄α̇

(mf
|γ̇1···γ̇2j), I
8m1···m2R) + ˜̄Θγ̇j

˜̄Θj
α̇Θ̄α̇

(m1
f

(γ̇1···γ̇2j γ̇), I
9m2···m2R) .

(C.1)

Here fi are functions of X and Θ. Note in particular that the superscripts γ̇i in f
(γ̇1···γ̇2j), I
7(m1···m2R)

are totally symmetric, which is implicit in the first term in the bracket in (C.1).22

The function H(Z3) has dimension ∆3−2R− j−3 and U(1)r charge r3− j−1, where

∆3 and r3 are the dimension and the U(1)r charge of the third multiplet OI respectively.

The case of OI = B̂R′ has already been studied in section B.1. Moreover, H(Z3) turns

out to vanish for OI = D̄R′(j′,0). Indeed, for OI = D̄R′(j′,0), the U(1)r charge of H(Z3)

is −j − j′ − 2, which is not possible since the U(1)r charge is bounded from below by −1.

Therefore, D̄R′(j′,0) dose not appear in the OPE of Ĉ0(0,0) × D̄R(j,0). In the rest of this

appendix, we consider the remaining cases OI = DR′(0,̄) and ĈR′(j′,̄′).

C.1 〈Ĉ0(0,0)D̄R(j,0)DR′(0,̄)〉

For OI = DR′(0,̄), H(Z3) has dimension 2(R′ − R) + (̄ − j) − 2 and U(1)r charge ̄ − j.
Up to charge conjugation, the possible values of the U(1)r charge is 0, 1

2 , and 1. Therefore

22For example in the case of j = 1, f7 is defined with some function f by f
(γ1γ2)
7 = 1

2
(fγ1γ2 + fγ2γ1)

while in (C.1) we further symmetrize as in εβ(γ1f
γ2)β′

7 = 1
2

(
εβγ1f

(γ2β
′)

7 + εβγ2f
(γ1β

′)
7

)
using the function

f7 we have just defined, and SU(2)R indices are symmetrized similarly.
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the possible combinations of R′ and ̄ are (R′, ̄) = (R, j− 1), (R− 1
2 , j−

1
2), (R+ 1

2 , j−
1
2),

(R, j), and (R− 1, j). The shortening condition of the third multiplet DR′(0,̄) is

S̄ α̇(nG(Z2)n1···n2R′ )
= 0 , (C.2)

and the semi-shortening condition is

Sδ(nGn1···n2R′ )(δδ2···δ2̄)(Z2) = 0 , for j > 0 , (C.3)

εαβSα(nS
β
n′Gn1···n2R′ )

(Z2) = 0 , for j = 0 , (C.4)

where indices ni, δi and δ̇i are related with the DR′(0,̄) multiplet. Below, we solve these

equations together with (4.1), (4.2), (3.4), and (4.14)/(4.15), for all possible values of R′

and ̄.

C.1.1 ̄ = j − 1 ≥ 0 , R′ = R

In this case, H(Z3) is

H(Z3) =
A

X4
(εm1k1 · · · εm2Rk2R

)Θ̄γ̇1γ̇2εγ̇3β̇1 · · · εγ̇2j β̇2j−2 , (C.5)

which is inconsistent with (4.14) unless A = 0.

C.1.2 ̄ = j − 1
2
≥ 0 , R′ = R− 1

2

In this case, the only possible H(Z3) is of the form23

H(Z3) =
1

X4

(
Aεγ̇1β̇1

˜̄Θγ̇2m1 +B
εγ̇1β̇1

X2
(Θm1X)α̇Θ̄α̇

γ̇2
+

C

X2
(Θm1X)β̇1

˜̄Θγ̇1γ̇2

)
× (εm2k1 · · · εm2Rk2R−1

)(εγ̇3β̇2
· · · εγ̇2j β̇2j−1

).

(C.6)

For this to be consistent with (4.1) and (4.14), we must set B = − 4i
j+1A ,C = −2i(2j−1)

j+1 A.

Then the function G(Z2) given by (2.32) is now written as

G(Z2) = − iA

(
(j + 1)εα1δ1( ˜̄X−1Θ̄i

2)α2u
†
ij1

(Z2)− 4iεα1δ1(Θj1
˜̄X−1Θ̄i)(

˜̄X−1Θ̄i)α2

− 2i(2j − 1)Θ̃j1δ1( ˜̄X−1Θ̄i)α1( ˜̄X−1Θ̄i)α2

)
× (εj2n1 · · · εj2Rn2R−1)(εα3δ2 · · · εα2jδ2j−1

) .

(C.7)

However, we see that this does not satisfy the shortening condition (C.2) unless A = 0.

C.1.3 ̄ = j − 1
2
≥ 0 , R′ = R + 1

2

In this case, the possible solution is given by

H(Z3) =
A

X2
Θ̄γ̇1

k1
(εm1k2 · · · εm2Rk2R+1

)(εγ̇2β̇1 · · · εγ̇2j β̇2j−1) , (C.8)

which is not consistent with (4.14) unless A = 0.

23Recall here that Θ̄α̇
γ̇2j

= Θ̄α̇
iε
ik ˜̄Θγ̇2jk.
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C.1.4 ̄ = j ≥ 0 , R′ = R

In this case, H(Z3) is given by

H(Z3) =
1

X2

(
εγ̇1β̇1

(
Aεm1k1 + C

Mm1k1

X2

)
+B

(Θm1X)γ̇1
˜̄Θβ̇1k1

X2

)
× (εm2k2 · · · εm2Rk2R

)(εγ̇2β̇2 · · · εγ̇2j β̇2j ) .

(C.9)

It is straightforward to show that this satisfies (4.2). Let us next consider the semi-

shortening condition for the second multiplet. For j > 0, the condition (4.14) reads

0 = 4iΘα
(mεm1)k1

(B + 8ijA+ 2jC)Xαβ̇

X4
(εm2k2 · · · )(εγ̇β̇ · · · ) , (C.10)

which implies B = −4i(2j)A − 2jC. On the other hand, for j = 0, the condition (4.15)

implies C = −4iA. Note that the term proportional to B in (C.10) does not exist for j = 0.

To solve the conditions associated with the third multiplet, let us relate the above

H(Z3) to G(Z2) via (2.32). The result is generally written as

G(Z2) =
A

X2

((
εj1n1 − (4i + jC)

Mj1n1

X2

)
εα1δ1 − 2j2CΘ̃j1α1(X̃−1Θ̄n1)δ1

)
× (εj2n2 · · · εj2Rn2R)(εα2δ2 · · · εα2jδ2j ) ,

(C.11)

where C is a free parameter that is present only in the case of j > 0. We see that this

expression satisfies the shortening condition (C.2) for arbitrary C. On the other hand, the

semi-shortening condition implies C = 0 unless j = 1
2 . For j = 1

2 , the semi-shortening

condition does not restrict the value of C.

C.1.5 ̄ = j , R′ = R− 1

In this case, the possible H(Z3) is of the form

H(Z3) =
1

X6

(
Θα
m1

(
AXαγ̇1

˜̄Θβ̇1m2
+BXαβ̇1

˜̄Θγ̇1m2

)
+ Cεγ̇1β̇1

Mm1m2 +DΘm1Θm2
˜̄Θγ̇1β̇1

)
× (εm3k1 · · · εm2Rk2R−2

)(εγ̇2β̇1
· · · εγ̇2j β̇2j

). (C.12)

Note that this expression vanishes if j = 0. Therefore there is no non-trivial solution

for j = 0.

For j > 0, the above expression is consistent with (4.2) and (4.14) if and only if

C = A−B
2 and D = i(A + B). With these conditions imposed, the function G(Z2) given

by (2.32) is written as

G(Z2) =

((
AΘ̃j1α1( ˜̄X−1Θ̄k)δ1u

†
kj2

+BΘ̃j1δ1( ˜̄X−1Θ̄k)α1u
†
kj2

)
+
A−B

2
εα1δ1

M̄j1j2

X̄2
2

− i(A+B)Θj1Θj2( ˜̄X−1Θ̄i)α1( ˜̄X−1Θ̄i)δ1

)
× (εj3n1 · · · εj2Rn2R−2)(εα2δ2 · · · εα2jδ2j ) .

(C.13)

It is then straightforward to see that A = B = 0 is necessary for this to be consistent

with (C.2) and (C.3). Therefore, no non-trivial solution exists in this case.
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C.2 〈Ĉ0(0,0)D̄R(j,0)ĈR′(j1,̄2)〉

Let us now turn to the case of OI = ĈR′(j1,̄2). The function H(Z3) now has dimension

2(R′ −R) + (j1 + ̄2 − j)− 1 and U(1)r charge ̄2 − j1 − j − 1. Since |̄2 − j1 − j − 1| ≤ 1,

the possible values of ̄2 − j1 are j, j + 1
2 , j + 1, j + 3

2 , and j + 2. It is straightforward to

see that no non-trivial H(Z3) is possible for ̄2 − j1=j + 3
2 and j + 2. Therefore, the only

possible values of R′ and ̄2− j1 are (R′, ̄2− j1) = (R, j+ 1), (R− 1, j+ 1), (R+ 1
2 , j+ 1

2),

(R− 1
2 , j+ 1

2), and (R, j). The semi-shortening conditions for the third multiplet are (3.24)

and (3.25). Below, we solve all the (semi-)shortening conditions for each of the possible

values of ̄2 − j1 and R′.

C.2.1 ̄2 − j1 = j + 1 , R′ = R

In this case, the function H(Z3) is of the form

H(Z3) = A
(Θm1X)β̇1

˜̄Θβ̇2k1

X2
(εm2k2 · · · εm2Rk2R

)(εγ̇1β̇3
· · · εγ̇2j β̇2j

)Xβ1β̇2j+3
· · ·Xβ2j1

β̇2j+2j1+2
,

(C.14)

which is not consistent with the condition (4.2) unless A = 0.

C.2.2 ̄2 − j1 = j + 1 , R′ = R− 1 ≥ 0

In this case, the possible H(Z3) is

H(Z3) =
1

X4

(
A(Θm1X)β̇1

˜̄Θβ̇2m2
+BΘm1Θm2

˜̄Θβ̇1β̇2

) (
εm3k1 · · · εm2Rk2R−2

)
× (εγ̇1β̇3

· · · εγ̇2j β̇2j+2
)Xβ1β̇2j+3

· · ·Xβ2j1
β̇2j1+2j+2

,
(C.15)

where j ≥ 0, j1 ≥ 0, R ≥ 1. We see that (4.2) implies B = −i(2j1)A. Then the function

G(Z2) is written as

G(Z2) =
−A
X̄2

2

(
Θ̃j1δ1

(
˜̄X−1Θ̄k

)
δ2
u†kj2(Z2)− i(2j1)Θj1Θj2

(
˜̄X−1Θ̄k

)
δ1

(
˜̄X−1Θ̄k

)
δ2

)
× (εj3n1 · · · εj2Rn2R−2)(εα1δ3 · · · εα2jδ2j+2

) ˜̄X−1

δ1δ̇2j+3
· · · ˜̄X−1

δ2j1 δ̇2j+2j1+2
, (C.16)

which does not satisfy the conditions (3.24) and (3.25) unless A = 0.

C.2.3 ̄2 − j1 = j + 1
2
, R′ = R + 1

2

In this case, the only possible candidate for H(Z3) is of the form

H(Z3) = A ˜̄Θβ̇1k1
Xβ1β̇2

· · ·Xβ2j1
β̇2j1+1

(εγ̇1β̇2j1+2
· · · εγ̇2j β̇2j+2j1+1

)(εm1k2 · · · εm2Rk2R+1
) .

(C.17)

By using (2.16), it is rewritten as

H(Z̄3) = A ˜̄Θβ̇1k1

(
X̄β1β̇2

− 4i(2j1) ˜̄Θβ̇2
Θ̃β1

)
X̄β2β̇3

· · · X̄β2j1
β̇2j1+2

(εm1k2 · · · εm2Rk2R+1
)

× (εγ̇1β̇2j1+2
· · · εγ̇2j β̇2j+2j1+1

) . (C.18)
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We see that this is of the form of (4.4) and (C.1) and therefore satisfies (4.14)/(4.15)

and (4.2). On the other hand, the function G(Z2) is now evaluated as

G(Z2) = i
u†kn1

(Z2)

X̄4

(
X̄Θ̄k

)
δ1

(εj1n2 · · · εj2Rn2R+1)(εα1δ2 · · · εα2jδ2j+1
)

× ˜̄X−1

δ2j+2δ̇1
· · · ˜̄X−1

δ2j+2j1+1δ̇2j1
. (C.19)

We see that this expression satisfies the semi-shortening conditions associated with the

third multiplet for any j ≥ 0, j1 ≥ 0 and R ≥ 0.

C.2.4 ̄2 − j1 = j + 1
2
, R′ = R− 1

2

The only possible H(Z3) is of the form

H(Z3) =
1

X2

(
Aεγ̇1β̇1

˜̄Θβ̇2m1

+
Θ α
m1

Θ̄α̇α̇′

X2

(
Bεγ̇1β̇1

εβ̇2α̇′
Xαα̇ + CXαγ̇1εβ̇1α̇

εβ̇2α̇′
+DXαβ̇1

εβ̇2α̇
εγ̇1α̇′

))
× (εm2k1 · · · εm2Rk2R−1

)(εγ̇2β̇3
· · · εγ̇2j β̇2j+1

)Xβ1β̇2j+3
· · ·Xβ2j1

β̇2j+2j1+1
. (C.20)

In the case of j > 0, the constraints (4.2) and (4.14) imply that B = −4iA + C and

D = −C. On the other hand, for j = 0, the constraints (4.2) and (4.14) imply B = −4iA.

Note that C and D do not exist for j = 0. The function G(Z2) is now evaluated as

G(Z2) =
1

X̄2

(
Aεα1δ1

(
˜̄XΘ̄k

)
δ2

+

(
(−4iA+ jC)εα1δ1(Θj1

˜̄X−1Θ̄k)(
˜̄X−1Θ̄k)δ2

+ jC
(

Θ̃j1α1( ˜̄X−1Θ̄k)δ1( ˜̄X−1Θ̄k)δ2 − Θ̃j1δ1( ˜̄X−1Θ̄k)δ2( ˜̄X−1Θ̄k)α1

)))
× (εj2n1 · · · εj2Rn2R−1)(εα2δ3 · · · εα2jδ2j+2

) ˜̄Xδ1δ̇2j+3
· · · ˜̄Xδ2j1 δ̇2j+2j1+2

, (C.21)

which satisfies (3.24) and (3.25) if and only if C = 0.

C.2.5 ̄2 − j1 = j , R′ = R

In this case, the only possible H(Z3) is

H(Z3) =
(εm1k1 · · · εm2Rk2R

)

X2

(
AXβ1β̇1

˜̄Θγ̇1β̇2
+BXβ1α̇εβ̇1α̇′

Θ̄α̇α̇′εγ̇1β̇2

)
× (εγ̇2β̇3

· · · εγ̇2j β̇2j+1
)Xβ2β̇2j+2

· · ·Xβ2j1
β̇2j+2j1

.

(C.22)

Since Θ̄(iΘ̄j)Θ̄γ̇1β̇2
= Θ̄(iΘ̄j)Θ̄

α̇α̇′ = 0, the constraint (4.2) is trivially satisfied. On the

other hand, the constraint (4.14) implies A = B = 0.

D 〈Ĉ0(0,0)ĈR(j1,̄1)ĈR′(j2,̄2)〉

In this appendix, we show that the only non-vanishing three-point functions of the

form 〈Ĉ0(0,0)ĈR(j1,̄1)ĈR′(j2,̄2)〉 are those listed in (4.21) and (4.22). To that end, in

sub-section D.1, we will show that the three point function vanishes when the corre-

sponding H(Z3) has non-vanishing U(1)r charge. In sub-section D.2, we show that

〈Ĉ0(0,0)ĈR(j+`2,j+`1+`2)ĈR+1(j+`1,j)〉 vanishes for any j, `1 ≥ 0 and `2 > 0.
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(j1, ̄1, j2, ̄2) (∆, L1, L2, L3, L4)

(j+1, j+`1, j+`1 +`2, j+`2) (k + 4, 2`2 + k, k + 2, 2j − k, 2j + 2`1 − k − 2),

(j+1+`1, j, j+`2, j+`1 +`2) (k + 4, 2`2 + k, k + 2, 2j + 2`1 − k, 2j − k − 2),

(j+1+`2, j+`1 +`2, j+`1, j) (2`2 +k+4, k, 2`2 +k+2, 2j−k, 2j−k+2`1−2),

(j+1+`1 +`2, j+`2, j, j+`1) (2`2 +k+4, k, 2`2 +k+2, 2j+2`1−k, 2j−k−2),

Table 3. The left column shows possible spin eigenvalues, and the right column shows the corre-

sponding values of parameters appearing in (D.5).

D.1 Non-vanishing U(1)r charge

We first show that 〈Ĉ0(0,0)ĈR(j1,̄1)ĈR′(j2,̄2)〉 vanishes when H(Z3) has U(1)r charge ±1. It

is straightforward to generalize it to the case of U(1)r charge ±1
2 . While U(1)r charge

vanishes, we can also show 〈Ĉ0(0,0)ĈR(j+`1+`2,j+`2)ĈR+1(j,j+`1)〉 is zero with same argument

for `2 > 0.

Since charge conjugation flips the sign of the U(1)r charge, we focus on the case of

U(1)r charge −1. Then we see from (4.3) that R′ = R must hold for a non-trivial solution to

exist. All possible combinations of four spin eigenvalues (j1, ̄1, j2, ̄2) are listed in table 3.

From (4.3), we see that the general expression for H(Z3) is of the form

H(Z3) = (εm1k1 · · · εm2Rk2R
) ˜̄Θγ̇γ̇′f

(γ̇γ̇′)(γ̇1···γ̇2j1
)(γ1···γ2̄1 )I(X) , (D.1)

where I stands for the Lorentz indices associated with the third multiplet, and we write

(X,Θ, Θ̄) for (X3,Θ3, Θ̄3). Since j1 > 0, the semi-shortening conditions for the second

multiplet contain (4.20a). The condition (4.20a) particularly implies

2 (εm1k1 · · · εm2Rk2R
) ˜̄Θ i

γ̇′εγ̇γ̇1f
(γ̇γ̇′)(γ̇1···γ̇2j1

)(γ1···γ2̄1 )I = 0 , (D.2)

which means that f (γ̇γ̇′)(γ̇1···γ̇2j1
)(γ1···γ2̄1 )I = f (γ̇γ̇′γ̇1···γ̇2j1

)(γ1···γ2̄1 )I . Then the remaining

constraint arising from (4.20a) is expressed as

εα̇γ̇1

∂

∂Xαα̇
f (γ̇γ̇′γ̇1···γ̇2j1

)(γ1···γ2̄1 )I(X) = 0 . (D.3)

To show that there is no non-trivial solution to this equation, let us first write down

the most general expression for f (γ̇γ̇′γ̇1···γ̇2j1
)(γ1···γ2̄1 )I(X3). Recall first that I stands

for the Lorentz indices associated with ĈR(j2,̄2). Therefore, the most general ansatz for

f (γ̇γ̇′γ̇1···γ̇2j1
)(γ1···γ2̄1 )I is written as

f(X) =

2j−2∑
k=0

λkfk(X) , (D.4)

fk(X) ≡ 1

(X2)∆
(X̃ β̇β)L1(X̃ γ̇γ)L2(εγ̇β̇)L3(εγβ)L4(X̃ γ̇β)2 , (D.5)
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where we use the short-hand notation (X̃ γ̇γ)L ≡ X̃ γ̇1γ1 · · · X̃ γ̇LγL with γ̇2j1+1 ≡ γ̇ and

γ̇2j1+2 ≡ γ̇′. The parameters ∆, L1, L2, L3, and L4 are fixed by j1, ̄1, j2, ̄2 and k as in

table 3.24 Substituting this general ansatz into the constraint (D.3), we obtain

0 =

2j−2∑
k=0

λk

[
εαγ

L2(∆− L2 − L3 − 3)

(X2)∆
(X̃ β̇β)L1(X̃ γ̇γ)L2−1(εγ̇β̇)L3(εγβ)L4(X̃ γ̇β)2

+ X̃ β̇α ∆L3

(X2)∆+1
(X̃ β̇β)L1(X̃ γ̇γ)L2(εγ̇β̇)L3−1(εγβ)L4(X̃ γ̇β)

+ (linearly independent terms)

]
. (D.6)

This particularly implies that, for f(X) to be non-vanishing, L2(∆−L2−L3−3) = ∆L3 = 0

must hold for some k. However, this last set of equations has no solution for l1 ≥ 0,

l2 ≥ 0, j ≥ 1, and 2j − 2 ≥ k ≥ 0. Therefore there is no non-trivial solution to the

constraint (D.3). In other words, when H(Z3) has U(1)r charge−1, the correlation function

〈Ĉ0(0,0)ĈR(j1,̄1)ĈR′(j2,̄2)〉 vanishes.

D.2 Vanishing U(1)r charge

In this sub-section we show that, even though the corresponding H(Z3) is neutral under

U(1)r, the three-point function 〈Ĉ0(0,0)ĈR(j+`2,j+`1+`2)ĈR+1(j+`1,j)〉 must vanish for j, `1 ≥ 0

and `2 > 0.

In the case of 〈Ĉ0(0,0)ĈR(j+`2,j+`1+`2)ĈR+1(j+`1,j)〉, (C.1) and the fact that the third

multiplet has two more SU(2)R indices than the second one imply that

H(Z3) = Θ̄γ̇k1Θγk2εm1k3 · · · εm2Rk2R+2
g

(γγ1···γ2j+2`1+2`2
)γ̇(γ̇1···γ̇2j+2`2

)

(β1···β2j+2`1
)(β̇1···β̇2j)

(X) (D.7)

is the most general expression for H(Z3), where g is a function of X, {mi, γj , γ̇j} are indices

associated with ĈR(j+`2,j+`1+`2), and {ki, βj , β̇j} are indices associated with ĈR+1(j+`1,j). In

the rest of this sub-section, we write γ0 and γ̇0 for γ and γ̇, respectively. The function

g has many possible terms corresponding to different assignments of the spinor indices to

δγiβj , δ
γ̇i
β̇j
, Xγiγ̇j , Xβiβ̇j

, Xγi
β̇j

and Xβi
γ̇j . However, since the number of γi minus that of βi

is at least 2`2 + 1 ≥ 2, every term contains at least one of the following factors

Xγi1 γ̇j1Xγi2 γ̇j2 , Xγi1 γ̇j1Xγi2
β̇j2

, Xγi1
β̇j1
Xγi2

β̇j2
. (D.8)

Let us focus on a k-th term in g, whose coefficient we denote by λk. Since all indices

γ0, · · · , γ2j+2`1+2`2 are symmetric, the k-th term in g involves a piece proportional to

λkX
γ0γ̇i+1 or λkX

γ0
βi for some i ≥ 0. This means that H(Z3) involves a term propor-

tional to one of the following

λkΘ̄γ̇0k1Θγ0k2X
γ0γ̇i+1 , λkΘ̄γ̇0k1Θγ0k2X

γ0
β̇i
, (D.9)

24Note that j, `1, and `2 are fixed by j1, ̄1, j2, and ̄2 as in the left column of the table.
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for some i ≥ 0. When we change the variables from (X,Θ, Θ̄) to (X̄,Θ, Θ̄), it gives rise to

a term proportional to one of the following

λkΘ̄γ̇0k1Θ̄kγ̇i+1Θk2Θk , λkΘ̄γ̇0k1Θ̄k
β̇i

Θk2Θk , (D.10)

which is prohibited by (4.2) since the most general solution to (4.2) is written as (4.4).25

Therefore we must impose λk = 0 for (D.7) to satisfy the semi-shortening conditions. Since

k is arbitrary, this means that g = 0 as a function of X. Therefore, there is no non-trivial

solution to the semi-shortening conditions in the case of 〈Ĉ0(0,0)ĈR(j+`2,j+`1+`2)ĈR+1(j+`1,j)〉
for j, `1 ≥ 0 and `2 > 0.
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