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1 Introduction

Unitarity and associativity of the operator product expansion have proven very powerful

in constraining the dynamics of conformal field theories (CFTs) in various dimensions.

These principles, jointly referred to as the conformal bootstrap, can be used for example to

analytically derive universal behaviour of CFTs at large spin [1–5], the emergence of local

physics in the AdS dual [6], Hofman-Maldacena bounds [7] or causality [8].
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Some of the most exciting consequences of the conformal bootstrap equations are

constraints on the low-lying spectrum of operators. Most prominently, there is a strong

numerical evidence that the 3D Ising model at criticality is the unique 3D CFT with a

Z2 symmetry and precisely one relevant scalar primary operator of each Z2 charge [9–11].

In spite of a substantial progress on the numerical front, little has been learnt about the

analytic origin of these constraints. The main aim of this article is to take some steps

towards such analytic understanding.

A standard example of an equation arising in the conformal bootstrap expresses the

crossing symmetry of the four-point function of identical primary operators φ(x) and takes

the form ∑
O∈φ×φ

(cφφO)2FO(z, z̄) = 0 , (1.1)

where the sum runs over primary operators present in the φ × φ OPE, cφφO is the cor-

responding OPE coefficient, and FO(z, z̄) are functions related to conformal blocks and

completely fixed by conformal symmetry in terms of the quantum numbers of φ and O and

the dimension of spacetime. Unitarity implies (cφφO)2 > 0.

(1.1) can be looked upon as a vector equation in the infinite-dimensional vector space

of functions of two complex variables z and z̄. It is mostly due to the infinite-dimensional

nature of the problem that an extraction of physical consequences from (1.1) is not a simple

task. The challenge is to identify a direction in this vector space along which the bootstrap

equation is the most revealing. Speaking more formally, any linear functional acting on

the space of functions FO(z, z̄) can be applied to (1.1), leading to a single constraint on

the CFT data. Some functionals lead to stronger constraints than others. The functionals

leading to optimal constraints have been called extremal functionals [12]. The extremal

functional depends on the precise question we are asking but can be expected to carry

valuable physical information about conformal field theories. An analytic construction

of various extremal functionals is therefore a promising strategy for understanding the

bootstrap bounds.

One example of a constraint that (1.1) implies for the CFT data is an upper bound

on the gap in the spectrum of scalar O above identity. This bound exhibits a kink at

the critical Ising model both in two and three dimensions, and the two are continuously

connected across dimensions [13]. An analytic derivation of the shape of this bound already

in 2D with global conformal symmetry is therefore a very important problem.

In the present paper, we take a step in this direction by finding the optimal upper

bound on the gap in one-dimensional theories with global conformal symmetry. Such

theories are interesting in their own right since they describe conformal line defects in

higher-dimensional CFTs [14, 15], models of (super)conformal quantum mechanics, as well

as field theories placed in AdS2 [16]. The conformal bootstrap equations in 1D are relatively

simple since the conformal blocks are hypergeometric functions of a single cross-ratio z.

Moreover, the global conformal blocks in 2D are products of two copies of 1D conformal

blocks so one can hope to lift bootstrap results from 1D to 2D.

Article [15] presented numerical evidence that in unitary 1D CFTs, the optimal upper

bound on the scaling dimension of the lowest primary operator above identity in the OPE
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of two identical primary operators ψ(x) is

∆̃ = 2∆ψ + 1 (1.2)

for any ∆ψ > 0. In fact, the bound can not be any lower since this value is saturated by

the boundary correlators of a free massive Majorana fermion in AdS2. Indeed, the primary

operators in the ψ×ψ OPE are the two-particle states ψ
←→
∂ 2j+1ψ, j ≥ 0, the lowest scaling

dimension being 2∆ψ + 1.

We will prove that 2∆ψ + 1 is the optimal bound for ∆ψ positive integer or half-

integer by analytically constructing the corresponding extremal functionals. Traditional

numerical bootstrap relies on functionals in the form of linear combinations of derivatives

in z evaluated at the crossing-symmetric point z = 1/2. We will demonstrate that the

correct extremal functionals do not lie in the space spanned by this set. Instead, we will

introduce a new class of functionals taking the form of integrals of the discontinuity of

the conformal blocks on the branch cut z ∈ (1,∞) against a suitable integral kernel. The

integral kernel corresponding to the extremal functional can be fixed analytically. We

checked that the derivative functionals coming from the numerics converge to our analytic

functional when expressed in the new basis as we approach the optimal bound.

Thanks to its distinguished nature, the analytic extremal functional ω∆ψ
can be ex-

pected to imply important consequences for any 1D CFT. Acting with ω∆ψ
on the equa-

tion (1.1), we obtain ∑
O∈ψ×ψ

(cψψO)2ω∆ψ
(FO(z)) = 0 . (1.3)

The free fermion theory trivially satisfies this equation since ω∆ψ
vanishes on the spectrum

of the extremal solution. However, (1.3) represents a universal constraint satisfied by any

consistent four-point function. This constraint is particularly revealing for ∆ψ � 1. We

will show that a family of unitary solutions of (1.3) where the dimensions of all primary

operators scale linearly with ∆ψ as ∆ψ → ∞ has many features of a boundary four-point

function corresponding to scattering in a massive QFT placed in large AdS2. Specifi-

cally, we will recover the precise exponential supression of OPE coefficients of operators

corresponding to bound states seen in [16–18] and universal behaviour of OPE coefficients

corresponding to two-particle states derived in [16]. The validity of equation (1.3) will then

be seen to require analyticity of the flat-space S-matrix in the upper-half plane, together

with a sum rule for the OPE coefficients of two-particle states at rest.

Finally, we can use the relationship between 1D conformal blocks and 2D global con-

formal blocks to lift the 1D extremal functionals to closely related functionals acting on the

2D crossing equation. These functionals then imply that the OPE of two identical scalar

primaries φ(x) must contain a non-identity global conformal primary with twist τ satisfying

τ ≤ 2∆φ + 2 . (1.4)

This bound is valid without assuming Virasoro symmetry, so also for 2D conformal bound-

aries and surface defects. Theories with Virasoro symmetry automatically satisfy it thanks

to the existence of zero-twist operators other than identity. However, when 0 < ∆φ < 1,
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we can show that the bound must be satisfied by a primary with strictly positive twist,

thereby getting a nontrivial prediction also in the presence of Virasoro symmetry.

The rest of this article is organized as follows. Section 2 is a review of ideas useful in the

remaining parts, namely extremal functionals and the conformal bootstrap in 1D. We use

section 3 to motivate and introduce a new class of 1D bootstrap functionals. In section 4,

we explain the virtues of the new basis and analytically construct the extremal functional

for ∆ψ = 1/2. We extend the construction to other integer and half-integer values of ∆ψ

in section 5. We explain how applying the new functionals at large ∆ψ naturally leads to

the physics of massive (1+1)D QFTs in large AdS2 in section 6 and prove an upper bound

on the minimal twist in 2D in section 7. Future directions are outlined in section 8.

2 Review

2.1 The conformal bootstrap and extremal functionals

We start by explaining the basic idea of the conformal bootstrap. See [19, 20] for more

complete reviews. The simplest example of constraints that the conformal bootstrap im-

poses on the low-lying spectrum of primary operators comes from considering the four-point

function of a neutral scalar primary operator φ(x). Thanks to the conformal symmetry,

the four-point function takes the form

〈φ(x1)φ(x2)φ(x3)φ(x4)〉 =
1

|x12|2∆φ |x34|2∆φ
A(z, z̄) , (2.1)

with A(z, z̄) unconstrained by conformal symmetry alone, and where z and z̄ are defined

by their relation to the conformal cross-ratios

zz̄ =
x2

12x
3
34

x2
13x

2
24

, (1− z)(1− z̄) =
x2

14x
3
23

x2
13x

2
24

, (2.2)

with xij = xi − xj . Applying the operator product expansion (OPE) to φ(x1)φ(x2) leads

to the following expansion of A(z, z̄)

A(z, z̄) =
∑
O∈φ×φ

(cφφO)2G∆O,sO(z, z̄) , (2.3)

where the sum ranges through primary operators appearing in the φ× φ OPE, which are

characterized by their scaling dimension ∆O and spin sO. The conformal blocks G∆,s(z, z̄)

are fixed by conformal symmetry in terms of ∆, s and the dimension of spacetime d. In

unitary theories, (cφφO)2 has the following interpretation in terms of the scalar product

〈·|·〉 in the Hilbert space of the theory on Sd−1 × R

(cφφO)2 =
〈φ|φ(1)|O〉〈O|φ(1)|φ〉

〈O|O〉 =
|〈O|φ(1)|φ〉|2
〈O|O〉 (2.4)

and thus is positive. We can assume the identity operator appears in the φ × φ OPE.

Crucially, we can also apply the OPE to φ(x1)φ(x4), leading to the expansion

A(z, z̄) =

[
zz̄

(1− z)(1− z̄)

]∆φ ∑
O∈φ×φ

(cφφO)2G∆O,sO(1− z, 1− z̄) . (2.5)
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The consistency of the expansions (2.3), (2.5) can be written more succintly as∑
O∈φ×φ

(cφφO)2F∆O,sO(z, z̄) = 0 , (2.6)

where

F∆,s(z, z̄) = (zz̄)−∆φG∆,s(z, z̄)− (z ↔ 1− z, z̄ ↔ 1− z̄) . (2.7)

Equation (2.6) imposes constraints on the spectrum of primary operators in the φ × φ

OPE. Only for certain choices of the spectrum will there exist positive coefficients (cφφO)2

satisfying (2.6). F∆,s(z, z̄) should be thought of as a holomorphic function of two indepen-

dent complex variables z, z̄. In each of the variables, it has branch points at z, z̄ = 0, 1,∞,

where the branch cuts can be chosen to run from −∞ to 0 and from 1 to∞. Equation (2.6)

holds everywhere away from these branch cuts. Either of the two OPE expansions stops

converging on some of the branch cuts, and consequently it is not legal to analytically

continue the equation through the branch cuts. However, the equation holds arbitrarily

close to the branch cuts, provided we stay on the first sheet.

The mechanism through which equation (2.6) constrains the spectrum in the φ × φ
OPE can be usefully cast in the language of linear functionals ω acting on the functions

F∆,s(z, z̄). Indeed, suppose we have such functional

ω : F∆,s 7→ ω(∆, s) ∈ R (2.8)

and suppose that ω is non-negative on a candidate spectrum S of primary operators ap-

pearing in the φ× φ OPE

∀ (∆, s) ∈ S : ω(∆, s) ≥ 0 . (2.9)

Applying ω to (2.6) we find that S can be a consistent spectrum only if ω vanishes on all

of S. Moreover, the converse also holds, namely whenever we have a spectrum S for which

no solution of (2.6) can be found, there is always a functional non-negative on all of S and

strictly positive on at least one operator (∆, s) ∈ S.

In order to search for an upper bound on the gap in the scalar sector above identity

without reference to the rest of the spectrum, we should focus on nonzero functionals

such that1

ω(0, 0) ≥ 0

ω(∆, 0) ≥ 0 for ∆ ≥ ∆∗

ω(∆, s) ≥ 0 for ∆ ≥ d+ s− 2 and s ≥ 2 .

(2.10)

The minimal ∆∗ for which such ω exists coincides with the upper bound on the scalar gap.

We denote this upper bound as ∆̃. Consider a unitary solution to crossing with gap ∆̃. As

pointed out in [12], all operators in the solution must correspond to zeros of any functional

ω for which ∆∗ = ∆̃. Functionals for which ∆∗ = ∆̃ are called extremal functionals.

Figure 1 illustrates how a typical extremal functional corresponding to the upper bound

1In numerical implementations, the first condition is usually replaced by ω(0, 0) = 1 in order to

avoid the identically zero functional. Such functionals can only become extremal asymptotically, when

ω(∆, s)/ω(0, 0)→∞ for a generic (∆, s) outside of the spectrum.
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Figure 1. The action of a typical extremal functional for the bound on the scalar gap on F∆,0.

The leading non-identity operator appears at a first-order zero with a positive slope, while higher

operators lie at second-order zeros.

on the scalar gap acts on F∆,0. It vanishes at ∆ = 0 and has a first-order zero and positive

slope at the lowest non-identity operator with dimension ∆∗. The functional must be

negative immediately to the left of ∆∗ since otherwise it would not exclude solutions with

gap smaller than ∆∗. Higher-lying scalar operators in the spectrum sit at second-order

zeros since the functional must vanish there without ever becoming negative for ∆ > ∆∗.

Generically, we expect both the extremal functional and the corresponding extremal

solution of (2.6) to be unique up to an overall positive rescaling. One counterexample is

the free theory point in 4D, i.e. ∆φ = 1, where an infinite class of extremal functionals leads

to the unique free theory solution. The extremal functionals for the 1D bound studied in

this paper will be unique up to an overall rescaling. There is no reason for all the zeros

of the extremal functional to correspond to operators appearing in the solution to crossing

with nonzero OPE coefficient. A typical example is the first first-order zero in figure 1 with

negative slope, but sometimes even spurious second-order zeros can occur above ∆∗. We

will find that the extremal functionals for 1D bootstrap do not contain such subtleties.

One should view the extremal functional as the optimal lens with which to study the

bootstrap equation. It is the functional that projects the infinite-dimensional bootstrap

equation on a one-dimensional space in the most revealing manner. It is likely that under-

standing the mechanism through which the conformal bootstrap leads to bounds on the

gap, features in these bounds as well as islands in multi-correlator bootstrap amounts to

understanding the precise nature of the extremal functionals. In this paper, we will also see

that extremal functionals carry valuable physical information about solutions to crossing

distinct from the extremal solution. Indeed, the extremal functionals for the 1D bootstrap

bound will be shown to naturally lead to the physics of QFT in AdS2 of large radius when

the external scaling dimensions are large.

2.2 The conformal bootstrap in one dimension

There are good reasons to start an analytic study of the constraining power of the bootstrap

equations in one spacetime dimension. The kinematics is very simple, and explicit formulas

– 6 –
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exist for arbitrary conformal blocks. Moreover, one can hope to lift the 1D results to 2D,

where the conformal blocks are linear combinations of products of the 1D blocks. Finally,

as we will review shortly, an explicit formula likely exists for the optimal 1D bootstrap

bound, begging for an analytic explanation. Numerous interesting systems exhibit the

global conformal symmetry in one dimension, including conformal boundaries in 2D CFTs,

line defects in general CFTs [14, 15], and various examples of AdS2/CFT1 holography.

Here and in the rest of the article, by conformal symmetry we always mean the global

conformal symmetry. In one dimension, the conformal group is SL(2), with generators

D,P,K satisfying commutation relations

[D,P ] = P , [D,K] = −K , [K,P ] = 2D . (2.11)

Unitary highest-weight representations, corresponding to primary fields, are labelled by the

scaling dimension ∆. There are no rotations and therefore no spin. Two- and three-point

functions are completely fixed in terms of ∆i and structure constants cijk.
2 Four points on

a line give rise to a single cross-ratio

z =
x12x34

x13x24
. (2.12)

We can focus on the kinematic region where x1 < x2 < x3 < x4 and use the three conformal

generators to set x1 = 0, x3 = 1, x4 =∞, so that x2 = z ∈ (0, 1). The four-point function

of identical primary fields ψ(x) takes the form

〈ψ(x1)ψ(x2)ψ(x3)ψ(x4)〉 =
1

|x12|2∆ψ |x34|2∆ψ
A(z) , (2.13)

where A(z) can be expanded in conformal blocks

A(z) =
∑
O∈ψ×ψ

(cψψO)2G∆O(z) . (2.14)

The 1D conformal block is just the chiral half of the 2D global conformal block [21]

G∆(z) = z∆
2F1(∆,∆; 2∆; z) . (2.15)

Assuming ψ(x) is a real field, the conformal block expansion starts with the identity oper-

ator with ∆ = 0. The crossing equation reads∑
O∈ψ×ψ

(cψψO)2F∆O(z) = 0 , (2.16)

where

F∆(z) = z−2∆ψG∆(z)− (1− z)−2∆ψG∆(1− z) . (2.17)

2Note that unlike in higer dimensions, cijk 6= cjik in general because two operators can not be con-

tinuously swapped in 1D. However, we still expect cijk = cjki since a line is conformally equivalent to

a circle.
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Figure 2. Black dots: numerical bootstrap bound on the gap above identity following from (2.16),

using 50 derivatives. Red dashed line: ∆̃ = 2∆ψ + 1. Figure taken from [15].

Standard numerical bootstrap applied to (2.16) using derivatives at the crossing-

symmetric point z = 1/2 leads to an upper bound on the scaling dimension of the first

non-identity operator in the ψ × ψ OPE. The bound seems to converge to

∆̃ = 2∆ψ + 1 (2.18)

as the number of derivatives is increased [15]. Figure 2 shows a comparison of the numerical

bound using 50 derivatives and the exact line (2.18). The matching seems to deteriorate

for higher ∆ψ. It is a well-known feature of numerical bootstrap using derivatives that

convergence slows down dramatically as the external scaling dimension is increased, so one

should not take this mismatch too seriously.

In fact, the bound can never be lower than 2∆ψ + 1 because this value is saturated by

the unitary solution to crossing corresponding to the generalized free real fermion in 1D,

which also arises as the boundary dual of the free massive Majorana fermion in AdS2. The

four-point function takes the form

〈ψ(x1)ψ(x2)ψ(x3)ψ(x4)〉 =
1

|x12|2∆ψ |x34|2∆ψ
− 1

|x13|2∆ψ |x24|2∆ψ
+

1

|x14|2∆ψ |x23|2∆ψ
,

(2.19)

where ∆ψ can take an arbitrary positive value. In other words

A(z) = 1 +

(
z

1− z

)2∆ψ

− z2∆ψ . (2.20)

A(z) can be decomposed in conformal blocks with positive coefficients, the spectrum being

∆j = 2∆ψ + 2j + 1 , j ∈ Z≥0 . (2.21)

The primary operators appearing in this OPE are ψ
←→
∂ 2j+1ψ, corresponding to two-particle

states in AdS2. The gap is indeed 2∆ψ + 1. The existence of this solution together with

– 8 –
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evidence from the numerics suggests 2∆ψ+1 is the optimal bootstrap bound. As explained

in the previous subsection, proving this claim amounts to constructing (for each ∆ψ > 0)

a nonzero functional ω∆ψ
acting on functions F∆(z) defined in (2.17)

ω∆ψ
: F∆(z) 7→ ω∆ψ

(∆) ∈ R (2.22)

such that
ω∆ψ

(0) = 0

ω∆ψ
(∆) = 0 for ∆ = 2∆ψ + 2j + 1 , j ∈ Z≥0

ω∆ψ
(∆) ≥ 0 for ∆ ≥ 2∆ψ + 1

(2.23)

One of the main results of this paper is to construct such ω∆ψ
explicitly when ∆ψ is a

positive integer or half-integer, and thus find the optimal bootstrap bound for these values.

3 From derivative functionals towards the new basis

3.1 Inadequacy of the z-derivatives and the Zhukovsky variable

We will now discuss what the numerics have to say about the nature of the extremal

functionals and introduce a new class of functionals that we use to construct the extremal

functionals analytically in later sections. The discussion is framed in the context of 1D

bootstrap but we expect analogous comments to apply in higher dimensions too.

Numerical searches for functionals excluding candidate spectra have used the basis con-

sisting of derivatives of functions F∆(z) defined through (2.17), evaluated at the crossing-

symmetric point z = 1/2. In practice, one truncates the space to derivatives of maximal

degree 2N − 1. Let ω(N) be the extremal functional in this truncated space and write

ω(N) =
N∑
j=1

a
(N)
j

(2j − 1)!

d2j−1

dz2j−1

∣∣∣∣
z=1/2

(3.1)

with a
(N)
j ∈ R. It is natural to wonder wether the extremal functional corresponding to

the optimal bootstrap bound lies in the basis of derivatives, in other words whether ω(N)

converges in this basis as N → ∞. At least for the 1D bootstrap problem at hand, the

numerics indicate that this is not the case, and we expect the same happens in higher

dimensions too. Since the functional is defined only up to an overall positive rescaling, let

us normalize the leading coefficient as |a(N)
1 | = 1. It turns out that (for any ∆ψ) as N is

increased, higher coefficients diverge as increasing powers of N

a
(N)
j

N→∞∼ βjN
j−1 . (3.2)

Hence the optimal extremal functional can not be a linear combination of derivatives at

z = 1/2. The result (3.2) resembles the evaluation of functions F∆(z) at a point that moves

to infinity in the z-plane as N increases. There is another instructive way to look at this

divergence as follows. Equation (2.16) holds everywhere in the complex z-plane away from

the branch cuts located at z ∈ (−∞, 0) and z ∈ (1,∞). However, derivatives at z = 1/2

– 9 –



J
H
E
P
0
4
(
2
0
1
7
)
1
4
6

z y

z = 0 z = 1 y = �1 y = 1

y = i

y = �i

z = 1

z = 0 z = 1

z = 1

Figure 3. The transformation (3.3) between the z and y coordinates. z-derivatives evaluated at

z = 1/2 can reconstruct the values of F∆(z) only in the dark-blue region, while y-derivatives at

y = 0 can reconstruct the values everywhere away from the branch cuts.

have access to information about F∆(z) only within the radius of convergence of F∆(z)

around this point, i.e. only in |z − 1/2| < 1/2, see figure 3. The result (3.2) is thus telling

us that the existence of the optimal bootstrap bound crucially relies on complex analytic

behaviour of the functions F∆(z) outside of this disc.

There is a simple way to keep using derivatives at z = 1/2 while getting access to the

whole complex plane. We can map the complex plane without the two branch cuts to the

interior of the unit disc via a version of the Zhukovsky transformation

z(y) =
(1 + y)2

2(1 + y2)
, (3.3)

illustrated in figure 3.

The points z = 0, 1/2, 1 correspond to y = −1, 0, 1 respectively, while z = ∞ corre-

sponds to the pair y = ±i. The pair of branch cuts in the z-plane gets mapped to the unit

circle. Crossing symmetry z ↔ 1− z gets mapped to y ↔ −y and the Taylor expansion of

F∆(z(y)) around y = 0 converges in the whole interior of the unit disc.

We can wonder whether the optimal extremal functional can be written as a linear

combination of derivatives with respect to y evaluated at y = 0. For any finite N , the

space of functionals generated by {∂2j−1
z |z=1/2, 1 ≤ j ≤ N} and by {∂2j−1

y |y=0, 1 ≤ j ≤ N}
coincide. However, when we express the extremal functional for any finite N in terms of

the y-derivatives as

ω(N) =

N∑
j=1

b
(N)
j

(2j − 1)!

d2j−1

dy2j−1

∣∣∣∣
y=0

(3.4)

and normalize |b(N)
1 | = 1, we find the other coefficients converge

bj ≡ lim
N→∞

b
(N)
j , (3.5)
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in other words, the optimal extremal functional can be written as

ω =
∞∑
j=1

bj
(2j − 1)!

d2j−1

dy2j−1

∣∣∣∣
y=0

(3.6)

for some bj ∈ R. One could now try to fix coefficients bj leading to a functional with

the desired properties (2.23). However, it will turn out there is another representation

of ω better suited for this task. This representation takes the form of an integral of the

discontinuity of F∆(z) across the branch cut z ∈ (1,∞) against suitable integral kernels.

To go from y-derivatives to such integrals, notice first that any derivative at y = 0 of a

function f(y) holomorphic inside the unit disc can be written as a contour integral

f (k)(0) =
k!

2πi

∮
Γ

dy

y
y−kf(y) , (3.7)

where the contour Γ winds once around the origin and lies inside the unit disc. If k ≥ 1,

nothing changes with the insertion of an extra holomorphic term

f (k)(0) =
k!

2πi

∮
Γ

dy

y

(
y−k − yk

)
f(y) . (3.8)

Taking Γ to be the unit circle,3 parametrized as y = eiθ, the integral becomes

f (k)(0) =
k!

iπ

2π∫
0

dθ sin (kθ) f
(
eiθ
)
. (3.9)

Since we will be taking f(y) = F∆(z(y)), we can assume f(ȳ) = ¯f(y). Consequently, the

last integral is only sensitive to the imaginary part of f(y) on the unit circle. A general

odd derivative functional can now be written as

ω(f) =
∞∑
j=1

bj
(2j − 1)!

f (2j−1)(0) =
1

π

2π∫
0

dθ g(θ)Im[f
(
eiθ
)

] , (3.10)

where

g(θ) =

∞∑
j=1

bj sin [(2j − 1)θ] . (3.11)

We can use symmetries of F∆(z) to simplify the result to

ω(F∆) =
4

π

π/2∫
0

dθ g(θ)Im[F∆

(
z(eiθ)

)
] (3.12)

with z(y) given by (3.3). Since the unit circle in the y-coordinate corresponds to the

pair of branch cuts of F∆ in the z-coordinate, we see that we can write the functional

3The contour can be taken all the way to the unit circle only in the absence of singularities of f(y) on

|y| = 1. If these are present, we need to avoid them along infinitesimal arcs in the interior of the unit circle.
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as an integral of the imaginary part, or in other words discontinuity, of F∆(z) on the

branch cut z ∈ (1,∞) against an appropriate integral kernel.4 The coefficients bj are

simply the Fourier coefficients of this kernel when the latter is written in the θ coordinate.

However, there is a basis of functions on the branch cut which is more natural than the

sines for the problem at hand. Namely the complete set of eigenfunctions of the conformal

Casimir regular at the endpoints of the branch cut. In 1D, these eigenfunctions are simply

Legendre polynomials of an appropriate coordinate. We are going to show soon how to fix

the coefficients of the extremal functionals analytically in this basis. We can then always

use the representation (3.11) and (3.12) to go back to the derivative basis.

3.2 The new basis

As explained in the previous section, we want to write the extremal functionals as integral

kernels applied to the imaginary part of F∆ defined in (2.17) on the branch cut z ∈ (1,∞).

Let us write

F∆(z) = g∆(z)− g∆(1− z) , (3.13)

where

g∆(z) = z∆−2∆ψ
2F1(∆,∆; 2∆; z) . (3.14)

It is convenient to map the branch cut to the unit interval x ∈ (0, 1) via

x =
z − 1

z
. (3.15)

Let us denote

f+
∆(x) = lim

ε→0+

1

π
Im [g∆(z(x) + iε)]

f−∆(x) = lim
ε→0+

1

π
Im [g∆(1− z(x)− iε)]

(3.16)

It is not hard to evaluate f±∆(x)

f+
∆(x) = (1− x)2∆ψ

Γ(2∆)

Γ(∆)2 2F1(∆, 1−∆; 1;x)

f−∆(x) = −(1− x)2∆ψ
sin [π(∆− 2∆ψ)]

π
x∆−2∆ψ

2F1(∆,∆; 2∆;x) .

(3.17)

f+
∆(x) is coming from the logarithmic branch cut of the direct channel conformal block

starting at z = 1. The crossed channel conformal block has a power-law singularity at

z = 1, so that f−∆(x) is essentially the original conformal block with a sine prefactor. We

are going to study functionals of the form

ω(F∆) =
1

π

1∫
0

dxh(x)(1− x)−2∆ψ Im [F∆(z(x) + iε)]

=

1∫
0

dxh(x)(1− x)−2∆ψ
[
f+

∆(x)− f−∆(x)
] (3.18)

4We thank Miguel Paulos for suggesting to look at functionals involving the discontinuity of the confor-

mal block.
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where h(x) is a suitable integral kernel. We also explicitly eliminated the prefactor (1 −
x)2∆ψ common to f±∆(x). It is natural to expand h(x) in the basis of solution of the

conformal Casimir equation which are regular at x = 0, 1. Note that this choice breaks

the symmetry between the direct and crossed conformal block since the Casimir equation

is not invariant under z ↔ 1 − z. However, we will see that the symmetry is partially

restored by the full h(x). The conformal Casimir equation in the direct channel written in

the x-coordinate is just the Legendre differential equation

d

dx

[
x(1− x)

dg(x)

dx

]
+ ∆(∆− 1)g(x) = 0 . (3.19)

The solutions regular at x = 0, 1 have ∆ = n ∈ N and read

pn(x) = 2F1(n, 1− n; 1;x) = (−1)n−1Pn−1(2x− 1) , (3.20)

where Pm(y) are the Legendre polynomials. pn(x) form a complete set of functions on

x ∈ [0, 1] orthogonal with respect to the standard inner product with constant weight. We

can expand h(x) in this basis

h(x) =

∞∑
n=1

anpn(x) . (3.21)

In the following sections, we are going to present analytic formulas for an that make ω

into extremal functionals. Substituting (3.21) into (3.18), the action of ω becomes (we use

ω(F∆) and ω(∆) interchangably in this paper)

ω(∆) =

∞∑
n=1

s(∆, n)an , (3.22)

where

s(∆, n) = s+(∆, n)− s−(∆, n) (3.23)

and we have defined overlaps of the imaginary part of F∆ with our basis functionals

s±(∆, n) =

1∫
0

dx (1− x)−2∆ψf±∆(x)pn(x) . (3.24)

The overlaps can be found in a closed form as follows. (1 − x)−2∆ψf+
∆(x) satisfies the

differential equation (3.19), and so the overlap is particularly simple

s+(∆, n) =
Γ(2∆)

Γ(∆)2

sin[π(∆− n)]

π(∆− n)(∆ + n− 1)
. (3.25)

In particular, for ∆ = m ∈ N, we find orthogonality

s+(m,n) =
Γ(2m)

Γ(m)2

1∫
0

dx pm(x)pn(x) =
Γ(2m− 1)

Γ(m)2
δmn . (3.26)
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The formula for s−(∆, n) is more complicated because the Casimir equations in the two

channels do not coincide

s−(∆, n) = (−1)n
Γ(2∆)

Γ(∆)2

sin[π(∆− 2∆ψ)]

π
R∆ψ

(∆, n) , (3.27)

where

R∆ψ
(∆, n) ≡ Γ(β)2Γ(γ)2

Γ(δ)Γ(ε)Γ(ζ)
4F3

(
β β γ γ

δ ε ζ
; 1

)
(3.28)

with
β = ∆

γ = ∆− 2∆ψ + 1

δ = 2∆

ε = ∆− 2∆ψ − n+ 2

ζ = ∆− 2∆ψ + n+ 1 .

(3.29)

A comment is in order concerning the regime of validity of (3.27). f−∆(x)pn(x) =

O(x∆−2∆ψ) as x → 0, so we would expect s−(∆, n) to be defined only for ∆ > 2∆ψ − 1.

Indeed, R∆ψ
(∆, n) is an analytic function of ∆ for ∆ > 2∆ψ − 1 with a simple pole at

∆ = 2∆ψ − 1. However, this pole is precisely cancelled by a zero of sin[π(∆ − 2∆ψ)] in

the full expression for s−(∆, n). In fact, the formula (3.27) defines s−(∆, n) as a function

analytic in ∆ for any ∆ ≥ 0. The reason is that the imaginary part of F−∆ on the branch

cut is also the discontinuity of F−∆ across the branch cut. The integral (3.24) can then be

thought of as a contour integral in the complex x-plane with the contour starting at x = 1,

running under the branch cut, going around x = 0 and coming back to x = 1 above the

branch cut. The contour can be deformed away from the real axis, and thus the singularity

at x = 0 is avoided, as illustrated in figure 4, leading to a finite answer for any ∆ ≥ 0. The

proper generalization of our functionals (3.18) to an arbitrary ∆ is then

ω(F∆) =
1

2πi

∫
Γ

dxh(x)(1− x)−2∆ψF∆(z(x)) . (3.30)

Note that when passing from derivatives at y = 0 to contour integrals as explained in

the previous subsection, singularities of the integrand on the unit disc are avoided in

the same manner. The bottom line is that the expression (3.27) can be trusted for any

∆ ≥ 0. A further subtlety will later arise from the fact that h(x), being an infinite linear

combination of pn(x), develops a branch cut at x ∈ (−∞, 0). Some care will then be needed

to give meaning to (3.30). However, no ambiguity is present when h(x) is a single basis

vector pn(x).

4 Constructing extremal functionals

4.1 General properties of the new basis

Let us first explain why the new basis is particularly suitable for the construction of ex-

tremal functionals for 1D bootstrap. We will assume that ∆ψ is an integer or half-integer,
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Figure 4. The choice of integration contour leading to a well-defined action of ω, equation (3.30).

so that the oscillating factors in (3.25) and (3.27) are in phase. The action of the general

functional (3.18) can then be written as

ω(∆) =
Γ(2∆)

Γ(∆)2

sin(π∆)

π

∞∑
n=1

ŝ(∆, n)an , (4.1)

where

ŝ(∆, n) =
(−1)n

(∆− n)(∆ + n− 1)
+ (−1)2∆ψ+n+1R∆ψ

(∆, n) . (4.2)

In order to prove that the bootstrap bound is saturated by the generalized free fermion,

we need to find coefficients an so that ω(∆) has the properties listed in (2.23). This means

that ∆ = 2∆ψ + 1 is a zero of odd order of ω(∆), while ∆ = 2∆ψ + 2j + 1 is a zero of

even order for any j ∈ N. We will assume that in fact ∆ = 2∆ψ + 1 is a simple zero and

the higher ∆ = 2∆ψ + 2j + 1 are all double zeros. The first key property of our basis is

that it is in a sense a basis dual to the set of functions F∆ with ∆ ∈ N and ∆ ≥ 2∆ψ.

Indeed, suppose ∆ = m ∈ N. The sine prefactor in (4.1) guarantees that ω(m) can only

be non-zero if the sum in (4.1) has a pole at ∆ = m. As explained in the previous section,

R∆ψ
(∆, n) has no poles for ∆ > 2∆ψ − 1, so that in this range of ∆ the pole must come

from the first term in (4.2) and the summand n = m. We conclude that

ω(m) =
Γ(2m− 1)

Γ(m)2
am for m ∈ N ,m ≥ 2∆ψ . (4.3)

In other words, the coefficient am is proportional to the value of the functional at ∆ = m.

It is also illuminating to consider the behaviour of the functionals at ∆ = 0. The prefactor

in (4.1) has a double zero there, so any contribution must come from a double pole of

R∆ψ
(∆, n). Indeed, there is such double pole, and its contribution can be written in a

closed form

ω(0) = − 1

Γ(2∆ψ)2

∞∑
n=2∆ψ

(n− 2∆ψ + 1)4∆ψ−2 an , (4.4)

where (a)b is the Pochhammer symbol. Note that the Pochhammer symbol is only non-

vanishing for n ≥ 2∆ψ and that it is positive in that range. It follows that if ω(0) = 0,

as is required from an extremal functional, the coefficients an for n ≥ 2∆ψ must not all

have the same sign. In particular, at least one of them, say an∗ , is negative. Going back

to (4.3), we conclude

ω(n∗) < 0 . (4.5)
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Hence the bootstrap bound following from the existence of ω must be strictly above ∆ = n∗.

The lowest choice is n∗ = 2∆ψ, and we conclude that any bound following from the

functionals at hand must lie strictly above ∆ = 2∆ψ. Of course, we already knew this

thanks to the existence of the generalized free fermion solution, but it is reassuring to see

it follow so naturally in the present language. Assuming that ω is an extremal functional

with the spectrum of the generalized free fermion, we can now conclude from (4.3) that

a2∆ψ
< 0

a2∆ψ+2j−1 = 0 for j ∈ N
a2∆ψ+2j > 0 for j ∈ N .

(4.6)

Moreover, the condition ω(0) = 0 determines a2∆ψ
in terms of the higher a2∆ψ+2j

through (4.4) as

a2∆ψ
= −

∞∑
j=1

(2j + 1)4∆ψ−2

(4∆ψ − 2)!
a2∆ψ+2j . (4.7)

For the sum to be convergent, an must decay at least as fast as

an = O(n−α) as n→∞ (4.8)

with

α > 4∆ψ − 1 . (4.9)

We will find out that in fact

α = 4∆ψ + 1 . (4.10)

In other words, the speed of convergence of the functionals to the optimal one improves

with increasing ∆ψ in the new basis. This is the exact opposite of what happens in the

standard derivative basis, where high values of ∆ψ require higher numbers of derivatives

to achieve the same precision! This is one aspect of the particularly nice properties our

functionals possess for ∆ψ � 1, elaborated on in section 6.

It remains to determine the values of an for 1 ≤ n ≤ 2∆ψ − 1 as well as n = 2∆ψ + 2j

with j ∈ Z≥0. All these values of an are fixed by requiring that ∆ = 2∆ψ + 2j − 1 are

double zeros of the functional (4.1) for j ≥ 2, while ∆ = 2∆ψ +1 is a simple zero. The sine

prefactor has a simple zero at all these locations, so the existence of a double zero implies

the sum in (4.1) must itself vanish there. Denote

ω̃(∆) =
∞∑
n=1

ŝ(∆, n)an . (4.11)

The conditions of ω(∆) having a simple zero and positive derivative at ∆ = 2∆ψ + 1 and

double zeros at higher ∆ = 2∆ψ + 2j − 1 read

ω̃(2∆ψ + 2j − 1) = (−1)2∆ψ+1δj1 for j ∈ N , (4.12)
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where the condition for j = 1 fixes the arbitrary normalization of ω. It is not hard

to understand the mechanism of how these equations fix the values of non-zero an. We

already know that ω̃(∆) has a simple pole at ∆ = 2∆ψ + 2j for j ∈ N

ω̃(2∆ψ + 2j + ε)
ε→0∼ (−1)2∆ψ

4∆ψ + 4j − 1

a2∆ψ+2j

ε
. (4.13)

Imagine changing ∆ continuously from ∆ = 2∆ψ + 2j to ∆ = 2∆ψ + 2j + 2. ω̃(∆) varies

from plus to minus infinity, or vice versa, depending on the sign of (−1)2∆ψ . In any case,

continuity implies

ω̃(∆) = 0 for some ∆ ∈ (2∆ψ + 2j, 2∆ψ + 2j + 2) for all j ∈ N . (4.14)

It is only for a specific choice of values of an that all these zeroes of ω̃(∆) occur precisely

at ∆ = 2∆ψ + 2j + 1. In order to find those values, it is useful to think of (4.12) as an

infinite matrix equation

∞∑
n=1

Ajnan = (−1)2∆ψ+1δj1 for j ∈ N (4.15)

with

Ajn = ŝ(2∆ψ + 2j − 1, n) . (4.16)

If the linear map defined by matrix Ajn were injective when acting on the subspace of an
that is not fixed to zero by conditions (4.6), we could obtain an simply as the first column

of the inverse of Ajn
an = (−1)2∆ψ+1A−1

n1 . (4.17)

The injectivity is in general violated for ∆ψ ≥ 3/2, and we will address this subtlety in

section 5. Before we do that, let us first solve the case ∆ψ = 1/2, where a closed formula

for h(x) can be found more directly.

4.2 The extremal functional for ∆ψ = 1/2

Notice first that when ∆ψ = 1/2, orthogonality (4.3) is valid for all m ∈ N. Since the

extremal functional corresponding to the generalized free fermion should vanish for all

∆ ∈ 2N, we conclude that only an with n odd can be nonzero

h(x) =
∑

n∈2N−1

anpn(x) . (4.18)

It follows from the symmetry property of the basis functions

pn(x) = (−1)n−1pn(1− x) (4.19)

that h(x) = h(1− x). We would now like to impose the conditions on derivatives (4.12)

ω′(2) > 0

ω′(2j + 2) = 0 for j ∈ N ,
(4.20)
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which take the explicit form

∑
n∈2N−1

[
− 1

(∆− n)(∆ + n− 1)
−R 1

2
(∆, n)

]
an =

{
1 for ∆ = 2

0 for ∆ = 2j + 2 , j ∈ N ,
(4.21)

with R∆ψ
(∆, n) defined in (3.28). Rather than solving these equations directly for an, we

will first express them in terms of scalar products of functions on the unit interval. Let us

first define the following functions for ∆ ∈ 2N

q∆(x) = Q∆−1(2x− 1)

r∆(x) =
Γ(∆)2

2Γ(2∆)

[
x∆−1

2F1(∆,∆; 2∆;x) + (1− x)∆−1
2F1(∆,∆; 2∆; 1− x)

]
s∆(x) = q∆(x)− r∆(x) ,

(4.22)

where Qm(y) is the Legendre function of the second kind. When ∆ ∈ 2N both q∆(x) and

r∆(x) are symmetric under x↔ 1− x and hence

s∆(1− x) = s∆(x) . (4.23)

The leading logarithmic divergence and constant term of q∆(x) and r∆(x) at the boundary

of the interval precisely cancel and we find s∆(0) = s∆(1) = 0. Define the usual scalar

product on the space of function on the unit interval

〈f, g〉 =

1∫
0

dxf(x)g(x) . (4.24)

Unlike the Legendre polynomials, q∆(x) are not orthogonal with respect to this scalar

product. However, the corrected functions s∆(x) are mutually orthogonal

〈s∆, s∆′〉 =
π2

4(2∆− 1)
δ∆∆′ for ∆,∆′ ∈ 2N . (4.25)

Indeed, s∆(x) form an orthogonal basis for functions on x ∈ (0, 1) satisfying f(x) = f(1−x).

The crucial observation arises from computing the scalar product of s∆(x) and pn(x) with

n odd

〈s∆, pn〉 = − 1

(∆− n)(∆ + n− 1)
−R 1

2
(∆, n) . (4.26)

The first and second term come from the overlap with q∆(x) and r∆(x) respectively. We

recognize that the scalar product is precisely the coefficient with which pn contributes to

the derivative of ω(∆)! Equation (4.21) can thus be written simply as

∞∑
n=1

〈s2j , pn〉an = δj1 for j ∈ N . (4.27)

In other words

〈s2j , h〉 = δj1 for j ∈ N , (4.28)
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Figure 5. The integral kernel h(x) for ∆ψ = 1/2, given by equation (4.29).

where h(x) is the sought integral kernel. Since s2j(x) are orthogonal, the last equation

is telling us precisely that h(x) must be proportional to s2(x). Hence, up to an overall

irrelevant positive constant

h(x) = s2(x) =
1

x(1− x)
− 1 +

[
x
(
2x2 − 5x+ 5

)
2(1− x)2

log(x) + (x↔ 1− x)

]
. (4.29)

Figure 5 shows the shape of h(x). Note that h(0) = h(1) = 0, so that the integral in (3.18)

is convergent on both ends. It is also possible to find a closed formula for the coefficients

an. Define the function

Ω 1
2
(∆) =

1

(∆− 2)(∆ + 1)
−
[
∆(∆− 1) +

1

2

]
Ψ′
(

∆

2

)
− 2 , (4.30)

where

Ψ(z) =
d

dz
log

[
Γ
(
z + 1

2

)
Γ (z)

]
= ψ(z + 1/2)− ψ(z) , (4.31)

with ψ(z) the digamma function. Coefficients an take the form

an =

{
(2n− 1)Ω 1

2
(n) for n odd

0 for n even .
(4.32)

The nonzero an decay like an = O(n−3) as n → ∞, a special case of the general formula

an = O(n−4∆ψ−1). It is not hard to find a formula for the action of the extremal functional

on F∆ for any ∆. It follows from (4.3) that

ω 1
2
(∆) =


Γ(2∆)

Γ(∆)2
Ω 1

2
(∆) for ∆ ∈ N odd

0 for ∆ ∈ N even .

(4.33)

The simplest meromorphic function of ∆ interpolating between these values is

ω 1
2
(∆) =

Γ(2∆)

Γ(∆)2
sin2

(
π∆

2

)
Ω 1

2
(∆) , (4.34)
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Figure 6. The action of the extremal functional for ∆ψ = 1/2, given by equation (4.34).

which turns out to be the correct formula. The function ω 1
2
(∆) is plotted in figure 6. As

expected, ω 1
2
(∆) has double zeros at ∆ = 2 + 2j, j ∈ N. The simple pole of Ω 1

2
(∆) at

∆ = 2 makes this into a simple zero of ω 1
2
(∆).

We can use the explicit formula for h(x) to produce a closed formula for the coefficients

bj of the functional in the basis of y-derivatives evaluated at y = 0

ω =

∞∑
j=1

bj
(2j − 1)!

d2j−1

dy2j−1

∣∣∣∣
y=0

, (4.35)

described in subsection 3.1. Recall from (3.30) that the action of the functional is5

ω(∆) =
1

2πi

∫
Γ

dx
h(x)

1− xF∆(x) , (4.36)

where the contour Γ is shown in figure 4. However, formula (4.29) shows that h(x) has a

branch cut on x ∈ (−∞, 0) so the contour integral seems not well-defined since its value

depends on where the contour Γ intersects the branch cut of h(x). It is possible to see

that the choice of Γ that reproduces the correct action (4.1) is the one intersecting the real

axis arbitrarily close to x = 0. In other words, we recover the prescription (3.18). The

advantage of the description using a contour integral passing arbitrarily close to x = 0 as

opposed to (3.18) is that the former will be valid for any ∆ψ. To pass to the derivative

basis, let us start by transforming the integral (4.36) to the Zhukovsky coordinate y defined

by (3.3), which is related to x via

x(y) = −
(
y − 1

y + 1

)2

. (4.37)

The contour Γ gets mapped to the blue curve in the left half of figure 7. F∆(y) is holomor-

phic inside the unit circle of variable y. h(x(y)) has a branch cut along y ∈ (−1, 1) coming

from the log(x) term in (4.29). We can deform the contour as in figure 7 to get a contour

5By a slight abuse of notation, we write F∆(x), F∆(y) instead of F∆(z(x)), F∆(z(y)) here and in

the following.
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Figure 7. The contour deformation in the y-coordinate used to find a closed formula (4.43) for

the coefficients bj of the extremal functional in the y-derivative basis. The white stripe shows the

branch cut of h(x).

with four components as follows:

Γ1 : y(t) = −i+ it t ∈ [0, 1]

Γ2 : y(t) = t− iε t ∈ [0, 1]

Γ3 : y(t) = 1− t+ iε t ∈ [0, 1]

Γ4 : y(t) = it t ∈ [0, 1]

(4.38)

where ε → 0+. The integrals along Γ1 and Γ4 combine to depend only on the imaginary

part of h(x(y)) along the imaginary axis, the result being

1

2πi

∫
Γ1∪Γ4

dx
h(x)

1− xF∆(x) = −
∫
Γ4

dy
3y4 + 26y2 + 3

(1− y2)3 F∆(y) . (4.39)

The integrals along Γ2 and Γ3 combine to depend only on the discontinuity of h(x(y))

across the branch cut, the result being

1

2πi

∫
Γ2∪Γ3

dx
h(x)

1− xF∆(x) =

1∫
0

dy
(1− y)3

(
3y4 + 3y3 + 8y2 + 3y + 3

)
(y + 1)3 (y2 + 1)3 F∆(y) . (4.40)

The coefficients bj can now be found by substituting the Taylor expansion of F∆(y) around

y = 0 into (4.39) and (4.40). We find

b
(1)
j = −

∫
Γ4

dy
3y4 + 26y2 + 3

(1− y2)3 y2j−1

=
(−1)j

4

[
8(2j − 1)− (4j − 1) (4j − 3) Ψ

(
j

2

)]
,

(4.41)

with Ψ(z) defined in (4.31). Similarly,

b
(2)
j =

1∫
0

dy
(1− y)3

(
3y4 + 3y3 + 8y2 + 3y + 3

)
(y + 1)3 (y2 + 1)3 y2j−1

=
(4j − 3)(4j − 1)

2
Ψ(j)− (2j − 3)(2j + 1)

16
Ψ

(
2j + 1

4

)
− 15j − 11

4
.

(4.42)
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Figure 8. Comparison of the analytic extremal functional in the derivative basis (4.43) (dashed

lines) and the numerical bootstrap extremal functionals (dots) for ∆ψ = 1/2. bj is the coefficient

of the y-derivative of order 2j − 1 and Nmax is the order of the maximal z-derivative used in

the numerics.

The derivative coefficients are simply the sum

bj = b
(1)
j + b

(2)
j . (4.43)

The first few values of bj read

b1 =
3

4
− 3

16
π − 3

2
log(2) ≈ −0.878769

b2 =
55

4
− 5

16
π − 35

2
log(2) ≈ 0.638177

b3 =
119

4
+

21

16
π − 99

2
log(2) ≈ −0.437445

b4 =
307

4
− 45

16
π − 195

2
log(2) ≈ 0.332421

...

(4.44)

Figure 8 shows a comparison between the exact values for bj and those obtained by stan-

dard numerical bootstrap when derivatives are truncated to maximal degree Nmax. Only

ratios of derivative coefficients can be compared since the overall normalization is arbitrary.

The dashed lines are obtained from the exact values (4.43) while dots of the same color

correspond to the appropriate numerical bootstrap results. The plot shows convincing

evidence that the numerical bootstrap tends to the exact answer as Nmax →∞.

Finally, we would like to point out that although our choice of basis for the bootstrap

functionals breaks the symmetry between direct and crossed channels z ↔ 1 − z, the full

extremal functional enjoys a version of this symmetry. z ↔ 1− z corresponds to x↔ 1/x,

so such symmetry can only be a property of the full sum (4.18). The integral kernel can

be rewritten
h(x)

1− xdx = h̃(z)dz , (4.45)
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with

h̃(z) = 1− 1

z(1− z)
−
[

(1− z)
(
2z2 + z + 2

)
2z2

log(z − 1) +
z
(
2z2 − 5z + 5

)
2(1− z)2

log(z)

]
. (4.46)

The last expression is symmetric under z ↔ 1 − z up to a minus sign picked up by

the argument of the first logarithm. A similar property holds also for higher ∆ψ, see

appendix A. It would be interesting to see if the same symmetry is present for arbitrary ∆ψ.

5 Higher values of ∆ψ

5.1 Linear dependence of elementary functionals

Before we write down analytic formulas for the extremal functionals when ∆ψ is an arbitrary

positive integer or half-integer, we need to explain one subtlety. The functions pn(x), n ∈ N
are linearly independent so we would expect that their overlaps with F∆ given by

s(∆, n) =
Γ(2∆)

Γ(∆)2

sin(π∆)

π

[
(−1)n

(∆− n)(∆ + n− 1)
+ (−1)2∆ψ+n+1R∆ψ

(∆, n)

]
(5.1)

are linearly independent as functions of ∆. This is easily seen to be true for n ≥ 2∆ψ thanks

to the orthogonality (4.3). However, it is generally not true for 1 ≤ n ≤ 2∆ψ−1, in spite of

the fact that all s+(∆, n) as well as all s−(∆, n) are linearly independent. In other words,

the linear dependence arises thanks to precise cancellations between the contribution of the

direct and crossed conformal blocks. A direct computation leads to the following examples

for small ∆ψ

∆ψ = 1 : s(∆, 1) = 0

∆ψ =
3

2
: s(∆, 1) = −s(∆, 2)

∆ψ = 2 : s(∆, 1) = s(∆, 2) = −1

5
s(∆, 3)

(5.2)

where the equalities hold for arbitrary ∆ ∈ R. It is natural to ask what is the kernel of

the map

ϕ : h(x) 7→
∫
Γ

dxh(x)(1− x)−2∆ψF∆(x) . (5.3)

Since pn(x) is a polynomial of degree n− 1, the kernel lies within the space of polynomials

of degree at most 2∆ψ − 2. In fact, it is possible to give a simple explicit description of

kerϕ as follows

kerϕ =


〈
xa(x− 1)2b, a+ b = ∆ψ − 1

〉
for ∆ψ ∈ N〈

xa(x− 1)2b+1, a+ b = ∆ψ − 3/2
〉

for ∆ψ ∈ N− 1

2
,

(5.4)

where 〈α〉 denotes the span of the set α and a, b ∈ Z≥0. We see that s(∆, n) with 1 ≤ n ≤
2∆ψ−1 considered as functions of ∆ generate a space of roughly half the full dimensionality,
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specifically

dim (〈s(∆, n), 1 ≤ n ≤ 2∆ψ − 1〉) =

∆ψ − 1 for ∆ψ ∈ N

∆ψ −
1

2
for ∆ψ ∈ N− 1

2
.

(5.5)

In fact, in both cases 〈s(∆, n), 1 ≤ n ≤ 2∆ψ − 1〉 is generated by the linearly independent

set {s(∆, 2j), 1 ≤ j ≤ b∆ψ − 1/2c}.
The linear dependence implies that some columns of matrix Ajn appearing (4.15) are

linearly dependent and we can not find an simply by inverting the full Ajn. However,

Ajn can be inverted when n is restricted to a set corresponding to linearly independent

functions s(∆, n). Any two solutions of (4.15) differ by a vector δan corresponding to a

function in kerϕ
2∆ψ−1∑
n=1

δanpn(x) ∈ kerϕ . (5.6)

We will see that this redundancy can be eventually fixed by requiring that the integral

kernel has a Fourier expansion as in (3.11), in other words that (1 − x)−2∆ψh(x) has at

most a logarithmic singularity at x = 1.

5.2 Extremal functionals for ∆ψ ∈ N

We are now ready to write down an explicit formula for an leading to the extremal functional

ω∆ψ
corresponding to the optimal bootstrap bound 2∆ψ + 1 for ∆ψ ∈ N. Recall from

subsection 4.1 that a2∆ψ+2j−1 = 0 for j ∈ N and from subsection 5.1 that it is sufficient to

keep only even n from among 1 ≤ n ≤ 2∆ψ − 1. Therefore, h(x) can be written as

h(x) =
∑
n∈2N

anpn(x) . (5.7)

Consequently, h(1 − x) = −h(x) since pn(1 − x) = (−1)n−1pn(x). Note that the map

x↔ 1− x corresponds to z ↔ z/(z − 1) and hence to swapping positions x3 and x4 in the

four-point function. It would be interesting to see if there is a physical interpretation of

this symmetry of h(x).

a2k satisfy the equation (4.15)

∞∑
k=1

Ãjka2k = −c∆ψ
δj1 for j ∈ N , (5.8)

where

Ãjk = ŝ(2∆ψ + 2j − 1, 2k) (5.9)

with ŝ(∆, n) given by (4.2) and c∆ψ
is an arbitrary positive normalization. Ãjk is now

non-singular when the j, k indices are truncated to an arbitrary range j, k ∈ {1, . . . J}. In

spite of the rather complicated form of the entries of Ãjk, the normalizable solution of
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equation (5.8) can be written in a closed form for arbitrary ∆ψ as follows. Define

α∆ψ
(∆,m) = [1+4m(∆ψ−m)]

Γ(4m+1)Γ
(
m− 1

2

)2
Γ
(

∆+1
2

)2
Γ
(

∆+1
2 −m

)2
28mπ(4m−1)Γ(m+1)2Γ

(
∆
2

)2
Γ
(

∆
2 +m

)2 (5.10)

β∆ψ
(∆,m) = [1−2(∆ψ−m)]

Γ(4m+1)Γ
(
m+ 1

2

)2
Γ
(

∆+1
2

)2
Γ
(

∆−1
2 −m

)
Γ
(

∆+1
2 −m

)
28m+1πΓ(m+1)2Γ

(
∆
2

)2
Γ
(

∆
2 +m

)
Γ
(

∆
2 +m+1

) .

Use these to define Ω∆ψ
(∆) for ∆ψ ∈ N

Ω∆ψ
(∆) = ∆(∆− 1) + ∆ψ +

∆ψ∑
m=0

[
α∆ψ

(∆,m) + β∆ψ
(∆,m)

]
. (5.11)

The formula for an is then

an =

{
(2n− 1)Ω∆ψ

(n) for n even

0 for n odd
(5.12)

It can be checked that a2∆ψ
< 0 and a2∆ψ+2j > 0 for j ∈ N as required from an extremal

functional. It is interesting to study the behaviour of an for fixed ∆ψ and n � 1. Note

first that
α∆ψ

(n,m) = O
(
n−4m+2

)
β∆ψ

(n,m) = O
(
n−4m

) (5.13)

as n→∞. However, due to delicate cancellations among all the terms in the sum in (5.11),

an decays as

an = O
(
n−4∆ψ−1

)
as n→∞ . (5.14)

In particular, this means that the sum (5.7) converges to a smooth integral kernel h(x) for

x ∈ (0, 1) for any ∆ψ ∈ N and the convergence improves as ∆ψ increases.

We can also find a closed formula for the action of ω∆ψ
on F∆ for any ∆ ≥ 0. Orthog-

onality (4.3) implies

ω∆ψ
(∆) =


Γ(2∆)

Γ(∆)2
Ω∆ψ

(∆) for ∆ ∈ N even , ∆ ≥ 2∆ψ

0 for ∆ ∈ N odd , ∆ ≥ 2∆ψ + 1 .

(5.15)

The simplest meromorphic function of ∆ with no other zeros or poles for ∆ ≥ 2∆ψ is

ω∆ψ
(∆) =

Γ(2∆)

Γ(∆)2
cos2

(
π∆

2

)
Ω∆ψ

(∆) , (5.16)

which turns out to be the right answer. figure 9 shows the action of the extremal functional

for ∆ψ = 2. Ω∆ψ
(∆) is positive with no zeros or poles for ∆ > 2∆ψ + 1. The only zeros

in this region are thus the double zeros coming from cos2(π∆/2). Ω∆ψ
(∆) has a simple

pole at ∆ = 2∆ψ + 1 coming from the β∆ψ
(∆,∆ψ) summand in (5.11), leading to a simple

zero at that location. All the double zeros of cos2(π∆/2) in the region 0 < ∆ < 2∆ψ are
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Figure 9. The action of the extremal functional for ∆ψ = 2, given by equation (5.16). The location

∆0 of the only zero in 0 < ∆ < 2∆ψ + 1 will satisfy as ∆0/∆ψ →
√

2 as ∆ψ →∞.

cancelled by double poles of Ω∆ψ
(∆). The only zero of ω∆ψ

(∆) in this region occurs at

some non-integer value ∆0. We will see in section 6 that

∆0

∆ψ
→
√

2 as ∆ψ →∞ , (5.17)

which will be crucial to make contact with the flat-space limit. The functional ω∆ψ
satisfies

all the properties (2.23), thus establishing rigorously that the 1D bootstrap bound on the

gap is 2∆ψ + 1 for any ∆ψ ∈ N.

We were not able to find a closed form for the kernel defined by the sum (5.7). The

kernel is observed to have the following behaviour near x = 0

h(x) ∼ h1(x) + log(x)h2(x) , (5.18)

where h1(x) and h2(x) are analytic at x = 0 with the leading behaviour

h1(x) = a0 + a1x+ . . .

h2(x) = b0x
2∆ψ + b1x

2∆ψ+1 + . . . .
(5.19)

Recall that for general ∆, the action of ω must be defined via the contour integral (3.30).

The branch cut of h(x) along x ∈ (−∞, 0) arising from the infinite sum over pn(x) leads to

a dependence on deformations of Γ. This dependence appears because the infinite sum over

n and the analytic continuation in x do not commute. The correct choice reproducing the

answer (5.16) is one where the contour intersects the negative real axis arbitrarily close to

x = 0. We can not take the contour all the way to x = 0 because of the x∆−2∆ψ singularity

in F∆(x). The x2∆ψ supression of h2(x) seen in (5.19) guarantees that the value of the

contour integral converges as the intercept approaches x = 0.

5.3 Fixing the remaining redundancy

As explained in section 3, the extremal functional for any ∆ψ can likely be expressed in

the basis of derivatives with respect to the Zhukovsky variable y

ω∆ψ
=

∞∑
j=1

bj
(2j − 1)!

d2j−1

dy2j−1

∣∣∣∣
y=0

, (5.20)
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where bj ∈ R depend on ∆ψ. Requiring the existence of this representation will fix the

redundancy in h(x) described in subsection 5.1. Recall from section 3 that (ignoring the

singularity at θ = 0 present only for small ∆) (5.20) can be expressed as the integral

ω∆ψ
(∆) =

4

π

π/2∫
0

dθ g∆ψ
(θ)Im[F∆

(
eiθ
)

] , (5.21)

where

g∆ψ
(θ) =

∞∑
j=1

bj sin [(2j − 1)θ] . (5.22)

In other words, bj are simply the Fourier coefficients of the integral kernel constructed

above. Coordinates x and θ are related through

x = tan2

(
θ

2

)
, (5.23)

and the Fourier coefficients can be obtained from the integral kernel h(x)(1− x)−2∆ψ via

bj =
1

π

1∫
0

dx sin [(2j − 1)θ(x)]h(x)(1− x)−2∆ψ . (5.24)

According to the results of the previous subsection, h(x) remains nonzero as x → 1.

Therefore, the integral diverges at x = 1 for any ∆ψ ∈ N and the integral kernel seems

not to have a Fourier expansion. Fortunatelly, this problem can be amended by recalling

there is an ambiguity in h(x), described in subsection 5.1. The behaviour of h(x) defined

by (5.7) and (5.12) near x = 1 is

h(x) ∼ −h1(1− x)− h2(1− x) log(1− x) , (5.25)

with h1,2(x) as in (5.19). Therefore, only h1(1−x) up to O((x−1)2∆ψ−1) contributes to the

singularity of (5.24), while the logarithmic term does not contribute to the singularity since

it is sufficiently supressed. We must now ask whether there exists a polynomial c(x) ∈ kerϕ

such that

− h1(1− x) + c(x) = O((x− 1)2∆ψ) (5.26)

as x → 1. This is a priori an overconstrained problem since we need to cancel 2∆ψ

independent coefficients of h1 using a polynomial taken from the space kerϕ of dimension

∆ψ. However, we found that it was possible for all 1 ≤ ∆ψ ≤ 5 and therefore it is likely

possible in general. We were not able to find a closed formula for c(x) for general ∆ψ ∈ N.

Listed below are some low-lying examples of c(x)

∆ψ = 1 : c(x) = −3

8

∆ψ = 2 : c(x) =
15

16
x− 2505

1024
(x− 1)2

∆ψ = 3 : c(x) =
35

8
x2 − 6055

1024
x(x− 1)2 − 418985

65536
(x− 1)4 .

(5.27)

– 27 –



J
H
E
P
0
4
(
2
0
1
7
)
1
4
6

Clearly c(x) ∈ kerϕ with kerϕ given by (5.4) in all these examples. The Fourier coefficients

can now be derived as

bj =
1

π

1∫
0

dx sin [(2j − 1)θ(x)] [h(x) + c(x)] (1− x)−2∆ψ . (5.28)

The extremal functionals coming from numerical bootstrap in the derivative basis were

checked to tend to these analytic predictions for ∆ψ = 1 as Nmax was increased although

the convergence rate was slower compared to ∆ψ = 1/2 presented in figure 8.

5.4 Extremal functionals for ∆ψ ∈ N− 1
2

Let us move on to describe the extremal functionals in the case ∆ψ ∈ N − 1/2. It follows

from the result of subsection 4.1 that only an with n odd are nonvanishing for n ≥ 2∆ψ.

Analogously to (5.7), we might hope that h(x) can be expanded using only pn(x) with n

odd. However, the space of functions s(∆, n) with 1 ≤ n ≤ 2∆ψ−1 is spanned by the same

functions with n restricted to be even, but not n restricted to be odd. Indeed, it turns out

that in order for the functional to have double zeros at the right locations, i.e. for (4.15)

to hold, some an with 1 ≤ n ≤ 2∆ψ − 1 and n even must be nonvanishing. We can write

h(x) = h̃(x) + c(x) , (5.29)

where

h̃(x) =
∑

n∈2N−1

ãnpn(x) , (5.30)

and c(x) is a polynomial of degree at most 2∆ψ − 2. We expect the extremal functional

can still be represented by a derivative series (5.20), meaning

h(x)(1− x)−2∆ψ (5.31)

has at most a logarithmic singularity at x = 1. This requirement fixes c(x) for any choice

of the sequence ã2j−1. We will now present a formula for ãn such that the corresponding

h(x) with c(x) fixed by this requirement satisfies (4.15). First, define

α̃∆ψ
(∆,m) =− [2m(∆ψ−m−1)+∆ψ]

πΓ(4m+1)Γ(m)2 Γ
(

∆+1
2

)2
Γ
(

∆
2 −m

)2
28m+1Γ

(
m+ 1

2

)
Γ
(
m+ 3

2

)
Γ
(

∆
2

)2
Γ
(

∆+1
2 +m

)2
β̃∆ψ

(∆,m) = (∆ψ−m−1)
πΓ(4m+2)Γ(m+1)2 Γ

(
∆+1

2

)2
Γ
(

∆
2 −m

)
Γ
(

∆
2 −m−1

)
28m+2Γ

(
m+ 1

2

)
Γ
(
m+ 3

2

)
Γ
(

∆
2

)2
Γ
(

∆+1
2 +m

)
Γ
(

∆+3
2 +m

) .
(5.32)

Use these to define Ω∆ψ
(∆) for ∆ψ ∈ N− 1/2

Ω∆ψ
(∆) = − [∆(∆− 1) + ∆ψ] Ψ′

(
∆

2

)
− 2−

∆ψ− 1
2∑

m=1

α̃∆ψ
(∆,m)−

∆ψ− 1
2∑

m=0

β̃∆ψ
(∆,m) (5.33)

with Ψ(z) defined in (4.31).
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The formula for ãn is

ãn =

{
(2n− 1)Ω∆ψ

(n) for n odd

0 for n even
(5.34)

We were not able to find a closed formula for c(x) completing h̃(x) to the full integral

kernel for any ∆ψ, but checked that c(x) consistent with the constraints existed for all

1/2 ≤ ∆ψ ≤ 9/2. Several low-lying examples follow

∆ψ =
1

2
: c(x) = 0

∆ψ =
3

2
: c(x) =

35

12
(x− 2)

∆ψ =
5

2
: c(x) = (x− 2)

[
1001

120
(x2 − x+ 1) +

π2

10
(2x2 + x− 1)

]
.

(5.35)

Analogously to the case with ∆ψ ∈ N, the action of the extremal functionals on F∆ with

any ∆ > 0 reads

ω∆ψ
(∆) =

Γ(2∆)

Γ(∆)2
sin2

(
π∆

2

)
Ω∆ψ

(∆) . (5.36)

Discussion following (5.16) concerning zeros ω∆ψ
(∆) applies in this case too with obvious

modifications. In summary, we have constructed functionals which prove that the optimal

bootstrap bound is 2∆ψ + 1 for ∆ψ ∈ N/2.

The resummation of (5.30) is simpler than in the case of integer ∆ψ. It appears h(x)

for ∆ψ ∈ N − 1/2 can always be written in terms of rational, log and Li2 functions. We

present some closed formulas for h̃(x) in appendix A.

6 Emergence of AdS physics at large ∆ψ

6.1 A review of massive scattering in large AdS2

It turns out that the extremal functional constructed in the previous section has a clear

physical meaning for large ∆ψ in terms scattering of massive particles in large AdS2. As

a first hint, we can notice that the location of the only zero ∆0 of ω∆ψ
(∆) in the region

0 < ∆ < 2∆ψ tends to

lim
∆ψ→∞

∆0

∆ψ
→
√

2 , (6.1)

which corresponds to the point fixed by the crossing symmetry of the flat-space S-matrix.

We begin by reviewing aspects of two-dimensional scattering and its holographic dictionary.

More details and derivations can be found in [16]. Consider a 2→ 2 scattering amplitude of

identical particles of mass mψ in (1+1)D flat spacetime. The amplitude is fully described

by the S-matrix S(σ), where

σ =
(p1 + p2)2

m2
ψ

(6.2)

is a dimensionless version of the usual Mandelstam variable s. The analytic structure of

the S-matrix is illustrated in figure 10. Physical scattering regime corresponds to σ ≥ 4,
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Figure 10. The analytic structure of the S-matrix on the first sheet. There is a branch cut for

real σ > 4 corresponding to two-particle final states. Crossing symmetry implies S(4− σ) = S(σ).

The region 0 < σ < 4 contains poles coming from bound states. Full and empty dots denote s- and

t-channel poles respectively.

and S(σ) has a branch cut there. The branch cut is of the square root type. In the extreme

non-relativistic regime σ → 4 the particles become free, and thus the leading behaviour is

S(σ) = ±1 + α
√

4− σ +O(4− σ) , (6.3)

where the upper, lower sign corresponds to bosons, fermions respectively and α ∈ R.

Unitarity implies

|S(σ)| ≤ 1 for σ ≥ 4 , σ ∈ R . (6.4)

The S-matrix also satisfies crossing symmetry

S(4− σ) = S(σ) . (6.5)

Let us assume the scattered particle is the lightest particle of the theory. In that case,

the only other singularities of S(σ) on the first sheet are simple poles on the real axis in

0 < σ < 4, coming from bound states and located at σj = µ2
j , as well as the corresponding

t-channel poles located at σj = 4− µ2
j , where

µj =
mj

mψ
(6.6)

and mj is the bound state mass. The two kinds of poles can be distinguished by the sign

of their residue

S(σ) ∼


−Jj

g2
j

σ − µ2
j

near σ = µ2
j

Jj
g2
j

σ − (4− µ2
j )

near σ = 4− µ2
j ,

(6.7)

where gj ∈ R is the effective three-point coupling between the external particles and the

bound state, and Jj is the positive prefactor

Jj =
1

2µj
√

4− µ2
j

. (6.8)
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Placing the theory in AdS2 of radius R defines a family of 1D CFTs parametrized

by R. Bulk masses and boundary scaling dimensions of primary operators are related by

(mOR)2 = ∆O(∆O − 1) , (6.9)

When we send R → ∞, all scaling dimensions of a theory whose bulk dual is a massive

QFT tend to infinity. Their ratios tend to the ratios of the corresponding masses

lim
∆ψ→∞

∆j

∆ψ
= µj . (6.10)

The 2 → 2 scattering corresponds to a four-point function of primary operators ψ(x)

sourcing the external particle. Primary operators appearing in the ψ×ψ OPE correspond

to intermediate states of the scattering process. Those with ∆O . 2∆ψ play the role

of bound states, while those with ∆O & 2∆ψ correspond to two-particle states. The

flat-space physics governs the leading behaviour of the CFT data as ∆ψ → ∞. The flat-

space scattering amplitude can be recovered as a specific limit of the boundary Mellin

amplitude [16, 22]. For example, the leading behaviour of the OPE coefficient cψψOj
corresponding to a bound state of mass mj = µjmψ takes the form

(cψψOj )
2 ∼

2
√
πg2

j

µ
3/2
j (4− µ2

j ) (µj + 2)

√
∆ψ [v(µj)]

−∆ψ as ∆ψ →∞ , (6.11)

where

v(µ) =
42+µ

|µ− 2|2−µ(µ+ 2)2+µ
, (6.12)

and gj is defined in (6.7). We inserted the absolute value around µ−2 for future convenience.

In the bound state region 0 < µ < 2, we have v(µ) > 1, and thus cψψOj is exponentially

supressed in the large ∆ψ limit. This supression is coming from the amplitude for the

massive particles to propagate across an increasingly large distance in AdS, as explained

in [17, 18]. We will be able to recover the exponential supression including the precise

dependence of the exponent on µ from conformal bootstrap.

Consider now the primary operators in the ψ × ψ OPE coming from the two-particle

states. When the bulk theory is that of free real bosons or fermions, there is an exact

formula for the OPE coefficients

(cfree
ψψO)2 =

2Γ(∆O)2Γ (∆O + 2∆ψ − 1)

Γ(2∆O − 1)Γ (2∆ψ)2 Γ (∆O − 2∆ψ + 1)
, (6.13)

and the scaling dimensions are ∆O = 2∆ψ+n, where n is an even, odd non-negative integer

for bosons, fermions respectively. For a general theory in AdS2, define the spectral density

ρ∆ψ
(µ) =

∑
O∈ψ×ψ

(cψψO)2δ

(
µ− ∆O

∆ψ

)
. (6.14)

It can be shown [16] that ρ∆ψ
(µ) is universal in the flat-space limit in the sense that it

tends to the asymptotic spectral density of free fields, namely

ρ∆ψ
(µ) ∼ ρ̃∆ψ

(µ) =
4
√
µ

√
π
√
µ− 2 (µ+ 2)

3
2

√
∆ψ [v(µ)]−∆ψ as ∆ψ →∞ , (6.15)
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with v(µ) again given by (6.12). Equation (6.15) is valid in the sense of distributions when

acting on smooth functions of µ.

Finally, it is also possible to recover the S-matrix from the shifts of scaling dimension of

two-particle states compared to their free-field positions. To this end, define the following

smeared average of an arbitrary function f(µ,∆ψ)

〈f(µ,∆ψ)〉ε =

µ+ε∫
µ−ε

dνρ∆ψ
(ν) [v(ν)]∆ψ f(ν,∆ψ)

µ+ε∫
µ−ε

dνρ∆ψ
(ν) [v(ν)]∆ψ ,

(6.16)

where ρ∆ψ
(ν) is the exact spectral density at finite ∆ψ. The factor [v(ν)]∆ψ cancels the fast

variation of ρ∆ψ
(ν) with ν when ∆ψ →∞. The S-matrix for σ ≥ 4 can now be recovered

through the formula

S(µ2) = lim
ε→0

lim
∆ψ→∞

〈
e−iπ(µ−2)∆ψ

〉
ε
, (6.17)

where the order of limits is important. In other words, S(µ2) is simply the large ∆ψ

limit of the average value of e−iπ(∆O−2∆ψ) over all primaries with ∆O ∼ µ∆ψ, weighted

by (cψψO/c
free
ψψO)2.

6.2 AdS2 physics from crossing in a 1D CFT

We will now show how some of the features pertaining to the scattering of massive particles

in large AdS2 presented in the previous subsection follow from crossing in the 1D CFT living

at the boundary. We will also derive a simple sum rule for OPE coefficients of primary

operators corresponding to two-particle states produced at rest.

Consider a unitary solution to the bootstrap equation in 1D∑
O∈ψ×ψ

(cψψO)2F∆O(z) = 0 , (6.18)

with (cψψO)2 > 0. We can apply the extremal functional constructed in section 5 to get a

single equation ∑
O∈ψ×ψ

(cψψO)2ω∆ψ
(∆O) = 0 . (6.19)

When the solution to crossing corresponds to the free massive real fermion in AdS2, the

last equation is automatically satisfied since ω∆ψ
(∆O) = 0 for any O ∈ ψ × ψ. However,

in general it represents a universal constraint valid on any solution of crossing. In order to

make contact with massive QFT in AdS2, let us assume we have a family of solutions where

all dimensions scale linearly with ∆ψ, i.e. that ∆O ∼ µO∆ψ with µO fixed as ∆ψ → ∞.

We would like to understand the leading behaviour of (6.19) as ∆ψ →∞. The functional

ω∆ψ
(µ∆ψ) with large ∆ψ exhibits very different behaviour for 0 < µ < 2 and µ > 2, as

illustrated in figure 11.

Let us focus first on the region 0 < µ < 2. It is possible to show directly from (5.16) that

ω∆ψ
(µ∆ψ) ∼

√
2
(
µ2 − 2

)
πµ

5
2 (µ− 2)

[v(µ)]∆ψ for 0 < µ < 2 (6.20)
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Figure 11. The analytic extremal functional for ∆ψ = 15. The blue curve represents ω̂∆ψ
(µ∆ψ) =

[v(µ)]
−∆ψ ω∆ψ

(µ∆ψ) with v(µ) given by (6.12) and ω∆ψ
(∆) given by (5.16). ω̂∆ψ

(µ∆ψ) in the

region 0 < µ < 2 converges to the red dashed curve given by
√

2π−1µ−5/2(µ − 2)−1(µ2 − 2) as

∆ψ → ∞. The functional is oscillatory in the region µ > 2 with evenly spaced double zeros

that condense as ∆ψ → ∞. The height of peaks converges to the red dashed curve given by

4
√

2π−1µ−5/2(µ− 2)−1(µ2 − 2).

as ∆ψ →∞ where v(µ) was defined in (6.12). Crucially, the functional grows exponentially

with ∆ψ with the exponent governed by v(µ). It follows that any two operators Oj , Ok
with 0 < µj,k < 2 that both contribute to (6.19) at the leading order as ∆ψ → ∞ must

have OPE coefficients related by

(cψψOj )
2

(cψψOk)2
∼
[
v(µj)

v(µk)

]−∆ψ

(6.21)

up to a prefactor independent of ∆ψ. This is consistent with the exponential supression

of cψψO when O corresponds to a bound state of two ψ particles in the flat space limit,

seen in (6.11). The extremal functional thus provides a universal CFT justification of the

exponential decay of bound state OPE coefficients. Assuming the full expression (6.11), we

can evaluate the contribution of a single bound state to (6.19)

(cψψOj )
2ω∆ψ

(∆Oj ) = 2

√
8∆ψ

π
Resσ=µ2

j

[
(σ − 2)

σ
3
2 (4− σ)

3
2

S(σ)

]
+O(1) , (6.22)

i.e. the bound states contribute at O(
√

∆ψ). Since the function in square brackets is odd

under σ ↔ 4−σ, and remembering that every s-channel pole has its t-channel counterpart,

we can rewrite the contribution of all bound states to (6.19) at O(
√

∆ψ) as a contour

integral in the σ plane along a contour Γ1 surrounding all the poles on the real axis, as

illustrated in figure 12∑
O:µO<2

(cψψO)2ω∆ψ
(∆O) =

1

2πi

√
8∆ψ

π

∮
Γ1

(σ − 2)

σ
3
2 (4− σ)

3
2

[S(σ) + 1] dσ +O(1) , (6.23)

where we added 1 to the S-matrix for future convenience without affecting the result. We

will assume that the scattered particles are fermions, so that S(0) = S(4) = −1. The

bosonic cases S(0) = S(4) = 1 can presumably be treated analogously.
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Let us now study the asymptotic behaviour of the functional for µ > 2. As illustrated

in figure 11, it is oscillatory with frequency proportional to ∆ψ. The asymptotics can be

found in a closed form

ω∆ψ
(µ∆ψ) ∼ 4 cos2

(
πµ∆ψ

2

) √
2
(
µ2 − 2

)
πµ

5
2 (µ− 2)

[v(µ)]∆ψ for µ > 2 , (6.24)

where we can see the same exponential behaviour once again. Let us describe the spectrum

of our solution to crossing for µ > 2 using the spectral density ρ∆ψ
(µ), defined in (6.14).

The contribution of the µ > 2 operators to (6.19) can be written as an integral

∑
O:µO>2

(cψψO)2ω∆ψ
(∆O) =

∞∫
2

ρ∆ψ
(µ)ω∆ψ

(µ∆ψ)dµ . (6.25)

Assuming that states with any µ contribute to (6.19) at the leading order as ∆ψ → ∞,

we arrive at the same exponential dependence of ρ∆ψ
on ∆ψ as the one corresponding

to two-particle states in AdS2, see formula (6.15). Let us now evaluate (6.25) using the

asymptotics (6.24) and assuming the formula (6.15). Note that the oscillating prefactor

in (6.24) can be rewritten using

2 cos2

(
πµ∆ψ

2

)
= Re

[
e−iπ(µ−2)∆ψ + 1

]
, (6.26)

where we used ∆ψ ∈ N. The oscillating prefactor is clearly related to the S-matrix on the

branch cut as computed by (6.17). Indeed, it is not too hard to show from (6.17) that

∑
O:µO>2

(cψψO)2ω∆ψ
(∆O) =

1

π

√
8∆ψ

π

∞∫
4

(σ − 2)

σ
3
2 (σ − 4)

3
2

2Re [S(σ) + 1] dσ +O(1) . (6.27)

It is now useful to notice that for real σ > 4

2
Re [S(σ) + 1]

(σ − 4)
3
2

= i

[
S(σ) + 1

(4− σ)
3
2

]σ+iε

σ−iε

, (6.28)

and therefore the last integral can be written as the contour integral

∑
O:µO>2

(cψψO)2ω∆ψ
(∆O) =

1

2πi

√
8∆ψ

π

∮
Γ2

(σ − 2)

σ
3
2 (4− σ)

3
2

[S(σ) + 1] dσ +O(1) , (6.29)

where Γ2 consists of four half-lines lying on the branch cuts, as depicted in figure 12, and

we used S(4− σ) = S(σ) to duplicate the contour from σ > 4 to σ < 0.

We arrived at a contour integral of exactly the same function as in the case of bound

states (6.23), only the contour is different now. The integrand decays as σ−2 so it would

be tempting to deduce the validity of (6.19) at the leading order in ∆ψ from analyticity of

S(σ) away from the real axis by deforming Γ1 ∪ Γ2 to the empty contour. However, this

is not a legal operation because the integrand has poles at σ = 0, 4 and thus the contour
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Figure 12. Contour integrals describing the contributions of various states to the crossing

equation (6.19) at the leading order as ∆ψ → ∞. Γ1, Γ2 and Γ3 give the contribution of

bound states, two-particle states and µ = 2 states respectively. The integrand takes the form

(σ− 2)σ−3/2(4− σ)−3/2[S(σ) + 1]. Conformal bootstrap at the leading order in 1/∆ψ is equivalent

to the total contour integral being zero, in other words to the analyticity of the S-matrix away from

the real axis.

integral picks up a non-zero contribution from the infinitesimal contour Γ3 depicted in

figure 12. On the CFT side, this contribution is coming from operators with µ = 2. The

conformal bootstrap equation will thus be satisfied at the leading order if and only if∑
O:µO=2

(cψψO)2ω∆ψ
(∆O) =

1

2πi

√
8∆ψ

π

∮
Γ3

(σ − 2)

σ
3
2 (4− σ)

3
2

[S(σ) + 1] ds+O(1) . (6.30)

Our asymptotic formulas (6.20), (6.24) for ω∆ψ
(µ∆ψ) break down when µ = 2 and need

to be modified. Primary operators O with µ = 2 are precisely those for which ∆O − 2∆ψ

remains finite as ∆ψ →∞. Denote

δO = lim
∆ψ→∞

(∆O − 2∆ψ) . (6.31)

The asymptotics of ω∆ψ
is modified to become a power-law

ω∆ψ
(2∆ψ + δO) ∼ − 1

Γ
(

1−δ
2

)
Γ
(

3−δ
2

) (∆ψ

2

)−δO+1

(6.32)

as ∆ψ →∞. The contour integral on the right-hand side of (6.30) can be evaluated using

expansion (6.3)

1

2πi

√
8∆ψ

π

∮
Γ3

(σ − 2)

σ
3
2 (4− σ)

3
2

[S(σ) + 1] ds = −
√

2∆ψ

π
α , (6.33)

where α is the coefficient of the square-root term in (6.3). Equation (6.30) now implies the

following sum rule for the OPE coefficients of the µ = 2 states∑
O:µO=2

1

Γ
(

1−δO
2

)
Γ
(

3−δO
2

) (∆ψ

2

)−δO+ 1
2

(cψψO)2 =
2α√
π

+O
(

∆
−1/2
ψ

)
, (6.34)
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In particular, the OPE coefficients should scale as

(cψψO)2 ∼ aO∆
δO−1/2
ψ (6.35)

as ∆ψ → ∞ for these operators. We have shown that provided (6.34) holds, the validity

of the conformal bootstrap equation (6.19) at the leading order at large ∆ψ follows from

analyticity of the flat-space S-matrix away from the real axis.

It would be interesting to derive the behaviour (6.35) and the sum rule (6.34) directly

from quantum field theory in AdS2. Note that the sum rule is trivially satisfied by the free

fermion since then α = 0, and 1/[Γ
(

1−δ
2

)
Γ
(

3−δ
2

)
] vanishes for δ positive odd integer.

7 An analytic bound in 2D

7.1 The new basis in 2D

We will now discuss a generalization of the new class of bootstrap functionals to two

dimensions and how it can be used to produce an analytic constraint on the low-lying

spectrum. The conformal blocks with four identical external scalar primaries φ(x) read

G2D
h,h̄(z, z̄) = Gh(z)Gh̄(z̄) + (h↔ h̄) , (7.1)

where Gh(z) is the 1D conformal block (2.15) and

h =
∆ + l

2
, h̄ =

∆− l
2

, (7.2)

where ∆, l are the dimension and spin of the propagating primary. The bootstrap equation

now reads ∑
O∈φ×φ

(cφφO)2Fh,h̄(z, z̄) = 0 , (7.3)

where

Fh,h̄(z, z̄) = [gh(z)gh̄(z̄)− gh(1− z)gh̄(1− z̄)] + (h↔ h̄) , (7.4)

where

gh(z) = zh−∆φ
2F1(h, h; 2h; z) . (7.5)

z, z̄ should be thought of as independent complex variables. For any value of z̄, functions

Fh,h̄(z, z̄) have a pair of branch cuts in z located at z ∈ (−∞, 0) and z ∈ (1,∞), and vice

versa with z and z̄ interchanged. Let us then define a basis of linear functionals αn acting

on functions gh(z) as in subsection 3.2

αn [gh(z)] = s+(h, n)

αn [gh(1− z)] = s−(h, n) ,
(7.6)

where s±(h, n) appear in (3.25) and (3.27). It is also convenient to define basis functionals

βn acting in the opposite way, i.e. by scalar products of Legendres against the discontinuity

on the branch cut z ∈ (−∞, 0)

βn [gh(z)] = s−(h, n)

βn [gh(1− z)] = s+(h, n) .
(7.7)
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These functionals are not independent from αn in 1D, but are needed in 2D. The basis

for our class of functionals acting on the 2D crossing equation consists of the following

tensor products

(αm ⊗ ᾱn)
[
Fh,h̄(z, z̄)

]
=
[
s+(h,m)s+(h̄, n)− s−(h,m)s−(h̄, n)

]
+ (h↔ h̄)

(αm ⊗ β̄n)
[
Fh,h̄(z, z̄)

]
=
[
s+(h,m)s−(h̄, n)− s−(h,m)s+(h̄, n)

]
+ (h↔ h̄) ,

(7.8)

where α, β acts on the z variable, while ᾱ, β̄ acts on the z̄ variable. The other combinations

are not independent since
βm ⊗ β̄n = −αm ⊗ ᾱn
βm ⊗ ᾱn = −αm ⊗ β̄n

(7.9)

when acting on Fh,h̄(z, z̄). The symmetrization under h↔ h̄ in Fh,h̄(z, z̄) guarantees that

the functionals appearing in (7.8) satisfy symmetry properties

αn ⊗ ᾱm = αm ⊗ ᾱn
αn ⊗ β̄m = −αm ⊗ β̄n .

(7.10)

It is therefore natural to use the following as an independent basis of functionals with

m,n ∈ N
γmn = αm ⊗ ᾱn + αm ⊗ β̄n , (7.11)

so that the first, second line of (7.8) are respectively the symmetric and antisymmetric

part of the matrix γmn. The action of γmn becomes

γmn
[
Fh,h̄(z, z̄)

]
= s(h,m)s̃(h̄, n) + (h↔ h̄) , (7.12)

where
s(h,m) = s+(h,m)− s−(h,m)

s̃(h,m) = s+(h,m) + s−(h,m) .
(7.13)

In other words, s(h,m) is precisely the function (3.23) giving the action of αn on the vectors

Fh(z) entering the crossing equation in 1D. On the other hand, s̃(h,m) is the action of αn
on the vectors F̃∆(z) for the 1D crossing equation with the wrong sign∑

O∈ψ×ψ
(cψψO)2F̃∆O(z) = 0

F̃∆(z) = z−2∆ψG∆(z) + (1− z)−2∆ψG∆(1− z) .

(7.14)

It is easy to see this equation has no nontrivial solution, as witnessed by any functional

in the form of a positive linear combination of even derivatives of [z(1− z)]2∆ψ F̃∆(z)

evaluated at z = 1/2.

7.2 Analytic bounds from factorized functionals

Having defined a natural basis for conformal bootstrap functionals in 2D, the remaining

task is to find coefficients amn ∈ R so that

ω =
∑
m,n∈N

amnγmn (7.15)
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is an extremal functional. Since the action of γmn essentially factorizes into a holomorphic

and antiholomorphic part, it is natural to consider a restricted class of functionals where

amn factorizes into a pair of sequences

amn = amãn . (7.16)

The action of ω then becomes

ω(Fh,h̄) = u(h)ũ(h̄) + u(h̄)ũ(h) , (7.17)

where
u(h) =

∑
m∈N

ams(h,m)

ũ(h) =
∑
n∈N

ãns̃(h, n) .
(7.18)

We will take an to be the coefficients in the 1D extremal functional for the gap 2∆ψ + 1 =

∆φ + 1, assuming it exists for any ∆φ. Hence

u(0) = 0

u(h) has a first-order zero and a positive slope at h = ∆φ + 1

u(h) ≥ 0 for h ≥ ∆φ + 1

u(h) has second-order zeros at h = ∆φ + 2j + 1 , j ∈ N .

(7.19)

Since the 1D crossing with the wrong sign has no nontrivial solutions, it is easy to find ãn
such that

ũ(h) > 0 (7.20)

for all h ≥ 0. We can take for example ãn corresponding to the functional in the form of

the second derivative of [z(1− z)]2∆ψ F̃∆(z) at z = 1/2. Consider now (7.17) as a function

of ∆ for fixed l, denoting ω(∆, l) = ω(Fh,h̄). We find the following properties

ω(0, 0) = 0

ω(∆, l) has a first-order zero and a positive slope at ∆ = 2∆φ + 2 + l , l ∈ 2N
ω(∆, l) ≥ 0 for ∆ ≥ 2∆φ + 2 + l , l ∈ 2N

(7.21)

It follows that unless all primary operators of a unitary solution to (7.3) coincide with the

zeros of ω(∆, l), the solution must contain at least one primary in the negative region of

ω(∆, l). In other words, there must be a primary distinct from identity with twist

τgap ≤ 2∆φ + 2 . (7.22)

An analogous result holds in d > 2, where there must exist an operator with τ arbitrarily

close to 2∆φ [1, 2]. This upper bound on the minimal twist does not rely on Virasoro sym-

metry, and therefore holds for arbitrary 2D conformal defects. In fact, Virasoro symmetry

implies the existence of operators with τ = 0 and l ≥ 2, so the bound is automatically
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satisfied. However, the functional ω carries useful information in this case too. Note that

when 0 ≤ ∆φ ≤ 1

ω(l, l) = u(l)ũ(0) ≥ 0 for l ∈ 2N , (7.23)

so the Virasoro descendants of identity do not help and the bound (7.22) must be satisfied

by an operator of non-zero twist. Assuming the operator of minimal non-zero twist is a

scalar (such as in all theories with Virasoro symmetry where all Virasoro primaries are

scalar), numerical bootstrap shows our analytic bound is strictly above the optimal upper

bound on the scalar gap for 0 < ∆φ < 1, but it becomes optimal at ∆φ = 1, where the

extremal solution corresponds to the correlator 〈εεεε〉 in the 2D Ising model, the twist-four

primary being L−2L̄−21.

8 Future directions

We expect that the class of functionals introduced in this work will be useful for extracting

analytic predictions from the conformal bootstrap equations in a wider variety of contexts.

Work is currently in progress to generalize the results to more spacetime dimensions, where

the bootstrap bounds exhibit interesting features at locations corresponding to intera-

cting CFTs.

An especially promising property of our functionals is their well-controlled behaviour

when the external scaling dimensions are large. This is in sharp contrast with the derivative

functionals normally used for the numerical bootstrap, whose constraining power deterio-

rates with increasing external dimensions [16]. For this reason, the functionals from this

paper are useful for extracting the consequences of boundary crossing symmetry on AdS

physics, as demonstrated in section 6. In this context, it would also be interesting to test

the sum rule (6.34), for example by constructing exact solutions to crossing corresponding

to scattering in integrable theories in large AdS2.

It would also be very interesting to identify the extremal functionals for bounds on

OPE coefficients analytically in our basis. In 1D with large external scaling dimension, the

numerical upper bound on the OPE coefficients of bound states coming from CFT crossing

was observed to coincide with the corresponding analytical bound coming from S-matrix

bootstrap in flat space [16, 23]. It is conceivable that similar methods to those presented

in our paper can be used to prove this upper bound analytically on the CFT side. The

main challenge seems to be able to place the double zeros of the extremal functionals to

more general locations than the equally spaced points occuring in the present work.

Crossing symmetry of mixed correlators dramatically improves the bootstrap

bounds [11, 24]. Similar improvements are observed to occur in 1D [25]. Our basis for

functionals is expected to generalize to this context too, hopefully paving the way towards

an analytic understanding of bootstrap islands in more spacetime dimensions. Related

functionals might also be useful for modular bootstrap [26], where suggestions concerning

the analytic nature of extremal functionals recently appeared in [27].

It could be fruitful to explore the utility of our basis for standard numerical bootstrap.

Truncating the space of integral kernels to the span of Legendre polynomials of a bounded
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order, it is impossible to impose positivity for arbitrarily large scaling dimension since the

functionals eventually become oscillating. However, one could try imposing positivity only

up to the maximum order of a Legendre used.

Finally, one should look for an interpretation of what the presented functionals are

trying to do physically. The partial restoration of the z ↔ 1 − z symmetry, described

in the last paragraph of section 4 is a hint that our basis, which breaks this symmetry

explicitly, might not be the optimal choice.

A Closed formulas for the integral kernel

The goal of this appendix is to explain how one can obtain closed formulas for the integral

kernel h̃(x) corresponding to ∆ψ ∈ N − 1/2, specified by the formulas (5.30) and (5.34).

Define

〈f, g〉 =

1∫
0

dxf(x)g(x) (A.1)

the usual scalar product of real functions on the unit interval. The basis functions are or-

thogonal

〈pm, pn〉 =
δmn

2m− 1
for m,n ∈ N , (A.2)

so that h̃(x) is the unique function satisfying

ãn = (2n− 1)〈h̃, pn〉 . (A.3)

Our strategy for finding h̃(x) will be to write ãn/(2n − 1) as a linear combination of

overlaps between pn and some relatively simple functions. It is useful to define the follo-

wing functions

q∆(x) = Q∆−1(2x− 1)

r∆(x) =
Γ(∆)2

2Γ(2∆)

[
x∆−1

2F1(∆,∆; 2∆;x) + (1− x)∆−1
2F1(∆,∆; 2∆; 1− x)

]
,

(A.4)

where Qn(y) is the Legendre function of the second kind. When ∆ is even, we have

q∆(1− x) = q∆(x), and therefore 〈q∆, pn〉 is nonzero only for n odd. In that case, we find

the following overlaps

〈q∆, pn〉 =
1

λ−∆(∆− 1)
, (A.5)

where λ = n(n− 1). Clearly, the overlaps 〈r∆, pn〉 are nonvanishing again only for n odd.

For ∆ = 1, 2 we find

〈r1, pn〉 = −1

2
Ψ′
(n

2

)
〈r2, pn〉 =

[
n(n− 1) +

1

2

]
Ψ′
(n

2

)
+ 2 ,

(A.6)

with Ψ(z) = ψ(z + 1/2)− ψ(z), ψ(z) = Γ′(z)/Γ(z). It is now possible to see that

ãn
2n− 1

= −〈r2, pn〉+ (2∆ψ − 1)〈r1, pn〉+H∆ψ
(λ) , (A.7)
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where H∆ψ
(λ) is a rational function of λ with simple and double poles at λ = ∆(∆ − 1)

where ∆ ∈ {2, 4, . . . , 2∆ψ + 1}. H∆ψ
(λ) → 0 as λ → ∞ and therefore H∆ψ

(λ) can be

written as a linear combination of

1

[λ−∆(∆− 1)]a
(A.8)

with a = 1, 2 and ∆ ∈ {2, 4, . . . , 2∆ψ + 1}. Any summand with a = 1 can be written as

the overlap 〈q∆, pn〉 thanks to (A.5). It remains to find functions q̃∆(x) such that

〈q̃∆, pn〉 =
1

[λ−∆(∆− 1)]2
. (A.9)

We could not find a closed formula for q̃∆(x) but worked out a few low-lying examples.

It was useful to notice that q̃∆(x) is the solution of the Legendre equation with reso-

nant forcing [
x(1− x)q̃′∆(x)

]′
+ ∆(∆− 1)q̃∆(x) = −q∆(x) (A.10)

and boundary conditions

q̃∆(0) = q̃∆(1) =
ψ′
(

1−∆
2

)
− ψ′

(
∆
2

)
4(2∆− 1)

. (A.11)

The bottom line is that h̃(x) can be written as a linear combination of r1(x), r2(x), q∆(x)

and q̃∆(x) with ∆ ∈ {2, 4, . . . , 2∆ψ + 1}. In this way, one can obtain the following explicit

formulas for small ∆ψ. The kernel for ∆ψ = 1/2 takes the form

h̃(x) =

[
1− y

2y
−
(
2x2 + x+ 2

)
(x− 1)

2x2
log(1− x)

]
+ (x↔ 1− x) , (A.12)

where we use the shorthand notation y = x(1−x). The kernel for ∆ψ = 3/2 takes the form

h̃(x) =

[
12y2 + 11y + 12

24y
−
(
2x2 + 3x+ 2

)
(x− 1)3

2x2
log(1− x)

]
+ (x↔ 1− x) . (A.13)

Beginning from ∆ψ = 5/2, we get contributions from q̃∆(x) which contain the dilogarithm.

The kernel for ∆ψ = 5/2 takes the form

h̃(x) =

[−120y3 + 154y2 + 641y + 120

240y
+

3

5
(2x− 1)(y + 2)Li2(x) (A.14)

+
(x− 1)(y − 1)

(
10x4 − 5x3 − 22x2 − 5x+ 10

)
10x2

log(1− x)

]
+ (x↔ 1− x) .

Note that the full kernel is given by h(x) = h̃(x) + c(x) with c(x) given by (5.35). It turns

out that the kernel has simple transformation properties under z ↔ 1−z. We leave further

exploration of these for a future study.
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