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1 Introduction and outlook

Smooth horizons have entropy, but without an explicit state-counting explanation in the
underlying bulk effective field theory (EFT). In some examples in string theory, we have
however been able to count these states holographically via a dual quantum description [1, 2].
Despite this, little is known about the nature of black hole microstates in the bulk. Progress
on this question is likely crucial, for resolving the information paradox(es).

In the zero temperature BPS-protected cases, there has been significant progress on
constructing supergravity solutions that are candidates for black hole microstates. These
solutions form the foundation of the fuzzball program [3, 4]. Fuzzball solutions cap off before
the horizon and are presumably proxies for the fully quantum/string descriptions of BPS
microstates, but in supergravity. Their interpretation in the full string theory (especially at

– 1 –



J
H
E
P
0
3
(
2
0
2
4
)
1
6
2

finite temperature) has not been very clear, but they are a suggestion in a stringy setting
that black holes may not have interiors1 — an idea advocated by Mathur [5] and others [6, 7].

More recent developments [8–10] suggest that in the large-N limit above the Hawking-
Page transition, the algebra of small fluctuations of a black hole turns into a type III algebra
instead of a type I algebra. Type III algebras have non-trivial commutants, which is a strong
suggestion that this transition is to be understood as the emergence of the black hole interior.
This immediately raises the possibility that black holes at finite-N may not have interiors.2

The idea of black holes without interiors goes back to a 1984 paper of ’t Hooft [12] (see
also [13]). As we will explain in great detail, ’t Hooft’s calculation can be understood as an
indirect count of the semi-classical modes of a scalar field that are trapped behind the angular
momentum barrier and a “brick wall” placed a Planck distance outside the horizon.3 He was
able to show that the area law for the entropy is reproduced (upto a numerical pre-factor),
once both the Hawking temperature and the mass of the black hole were specified.

’t Hooft’s calculation was clever — he used a semi-classicality demand (that the modes
are the trapped modes behind the barrier) and the associated Bohr-Sommerfeld quantization,
to determine the entropy without actually determining modes. But there is a price to pay.
He had to specify both the temperature and the energy (mass) of the system to obtain the
entropy. In a conventional statistical mechanics calculation, only one of these should be
necessary to determine the rest of the thermodynamic quantities. In this paper, we will not
be as clever as ’t Hooft, but we will be willing to work harder. We will compute the normal
modes of the system with the stretched horizon explicitly in various examples, to various
degrees of completion — both numerically and analytically. Using these explicit stretched
horizon normal modes, we will be able to take a few steps beyond [12]:

• We show that both the temperature and the entropy are reproduced upon the specifica-
tion of the black hole mass. The computation of normal modes is a difficult problem in
general, because of various technical complications (starting from the lack of simple
solutions of radial wave equations, even for the Schwarzschild black hole). But in the
case of the BTZ black hole where they are most under control,4 we are able to reproduce
both the temperature and the entropy exactly, and not merely up to O(1) numbers.

• Our calculation for BTZ works in a holomorphically factorized way, so we show that it
holds for the rotating case as well, upon specifying the angular momentum as well of
the BTZ black hole. (More precisely, we specify the L0 and L̄0.)

• In other cases like Schwarzschild and Kerr where our calculations are more crude, we
are again able to fix the temperature and entropy, but up to O(1) numbers. We strongly
suspect that these calculations can be improved, and we hope to come back to them in
the future.

1In some yet-to-be-made-fully-precise sense.
2Note that this is to be understood in the sense of any thermodynamic phase transition. Magnets are

the result of a large-volume transition, but magnetic domains of finite volume exist in the “real” world. The
ideas is that they should be understood in the sense of a suitable scaling limit. This is yet to be completely
elucidated in the black hole case, but see comments in [11].

3To emphasize that the brickwall can result in dynamics, [13] called it the stretched horizon. We will go
back and forth between these two names. See [14] for some discussion on brickwalls in AdS/CFT.

4The radial mode in BTZ is a hypergeometric function.
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• Our formulation of ’t Hooft’s calculation reveals its parallels and distinctions from
Planck’s black body calculation. We can view the operational difference between the
two as simply that in ’t Hooft’s calculation, the box in which the radiation lives, is not
in flat space — it is bounded on one end by the stretched horizon brick wall and on
the other by the angular momentum barrier. Knowledge of the normal modes gives
us clear intuition about the reason why we get a volume scaling in the Planckian case,
while we get an area law in the ’t Hooftian case. The key observation is that there is
an approximate degeneracy5 in the angular quantum number direction in ’t Hooft’s
calculation, while it grows linearly in all spatial directions in Planck’s. The linearity of
the mode number growth due to the harmonic oscillator like spectrum is missing in one
of the dimensions, ie., the angular Casimir dimension, in the black hole case. This is
the operational origin of the area law.

• We present a detailed study of the normal modes using multiple techniques — including
numerical, analytic and perturbative tools, and approximating the equations in various
regimes. We believe that even though this paper is moderately big, we have not fully
exploited these tools and more remains to be done.

• In the low-ω limit where they contribute to the black hole entropy, we present general
analytic expressions for the normal modes and note their key features. We expect that
understanding the origin and implications of these features will be enlightening for
understanding quantum black holes.

• In some recent papers [15–17] it has been noticed (largely numerically) that the one-
particle spectral form factor (SFF) computed from the normal modes has a linear
ramp. This is believed to be a quantum chaos diagnostic [18]. Using our analytic
approximations for normal modes, we are able to cleanly identify the origin of the ramp
in these normal modes. This connects with the ramp in the log spectrum noted in [17].

• We note that it is the same low-lying modes that are responsible for both the ther-
modynamics as well as the ramp. We can reproduce the thermodynamics even if we
ignore the (weak) J-dependence of the spectrum, while the ramp emerges due to the
J-dependence. Here we use J to denote a suitable angular quantum number — details
vary slightly with specific black holes.

• Using what we learnt from these investigations, we write down a simple “model”
spectrum which can carry entropy while also exhibiting the ramp. This model spectrum
can be viewed as the “skeletal” normal mode structure that is responsible for the physics.
A version of this spectrum without the J-dependence was known previously — it was
perhaps first written down by Solodukhin [19].

• ’t Hooft’s modes are semi-classical because they are bound behind the angular momentum
barrier. This classical trapping effectively imposes a cut-off in J in his calculations.
Our normal modes are true eigenmodes of the wave equation — in other words, they

5Somewhat more precisely, it grows quasi-logarithmically. Explicit expressions are presented in various
places in the text.
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are aware of tunneling through the angular momentum barrier. But we find that
the demand of matching the entropy automatically puts a cut-off on them as well.
Remarkably, this cut-off is hierarchically below the ’t Hooft cut-off, by a factor of
about ∼ logSBH . Perhaps because of this, they are able to capture both the precise
thermodynamics as well as the linear ramp. Equally interestingly, it turns out that ’t
Hooft’s cut-off is at a value of J at which our low-ω analytic approximation for the
normal modes undergoes complete breakdown. Curiously, the reduction in the cut-off
that we find, brings the modes into a regime where the low-lying analytic form is more
reliable. It will be good to understand why this happens in such a convenient way, and
what the significance of this refined J cut-off is. We emphasize that with this reduced
cut-off, not only are we able to get precise matches for entropy and temperature — we
are able to show that these are the modes responsible for the linearity of the ramp as
well. It is tempting to think that this mode cut-off is related to a Hagedorn transition
when viewed as a string mode [20, 21].

It is known that bulk EFT can count microstates indirectly — this relies on the black hole
interior and “bags of gold” being overcomplete [22]. But while this gives us an implicit count
of the microstates, it still leaves us wanting for an understanding of individual microstates
themselves. This we believe will require some guess (or actual knowledge) about the UV
complete theory. The stretched horizon is such a guess, if we believe that the UV complete
description and the EFT description should effectively coincide, once we are more than a
few Planck lengths away from the horizon.

In the case of 2-charge D1-D5 black holes, it is known that the precise entropy [23, 24]
can be reproduced from the phase space of horizonless fuzzball solutions. However in the
more interesting 3-charge case, where the classical black holes have non-vanishing area, a full
understanding of bulk microstates is lacking. Even more puzzling is the case of black holes
at finite temperature, which also require an explanation for their entropy and temperature
in terms of microstates. Considering the fact that black holes are a generic prediction of
general relativity, it is plausible that there may be generic ways of understanding these
microstates in the bulk. Instead of viewing the stretched horizon as a phenomenological
input (as is sometimes done), we view it as a way of describing bulk microstates of the
underlying UV-complete theory, at small but finite GN . The results of this paper strengthen
the case that this generic bulk mechanism can capture the level spacing of microstates that
is non-perturbative in GN . From the bulk EFT point of view, the stretched horizon is an
ad-hoc boundary condition. The claim is that it is a regulator that captures a piece of the
UV-complete description. The remarkable thing about this boundary condition is that it
has enough magic to reproduce the microstate level spacing expected in black holes — it
reproduces both the temperature and the entropy from a conventional statistical mechanics
perspective. What this shows, is that the distance from the horizon to the stretched horizon
contains non-perturbative information in GN .6

6We will use the Planck length and the string length interchangeably in this paper because we are working
with a single scalar field. But if there are many fields, it may be natural to have a hierarchy [25]. Ultimately,
we will see that the relation between stretched horizon location and Jcut is the crucial information, so some of
these choices have some flexibility.
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In this paper, we have taken some old ideas, and tried to develop them systematically
from a new perspective. The paper deals with various technicalities, but we have tried to
outline the big picture in various places in the text. We will discuss another closely related
reason to take the stretched horizon seriously, in a companion paper [26] — we will show
that the effective correlators of the stretched horizon are that of a smooth horizon.

2 Schwarzschild normal modes

We will start with 3+1 Schwarzschild, as per practice [12, 25]. But the lack of solvability
of the wave equation means that in many ways this is not the simplest case study. We find
BTZ to be the most tractable example, which we will study later. Writing the metric as

ds2 = −f(r)dt2 + dr2

f(r) + r2dΩ2
2 (2.1)

and separating variables in a massless scalar field as Φ(t, r, θ, ϕ) = e−iωtRωl(r)Ylm(θ, ϕ), we
get the radial wave equation in the form(s)

f(r)
r2 ∂r(r2f(r)∂rRω,l(r)) +

(
ω2 − l(l + 1)

r2 f(r)
)
= 0 (2.2)

f2(r)R′′
ωl(r) +

[
2f2(r)

r
+ f(r)f ′(r)

]
R

′
ωl(r) +

(
ω2 − l(l + 1)

r2 f(r)
)

Rωl(r) = 0 (2.3)

with the spherical harmonics satisfy their usual equation ∂2
Ω2

Ylm(θ, ϕ) = −l(l + 1)Ylm(θ, ϕ).
We can change to tortoise coordinates r∗ defined by dr∗ = ± dr

f(r) ,

ds2 = −f(r)(dt2 + dr2
∗) + r2dΩ2

2 (2.4)

The scalar field modes in the form

Φt(t, r∗, θ, ϕ) = e−iωt Rlm(r∗)
r

Ylm(θ, ϕ) (2.5)

lead to a Schrödinger equation

− d2

dr2
∗

Rlm(r∗) + (Vl(r∗)− ω2)Rlm(r∗) = 0 (2.6)

where, the effective potential Vl(r∗) is given by,

Vl(r∗) = f(r)
(

f ′(r)
r

+ l(l + 1)
r2

)
. (2.7)

2.1 The effective potential

For Schwarzschild, f(r) = 1 − r+
r , where r+ is the horizon radius related to mass M of

the black hole through r+ = 2Ml2p. Here lp is the natural Planck length equal to
√

GN in
natural units (ℏ = c = 1) in 3+1 dimensions.

The tortoise coordinate, with plus sign choice, is given by, r∗ = r + r+ln
( r−r+

r+

)
. For r

lying between, r+ ≤ r < ∞, r∗ lies between −∞ to ∞, where −∞ is near the horizon and
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+∞ is the asymptotic boundary. Now, in the same spirit as done by ’t Hooft in [12], we
calculate Planck Length lp as the radial invariant distance starting at the horizon radius
r+ to rs ≡ r+ + x, which is the brickwall location (in tortoise coordinates, the brickwall
location is denoted r∗s):

lp =
ˆ r++x

r+

dr
1√

1− r+
r

(2.8)

Since x is small compared to r+, it is approximately

lp ≈ 2√r+x (2.9)

We will not distinguish between the Planck length and string length in this paper, so will use
the notations ls and lp interchangeably. But when there are a large number N of fields in
the effective field theory at the stretched horizon, it is useful to distinguish them [25] and
their relative hierarchy is controlled by N . We will simply work with a single scalar field
throughout the paper. With these definitions, we have

rs − r+ ≈ l2s
4r+

↔ r∗s − r+ ≈ 2r+ log
(

ls
2r+

)
(2.10)

and
ls = lp = 2r+er∗s/(2r+)e−1/2 (2.11)

The full effective potential is then given by

Vl(r∗) =
(
1− r+

r

)(
r+
r3 + l(l + 1)

r2

)
(2.12)

In the near horizon limit, f(r) ≈ l2s
4r2

+
, f ′(r) ≈ 1

r+
, r∗ ≈ r+ + r+ log

( r−r+
r+

)
and also (2.10).

So the near-horizon potential is

V nh
l (r∗) = (r − r+)

(
l(l + 1) + 1

r3
+

)
= l(l + 1) + 1

r2
+

e
r∗−r+

r+ (2.13)

and its value at the stretched horizon is

V nh
l (r∗s) =

l2s
4r4

+
(l(l + 1) + 1). (2.14)

The solutions of the Schwarzschild radial equation are in terms of Heun functions which are
not well studied functions compared to (say) hypergeometric or Bessel functions. This makes
Schwarzschild and Kerr cases, somewhat more complicated than (say) BTZ. If we are to study
Schwarzschild directly, we may have to do even the first step (solving the radial equation)
numerically, which is something we would like to avoid. But we can make significant progress
even in Schwarzschild, by making a near-horizon Rindler approximation.

In the Rindler limit, the Schwarzschild radial equation can be written as

R
′′
lm(r∗) +

(
ω2 −

(
l(l + 1) + 1

r2
+

)
e−1er∗/r+

)
Rlm(r∗) = 0 (2.15)
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l=0

l=1

l=2

Vl
NH(r*) = (r-r+)(

l (l+1)+1

r+
3 )

-5 0 5

0.0

0.2

0.4

0.6

0.8

1.0

r*

Vl(r*)

Figure 1. The massless scalar effective potential Vl of Schwarzschild for l = 0, 1, 2 as a function of
tortoise coordinate r∗. The black lines represent (2.13). Near horizon modes are the ones from large
and negative r∗ till the peak of potential and this is the region contributing to entropy of black hole.
The plot is made with r+ = 1.

We will study the normal modes of the (Rindler wedge)×S1 in the next section as a continu-
ation of some of our previous work [15, 16]. The wave equation of that geometry is presented
in (3.2), and it maps to the wave equation above, once we make the identifications

a ≡ 1
2r+

, R ≡ r+ , r∗ ≡ ξ ,
l(1 + 1/l + 1/l2)1/2

r+
e−1/2 = J

R
(2.16)

So we will develop the discussion of the normal modes in great detail in the Rindler setting,
in the next section. This will go beyond the numerical discussion of the low-lying modes
in [15, 16]. Note that because we are concerned only with the radial equation for the most
part, the dimensionality of the compact dimensions that we attach to Rindler will not be
important. The only difference will be that J can get replaced by the Casimir of the compact
directions in higher dimensions, but for us this will only be a difference in nomenclature. Of
course, if we want to compute the entropy and temperature of the black hole via normal
modes and want to fix the numerical coefficients exactly, we will have to be more careful.
But in this paper, we will only do that for the (rotating) BTZ case for which the normal
modes are more directly tractable.

Before turning to Rindler, we first develop some intuition by discussing some features
of the effective potential.

• In the full Schwarzschild case, the effective potential has a peak for all values of l

(including l = 0) and the peak gets steeper and steeper as l increases. For any l, the
low-lying ω’s are bound (this range depends on l), but for sufficiently high ω the mode
is above the barrier. This is not the case in Rindler, where the peak grows unboundedly
for all values of l (including l = 0). All the near-horizon modes are trapped.
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(a) Schwarschild potential. (b) Rindler potential.

Figure 2. 3D Plots of Schwarschild and Rindler potentials plotted against l and r. Constant ω planes
are shown in pink.

ωF.S.=1

ωR.S.=2

ωR.S.=1

ωR.S.=2

0 2 4 6 8 10

0

5

10

15

20

r

l

Figure 3. Shaded region represents ω2 − Vl(r∗) ≥ 0. Schwarschild case has a classical turnover point
which causes some l’s to get unbound for a given ω. Rindler case has monotonously dying down
regions that prevent any mode from leaking out of the potential barrier. ωF.S. stands for the full
asymptotically flat black hole geometry and ωR.S. for Rindler geometry. The choice is r+ = 1 for
these figures.

• Figure 3 is a 2D visualisation of the 3D plots. The flat space potential has a turnover
for a given ω. This is due to the existence of a peak in the potential, and we call it
a classical turnover point. So, for a given ω, all the l modes lying below this turning
point are free modes. Rindler does not have free modes. Also, as ω increases, we get
more shaded region, because more states can be unbound.

• The classical turning point tells us what is the minimum value of l required for a given
ω to be regarded as a bound state. The wavelength of Hawking radiation is of the order
of the size of a black hole. Then for ω ∼ 1

r+
, we see from figure 3, that at most the

lowest-lying l-modes are unbound (say, l = 0 and l = 1).
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• So for a given ω, a rough idea about the near horizon bound states can be obtained
from those l’s between the turnover point to the maximum allowed value (lmax), given
by the equation ω2 − Vl(r∗) = 0 at a given radius r. Since the peak of the potential is
at about r ∼ 3

2r+, the values of r for which we have bound modes is rs ≤ r ≲ 3
2r+.

• Since we are interested in near horizon physics, we can make useful estimates of this
lmax using (2.14) and a typical Hawking mode of energy ω ≈ 1/r+. The result is

lmax(lmax + 1) + 1 ≈
4ω2r4

+
l2s

, =⇒ lmax ≈ 2r+
ls

(2.17)

This is a quantity that will play an important role in our discussions later, and is
essentially the cut-off implicit in ’t Hooft’s calculation.

• Since only the lowest lying modes are affected by the distinction between Rindler
and flat space Schwarzschild, we expect that the determinations of the entropy and
temperature from normal modes should work even if we replace Schwarzschild with
Rindler normal modes (up to perhaps O(1) factors). This will indeed turn out to be
the case.

3 Rindler as Poor Man’s Schwarzschild

It has been argued in [15, 16] that to see signatures of quantum chaos in the normal modes,
we need the angular quantum numbers J associated to compact dimensions. So the Rindler
metric we will work with is the simplest example with a compact extra dimension:

ds2 = e2aξ
(
−dη2 + dξ2

)
+ R2dϕ2 (3.1)

Solving massless scalar field in this geometry with the ansatz Φ(ξ, η, ϕ) = e−iηωeiϕJϕ(ξ),
we get the radial equation

Φ′′
lm(ξ) +

(
ω2 − J2

R2 e2aξ

)
Φlm(ξ) = 0 (3.2)

This equation has two great virtues. Firstly, it allows exact solution in terms of Bessel
functions of imaginary index. This was noted in [15, 16]. Secondly, it is straightforward to
solve for the normal modes directly using these Bessel functions using numerical tools like
Mathematica. We will exploit this feature in this section to determine the exact normal
modes to very large J . Note that neither of these simplifications happens in Schwarzschild.
In BTZ, we can determine the exact solutions in terms of hypergeometric functions, but
the second step is harder than in Rindler — nonetheless we will be able to make progress
in BTZ using perturbative methods in a later section.

Following [15] we first define variables A = ω/a and y = eaξ(J/aR). Near the horizon7

after imposing Dirichlet boundary conditions (Φ(ξo) = 0) we require [15, 16]

I[−iA, yo]− I[iA, yo] = 0 (3.3)
7Near the horizon means ξ → −∞ or y → 0.
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where I’s are certain Bessel functions and yo is the location of the stretched horizon. We will
call this the Exact Equation. The exact normal modes can be found numerically for even very
large values of J by plotting the zeroes of the left hand side. This will be one of our results.

We will also be interested in obtaining analytic expressions for the normal modes in
the low-lying part of the spectrum. This is the part of the spectrum that contributes to
the entropy and the quantum chaos signatures. The low-lying normal modes were obtained
numerically in [15, 16]. But for obtaining our results about black hole thermodynamics, it is
very useful to have analytic expressions. This is part of our goal here. For doing this, we
start with the near-horizon equations obtained in [15, 16] which take the form

cos(α) + cos(θ) = 0
sin(α) + sin(θ) = 0

(3.4)

and α and θ are defined as

α = Arg
[(

J

aR

)−2iA Γ(iA)
Γ(−iA)

]

θ = Arg

(eaξo

2

)2iA
 (3.5)

The two equations in (3.4) are in fact a single equation and we can write it as

cos
(
Arg

[
Γ
(

i
ω

a

)]
− ω

a
log

(
eaξoJ

2aR

))
= 0 (3.6)

which we call the Phase Equation. This equation is essentially as hard/easy to solve as the
Exact Equation8 so one might wonder what we have gained by writing it.

3.1 Analytic low-lying spectrum

The answer is that for low-lying ω, we can solve for ω analytically by finding suitable
approximations to this equation. In (3.6), we can use the fact that for low values of ω’s,
Arg

[
Γ
(
iω

a

)]
can be approximated as a linear expression in ω/a as,

Arg
[
Γ
(

i
ω

a

)]
= −π

2 − 0.575
(

ω

a

)
+ . . . (3.7)

The 0.575 . . . here is a mathematical constant which is undoubtedly well-known to mathe-
maticians. Using cos(x) = 0 when x = (2n − 1)π/2, we get an analytical expression valid
for low ω’s as follows

ω

a
= − nπ

aξ̃o + log
(

J
2aR

) (3.8)

where, n ∈ Z+ and aξ̃o = aξo + 0.575. We will refer to this result as the Approximate Phase
Equation or as the Analytic Low-Lying Spectrum. This expression and variations of it for
other black holes will be one of the main tools for us, in this paper.

8In fact, the solutions of the Phase Equation are in excellent agreement with those of the Exact Equation
as well, in the regimes of J where J ≲ Jmax. We will define Jmax momentarily.
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A crucial fact about this solution is that it diverges when the denominator is zero for a
given cutoff (negative ξo) which happens at large J . We will call this value of J , Jmax. The
solution has completely broken down and diverges at this point, but we find that for values
of J that are about an order of magnitude smaller than Jmax or smaller (ie., J ≲ Jmax/10),
the analytic low-lying spectrum is a fairly good approximation to the exact spectrum.9 We
can easily determine Jmax to be

Jmax = 2aR e−0.575e−aξo . (3.9)

An expression for very low J ’s can also be written from (3.8):

ω

a
= − nπ

aξ̃o

+ nπ

a2ξ̃o
2 log

(
J

2aR

)
(3.10)

This starts deviating from the spectrum (both low-lying and exact) pretty early — but
the reason why it is interesting is that this log form of the spectrum is able to see the
linear slope ∼ 1 ramp [17].

We would like to compare (3.3), (3.6), (3.8) and (3.10) by actually solving for the ω’s
at a given cutoff. We collect our main observations below.

• From figure 4, we see that the analytic low-lying spectrum breaks down at Jmax, while
the solutions of the phase equation have a jump at a value close to Jmax. Since we have
access to the exact spectrum, the phase equation solutions are not of much interest
in the Rindler case. But we will have more to say about perturbation theory and the
jumps in the phase equation when we discuss the BTZ case.10 Here, we will ignore
them. The exact spectrum continues spectacularly without any breakdown.

• From figure 5, we notice that analytic low-lying spectrum is an approximate fit for the
exact spectrum for range of J ≲ 0.1Jmax for low n (with errors in the 10% range at the
higher end of J). Later in this paper, we will try to analytically model the full spectrum
(more precisely, up to Jmax). In the low-lying part we will use the analytic low-lying
spectrum till J = Jinter ∼ 0.15Jmax. Then we will match it with a linear fit from Jinter

to J = Jmax. We will discuss the details of the linear fir, later. The point we will make
here is that the low-lying part is the one which has the interesting physics. The larger
J parts of the spectrum are evenly spaced — such even spacing is what we will find in
empty flat space with a hole instead of a horizon [16] or a simple harmonic oscillator.
But as long as we are interested in only the spectrum below Jmax,11 we find that the
physics is controlled by modes below ∼ Jinter. The slope of the ramp is unaffected by
the higher modes (ie., modes in the range Jinter < J < Jmax), and we are also able to
capture the temperature and entropy. We will describe this in detail as we proceed.

9More concretely, it captures the entropy, temperature and the ramp, as well as the exact spectrum does.
10In the BTZ case, the exact equation involves hypergeometric equations and we have not been able to solve

them directly for large values of J .
11We know from ’t Hooft’s calculation that the cut-off has to be lower than (or equal to) Jmax. What we

find in this paper is that the cut-off is in fact a bit lower, better captured by Jinter than Jmax.
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(a)

(b)

Figure 4. Rindler Modes for ξo = −10 with a = 1 and R = 1/2: blue stands for exact equation (3.3),
yellow stands for phase equation (3.6), red stands for the analytic low-lying spectrum (3.8) and the
pink line denotes the breakdown point of the analytic low-lying spectrum, which is Jmax = 12400
obtained from (3.9). The phase equation breaks down at J = 12, 394 which is close to this.

.
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(b)

Figure 5. Comparison between exact spectrum (blue), analytic low-lying spectrum (red) and the
spectrum at low J ’s (green) as in (3.10) at ξo = −10 with a = 1 and R = 1/2.

.

Figure 6. Plot of exact spectrum ω(n, J) for Rindler geometry ξo = −10 with a = 1 and R = 1/2 for
n = 1, 2 and 3.

• From the exact spectra in figure 6, we see that the level spacing between ω’s in the n

direction at a fixed J is much larger than the level spacing between J ’s at a given n.
One can view this as an effective quasi-degeneracy in the J-direction. The plots appear
continuous in the J-direction because of this, but they are actually plots of discrete
points. This hierarchy in level spacings is important for the physics.
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3.2 Linear fit of the spectrum near J = Jmax

We would like to have some intuition for the spectrum near J ∼ Jmax. As we will see in
discussions of ’t Hooft’s calculations and our generalizations, the region of the spectrum up
to Jmax is what plays a role in the thermodynamics and chaos-aspects of black holes. In
fact, we will eventually conclude that an even more convenient statement is true — only the
modes up to about an order of magnitude lower than Jmax are really significant for these
questions. This is what we call Jinter (or Jcut in later sections, which is defined slightly
differently, but again captures the same idea).

We will first solve the exact equation using a linear approximation near Jmax. Between the
analytic low-lying spectrum of the previous subsection and this linear high-lying approximation,
we will have some intuition for the full spectrum up to Jmax. We will refer to the two together,
as the analytic fitted spectrum. We will compute the spectral form factor (SFF) for the
analytic fitted spectrum and the exact spectrum (both for modes up to Jmax) for various
values of Jmax (or equivalently, the stretched horizon location) and see that the slopes of their
ramps match with each other. As we slowly increase Jmax (or equivalently bring the stretched
horizon closer to the horizon) the slope gets closer and closer to ∼ 1. Together, we will take
these observations as a strong hint that the analytic fitted spectrum is a good substitute
for the exact spectrum, for some of the questions regarding chaos and thermodynamics
of black hole horizons.

Using the Bessel function formula K[ν, x] = π
2

I[−ν,x]−I[ν,x]
sin(πν) with ν = iω

a , we can re-write
the exact equation in terms of modified Bessel functions of 2nd kind:

K

[
i
ω

a
,
eaξoJ

aR

]
= 0 (3.11)

This is the form of the exact equation that we will often use. We can expand the l.h.s.
around ω = ωo and J = Jmax, where ωo is the energy value at J = Jmax and is the first
root of the equation K

[
iω

a , eaξo Jmax
aR

]
= K

[
iω

a , 2e−0.575] = 0, where we have used (3.9). Note
the striking fact that this fixes ωo

a completely as a number. Its numerical value turns out
to be about ωo

a ≈ 3.16 . . .

We can find a linear approximate solution around Jmax by doing a double Taylor expansion

K

[
i
ω

a
,
eaξoJ

aR

]
= K

[
i
ωo

a
,
eaξoJmax

aR

]
+ ∂ωK

[
i
ω

a
,
eaξoJ

aR

]
ωo,Jmax

δω

+ ∂JK

[
i
ω

a
,
eaξoJ

aR

]
ωo,Jmax

δJ + O(δω2, δJ2, δωδJ) = 0
(3.12)

Ignoring O(δω2, δJ2, δωδJ) and higher order terms, we get a linear relation between ω and J .
We will interested in solving it for n = 1. We can re-write the above equation as:

ω = ωo −
K
[
iωo

a , eaξo Jmax
aR

]
+ ∂JK

[
iω

a , eaξo J
aR

]
ωo,Jmax

(J − Jmax)

∂ωK
[
iω

a , eaξo J
aR

]
ωo,Jmax

,

ω = ωo + c + m
eaξo

2R
J

(3.13)
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where the second equation is just a re-writing of the first, it simply defines m (slope) and c

(intercept). Note also that the first term in the numerator on the r.h.s. of the first equation
is zero. Using the identity

∂JK

[
i
ω

a
,
eaξoJ

aR

]
= −eaξoJ

2aR

(
K

[
−1 + i

ω

a
,
eaξoJ

aR

]
+ K

[
1 + i

ω

a
,
eaξoJ

aR

])
, (3.14)

we can eventually write

c = i
aK

[
iωo

a , eaξo Jmax
aR

]
+ eaξo Jmax

2R

(
K
[
−1 + iωo

a , eaξo Jmax
aR

]
+ K

[
1 + iωo

a , eaξo Jmax
aR

])
K(1,0)

[
iωo

a , eaξo Jmax
aR

]

m = −i
K
[
−1 + iωo

a , eaξo Jmax
aR

]
+ K

[
1 + iωo

a , eaξo Jmax
aR

]
K(1,0)

[
iωo

a , eaξo Jmax
aR

]
(3.15)

with K(1,0)[x, y] meaning partial derivative of BesselK function with respect to x. This
fixes the linear fit completely.

We keep a = 1, R = 1/2 in all our numerics. A key observation is that c and m are
independent of the cutoff (aka stretched horizon location). With these understandings, we
can write a fully concrete expression for ω from the knowledge of Bessel functions:

ω(1, J) = 1.4162 + 3.0973eξoJ (3.16)

This equation we will call the linear approximation equation or the linear high-lying approxi-
mation. The plot below in figure 7 illustrates the kind of trade-off we are making when we
replace the exact spectrum with the analytically fitted spectrum. A useful observation is that
the shape (or “curve”) of the spectrum as a function of J/Jmax is independent of the stretched
horizon cut-off (or equivalently Jmax). The intersection between the analytic low-lying spec-
trum and the linear high-lying approximation is at a point we call Jinter: in the J < Jinter

region, we expect that we can get some sense of the spectrum using the analytic low-lying
formula12 and in the J ≥ Jinter region, it is approximated by the linear approximation.
Let us make some comments about this plot:

• The structure of the plots doesn’t change along ω-axis but we get access to more and
more J ’s along the horizontal axis as we increase (magnitude of) cutoff. This means
that the consecutive neighbouring ω points along J-direction get closer and denser as
we increase cutoff. This is what suggests that we plot ω vs J/Jmax for different cutoffs.
The points get denser as we increase Jmax (or cut-off) but it should be kept in mind
that the continuous looking pink curve in the figure actually stands for various cut-offs
with discrete points, and the points do not overlap.

12One of the lessons of this paper is that the modes that are low-lying compared to Jmax by perhaps a few
orders of magnitude, are enough to capture the chaos/thermodynamics aspects of black holes. This is the
regime in which the analytic low-lying spectrum works best. Jinter can be viewed as a sort-of worst case upper
bound of this regime — our discussions do not need us to go even as high as Jinter.

– 15 –



J
H
E
P
0
3
(
2
0
2
4
)
1
6
2

Figure 7. Plots of exact n = 1 spectra for the cutoffs ξo = −8,−10,−12,−14 and− 16 together with
the two constituents of the analytically fitted spectrum (the analytic low-lying spectrum, red, and the
linear high-lying approximation, black). The exact spectra all hug the same pink curve, because the
horizontal axis is scaled as J/Jmax.

• One can understand Jinter from figure 7. We can explicitly calculate the intersection
point from the equations for the red and black curves in the figure, and we find that
Jinter/Jmax = 0.155292. Note that this is not cut-off dependent, the cut-off dependence
is implicit in the Jmax. This is clear from the structure of (3.8) (note that we have made
choices for a and R) and (3.16). Hence, the intersection point remains the same ω value
and cannot be smoothed by going closer to the horizon. But we will see that the slope
of the ramp does change with cut-off — this is because the density and level-spacing
of points on the pink curve changes with the cut-off. We find that the low-lying part
always controls things like the SFF and the slope of the ramp — and as we increase the
cut-off the slope of the ramp tends closer to 1.

It is clear from the above discussion that the spectrum depends only upon j = J/Jmax
where Jmax encodes the information about the cutoff. So we can write the analytically fitted
spectrum as a function of j for n = 1:

ω(1, j) = − π

log (j) , 0 < j < jinter ≡ 0.155292

ω(1, j) = 1.4162 + 1.7428 (j) , jinter ≤ j ≤ 1
(3.17)

This has further implications, which we now discuss.

• The difference between two consecutive omegas (∆J = 1) in the low-lying vs. the linear
part of the spectrum can be computed from (3.17):

∆ω = π

J log
(

J
Jmax

) , 1 ≤ J < 0.155292Jmax

∆ω = 1.7428
Jmax

, 0.155292Jmax ≤ J ≤ Jmax

(3.18)

These expressions show that the level-spacing is roughly evenly spaced around Jmax — a
fact that can be numerically checked from the exact spectrum. But at the low-lying part
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of the spectrum, the level-spacing has a more involved structure. This is presumably
what is responsible for the slope ∼ 1 linearity of the ramp as we increase the cut-off.
Note that an evenly spaced (noisy) spectrum leads to a ramp with slope ∼ 2, a fact
noted in [16, 17].

• Even though it is hard to establish this conclusively, we suspect that the smaller
level-spacing of the high-lying part of the spectrum is an indication that its influence
arises only in the later part of the ramp. This is also plausible from our SFF plots in
the next section, where find that the ramp has a slight upward tilt towards the top.
Increase of the slope from ∼ 1 to values of slope > 1 is a feature noticed in [17] as the
spectrum changes from log n to positive power law nα>0 (including α = 1). So it stands
to reason that this upward tilt is result of the part of the spectrum with constant (and
small) level-spacing. This argument is not a proof, because it only pays attention to
nearest-neighbor level-spacing.

• We have decided to demarcate the spectrum between its lower and upper parts via
the Jinter that we defined above. This is a natural choice, but if our goal is simply to
identify a location where the analytic low-lying spectrum is beginning to break down,
we could also consider the J at which the latter has a point of inflection. We find in
our calculations that these two choices are close to each other (we will illustrate this
with an example in the next section). For high enough cut-off, we do not seem to see
any substantial difference between the two choices (say in the linearity of the ramp).

4 Using the ramp to locate structure in the spectrum

It has been shown in [16] that the normal modes of a free scalar on a black hole background
with a stretched horizon gives rise to a dip-ramp-plateau (DRP) structure in the one-particle
spectral form factor (SFF), which is defined as,

g(β, t) = |Z(β, t)|2
|Z(β, 0)|2 (4.1)

where,

Z(β, t) =
∑
ω

e−(β−it)ω =
J=Jcut∑

J=1

ncut∑
n=1

e−(β−it)ω(n,J) (4.2)

It was noticed in [16] that there is a quasi-degeneracy in the J-direction (ie., dependence along
J direction is much weaker compared to that along the n-direction). It is the summation
over J modes that is correlated with the presence of the ramp. The DRP structure is
largely unaffected by the choice of β. So we will set β = 0 and ncut = 1 from the starting
and use the expression

g(0, t) =

∣∣∣∑Jcut
J=1 eitω(1,J)

∣∣∣2
|Jcut|2

(4.3)

We expect that the modes that are responsible for the black hole entropy are also loosely
responsible for the linear ramp (i.e., slope = 1). Later, we will see that the modes that

– 17 –



J
H
E
P
0
3
(
2
0
2
4
)
1
6
2

are well-approximated by the analytic low-lying spectrum are the ones responsible for the
thermodynamics of black holes. Here we will build evidence that the modes that contribute
to the linearity of the ramp are also the same.13

We will first present evidence that the analytic fitted spectrum and the exact spectrum
lead to the same slope of the ramp for a given cut-off. The utility of this observation is
that this can be tested at relatively low cut-offs. Evaluation of the exact normal modes for
very large J at very large values of the stretched horizon cut-off is quite challenging. But
once we build confidence that the analytic fitted spectrum is a good proxy for the exact
spectrum, it is relatively easy to determine the latter at large cut-off and J . So we can
compute the SFF using the analytic fitted spectrum, and find evidence that indeed the slope
of the ramp tends to ∼ 1 as the cut-off becomes large.14 These experiments will allow us to
distill the essence of these calculations into a toy model spectrum that captures the essential
features of this spectrum, which will be discussed in the next subsection. All plots in this
section are again done with a = 1, R = 1/2.

• Figure 8 to figure 12 shows the SFFs for the exact spectrum and the analytically fitted
spectrum for ξo = −8, −10, −12, −14 and − 16 respectively. As seen from the graphs,
the slopes remain exactly the same for both the spectra. Hence our analytically fitted
spectrum is a good model of the exact spectrum, as far as slope of the ramp is concerned.
The lowest we could go in slope without running into numerical difficulties is 1.33 for
ξo = −16. But S. Garg has been able to make significantly more progress in closely
related examples by going to much higher values (Jcut ∼ 1010−11) and get slopes as low
as ∼ 1.07.

• Figure 13 is the plot of SFF with just the lower part of the exact spectrum (ie., below
Jinter). We see that the slopes of the ramps remain the same as those for SFFs with
the full spectrum up to Jmax. This is another illustration that the ramps are controlled
by the lower part of the spectrum.

• Another feature about these plots is that if one compares the blue (figure 8 to figure 12)
and magenta (figure 13) plots, we find that the dip time and the plateau time are
about the same (for each of the cutoffs). Note that these are the exact spectrum plots
with cut-offs up to Jmax vs those with cut-offs up to Jinter. The claims about dip and
plateau times are harder to test precisely, so this observation is to be taken with a
grain of salt — nonetheless, it is worth pointing out that it is again consistent with the
previous bullet point.

13In the papers [15, 16] our goal was to use normal modes to identify features associated to chaos and
random matrices in black holes. In this paper, our goal is morally the inverse. We wish to identify the part of
the spectrum that is responsible for the signatures of quantum chaos in black holes.

14Even here, we needed the help of friends to check numerically that the slope indeed tends to ∼ 1 at large
Jmax. We thank Sumit Garg for testing some of our hypotheses in this section, numerically. We will only
present the cases we have tested here, but we emphasize that the evidence for our claims is stronger than the
plots we present.
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Figure 8. Plot of exact (blue) and analytically fitted spectrum (orange) SFF for Rindler Geometry
ξo = −8 with a = 1 and R = 1/2 for n = 1. Slope = 1.9 in both cases.
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Figure 9. Plot of exact (blue) and analytically fitted spectrum (orange) SFF for Rindler Geometry
ξo = −10 with a = 1 and R = 1/2 for n = 1. Slope = 1.65 in both cases.
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Figure 10. Plot of exact (blue) and analytically fitted spectrum (orange) SFF for Rindler Geometry
ξo = −12 with a = 1 and R = 1/2 for n = 1. Slope = 1.5 in both cases.
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(a) (b)

Figure 11. Plot of exact (blue) and analytically fitted spectrum (orange) SFF for Rindler Geometry
ξo = −14 with a = 1 and R = 1/2 for n = 1. Slope = 1.45 in both cases.

(a) (b)

Figure 12. Plot of exact (blue) and analytically fitted spectrum (orange) SFF for Rindler Geometry
ξo = −16 with a = 1 and R = 1/2 for n = 1. Slope = 1.33 in both cases.

4.1 A model spectrum

The above motivations have inspired us to look for a simplified spectrum:15

ωtoy(n, J) = n

a − log(J) = − n

log (j) (4.4)

where j = J/Jmax and Jmax ≡ ea. This spectrum retains all the crucial features of the SFF,
but keeps the parameters to the absolute minimum. Note for example, that a non-trivial
extra parameter in the numerator or in the coefficient of the log J term can be absorbed into
the unit of time when defining the SFF. So despite its simplicity, this spectrum is general
enough when discussing the analytic low-lying spectrum.

The spectrum has the shape we have seen already, see figure 14. The question now is
what is the analog of Jinter which is a natural place to cut off the spectrum. We could work
with Jinter by considering an approximate high-lying spectrum, but instead we will explore
the possibility of cutting it off at the inflection point of the above curve. This is also a
natural candidate for where we can claim that the analytic low-lying spectrum is breaking

15The a here is not the same as in the Rindler discussion. Its use is limited to this subsection and should
not cause any confusion.
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Figure 13. Plot of exact spectrum (magenta) for cutoffs ξo = −8,−10,−12,−14,−16 in increasing
orders of Jmax for Rindler with a = 1 and R = 1/2 for n = 1 and J going from 1 to Jinter =
0.155292Jmax. Slopes are exactly the same as with full spectrum till J = Jmax for each of the given
Jmax’s.

down — it is the place at which the nearest neighbor level-spacing of this approximation
starts increasing. By setting the second derivative of (4.4) to zero, we find Jcrit = e−2Jmax
or jcrit = e−2 = 0.135335, which is close to jinter we found in (3.17).

Figure 15 below shows that the ramp structure of the SFF in the toy model follows
the same phenomenology that we noted earlier. We see that the slope keeps decreasing as
Jmax becomes higher and higher as earlier.16 We show a comparison plot here till a = 16

16Again, we remind the reader that results of S. Garg show that the slope gets much closer to ∼ 1 as the
cut-off is ramped up.

– 21 –



J
H
E
P
0
3
(
2
0
2
4
)
1
6
2

0.0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

4

5

6

J/Jmax

ω

Figure 14. Toy model spectrum for arbitrary cut-off, plotted against j = J/Jmax.

Figure 15. Plot of toy model spectrum for a = −8,−10,−12,−14 and − 16, depicting gradual
decrease of slope as we increase a, which controls the cutoff in the physical spectrum.

which has slope of 1.39. Beyond this a (or Jmax), the task is best done on systems that
are more sophisticated than laptops.
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5 BTZ normal modes

Now we turn to the BTZ black hole [15]. This is a harder case than Rindler, in the sense
that we will not be able to solve the exact normal mode equation, directly (even numerically).
But it is a good trade off between solvability and physics: unlike Rindler, we are dealing
with an honest-to-God black hole and not just a near horizon geometry. Furthermore, unlike
in higher dimensions, the wave equation is known in terms of hypergeometric functions and
we will be able to make progress through suitable approximations.

Even though we are not able to directly solve the BTZ exact equation, we will be able
to solve it in an expansion around the horizon. The leading term in such an expansion is
what we called the phase equation. The phase equation has the property that its solutions
are quite a good approximation for the solutions of the exact equation, all the way to values
of J that are close to Jmax.17 Except for the difficulty with the exact equation, BTZ shares
these features with Rindler.

As we discussed, the phase equation is simply the leading term of the exact equation
when expanded around the horizon, so the breakdown of its solutions is simply an indication
that we need to incorporate the next order terms in the expansion of the exact equation.
So in this section, we will incorporate the first corrections to the BTZ phase equation. We
will see that once this is done, the qualitative behavior of the normal modes in BTZ become
identical to those in Rindler all the way to Jmax and beyond.18 The main technical challenge
we will overcome in this section is the solution of this corrected phase equation.

We will work with non-rotating BTZ whose metric takes the form

ds2 = −r2 − r2
h

L2 dt2 + L2

r2 − r2
h

dr2 + r2dϕ2 (5.1)

with −∞ < t < ∞, 0 < r < ∞ and 0 ≤ ϕ < 2π. We follow [16] and focus on the massless
scalar case (m = 0 or ν = 1). After demanding normalizability at the boundary:

ϕω,J(r) = C1 r
1
2−

iJL
rh (r2 − r2

h)
− iωL2

2rh

(
−e

−πJL
rh

(
r

rh

) 2iJL
rh γ(J, 1)

γ(−J, 1)H(r) + G(r)
)

(5.2)

J stands for angular quantum number, ω for energy, we suppress ω and J indices on C1,
and G(r), H(r), γ(J, 1) are given as

G(r) = 2F1

(
1
2

(
− iωL2

rh
− iJL

rh

)
,
1
2

(
2− iωL2

rh
− iJL

rh

)
, 1− iJL

rh
,

r2

r2
h

)

H(r) = 2F1

(
1
2

(
− iωL2

rh
+ iJL

rh

)
,
1
2

(
2− iωL2

rh
+ iJL

rh

)
, 1 + iJL

rh
,

r2

r2
h

)

γ(J, 1) =
Γ
(
1− iJL

rh

)
Γ
(

1
2

(
2− iωL2

rh
− iJL

rh

))
Γ
(

1
2

(
2 + iωL2

rh
− iJL

rh

))
(5.3)

17Recall that Jmax is defined as the value of J where the analytic low-lying spectrum (which is the low-lying
approximate solution of the phase equation), undergoes complete breakdown.

18We expect that we can keep going to higher values of J by taking further corrections into account. But as
we alluded to earlier, the physics we are interested in is controlled by fairly low J ’s (certainly not beyond
Jmax) so we will not need to.
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Tortoise coordinate z is given by

z = L2

2rh
log

(
r + rh

r − rh

)
, r = rh coth

(
rhz

L2

)
(5.4)

where, for r lying between rh ≤ r < ∞, z lies between 0 and ∞ and z = 0 means AdS
boundary and z = ∞ is the horizon. Using the Kummer relation

2F1(a,b,c,z)= Γ(b−a)Γ(c)
Γ(c−a)Γ(b)(−z)−a

2F1

(
a,a−c+1,a−b+1,

1
z

)
+Γ(a−b)Γ(c)
Γ(c−b)Γ(a)(−z)−b

2F1

(
b−c+1, b,−a+b+1,

1
z

)
;z /∈ (0,1)

(5.5)

we can re-write the normalizable solution as

ϕω,J(r) = C̃

(
r2

r2
h

− 1
)−iωL2

2rh
(

r

rh

)− 3
2 + iωL2

rh

2F1

(
1 + iL(J − ωL)

2rh
, 1− iL(J + ωL)

2rh
, 2,

r2
h

r2

)
(5.6)

where, C̃ is some r-independent constant. Imposing Dirichlet boundary condition at the
stretched horizon ϕhor(zo) = 0 reads in tortoise coordinates as

eiω log(cosh(zo)) tanh
3
2 (zo) 2F1

(
1+ iL

2rh
(J−ωL),1− iL

2rh
(J+ωL),2,tanh2(zo)

)
=0 (5.7)

We call this the BTZ Exact Equation. Series expansion around r = rh in (5.7), and imposing
Dirichlet boundary condition gives

cos(α − β) + cos(θ) = 0
sin(α − β) + sin(θ) = 0

(5.8)

and α, β and θ are defined as,

α = π − ωL2

2rh
log(2)−Arg

[
Γ
(

iJL

rh

)]
+Arg

[
Γ
(
1 + iωL2

rh

)]
+Arg

[
Γ
(

iL

2rh
(J − ωL)

)]

+Arg
[
Γ
(
1 + iL

2rh
(J − ωL)

)]
β = ωL2

2rh
log(2)−Arg

[
Γ
(

iJL

rh

)]
−Arg

[
Γ
(
1 + iωL2

rh

)]
+Arg

[
Γ
(

iL

2rh
(J + ωL)

)]
+Arg

[
Γ
(
1 + iL

2rh
(J + ωL)

)]

θ = Arg

( ro

rh
− 1

) iωL2
rh

 (5.9)

The two equations in (5.8) can be combined into the BTZ phase equation form

cos
(
Arg

[
Γ
(

iωL2

rh

)]
+Arg

[
Γ
(
− iL

2rh
(J + ωL)

)]

+Arg
[
Γ
(

iL

2rh
(J − ωL)

)]
− ωL2

2rh
log(2)− ωL2

2rh
log

(
ro

rh
− 1

))
= 0. (5.10)
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Near the horizon, zo ≈ L2

2rh
log

(
2

ro
rh

−1

)
. In terms of the these coordinates, the BTZ phase

equation can also be written as

cos
(
Arg

[
Γ
(

iωL2

rh

)]
+Arg

[
Γ
(
− iL

2rh
(J + ωL)

)]

+Arg
[
Γ
(

iL

2rh
(J − ωL)

)]
− ωL2

rh
log(2) + ωzo

)
= 0. (5.11)

5.1 BTZ analytic low-lying spectrum

As in Rindler, we can use the fact that for low values of ω, Gamma functions can be
approximated:19

Arg
[
Γ
(

iωL2

rh

)]
=−0.575ωL2

rh
−π

2 (5.12)

Arg
[
Γ
(

iL

2rh
(J−ωL)

)]
+Arg

[
Γ
(
− iL

2rh
(J+ωL)

)]
=0.636−0.989log

(
JL

rh

)
(5.13)

Then, using the fact that cos(x) = 0 when x = (2n − 1)π/2, we get an analytical expression
valid for low ω:

ωL2

rh
= nπ

rh
L2 z̃o − 0.989 log

(
JL
rh

) (5.14)

where, n ∈ Z+ and rh
L2 z̃o = rh

L2 zo − 0.632. This is what we will call the BTZ Approximate
Phase Equation or the analytical low-lying spectrum for BTZ. Like in Rindler, this solution
also diverges at a value of J that we call JBT Z

max . It is given by

JBT Z
max = rh

L
e−0.639e

rhzo

L2 = 1.055rhL0.01

l1.01
p

(5.15)

where in the last step we have used the geodesic distance to the stretched horizon as the
Planck length:

lp = L

ˆ rh+x

rh

dr
1√

r2 − r2
h

= 2L e−
rhzo

L2 . (5.16)

An expression valid for very low J ’s can also be written from (5.14) as

ω = nπ

zo
+ nπL2

rhz2
o

0.989 log
(

JL

rh

)
(5.17)

This exhibits a quasi-degeneracy of the spectrum because of the logarithmic dependence on J .
19The numerical factors in this case or in Rindler case are mathematical constants that we expect are

known to the mathematicians. But we have not been able to find their values quoted anywhere, so we have
determined them numerically. These numerical fits match with the exact results to 7th or 8th decimal places
(we have checked this for n = 1, 2, 3). We quote these values only to three decimals here, but they are trivial
to determine more precisely.
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Solving the BTZ exact equation is difficult since the function value grows very fast as
we increase J . Already at J = 1000, it is around 10300 which is challenging for software like
Mathematica. Fortunately, we can expand the exact equation in a suitable coordinate that
vanishes at the horizon (like 1/r at the boundary of flat space) and set that coordinate to
the stretched horizon value, and solve the equation order by order in the expansion. The
BTZ phase equation that we looked at is the leading order result upon doing the above
exercise, and going to the next order gives us its perturbative corrections.20 The result of
this exercise will be that the structure of the normal modes in the BTZ case is parallel to
that in Rindler. By working out the Kerr case in an appendix, we will later show that the
structure has indeed some universal features.

5.2 Perturbative analysis of the BTZ exact equation

We will use the following Kummer relation, the standard expansion of 2F1(a, b, c, z) about
|z| = 0 and two identities of Gamma functions in this subsection.

2F1(a,b,c,z)= Γ(c)Γ(c−a−b)
Γ(c−a)Γ(c−b)2F1(a,b,a+b−c+1,1−z)

+Γ(c)Γ(a+b−c)
Γ(a)Γ(b) (1−z)c−a−b

2F1(c−a,c−b,1+c−a−b,1−z)

2F1(a,b,c,z)= 1+ ab

c
z+ a(a+1)b(b+1)

c(c+1)
z2

2! +O(z3), |z|=0

Γ(ik)Γ(1−ik)=− iπ

sinh(πk) , ∀k ∈R

Γ(ik)Γ(−ik)= π

k sinh(πk) (5.18)

Making a definition of ϵ via
(
1− rh

r

)
≈ − tanh rhzo/L2 + 1 = coth rhzo/L2 − 1 ≡ ϵ and

using the above identities, we find an equation that is strikingly similar in form to the
zeroth order equation:

P̃1(coth(zorh/L2)− 1)−
iωL2
2rh + Q̃1(coth(zorh/L2)− 1)

iωL2
2rh = 0 (5.19)

where,

D = 2

(
1 + iL

2rh
(J − ωL)

) (
1− iL

2rh
(J + ωL)

)
1− iωL2

2rh

P̃1 = P1(1 + Dϵ)
Q̃1 = Q1(1 + D∗ϵ) (5.20)

and P1 and Q1 are the same as defined in [16] with ν = 1 for the massless case we are dealing

20A hypergeometric function 2F1(a, b, c, w) is usually chosen to have a branch cut starting at w = 1. Since
in our BTZ exact equation this variable is controlled by hyperbolic tangent of tortoise coordinate zo, it
becomes indistinguishable from 1 even for zo ∼ 10. So, choosing higher cutoff can be problematic for numerical
computations since the function will lie along the branch cut. This problem can be partially tackled by giving
a small imaginary part to the tortoise coordinate. But this will still not solve the unbounded growth of the
function after J = 1000, so we will resort to a perturbative analysis. Thankfully, the phase equation (and its
perturbatively corrected version) yield very good approximations to the exact equation.
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(a)

(b)

Figure 16. BTZ Modes for zo = +7 with rh = 1 and L = 1: yellow stands for BTZ perturbed phase
equation (5.22), blue stands for BTZ phase equation (5.10), red stands for the analytical low-lying
spectrum for BTZ (5.14) and the pink line denotes the breakdown point of the low-lying analytic
spectrum, which is Jmax = 626 obtained from (5.15). The phase equation breaks down at J = 620,
which is close to this.
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Figure 17. Comparison between exact spectrum (blue), Approximate Phase Equation (red) and the
spectrum at low J ’s (green) as in (5.17) at zo = 7 with rh = 1 and L = 1.

.

Figure 18. Plot of exact spectrum ω(n, J) for BTZ Geometry zo = 7 with rh = 1 and L = 1 for
n = 1, 2 and 3.

with. From [16], we know that |P | = |Q|. From the above, we have

|1 + Dϵ| =

∣∣∣∣∣∣∣∣∣
1 + 2ϵ +

(
JL
rh

)2
−
(

ωL2
rh

)2

2 ϵ − (1 + 2ϵ) iωL2

rh

1− iωL2

rh

∣∣∣∣∣∣∣∣∣
|1 + D∗ϵ| =

∣∣∣∣∣∣∣∣∣
1 + 2ϵ +

(
JL
rh

)2
−
(

ωL2
rh

)2

2 ϵ + (1 + 2ϵ) iωL2

rh

1 + iωL2

rh

∣∣∣∣∣∣∣∣∣
|1 + Dϵ| = |1 + D∗ϵ| (5.21)
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One can show that even |P̃1| = |Q̃1|, which means that P̃1 and Q̃1 are pure phases. This
leads us to conclude that the next order corrected equation is also a phase equation which
takes a form similar to (5.11):

cos
(
Arg

[
Γ
(

iωL2

rh

)]
+Arg

[
Γ
(
− iL

2rh
(J + ωL)

)]

+Arg
[
Γ
(

iL

2rh
(J − ωL)

)]
− ωL2

rh
log(2)

+Arg
[
(1 + 2ϵ)

(
1− iωL2

rh

)
+ L2

2rh
(J2 − ω2L2)ϵ

]
−Arg

[
1− iωL2

rh

]
+ ωzo

)
= 0.

(5.22)

This we will call the BTZ perturbed phase equation.
This first order corrected equation is straightforwardly solvable numerically. And the

normal modes that we get are qualitatively identical to the solutions of the exact equation
in the Rindler case at the ranges of J that we care about — in particular, we can find
solutions beyond Jmax. The qualitative structure of the perturbed phase equation, phase
equation, analytic low-lying spectrum etc. are analogous to our previous Rindler discussion.
So we will not repeat the details here.

6 Variations on ’t Hooft’s calculation

In this section we will review ’t Hooft’s calculation [12] of the entropy of the black hole.21

We will also do the integrals in the calculation in a slightly different order, which will turn
out to be instructive. This will also be useful in making sense of the more direct calculation
of the thermodynamics of the black hole using our explicit normal modes.

The goal of ’t Hooft’s calculation was to compute the thermodynamics of the scalar
field modes trapped between the angular momentum barrier and the stretched horizon (ie.,
brickwall, in the language of [12]). The fact that the modes are assumed to be trapped
means that we are ignoring tunneling, and therefore the calculation is (semi-)classical. Note
that normal modes of the system are the true eigenmodes of the scalar and therefore they
are not semi-classical in this sense.

Since we are only interested in these trapped modes, then we can get the entropy via
a Bohr-Sommerfeld type approach which helps us to avoid the explicit computation of the
modes. This was the clever path taken by ’t Hooft. He solved the l-mode Schrodinger
equation (2.6) using a WKB method, and noted that the Bohr-Sommerfeld quantization
condition takes the form

n(ω, l) = 1
π

ˆ rω,l

rϵ

dr
1

f(r)κ(r, l, ω) (6.1)

where, rϵ is the stretched horizon location, and is related to horizon radius via rϵ = r+ + πϵ2

βH

in the notation of [27]. The map between the notation in [27] and us is:

rϵ ≡ rs, ϵ ≡ ls, βH ≡ 4πr+. (6.2)
21We will follow the notations of Solodukhin [27] till the end of the first subsection. The comparison between

our notation in the rest of the paper and [27] is given in (6.2).
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Note that βH is the inverse Hawking temperature and therefore in our notation, stretched
horizon distance is rs = r+ + l2s

4r+
. We will follow Solodukhin’s notation in the first two

subsections. The near horizon metric is of the form, f(r) = 4π
βH

(r − r+) + O(r − r+)2. The
above equation comes from the phase in the WKB solution, where the radial mode is

R(r) = ρ(r)e±i
´

dr
f(r) κ(r,l,ω)

, with κ(r, l, ω) =
√

ω2 −
(

l(l + 1)
r2

)
f(r). (6.3)

Integration is real in the domain where κ2(r) ≥ 0. This allows one to fix the integration
bound on r from the brick wall radius (rϵ) to the radius (for a given l) at which κ(rω,l) = 0.
This fixes rω,l to be22

rω,l =
2πl(l + 1)

βHω2

(
1−

√
1− βHω2r+

πl(l + 1)

)
(6.4)

An important observation is that rω,l becomes closer and closer to the horizon radius (r+)
as we make increments in l.

For computation of the (6.1) integral, the region close to the stretched horizon is the
most important.23 Hence we shall often only be concerned with the lower limit rϵ. Explicitly,
the number of modes with energy ω and angular quantum number l is given by

n(ω, l) = βH

4π2

ˆ rω,l

rϵ

dr
1

r − r+

√
ω2 −

(
l(l + 1)

r2

) 4π

βH
(r − r+) (6.5)

Each l-mode has a degeneracy of 2l + 1, so total number of modes at a fixed energy ω is

n(ω) = βH

4π2

ˆ rω,l

rϵ

dr
1

r − r+

ˆ
dl(2l + 1)

√
ω2 −

(
l(l + 1)

r2

) 4π

βH
(r − r+) (6.6)

Remarkably, it turns out that the l-integral here is explicitly doable, and the result is

n(ω) = β2
Hω3

24π3

ˆ rω,l

rϵ

dr
r2

(r − r+)2 (6.7)

Since our focus is only on lower limit of the integral, the leading order term of the expansion
in ϵ (where ϵ → 0) is

n(ω) = r2
+β3

Hω3

24π4ϵ2 + O(log(ϵ)) (6.8)

With this expression, it is straightforward to obtain the area law for the entropy [27], so (6.8)
will be the target of our attention in the discussion below. The dependence on the physical
quantities and the stretched horizon ϵ are the key things to note here — ’t Hooft’s calculation
is not precise enough to fix the overall numerical coefficient.

22There are obviously two signs for this since it is a solution of a quadratic equation, but we take the one
with negative sign, since for r smaller than this rω,l, κ2(r, l, ω) > 0 and this is only satisfied for negative root.

23A macroscopic distance away from the horizon, the thermodynamics of the modes is essentially that of a
Planckian black body.
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6.1 Why did this calculation work?

In the above calculation [12, 27], we did the l-integral first, and then made an approximate
evaluation of the lower end of the r-integral. It turns out that it is instructive to do the
integrals in the reverse order. The result of the r-integral from the lower end turns out to be

n(ω, l) = βHω

2π2 log
(

r+βHω

πϵ(l2 + l) 1
2

)
+ O(ϵ2) (6.9)

The implicit assumption in doing the integral, namely that the square root is real and
positive leads to the condition

l(l + 1) ≤ ω2r2

f(r) (6.10)

Since the integral is from near the horizon, r can be replaced by rϵ to estimate the maximum
value of l:

lmax(lmax + 1) ≈ βHω2

4π

r2
ϵ

rϵ − r+
≈

β2
Hω2r2

+
4π2ϵ2 + βHω2

2π
r+ + O(ϵ2) (6.11)

=⇒ lmax ≈ βHω

2π

r+
ϵ

(6.12)

Now, we can do the l-integral from 0 to lmax (which again turns out to be exactly doable):

n(ω) = βHω

2π2

ˆ lmax

0
dl(2l + 1)log

(
r+βHω

πϵl(1 + 1/l) 1
2

)

= βHω

4π2 l2max

[
1− log

(
π2ϵ2l2max
r2

+β2
Hω2

)] (6.13)

Using lmax from (6.11), we finally get n(ω) as

n(ω) ≈ r2
+β3

Hω3

7π4ϵ2 + . . . (6.14)

which is the same as the expression in (6.8) except for the precise numerical factor. The
approximations we did while reversing the order of integration are too crude, so this is
reasonable.

The utility of this reversal of integration order is that (6.9) allows a comparison with the
explicit normal modes that we have determined in the previous section(s). In the Rindler
case, using (2.16) in (3.8), we get

ω(n, l) = nπ

r+
(
2 log

(
2r+

ls
√

l2+l+1

)
− 1.15

) . (6.15)

This can be solved for n trivially and we find

n(ω, l) = r+ω

π

(
2 log

( 2r+

ls
√

l2 + l + 1

)
− 1.15

)
. (6.16)

Let us make a few comments.
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• A key difference between the two relations (6.9) and (6.16) is that the former has an
extra dependence on log(βω), modulo which it matches with our explicit calculation of
normal modes in Rindler. This difference is unsurprising. Our ’t Hooftian calculation
involved multiple approximations, not to mention the fact that we were working with
semi-classical modes, not true normal modes.

• But the crucial observation at this point is that even if one drops the log dependence in
n(ω, l), we still get the same result for the total n(ω) modulo the unimportant numerical
pre-factor. In other words, simply with n(ω, l) ∼ βHω

2π2 , we find

n(ω) ≈ βHω

2π2

ˆ lmax

0
dl(2l + 1) ≈ βHω

2π2 l2max ≈
r2

+β3
Hω3

8π4ϵ2 (6.17)

which already is the correct answer (up to the numerical factor), despite the absence of
log(βHω). We have used the fact from (6.12) that lmax scales as 1/ϵ. Essentially all that
is happening is that ω is just getting multiplied by l2max in the n(ω, l) expression. This
means that ’t Hooft’s answer is only reliant on the fact that the dependence of ω on l is
weak enough, and that the dependence on n is linear. As long as the ω’s are sufficiently
degenerate along l direction, we will reproduce the area scaling of the entropy.

• The above fact is evident in (say) our figure 6. We see that the difference between two
consecutive ω’s for a fixed n is exponentially suppressed along J-direction as compared
to the difference along the n-direction for a fixed J . This is what we mean by the
statement that the J-direction is quasi-degenerate. So, all that ’t Hooft needed was an
ω ∼ n/r+ loosely degenerate in l so that when multiplied by l2max we get the area scaling.

• Let us note from (6.15), that ω is loosely nπ/r+ around lmax ≈ r+/ls. To get estimates,
we will often find it convenient to treat these modes as degenerate, with energy nπ/r+.

• This is a good place to point out that it is precisely the absence of this quasi-degeneracy
that gives rise to the volume law scaling of Planckian black body entropy. Typically,
any spatial dimension leads to a harmonic oscillator-like (linear in some n) mode. What
the black hole does is to remove that dependence for one of the angular dimensions
(loosely, one can think of this direction as being captured by the Casimir of the horizon
sphere). This is the operational mechanism for the area scaling of entropy. It is clearly
of interest to understand this more deeply.

6.2 Temperature and entropy from ω(n, l) ≈ nπ
r+

Let us illustrate and strengthen the above discussion, by explicitly showing that a spectrum
of the form

ω(n, l) ∼ nπ

r+
≡ nω1 (6.18)

with a degeneracy of lmax can reproduce both the temperature and the entropy up to
numerical pre-factors, once the energy of the ensemble is specified to be the black hole mass.
This should be viewed as an improvement on the calculation of ’t Hooft, who did not have
access to the actual spectrum and therefore needed to specify the temperature as well, to
reproduce the entropy up to an O(1) number. In the BTZ black hole where we have much
more control on the details of the normal mode spectrum, we will in fact be able to fix both
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Figure 19. The shaded region is the one in which Θ function is non zero. The plot is for ξo ≡ r∗s = −8
and r+ = 1/2.

the temperature and entropy exactly while changing the cut-off in l somewhat. This we will
do in a later section, here our goal is only to illustrate the philosophy. So we will work with
a Schwarzschild black hole, which was the original setting of ’t Hooft’s calculation and we
will settle for fixing the quantities up to O(1) numbers.

The energy integral in the canonical ensemble is

EBH =
ˆ

dn

ˆ
dl

2l + 1
eβnω1 − 1nω1Θ[n2ω2

1 − Vl(r∗s)]. (6.19)

The only point that needs explanation is the Θ-function. Its purpose is to impose the cut-off
in lmax that we discussed in the last subsection. In ’t Hooft’s approach it was justified via
a semi-classicality demand, so we have chosen to do it the same way here. But we believe
that this interpretation is an effective one, and that the bound is fundamentally on l itself
and not on the potential. This may be an important hint about the nature of the underlying
UV degrees of freedom. We will adopt a slightly different approach to fix the range of the
angular quantum number in later sections, which we believe is better motivated from the
perspective of normal modes.

It is easy to see that the upper bound lmax ≈ 2r+π
ls

n, see also figure 19. Doing the
l-integral first from 0 to lmax, we find

EBH = 4r2
+π2

l2s

ˆ ∞

0
dn

n3ω1
eβnω1 − 1 = 4π3r5

+
15β4l2s

(6.20)

Now, using EBH = M and r+ = 2Ml2s we get24

β ≈ Ml2p ≈ r+ (6.21)

This is the promised determination of temperature, now we turn to the determination of
the entropy which was the famous result of ’t Hooft.

24Note that ls = lp for us.
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To compute the entropy, we start with [25, 28]

Ω(N l
n) =

∞∏
l=0

∞∏
n=0

(2l + N
(l)
n )!

N
(l)
n !(2l)!

(N (l)
n ≥ 0)

N l
n = 2l + 1

eβω(n,l) − 1

(6.22)

which gives the entropy as

S = lnΩ =
ˆ ∞

0
dn

ˆ lmax

l=0
dl(2l+1)

(
βnω1

eβnω1 − 1 − log(1− e−βnω1)
)
Θ[n2ω2

1 −Vl(r∗s)] (6.23)

This leads to

S = βEBH −
4r2

+π2

l2s

ˆ ∞

0
dnn2 log(1− e−βnω1) = 4

3βEBH (6.24)

where we used the standard result
´∞

0 dxx2 log(1 − e−x) = −π4

45 .
Thus, we see that S ≈ βEBH ≈ r2

+/l2p. So we have reproduced both the temperature as
well as the entropy, from a conventional statistical mechanics calculation. A key ingredient
is the quasi-degeneracy in the l-direction, and an associated cut-off at lmax. Note also that
we have used gravity in a couple of implicit places, one of which is in the Schwarzschild
formula relating r+ and M — this is the mechanism that connects geometry to the energy
of the ensemble. Another technical point worth noting here is that the support for the
n-integrals is coming from the low n’s. So the physics is controlled by the low-lying part
of the spectrum in n.

We believe that the discussion in this section is the structural backbone of ’t Hooft’s
calculation, strengthened to incorporate temperature as well, and simplified as much as
possible (and hopefully not further) to retain (only) the key ingredients. As we already
mentioned, an improved way to fix the range of the angular quantum number will be used in
later sections. We will see that it is natural to have a somewhat lower cut-off for l.

There have been previous papers which have also attempted to reproduce both the
temperature and entropy of the black hole, starting with the stretched horizon and using
statistical mechanics. We make some comments about this in the next subsection.

6.3 Comments on previous work

An interesting paper [25] also explores a philosophy similar to ours — their goal is also to
get the temperature and entropy by specifying the mass of the black hole as the energy
of the stretched horizon ensemble. We discuss the similarities/differences between their
results and ours below.

• The authors of [25] focus on the low-lying part of the normal mode spectrum. They do
not fix it completely like we do, instead they argue that

ω(n + 1, l)− ω(n, l) ∼ π

2r+ ln
(

r+√
l(l+1)+1ls

) (6.25)

by looking at an approximate version of the radial wave equation. Apart from minor
differences, this is consistent with our results as well in the low-lying part of the
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spectrum. However, this approach means that ω(0, l) is not fully fixed. They assume
based on heuristic arguments25 that

ω(0, l) ≡ ω
(l)
0 ≈

√
λlls
r+

(6.26)

where, λl = l(l+1)+1
r2

+
. Our analytic low-lying normal mode expressions (say (6.15)) differ

non-trivially from the resulting total ω(n, l) even at low values of l. At high values
of l note that one has to work with the exact spectrum, and these expressions badly
break down (as clear from many of our plots). Note in particular that the (crude)
degeneracy approximation and the resulting formula ω ∼ nπ/r+ that we used in the
last subsection goes beyond the analytic expression (6.15) which is only valid at low l.
It used our knowledge of the exact spectrum. The analytic low-lying expression (6.15)
is inescapably non-degenerate at large l because the spectrum diverges.

• The expression ω(0, l) above in (6.26) is crucial for the calculations in [25]. It is
this term that gives rise to the saddle that they find when doing the integrals in the
thermodynamic quantities. The result in their section 3.1 is obtained via an integral of
the form

EBH =
ˆ ∞

l=0
dl 2l

(
lls
r2

+

)
e
−β lls

r2
+

ˆ ∞

n=0
dne

−β n

|r+ log( r+
lls
)|

+
ˆ ∞

l=0
dl

2l∣∣∣r+log
(

r+
lls

)∣∣∣e
−β lls

r2
+

ˆ ∞

n=0
dn n e

−β n

|r+ log( r+
lls
)|

=⇒ EBH =
ˆ x=∞

x=0
dx

r5
+

β4l2s
(x2 + x)e−x

∣∣∣∣log( β

r+x

)∣∣∣∣ (6.27)

We have defined x = βlls
r2

+
in the last line. The crucial thing is that the saddle arises due

to the e−x term without which integral would have been ever-growing. With the saddle
the integral gets its support from l ∼ r+/ls. The end result is

EBH ∼
r5

+
β4l2p

∣∣∣∣log β

r+

∣∣∣∣ (6.28)

which can be compared to (3.11) of [25]. The crucial point is that this saddle is a
spurious feature arising due to the presence of (6.26) in the spectrum. Furthermore, it
happens near lmax where the low-lying mode expressions have completely broken down.
Also as a result, the expression relating EBH and β contains an unpleasant log term, as
opposed to our (6.20). If one works with it directly, it is not entirely convincing that
we get the standard formulas of black hole thermodynamics.

25The heuristic argument seems to be that this is the lowest value of the scalar effective potential, the value
it takes on the stretched horizon. Note that ground state energies of quantum mechanical potentials do not
have to be their lowest values. A good example is the half-harmonic oscillator with a (brick-)wall on one side

— the ground state energy is fixed by the spring constant, not the lowest value of the potential.
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But despite all these intermediate differences, we believe their final claims have some
moral similarities. Instead of a cut-off in l that we find,26 they find a saddle at lmax. The
fact remains that the angular quantum number is a crucial ingredient in the calculation
both for us as well as them. We have decided to include this subsection because the cut-off
interpretation is essential for some of our results.

7 BTZ thermodynamics from normal modes

Our calculation in the previous section was suggestive and could be called an improvement
on ’t Hooft’s calculation. But the philosophy has a few features which we find unsatisfactory.

• ’t Hooft uses the semi-classically trapped modes behind the angular momentum barrier
to count the entropy. We find the normal modes of the stretched horizon to be a more
fundamental characterization of the system than these semi-classical modes. Is there a
way to formulate the calculation in terms of these normal modes, where the bounds on
the angular quantum numbers can be motivated in some other way?27 Eventually we
hope to understand the cut-off in J in terms of properties of string modes.

• Introducing the stretched horizon (at least superficially) is a direct violation of the
principle of equivalence in bulk EFT. Such an act can only be justified, if the stretched
horizon boundary condition is to be viewed as a proxy for UV completion and the
fluctuations around these configurations can tell us about the UV complete microstates
of the black hole.

• As we saw, what the semi-classical calculation accomplishes in practice is to introduce a
cut-off in the angular momentum quantum numbers. This lead to the temperature and
the entropy both getting fixed, but only up to O(1) numbers. What if instead we fix
the angular mode cut-off so that the entropy is precisely matched? What then happens
to the temperature? In this section, we will show that in the case of the BTZ black
hole, if we fix the angular cut-off so that the numerical coefficient of the BTZ entropy
is correctly reproduced, the temperature is also matched exactly.

• Interestingly, we also find that with some mild and plausible assumptions about the
structure of the normal modes, the calculation generalizes readily to the rotating BTZ
case as well, once we specify both the charges (mass and angular momentum of the
black hole). In fact, we find that the calculation can be formulated naturally in a
holomorphically factorized language. The angular momentum cut-off can be chosen to
fix both the left and right moving entropies simultaneously, and this fixes the left and
right moving (and via them the total) Hawking temperatures exactly. We will present
the discussion in this section in this holomorphically factorized language, and specialize
to the non-rotating case at the end of the discussion.28 A calculation framed without

26Note that semi-classically, this cut-off is intuitive — it arises because the angular momentum barrier is
trapping the modes.

27In the previous section, our calculation used (crude approximations of) normal modes, but the cut-off in
angular modes was motivated via (semi-)classical boundedness.

28We thank Vaibhav Burman for help in this calculation, and Suchetan Das for numerous related discussions.
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the holomorphic factorization, for the non-rotating BTZ black hole, will be presented
in [26] with somewhat different goals.

• Interestingly, we find that the cut-off emerging in the angular modes in our approach
in this section, is typically an order of magnitude or so lower than the lmax we used
in the previous one. This small hierarchy was invisible in the last section, presumably
because of the numerical factors that one is not carefully with in the ’t Hooftian
calculation. Interestingly, this small hierarchy brings the calculation into the reliable
part of the analytic low-lying spectrum of our previous sections.29 In light of our
previous discussions, this means that the linear ramp is produced precisely by the
modes responsible for the entropy.

The metric of rotating BTZ is given by [29]

ds2 = −(N⊥)2dt2 + f−2dr2 + r2(dϕ + Nϕdt)2 (7.1)

where

N⊥ = f =
(
−8GM+ r2

L2 + 16G2J 2

r2

)1/2

, Nϕ = −4GJ
r2 (7.2)

and L is AdS length scale. The inner and outer horizon radii and their relation to M and
J (the mass and angular momentum of the black hole) are

r2
± = 4GML2

1± [1− ( J
ML

)2
]1/2

 , M = r2
+ + r2

−
8GL2 , J = 2r+r−

8GN L
(7.3)

The metric functions when expressed in terms of r+ and r− using (7.3), take a form that
is a direct generalization of the expressions we considered in our previous normal mode
discussion of the non-rotating BTZ.

Similar to what was done in section 5, Planck length lp in the rotating case can be
calculated by demanding that it is the (radial) geodesic length from the horizon at r+ to
the stretched horizon at rs = r+ + x. The integral is exactly doable, but will only present
its approximate form (lp = G in 2+1 dimensions):

lp = L

ˆ r++x

r+

dr
r√

(r2 − r2
+)(r2 − r2

−)
= L

√
2r+x

r2
+ − r2

−
+ O(x3/2) (7.4)

We have learnt from our previous calculations, that an approximately degenerate (in
the angular quantum number J) form of the low-lying normal modes30 should be able to
reproduce the thermodynamics of the black hole. In the rotating case, we will use the form31

ω̃(n, J) ≈ nπA

L log
(

B
lp

) (7.5)

29More discussion on this hierarchy can be found in the context of the Kerr black hole normal modes in
appendix B.

30J should not to be confused with the angular momentum of the black hole, which we denote by J .
31In the non-rotating black hole, A was the horizon radius and the denominator had dimensions of L2. For

the rotating case the form can be read off from (A.19), but we will keep things general here.
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One minor subtlety is that when the black hole is rotating, it is more natural to work with
the “shifted” modes which have been co-rotated with the horizon, see eg. [30]. In the present
case, this corresponds to working with

ω̃(n, J) ≡ ω(n, J)− JΩH (7.6)

where ΩH = 4GJ
r2

+
is the angular velocity of the horizon. Indeed, these shifted modes ω̃ were

used to argue that the spectrum, SFF and ramp structure were qualitatively identical to
the non-rotating case in [31]. Once the modes have been shifted, we expect to be able to
do the calculation in terms of a factorized left and right moving CFTs at a left and right
temperature. Note that the precise forms of A and B will turn out to be unimportant. This
is unsurprising because, as we argued earlier, the robustness ’t Hooft’s calculation relies only
on the linearity in n and the degeneracy in J .

In terms of the shifted modes, we expect that the calculation will have a holomorphic
factorization in terms of left and right movers.32 This is something that arises in known
string theory examples, even away from extremality and supersymmetry [32]. Let us do
the calculation first for the right movers (J > 0).

The partition function of the right moving modes is simply

logZR =
L log

(
lp
B

)
πA

ˆ ∞

0
dω̃

Jcut∑
J=0

log(1− e−βRω̃) (7.7)

=⇒ ZR(βR) = exp
[
log

(
B

lp

)
πLJcut

6βRA

]
(7.8)

The first line is simply the sum over all the n’s and J ’s with the cut-off at Jcut imposed. The
n-sum has been converted into an integral, and this integral is exactly doable. As we said
earlier, we aim to fix Jcut by matching it with the (right-moving) Bekenstein-Hawking entropy.
Taking an inverse Laplace transform, we can get the density of states at a given33 energy ER:

gR(ER) =
1
2πi

ˆ β+i∞

β−i∞
dβR exp

[
log

(
B

lp

)
πLJcut

6βRA
+ βRER

]
(7.9)

where ER is the energy of the right modes. This can be evaluated by a saddle point
approximation. The saddle is at34

βR =

√√√√log
(

B

lp

)
πLJcut

6AER
. (7.10)

32In fact in the BTZ case, the calculation can be done without this left-right factorization [26]. But we
expect that the holomorphic factorization approach will suitably generalize to higher dimensions, so we will
present it in that language here.

33Note that this is the analogue of specifying the energy/mass in the ’t Hooftian calculation of last section.
By specifying ER and EL we specify M and J . Both βR and ER are chosen to be dimensionless here
for convenience.

34We will not distinguish the variable βR from its value at the saddle. This should not cause any confusion.
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The density of states and therefore the entropy at energy ER are given by

gR(ER) ≈ exp

2
√√√√log

(
B

lp

)
πLER

6A
Jcut

 (7.11)

SR(ER) = log(gR(ER)) ≈ 2

√√√√log
(

B

lp

)
πLER

6A
Jcut (7.12)

Now ER ≡ ML+J
2 and the right mode entropy SR(ER) = π

√(
ML+J

2G

)
L [33].35 Note that

G ≡ lp in 2+1 dimensions. Now Jcut will be fixed in terms of the lp, A and B as

Jcut =
3πA

2lp log
(

B
lp

) (7.13)

For the left-movers, things work out precisely analogously — except EL = ML−J
2 and

SL(EL) = π

√(
ML−J

2G

)
L [33]. An interesting fact is that the resulting Jcut is the same

as above.
Plugging back in, this fixes the temperatures precisely:

βL =
√

π2L

2G(ML − J ) = 2πL

r+ − r−
, (7.14)

βR =
√

π2L

2G(ML + J ) = 2πL

r+ + r−
, (7.15)

βH ≡ 1
2(βL + βR) =

2πLr+
r2

+ − r2
−

(7.16)

matching the standard expressions.
A couple of comments are in order. Firstly, note that the success of these calculations

automatically means that the central charges of the CFTs will also work out correctly to
yield the Brown-Henneaux formula (on both the left and the right). We have checked this.
Secondly, the calculation in the non-rotating case can be done in two ways. Either by
assuming that it is a rotating ensemble at zero angular momentum, or by working in the
(non-rotating) canonical ensemble at fixed energy. The former calculation is a limiting version
of the above calculation with A = B = r+ and r− = 0, and so automatically works as a
consequence of our above observations. The canonical ensemble version of the calculation
also works for BTZ, and will be presented in [26].

8 Concluding remarks

• Holomorphic Factorization and Higher Dimensions: we have discussed the
(rotating) BTZ case in detail in this paper and reproduced the thermodynamic quantities

35ER and SR play conceptually different roles in this calculation. ER is simply fixing the charge, and this
needs to be done in any statistical mechanics set up. But the scaling of SR ∼

√
ER is a prediction of the

stretched horizon paradigm, that in principle could have been falsified. That it does not, is non-trivial. Given
that, we use the coefficient of SR in (say) [33] to precisely fix Jcut.
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from the normal modes. The structure of the calculation suggested a holomorphic
factorization between the left and right sectors. Such a factorization actually exists
for very general black holes, including Kerr and even five dimensional black holes in
string theory [32]. The wave equations of these black holes in the near region can be
solved using hypergeometric functions [32, 34, 35] and it seems very likely to us that
the calculations of normal modes may allow a generalization of our BTZ calculations to
these settings. It will be very interesting to revisit our Schwarschild and Kerr discussions
from such a holomorphically factorized perspective. See some closely related comments
in our appendix B.

• Normal Modes of Ryu-Takayanagi Surfaces: as illustrated by the Rindler example,
our normal mode calculation was not restricted to black hole horizons. Indeed, we
identified the normal modes of the Rindler wedge as well. The horizons of Rindler
wedges are (hyper-)planes and they can be viewed as Ryu-Takayanagi (RT) surfaces
in flat space, a perspective recently emphasized in [36].36 This means that these RT
areas can be understood as being computed by the thermodynamics of these Rindler
normal modes. Similarly, it is clear that normal modes of AdS-Rindler wedges [37]
should be able to explain the RT entropies in AdS/CFT. This brings up an interesting
puzzle. When we compute the horizon areas of black holes, we view those as thermal
entropies. But the entropies associated to RT surfaces anchored to the boundary of
AdS are von Neumann entropies. From the bulk point of view, if done using normal
modes, both calculations are reminiscent of a thermal entropy calculation — after-all
this is the entropy of a gas of normal modes. How should one reconcile/understand this
difference? Intuition about this question is likely to reveal some new insight about bulk
locality in holography.

• Thermal vs Entanglement Entropy: a closely related point is that the entropy
computed by the brickwall, makes us think about entanglement entropy and area
law. This is a very tantalizing perspective, see eg., [38, 39]. Operationally however,
the calculations that we discussed were simply thermal calculations and there was no
entanglement entropy, anywhere. We suspect that the correct picture here is that thermal
entropy that one computes using normal modes should be viewed as an entanglement or
von Neumann entropy in a holographic dual theory without gravity. This perspective
would resolve the question raised in our previous bullet point also, partially. It may
be good to develop or rule out this speculation more concretely and give a mechanical
understanding of holographic entanglement entropy from the bulk.

• Coarse-graining: the ’t Hooft calculation, which as we have emphasized is funda-
mentally a thermodynamic one, is often viewed as a regulated version of entanglement
entropy. This perspective seems quite plausible to us as well, where the thermodynamic
calculation is arising as the result of a coarse-graining over some hidden degrees of
freedom, which are best thought as the degrees of freedom that define the “interior”

36Note that one needs to work with coordinates adapted to the (AdS-)Rindler wedge associated to the RT
surface in order to correctly identify the normal modes. It is only in these coordinates that the “near-horizon”
redshift is visible.
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(the complex degrees of freedom). It will be good to make this precise. A related
comment is that quantum extremal surface type prescriptions [40, 41] provide a recipe
for splitting the boundary entanglement entropy into two bulk pieces (the area piece
and the bulk EFT entanglement entropy). In our calculation, we are simply computing
a bulk thermodynamic entropy, but it is able to reproduce the area term. Whether
our calculation should be viewed as a way to compute the full boundary entanglement
entropy, or only the bulk area contribution to it, is not yet clear. We suspect that if we
include perturbative bulk interactions, it may lead to both these contributions, but at
the moment this is speculation.

• Normal Modes of de Sitter Space: even though we have not included it in this paper,
we have worked out the normal modes of de Sitter space as well. This is particularly
straightforward in dS3, and we have successfully reproduced the thermodynamics. See
an old related discussion in [42]. We hope to present details of this calculation elsewhere
after we gain some more confidence in the interpretational distinctions with black holes.

• A New Hierarchy? We noticed that Jcut ∼ Jinter was hierarchically lower than Jmax.
Jcut was the more physically relevant quantity in our calculations, as opposed to ’t
Hooft’s Jmax. We were able to match both the entropy and temperature exactly using
this, and we also noted that the linear ramp is controlled by the region of the spectrum
below Jcut. The hierarchy between Jcut and Jmax is a relatively small one — controlled
approximately by the logarithm of the horizon radius to the Planck length (roughly,
logSBH). This is a number of order 10–100 in the real world. But it was sufficient to
make our calculations work — we could use the analytic low-lying spectrum. It will be
interesting to understand the origins of this hierarchy better.
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A Rotating BTZ

We will discuss normal modes of some rotating black holes (rotating BTZ and Kerr) in the
appendices. We start with BTZ, which is simpler.

The metric for this background is given in (7.1). Solving massless scalar field in this
geometry with the ansatz Φ(t, r, ϕ) =∑

ω,m e−iωteiJϕϕω,J (r), we get the radial wave equation

1
r

d

dr

(
f2 r

dϕ(r)
dr

)
+
(

1
f2

(
ω − J

2r2 J

)2
− J2

r2

)
ϕ(r) = 0 (A.1)

where, f and J are as defined in (7.2) and (7.3) respectively, and subscripts ω,J are suppressed
in ϕ(r). This system has been analyzed in [31], but we would like to obtain the low-lying
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spectrum analytically in a convenient form. We have checked that our analytic results can
be used to reproduce their numerical plots.

We will use f = (r2−r2
+)(r2−r2

−)
r2L2 . Let us introduce a new dimensionless radial coordinate

z = r2−r2
+

r2−r2
−

and a new function in this coordinate system F (z) = ziαϕ(r), where α is defined as

α = r+L2

2(r2
+ − r2

−)
ω̃ (A.2)

with ω̃ defined as in (7.6). In this coordinate system, z → 0 corresponds to the outer horizon,
and z → 1 corresponds to the AdS boundary. The final form of the radial solution is

F (z) = e−2πα z2iα C1 2F1(a, b, c, z) + C2 2F1(a∗, b∗, c∗, z) (A.3)

where ∗ denotes complex conjugate and a, b, c are given by

a = − iL2

2(r+ + r−)

(
ω + J

L

)
= − iL2ω̃

2(r+ + r−)
+ iLJ

2r+
(A.4)

b = − iL2

2(r+ − r−)

(
ω − J

L

)
= − iL2ω̃

2(r+ − r−)
+ iLJ

2r+
(A.5)

c = 1− 2iα (A.6)

where, in a and b we have used (7.6). Near z → 1, radial wave equation in (A.3) looks like

Fz→1(z)≈

(1−z)
(

C2
πCosec(π (a∗+b∗−c∗))Γ(c∗)

Γ(c∗−a∗)Γ(c∗−b∗)Γ(−a∗−b∗+c∗+1)−C1
e−2παπCosec((a+b−c)π)Γ(c)
Γ(c−a)Γ(c−b)Γ(−a−b+c+1)+O (z−1)

)
+π

(
C2

Cosec(π (a∗+b∗−c∗))Γ(c∗)
Γ(c∗−a∗)Γ(c∗−b∗)Γ(−a∗−b∗+c∗+1)+C1

e−2παπCosec((a+b−c)π)Γ(c)
Γ(c−a)Γ(c−b)Γ(−a−b+c+1)+O (z−1)

)
(A.7)

Now demanding normalizability at the AdS boundary at z → 1, one realises that the constant
piece must go to zero thus giving a relationship between C1 and C2 as

C2 = −C1e−2παΓ(c)Γ (c∗ − a∗) Γ (c∗ − b∗)
Γ (c∗) Γ(c − a)Γ(c − b) (A.8)

Finally the radial wave equation looks like

F (z)=C1 e−2πα
(

z2iα
2F1(a,b,c,z)−Γ(c)Γ(c∗−a∗)Γ(c∗−b∗)

Γ(c∗)Γ(c−a)Γ(c−b) 2F1(a∗, b∗, c∗,z)
)

(A.9)

Solving the exact equation by setting (A.9) to zero at the stretched horizon (zo) is again
difficult. But by doing a near horizon expansion (z → 0) of (A.9) we again get a structure
useful for writing phase equation

Fhor(z) ≈ C1(T1 − z2iα
o ) (A.10)
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where,

T1 = Γ(c)Γ (c∗ − a∗) Γ (c∗ − b∗)
Γ (c∗) Γ(c − a)Γ(c − b) (A.11)

zo = 2xr+
r2

+ − r2
−

=
l2p
L2 (A.12)

In the last line of above equation we use the definition of lp from (7.4). In (A.10), we
demand a Dirichlet boundary condition at the stretched horizon radius, z = zo and we
get the phase equation

T1 = z2iα
o (A.13)

One can easily check that T1 is a pure phase given the definitions of a, b, c. So, the above
equation contains only phases and thus can be written as

cos(α)− cos(θ) = 0 (A.14)
sin(α)− sin(θ) = 0 (A.15)

where α and θ are defined as,

α=π+2Arg
[
Γ
(

iL2r+ω̃

r2
+−r2

−

)]
+2Arg

[
Γ
(

iL

2r+

(
J− ω̃Lr+

r+−r−

))]
+2Arg

[
Γ
(
− iL

2r+

(
J+ ω̃Lr+

r+−r−

))]
θ=2 L2r+ω̃

r2
+−r2

−
Log

(
lp

L

)
(A.16)

Combining the two equations gives sin
(

α−θ
2

)
= 0 and using definitions of α and θ, we get

cos
(
Arg

[
Γ
(

iL2r+ω̃

r2
+ − r2

−

)]
+Arg

[
Γ
(

iL

2r+

(
J − ω̃Lr+

r+ − r−

))]

+Arg
[
Γ
(−iL

2r+

(
J + ω̃Lr+

r+ + r−

))]
− ω̃L2r+

2(r2
+ − r2

−)
Log

(
lp
L

))
= 0 (A.17)

In r− = 0 limit this reduces to (5.11), as we would hope.

A.1 Analytic low lying spectrum

We can approximate the phase equation in (A.17) in the low ω̃ approximations of Gamma
functions,

Arg
[
Γ
(

iL2r+ω̃

r2
+−r2

−

)]
=−π

2 −0.575 L2r+ω̃

r2
+−r2

−

Arg
[
Γ
(

iL

2r+

(
J− ω̃Lr+

r+−r−

))]
+Arg

[
Γ
(

−iL

2r+

(
J+ ω̃Lr+

r++r−

))]
=− ω̃L2r+

r2
+−r2

−

(
0.009+0.998Log JL

2r+

)
(A.18)

to find

ω̃L2r+
(r2

+ − r2
−)

= nπ

Log
(

1.12r+
Jlp

) (A.19)
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where, n ∈ Z+. This is the Rotating BTZ approximate phase equation or the Rotating BTZ
analytic low-lying spectrum. This also exactly reduces to the non-rotating BTZ analytic
low lying spectrum in (5.14) as desired.

We have checked that these expressions can be used to reproduce the numerical re-
sults of [31].

B Kerr

We will determine a class of normal modes of the Kerr black hole in this appendix to further
illustrate the universality of our results. The Kerr wave equation is too complicated to
be directly solvable, so making progress requires some approximations. Our observation
here is that the radial equation simplifies and become tractable in a certain limit. We
will define this limit via

r ∼ M ≪ 1
ω

(B.1)

The coordinate r is the Boyer-Lindquist radial coordinate and M is the mass of the Kerr
black hole. A related limit has been previously suggested in the context of the “hidden
conformal symmetry” discussion [34, 35]:

M ≪ r ≪ 1
ω

. (B.2)

This latter limit is not suitable for discussions of normal modes because the stretched horizon
is close to the horizon and is about the same scale as M . So we want to avoid the hierarchy
between r and M . Fortunately, it turns out that (B.1) is sufficient to allow the simplifications
we are seeking in the wave equation — the goals of [34, 35] were different and involved
discussions of scattering and near-far regions which required the extra hierarchy.

Of course, to make the “horizon-skimming” approximation (B.1) self-consistently, we
will need the normal modes that we compute to satisfy something like

ω ≪ 1
r+

. (B.3)

Remarkably, this is precisely what is accomplished by the log(r+/lp) term in the low-lying
normal modes that were crucial for the entropy/temperature discussion:

ω ∼ 1
r+ log(r+/lp)

≪ 1
r+

. (B.4)

Note that the log term introduces a hierarchy which is precisely what we need for the
approximation to be reliable — in the real world, for a solar mass black hole, the log provides
a factor of ∼ 90. So we expect the low-lying normal modes of Kerr to satisfy (B.3), and it
is easy to check from our final results that this is indeed the case.

With this preamble lets us get to work. With parameters M and J = Ma, where a is
the angular momentum per unit mass M , the Boyer-Lindquist form of the Kerr metric is

ds2 = ρ2

∆ dr2 − ∆
ρ2 (dt − a sin2 θdϕ)2 + ρ2dθ2 + sin2 θ

ρ2 ((r2 + a2)dϕ − adt)2 (B.5)
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Using the fact that r+ and r− are outer and inner event horizons of the Kerr black hole
in GN = 1 units

∆ = r2 + a2 − 2Mr, ρ2 = r2 + a2 cos2 θ

r+ + r− = 2M,
√

r+r− = a
(B.6)

For a massless scalar, after choosing the ansatz37 Φ(t, r, θ, ϕ) = e−iωt.+imϕR(r)S(θ), the
angular and radial differential equations are:(

1
sin θ

∂θ(sin θ∂θ)−
m2

sin2 θ
+ r+r−ω2 cos2 θ

)
S(θ) = κlS(θ) (B.7)

(
∂r(∆∂r) +

(
(r+ + r−)r+ω − m

√
r+r−

)2
(r − r+)(r+ − r−)

−
(
(r+ + r−)r−ω − m

√
r+r−

)2
(r − r−)(r+ − r−)

+ (r2 + (r+ + r−)(r + r+ + r−))ω2
)

R(r) = κlR(r).

(B.8)

Note that the separation constant is a Casimir-like quantity on the sphere, but is not
analytically known, unlike in the spherically symmetric cases. The radial equation is again of
Heun type.38 As it stands these are pretty intractable without numerical methods — as we
mentioned earlier, we would like to postpone the numerics to as late a stage as possible in
the calculation. One of our successes in our previous examples was that we could write down
an exact equation that defined the normal modes, and numerics only entered at that stage
(or later). The horizon-skimming approximation (B.1) will accomplish precisely that.

B.1 Skimming the horizon

We can drop the problematic terms of the radial and angular equations in the horizon-
skimming approximation (B.1). The effect of the approximation is simply to reproduce the
same equations found in [34], but the distinction is crucial to justify our calculations here. In
any event, the radial equation becomes a hypergeometric equation and κl can be identified
as l(l + 1) with S(θ)eimϕ the spherical harmonics Ylm(θ, ϕ).(

1
sinθ

∂θ(sinθ∂θ)−
m2

sin2 θ

)
Ylm(θ,ϕ)=−l(l+1)Ylm(θ,ϕ), m=−l,−l+1, . . . , l+1, l(

∂r(∆∂r)+
(
(r++r−)r+ω−m

√
r+r−

)2
(r−r+)(r+−r−)

−
(
(r++r−)r−ω−m

√
r+r−

)2
(r−r−)(r+−r−)

)
R(r)= l(l+1)R(r)

(B.9)
37Here m is the azimuthal quantum number, the scalar is massless so there is no possibility of confusing it

with the mass.
38See [43] and references therein, which discuss a method for solving the Kerr wave equation via a connection

to irregular Virasoro blocks and instanton counting in four dimensional gauge theories. We strongly suspect
that a variation of this approach should work for determining normal modes here as well, once the boundary
condition on the relevant confluent Heun equation is suitably modified.
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Using, ∆ = (r − r+)(r − r−) and l ≥ 0 we get the radial modes in terms of hypergeometric
functions

R(r)= (r−r+)
iA

r+−r− (r−r−)
− iB

r+−r−

(
e

4πA
r+−r−

(
r−r+

r+−r−

)− 2iA
r+−r−

C2J(r)+C1K(r)
)

(B.10)

where, C1 and C2 are arbitrary integration constants and J(r), K(r), A and B are given as,

K(r) = 2F1

(
−l + i(A − B)

r+ − r−
, l + 1 + i(A − B)

r+ − r−
, 1 + 2iA

r+ − r−
,− r − r+

r+ − r−

)

J(r) = 2F1

(
−l − i(A + B)

r+ − r−
, l + 1− i(A + B)

r+ − r−
, 1− 2iA

r+ − r−
,− r − r+

r+ − r−

)
A =

√
r+
(
m
√

r− −√
r+(r+ + r−)ω

)2 = √
r+
∣∣m√

r− −√
r+(r+ + r−)ω

∣∣
B =

√
r−
(
m
√

r+ −√
r−(r+ + r−)ω

)2 = √
r−
∣∣m√

r+ −√
r−(r+ + r−)ω

∣∣

(B.11)

Near r → ∞, the radial wave solution in (B.11) looks like

Rr→∞(r) ≈ r−(l+1)

(r+ − r−)
l+1+ i(A−B)

r+−r− Γ(−1− 2l)
(

C1
Γ
(
1 + 2iA

r+−r−

)
Γ
(
−l + i(A−B)

r+−r−

)
Γ
(
−l + i(A+B)

r+−r−

)
+C2

e
4Aπ

r+−r− Γ
(
1− 2iA

r+−r−

)
Γ
(
−l − i(A−B)

r+−r−

)
Γ
(
−l − i(A+B)

r+r−

))+ O(1/r2)

+
rl

(r+ − r−)
−l+ i(A−B)

r+−r− Γ(1 + 2l)
(

C1
Γ
(
1 + 2iA

r+−r−

)
Γ
(
l + 1 + i(A−B)

r+−r−

)
Γ
(
l + 1 + i(A+B)

r+−r−

)
+C2

e
4Aπ

r+−r− Γ
(
1− 2iA

r+−r−

)
Γ
(
l + 1− i(A−B)

r+−r−

)
Γ
(
l + 1− i(A+B)

r+r−

))+ O(1/r)


(B.12)

Now, we demand that function should not blow up at r → ∞. Since l’s are positive, the
only divergences come from rl term. So, we can adjust C1 and C2 in a suitable way that the
coefficient of rl goes to zero, thus killing off the divergences as r → ∞.39 The result is:

C2 = e
− 4πA

r+−r−
γ(A, B, l)

γ(−A, B, l)C1 (B.13)

where γ(A, B, l) is given by

γ(A, B, l) =
Γ
(

2iA
r+−r−

)
Γ
(
l + 1 + i(A−B)

r+−r−

)
Γ
(
l + 1 + i(A+B)

r+−r−

) . (B.14)

Finally the radial solution looks like

R(r) = C1(r − r+)
iA

r+−r− (r − r−)
− iB

r+−r−

((
r − r+

r+ − r−

)− 2iA
r+−r− γ(A, B, l)

γ(−A, B, l)J(r) + K(r)
)

(B.15)
39In BTZ, we demanded normalizability at the AdS boundary. What we are demanding here is essentially

asymptotic flatness.
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This is a good place to introduce tortoise coordinate (y) in this geometry. For this, we
need radial null curves. So we set ds2 = 0 and angular displacements to zero. Also, we
choose θ = 0 for simplicity. We get,

y =
ˆ

r2 + r+r−
(r − r+)(r − r−)

dr

= r + r+ + r−
r+ − r−

[
r+ log

(
r − r+

r+ − r−

)
− r− log

(
r − r−

r+ − r−

)] (B.16)

Setting r− = 0 in (B.16), we reproduce the tortoise coordinate in Schwarschild geometry.
Here again, for r lying between r+ ≤ r < ∞, y lies between −∞ to ∞, where negative
infinity is near the outer horizon and positive infinity is the asymptotically flat region. Near
the event horizon y can be approximated as

yo ≈ r+ + r+

(
r+ + r−
r+ − r−

)
log

(
ro − r+
r+ − r−

)
ro − r+ ≈ (r+ − r−)e

(yo−r+)(r+−r−)
r+(r++r−)

(B.17)

where, yo becomes large and negative as ro goes near r+.
Solving the exact equation obtained by setting the (B.15) to zero at the stretched horizon

is difficult here, like in BTZ. But by doing a near-horizon expansion of (B.15) we can again
get a structure useful for writing the phase equation:

Rhor(r) ≈ C1

(
R1(r/r+ − 1)−

iA
r+−r− + S1(r/r+ − 1)

iA
r+−r−

)
(B.18)

where,

R1 =(r+−r−)
i(2A−B)
r+−r− r

− iA
r+−r−

+
Γ
(

2iA
r+−r−

)
Γ
(
l+1− i(A+B)

r+−r−

)
Γ
(
l+1− i(A−B)

r+−r−

)
Γ
(
− 2iA

r+−r−

)
Γ
(
l+1+ i(A+B)

r+−r−

)
Γ
(
l+1+ i(A−B)

r+−r−

)
S1 =(r+−r−)

− iB
r+−r− r

iA
r+−r−
+

(B.19)

In (B.18) we demand a Dirichlet condition at the stretched horizon radius, r = ro, to get
the phase equation

R1
S1

= −
(

r

r+
− 1

) 2iA
r+−r−

. (B.20)

Since l, A and B are real quantities, one can easily check from (B.19) that |R1| = |S1|
so (B.20) contains only phases and thus can be written as

cos(α − β) + cos(θ) = 0
sin(α − β) + sin(θ) = 0

(B.21)

where, α, β and θ are defined as,

α = Arg[R1] = Arg
[
(r+ − r−)

i(2A−B)
r+−r−

]
+Arg

[
r
− iA

r+−r−
+

]
+ 2Arg

[
Γ
( 2iA

r+ − r−

)]
+ 2Arg

[
Γ
(

l + 1− i(A + B)
r+ − r−

)]
+ 2Arg

[
Γ
(

l + 1− i(A − B)
r+ − r−

)]
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β = Arg[S1] = Arg
[
(r+ − r−)

− iB
r+−r−

]
+Arg

[
r

iA
r+−r−
+

]

θ = Arg
[(

r

r+
− 1

) 2iA
r+−r−

]
(B.22)

Combining the two as in previous cases, we get

cos
(
Arg

[
Γ
( 2iA

r+ − r−

)]
+Arg

[
Γ
(

l + 1− i(A − B)
r+ − r−

)]
+Arg

[
Γ
(

l + 1− i(A + B)
r+ − r−

)]
− A

r+ − r−
log

(
ro − r+
r+ − r−

))
= 0 (B.23)

Using the near horizon tortoise coordinate from, (B.23) can be written in the form which
we call the official Kerr phase equation:

cos
(
Arg

[
Γ
( 2iA

r+ − r−

)]
+Arg

[
Γ
(

l + 1− i(A − B)
r+ − r−

)]
+Arg

[
Γ
(

l + 1− i(A + B)
r+ − r−

)]
− A

r+(r+ + r−)
yo +

A

r+ + r−

)
= 0 (B.24)

This equation contains the azimuthal quantum number, which is not an insurmountable
complication [44], but we will settle here for working out the case m = 0 which makes
the structure quite parallel to the non-rotating BTZ case. This will enable us to get to (a
restricted class of) the normal modes quite quickly.

B.2 m = 0

Once we set m = 0, the variables A, B take the form

A = r+(r+ + r−)ω
B = r−(r+ + r−)ω

(B.25)

Using a Kummer formula we can write the radial mode in this case as

R(r) = C̃(r − r+)
ir+(r++r−)ω

r+−r− (r − r−)
− ir−(r++r−)ω

r+−r−

(
r − r+

r+ − r−

)−l−1−i(r++r−)ω

2F1

(
l + 1− i(r+ + r−)2ω

r+ − r−
, l + 1 + i(r+ + r−)ω, 2l + 2,−r+ − r−

r − r+

) (B.26)

Near the outer event horizon r = ro, r.h.s. of (B.26) can be put to zero in tortoise coordinates
(yo) to get the Kerr exact equation, with m = 0:

e
(yo−r+)(r+−r−)

r+(r++r−)

(
−l−1+ ir−(r++r−)ω

r+−r−

)
(r+−r−)i(r++r−)ω×

×2F1

(
l+1− i(r++r−)2 ω

r+−r−
, l+1+i(r++r−)ω,2l+2,−e

− (yo−r+)(r+−r−)
r+(r++r−)

)
=0

(B.27)

Because of the hypergeometric, this is again hard to solve directly. So we take the leading
near horizon expansion of it, which is the Kerr phase equation with m = 0:

cos
(
Arg

[
Γ
(2ir+(r+ + r−)ω

r+ − r−

)]
+Arg [Γ (l + 1− i(r+ + r−)ω)]

+Arg
[
Γ
(

l + 1− i(r+ + r−)2ω

r+ − r−

)]
− ωyo + ωr+

)
= 0 (B.28)
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(a)

(b)

Figure 20. Kerr Modes for yo = −220 with r+ = 10 and r− = 1: yellow stands for perturbed Kerr
phase equation (B.36), blue stands for Kerr phase equation (B.28), red stands for the Kerr analytic
low-lying spectrum (B.31) and the pink line denotes the breakdown point of the low-lying analytic
spectrum, which is lmax = 7290 obtained from (B.32). The phase equation breaks down at J = 6950,
which is close to this..
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Figure 21. Comparison between exact spectrum (blue), Approximate Phase Equation (red) and the
analytical spectrum at low l’s (green) as in (B.33) at yo = −220 with r+ = 10 and r− = 1.

Figure 22. Plot of perturbative exact spectrum ω(n, l) for Kerr Geometry yo = −220 with r+ = 10
and r− = 1 for n = 1, 2 and 3.

B.2.1 Analytic low-lying spectrum

We can approximate the phase equation using the following low-ω approximations of Gamma
functions

Arg
[
Γ
(2ir+(r+ + r−)ω

r+ − r−

)]
= −0.5752ωr+(r+ + r−)

r+ − r−
− π

2 (B.29)

Arg [Γ (l + 1− i(r+ + r−)ω)] + Arg
[
Γ
(

l + 1− i(r+ + r−)2ω

r+ − r−

)]
= (B.30)

= (−0.0996 ω − 0.982 ω log(l))
(2r+(r+ + r−)

r+ − r−

)
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to find
2ωr+(r+ + r−)

r+ − r−
= nπ

− r+−r−
2r+(r++r−) ỹo − 0.982 log(l)

(B.31)

where, n ∈ Z+ and r+−r−
2r+(r++r−) ỹo = r+−r−

2r+(r++r−)(yo − r+)+ 0.675. This is the Kerr approximate
phase equation or the Kerr analytic low-lying spectrum. Note that this is for m = 0. Like
in Rindler or BTZ, this solution also diverges when denominator is zero for a given cutoff
(negative yo). This lKerr

max is given by

lKerr
max = e−0.686e

r+−r−
1.964r+(r++r−) (yo−r+) (B.32)

Similarly, an expression for very low l’s can also be written from (B.31) in leading order as,

ω = −nπ

yo
+ 2nπr+(r+ + r−)

y2
o(r+ − r−)

0.982 log(l) (B.33)

B.2.2 Kerr normal mode perturbation theory

As in the BTZ case, the solutions of the Kerr phase become unreliable around lKerr
max . But

again as in BTZ, we can get past this by incorporating the perturbative corrections to the
phase equation. The corrected phase equation is

R̃1(ro/r+ − 1)−
iA

r+−r− + S̃1(ro/r+ − 1)
iA

r+−r− = 0 (B.34)

where,

E = (A2 + B2 + l(l + 1)(r+ − r−)2 + iA(r+ − r−)
(r+ − r− − 2iA)(r+ − r−)2

R̃1 = R1(1 + E(ro − r+))

S̃1 = S1(1 + E∗(ro − r+))

(B.35)

where, R1 and S1 are defined in (B.19), with |R1| = |S1| = 1. From the form of E defined
here |1 + E(ro − r+)| = |1 + E∗(ro − r+)|. This suggests that R̃1 and S̃1 are also pure phases.
Using these facts we can write the perturbed Kerr phase equation for m = 0:

cos
(
Arg

[
Γ
( 2iA)ω

r+−r−

)]
+Arg

[
Γ
(

l+1−i
(A−B)
r+−r−

)]
+Arg

[
Γ
(

l+1− i(A+B)
r+−r−

)]
Arg

[
1+ (A2+B2+l(l+1)(r+−r−)2+iA(r+−r−)

(r+−r−−2iA)(r+−r−)
e

(yo−r+)(r+−r−)
r+(r++r−)

]
−ωyo+ωr+

)
=0

(B.36)

The qualitative features of the various exact and approximate normal modes proceeds as in
our previous discussions (Schwarzschild/Rindler and BTZ), so we settle for simply presenting
the plots without further discussion.

Open Access. This article is distributed under the terms of the Creative Commons
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