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1 Introduction

BPS line operators in supersymmetry gauge theories hold a wealth of algebraic and ge-

ometric structure. Such structure has been most extensively studied in four-dimensional

supersymmetric gauge theories, where one encounters BPS Wilson lines [1–6], BPS ’t Hooft

lines [7–10], and hybrids thereof. A few of the contexts in which these line operators have

played a central role during the last decade and a half include the physics of geometric
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Langlands [10, 11], wall crossing phenomena [12, 13], and the AGT correspondence [14–

17]. It was also realized that the precise spectrum of line operators constitutes part of the

very definition of a 4d gauge theory [12, 18].

This paper focuses on half-BPS line operators in three dimensions, specifically in 3d

N = 4 gauge theories. Much as in 4d, line operators in 3d gauge theories come in two basic

varieties: Wilson lines (‘order’ operators) and vortex lines (disorder operators). Supersym-

metric Wilson lines in pure 3d N = 4 gauge theories were introduced by [2]; and their ana-

logues in sigma-models [19, 20] played a central role in the construction of Rozansky-Witten

invariants. Supersymmetric vortex lines are codimension-two disorder operators, modeled

on singular limits of the Nielsen-Olesen vortex [21] and its supersymmetric cousins, e.g. [22–

24]. They may also be understood as dimensional reductions of supersymmetric surface

operators in 4d gauge theories: the basic Gukov-Witten surface operators [11, 25, 26]

and their 4d N = 2 analogues [15, 27–30], studied and generalized in many later works

— a small sampling includes [31–39] (see [40] for a clear review). Compactifying further

to two dimensions, vortex lines become twist fields, which played a fundamental role in

T-duality/mirror symmetry [41] and were recently reexamined by [42, 43].

Supersymmetric vortex lines in the 3d N = 6 ABJM theory were constructed by [44]

(further studied in many works e.g. [45–48]); then generalized and studied in 3d N = 2

theories by [49–51] using supersymmetric localization. Further physical aspects of vortex

lines in abelian 3dN = 2 andN = 4 theories were developed in [52, 53]. A systematic study

of half-BPS vortex lines in 3d N = 4 quiver gauge theories — both abelian and nonabelian

— was initiated more recently by Assel and Gomis [54] using IIB brane constructions [55],

akin to the constructions of surface operators in [31, 56]. It was shown by [54] that 3d

mirror symmetry [57–59] swaps Wilson and vortex lines in quiver gauge theories. The

rather nontrivial mirror map was verified with computations of supersymmetric partition

functions, generalizing [50, 51, 60, 61].

Our overarching goal in the current paper is to describe — in both a theoretical and

a computationally effective way — the BPS local operators at junctions of line operators,

and their OPE.1 We will expand on precisely what this means further below. For Wilson

lines, achieving this goal is relatively straightforward. Understanding junctions of vortex

lines, however, requires some work. Indeed, to the best of our knowledge, even half-BPS

vortex lines themselves have not been fully classified in general gauge theories. Part of

this paper will be devoted to first characterizing a large class of vortex lines in terms of

algebraic data, and then proposing a precise computational scheme (based on the algebraic

data) to determine the spaces of local operators at junctions. We test this scheme in several

nontrivial examples.

1.1 Some general structure

The order/disorder distinction between Wilson and vortex lines is not truly intrinsic. For

example, many vortex lines may equivalently be engineered by coupling a 3d theory to

1Our use of the term “line operator,” as opposed to “loop operator,” is meant to emphasize the focus

on such local structure.
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1d degrees of freedom in a nonsingular way; and the order/disorder distinction is also

not preserved across dualities. A better distinction comes from classifying the half-BPS

SUSY subalgebras that a line operator can preserve. In this paper, we will always consider

straight, parallel line operators, preserving a 1d N = 4 subalgebra of 3d N = 4 that

contains translations along the line. There are two inequivalent choices of 1d N = 4

subalgebra, which we call SQMA and SQMB.2 We refer to line operators that preserve

SQMA (resp. SQMB) as A-type (resp. B-type) lines; they include half-BPS vortex lines

(resp. half-BPS Wilson lines). The subalgebras SQMA and SQMB — and thus the entire

collections of A-type and B-type line operators — are exchanged by 3d mirror symmetry.

An important feature of SQMA and SQMB is that each subalgebra contains a topo-

logical supercharge, which we denote QA and QB, respectively. These supercharges are

nilpotent, and they make all translations (in fact, the entire stress-energy tensor) exact.

The QA supercharge is the 3d reduction of the supercharge used to define the Donaldson-

Witten twist of 4d N = 2 gauge theories [62]; parts of its extended-TQFT structure in

3d gauge theories were discussed in [63, 64]. The QB supercharge defines a twist that was

introduced in 3d gauge theories by [2]; it is better known in 3d N = 4 sigma-models as the

Rozansky-Witten twist [19], with extended-TQFT structure developed in [20].

Now, any pair of line operators L,L′ defines a vector space Ops(L,L′) of local operators

that can be inserted at the junction between L and L′. (If no junction is possible, then

Ops(L,L′) is simply declared to be the zero vector space.) If L and L′ are both A-type or

both B-type, then we can further consider the QA or QB-cohomology of the space of local

operators, denoted

HomA(L,L′) := H•(Ops(L,L′), QA) or HomB(L,L′) := H•(Ops(L,L′), QB) .

(1.1)

Moreover, since the cohomology of a topological supercharge is locally constant, there is

an associative product on cohomology classes induced by collision of successive junctions,

illustrated in figure 1. For example, if L,L′,L′′ are all A-type, then there is a product

HomA(L′,L′′) ⊗ HomA(L,L′) → HomA(L,L′′)
O′ O 7→ O′ ∗ O , (1.2)

and similarly if L,L′,L′′ are all B-type.

Altogether, this endows the spaces HomA or HomB of local operators with an algebraic

structure. It has some important specializations. For any single L, the space Hom∗(L,L)

of local operators bound to L becomes a standard associative algebra with product (1.2).

Moreover, if we take L = 1 to be the trivial or “empty” line operator, then Ops(1,1)

simply consists of bulk local operators, and the Q-cohomologies

HomA(1,1) ⊇ C[MC ] , HomB(1,1) ⊇ C[MH ] (1.3)

turn out to contain the Coulomb-branch and Higgs-branch chiral rings. Thus, chiral rings

can be recovered from knowing about junctions of line operators.

2These subalgebras were called SQMV and SQMW , respectively, in [54].
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Figure 1. Local operators at junctions of lines have products induced by collision.

More broadly, one expects from general principles of extended TQFT (cf. [65, 66]) that

the set of all line operators preserved by a supercharge QA (resp. QB) — including the half-

BPS line operators — acquire the structure of an E2-monoidal category CA (resp. CB).3

From this perspective, Hom∗(L,L′) is the cohomology of a morphism space between objects

L,L′, and (1.2) is composition of morphisms. A geometric model of CB in 3d N = 4 sigma-

models was proposed by [20], and interesting examples of CB in gauge theories appeared

in [68, 69].

Algebro-geometric models for both CA and CB in general 3d N = 4 gauge theories with

linear symplectic matter will be proposed in the upcoming [70, 71]. There are technical

challenges to overcome in properly defining them, from both mathematical and physical

perspectives, which are well outside the scope of the current paper. As a rough preview,

given compact gauge group G and hypermultiplet representation R ⊕ R∗, we expect the

category CA to be described as equivariant D-modules on the loop space of R, and CB to

be described as quasi-coherent sheaves on the derived (homologically constant) loop space

of the stack R/GC

CA ≈ D-modLGC(LR) , CB ≈ QCoh
(
Maps(S1

dR, R/GC)
)
. (1.4)

If the Higgs branchMH happens to be smoothly resolved, then there is a functor from CB
to quasi-coherent sheaves on MH itself, modulo a grading shift, which connects with the

sigma-model analysis of [20]. The CA category is also very closely related to the category

of modules for boundary VOA’s of 3d N = 4 theories studied by [72, 73]. (The relation is

analogous to that of line operators in Chern-Simons theory and modules for WZW [74, 75].)

Some mathematical remarks on CA, CB, and 3d mirror symmetry appear in [76].

Our current purview is more pragmatic. We wish to describe half-BPS objects of

CA and CB from a physical perspective, and to explain a way to compute their Hom’s.

The categorical perspective provides us with a powerful organizational framework, but

we will use it only for organization and motivation — we will not be doing any derived

computations in the categories (1.4) here.

1.2 Wilson lines

In 3d N = 4 gauge theories with linear hypermultiplet matter, half-BPS B-type Wilson

lines are relatively simple. The outcome of a now-standard SUSY analysis [1–6], reviewed

3For a physical interpretation of the E2-monoidal (in particular, braided monoidal) structure see [67].
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in section 3, is that half-BPS Wilson lines are labeled by complex representations V of

the gauge group G.4 At a junction of Wilson lines WV , WV ′ labeled by two such repre-

sentations, one finds G-non-invariant local operators, transforming in the representation

V ′ ⊗ V ∗. Moreover, as long as there is enough hypermultiplet matter (so that G acts

faithfully), the QB-cohomology of the space of local operators at a junction is entirely con-

structed from polynomials in the complex hypermultiplet scalars that transform in V ′⊗V ∗.
If the hypermultiplets come in a complex symplectic representation R⊕R∗, then

HomB(WV ,WV ′) '
(
C[R⊕R∗]⊗ V ⊗ V ′∗/(µ)

)G
, (1.5)

where the ideal (µ) sets the complex moment map to zero.

This is in close analogy with the Higgs-branch chiral ring C[MH ]. Indeed, for V =

V ′ = C the trivial representation, the Wilson line WC = 1 is the trivial line operator, and

HomB(1,1) = H•(bulk local ops, QB) =
(
C[R⊕R∗]/(µ)

)G
= C[MH ] (1.6)

reproduces the familiar Higgs-branch chiral ring. Just as there are no quantum corrections

to the Higgs-branch chiral ring (and for the same reason — the gauge coupling does not sit

in a hypermultiplet, cf. [77, 78]), we expect no quantum corrections to the spaces of local

operators at junctions of Wilson lines, or their collision products.

An interesting deformation of the spaces HomB(WV ,WV ′) and their product comes

from turning on an Omega background [79] with parameter ε in the plane transverse

to line operators. It is well known that the Omega background induces a deformation

quantization of the Higgs-branch chiral ring. This follows from dimensional reduction of

similar quantization results in 4d [80] (and the 4d setups in [11, 12]); it has also been

verified by direct calculation in sigma-models [81]; and interpreted from a general TQFT

perspective [67]. The quantization extends to junctions of Wilson lines, deforming

HomB(WV ,WV ′)  Homε
B(WV ,WV ′) (1.7)

in a straightforward way that we formalize in section 3.4, generalizing a prior analysis

from [82]. We carry out an explicit computation of such a deformed space, involving

Wilson lines in nonabelian gauge theory, in section 8.1 and appendix C.1.

1.3 A closer look at vortex lines

As for A-type half-BPS line operators, which we simply refer to as “vortex lines,” there

is more to say. Motivated by the Gukov-Witten construction of surface operators in 4d

N = 4 SYM [11, 25, 26] and their 4d N = 2 generalizations [15, 27–30] we expect vortex

lines to admit two equivalent types of definitions:

• as disorder operators, modeled on a half-BPS codimension-two singularity in the

gauge and matter fields; or

4There do exist half-BPS B-type line operators that are not Wilson lines; they are disorder operators,

defined as codimension-two defects in a flat complex GC connection [70]. We will not need them in this

paper.

– 5 –



J
H
E
P
0
2
(
2
0
2
0
)
0
7
5

• by adding 1d SQMA degrees of freedom along the line, coupled to 3d bulk fields via

gauging flavor symmetries and introducing 1d superpotentials.

The second description should be related to the first by integrating out the 1d fields.

We will consider 3d N = 4 theories with gauge group G and linear hypermultiplet

matter in a symplectic representation of the form R⊕R∗, where R is a unitary representa-

tion. Then the relevant half-BPS equations in the plane transverse to a line operator are

vortex equations, for a connection on a G principal bundle and a section of an associated

R⊕R∗ bundle, supplemented by a complex moment-map constraint.

Vortex equations have a long history in physics and mathematics, initiated by the work

of [21] and [83, 84] on abelian vortices and their moduli spaces. The vortex equations that

we encounter here, involving arbitrary G and R, were first studied mathematically in [85–

88], and entered physics via SUSY field theory [22] and string theory [24]. See [89, 90]

for physically oriented reviews. The particular appearance of vortex equations in [22], and

later [91], is directly related to our setup: there, and here, one considers half-BPS equations

along a fixed complex plane in a gauge theory with eight supercharges. In the special

case that R = adj is the adjoint representation, the vortex equations include Hitchin’s

equations [92], entering the physics of gauge theories with sixteen supercharges [10, 22].

In order to describe A-type line operators, we must introduce singularities in the

vortex equations, analogous to the treatment of surface operators in 4d N = 4 and N = 2

theories. For trivial or adjoint R, the algebraic structure of singularities was developed in

classic work of Mehta-Seshadri and Simpson [93, 94], generalized in [95, 96]. More recent

physical and mathematical analyses of singularities in abelian theories include [52, 53, 97].

However, we are not aware of any classification of such singularities that is sufficiently

general for describing the full set of half-BPS A-type line operators in 3d N = 4 theories

with arbitrary G and R — e.g. a classification that would encompass a set of generators

for the category CA, or all vortex lines that are 3d-mirror to Wilson lines.

We make some progress toward such a classification in section 4. We describe a large

class of half-BPS vortex lines that are characterized by two pieces of algebraic data:

1) A holomorphic Lagrangian subspace L0 ⊂ R(K)⊕R∗(K).

2) An algebraic subgroup G0 ⊆ G(O) that preserves L0.

Here K = C((z)) denotes the ring of formal Laurent series, a.k.a. holomorphic functions

on an infinitesimally small disc transverse to a line operator; and L0 ⊂ R(K) ⊕ R∗(K)

represents the allowed singularities in hypermultiplet scalars near the line. The space

R(K) ⊕ R∗(K) is naturally endowed with a holomorphic symplectic structure, given by

taking the residue Resz=0Ω of the holomorphic symplectic form from R ⊕ R∗; and L0 is

required to be Lagrangian for half-BPS singularities. We note that choices of L0 may allow

poles of arbitrarily high order in the hypermultiplet scalars, analogous to “wild ramifica-

tion” for 4d N = 4 surface operators [26]. Similarly, G(O) denotes the algebraic group

GC defined over formal power series O = C[[z]], i.e. the group of holomorphic, complexi-

fied gauge transformations near the line. The subgroup G0 ⊆ G(O) defines a pattern of

– 6 –
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gauge-symmetry breaking. In these terms, the trivial line 1 is given by

1 : L0 = R(O)⊕R∗(O) , G0 = G(O) . (1.8)

We explain in section 4 how the algebraic data may be extracted from a singularity in

the bulk physical fields or from a coupling of the bulk fields to 1d SQMA quantum mechan-

ics. Conversely, given algebraic data, we explain how to construct a coupling to 1d SQMA

quantum mechanics that matches it. There are additional real parameters associated with

vortex lines as well, but their variations are QA-exact (they appear as Kähler parameters

in the SQMA quantum mechanics, where QA is a de Rham differential), so they do not

play an important role for us.

We expect that the algebraic data L0,G0 is also sufficient to define moduli spaces

of solutions to the half-BPS equations on a complex plane or a Riemann surface in the

presence of the line operator, via a generalized Hitchin-Kobayashi correspondence. We do

not, however, attempt to prove this rigorously.

Certain vortex-line operators with algebraic data of the above type already appeared

in work on Coulomb branches of 3d N = 4 theories and symplectic duality. In particu-

lar, [82] and [98] used “flavor vortex lines” — where L0,G0 are associated to a singular

flavor-symmetry transformation — to describe resolutions of Coulomb branches. This per-

spective was also discussed in the lectures [99]. Additionally, the mathematical work [100]

implicitly used a large class of line operators with data as above5 to provide a practical

combinatorial construction of Coulomb-branch chiral rings. (This construction reproduces

KLR algebras [101, 102] in the case of linear quiver gauge theories.) All these works

provided important motivation for us. We finally note that the data L0,G0 immediately

defines objects in the CA category of (1.4) (with LR and LGC modeled as R(K) and G(K),

respectively), giving another indication that our description is reasonable.

1.4 Junctions of vortex lines

In section 5, we then propose a way to compute spaces of local operators HomA at junc-

tions of vortex lines. One should not expect this to be easy, since even for the trivial line

HomA(1,1) captures the Coulomb-branch chiral ring, which famously contains nonper-

turbative monopole operators [57, 103–105]. On the other hand, recent years have seen

spectacular progress in developing exact methods to compute the Coulomb-branch chiral

ring [73, 78, 106–112], including fully mathematical definitions [113–115]. (Closely related

computations of the Coulomb branch of 4d N = 2 theories on S1, whose global functions

are given by vevs of line operators, include [91, 116–122].) Most of these approaches should

generalize to include A-type line operators.

In this paper, we generalize the computational approach of [107]. We fix a massive

vacuum ν at infinity in the plane transverse to line operators. Then, to every line operator

L, this associates a vector space

H(L, ν) = H•QA(Hilb(C;L, ν)) , (1.9)

5In fact, [100] allowed subgroups G0 ⊂ G(K) in addition to G0 ⊆ G(O). This seems to be a reasonable

generalization, compatible with the CA category in (1.4), though we will not need it in this paper.
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···
···

O

D

Rt

···

⌫
<latexit sha1_base64="QzPQlzp7LG42rVgcii2BXB1/0uo=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpoaeyvlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AV7jjdc=</latexit><latexit sha1_base64="QzPQlzp7LG42rVgcii2BXB1/0uo=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpoaeyvlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AV7jjdc=</latexit><latexit sha1_base64="QzPQlzp7LG42rVgcii2BXB1/0uo=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpoaeyvlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AV7jjdc=</latexit><latexit sha1_base64="QzPQlzp7LG42rVgcii2BXB1/0uo=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpoaeyvlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fzUKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoTlDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AV7jjdc=</latexit>

Figure 2. The setup used to study local operators bound to vortex lines. We place the 3d

theory in a solid cylinder D × Rt, with a vacuum boundary condition wrapping the outside, and

a line operator along the axis. The space of local operators O at a point p may be computed as

the cohomology of the moduli space of solutions to BPS equations on a “Gaussian pillbox” (or

“raviolo”) surrounding p.

the QA-cohomology of the Hilbert space on the plane punctured by L at the origin, and with

a vacuum boundary condition at infinity. Any QA-closed local operator O ∈ HomA(L,L′)
at a junction of lines L,L′ gets represented as a linear map

O : H(L, ν)→ H(L′, ν) , (1.10)

and we compute this representation in terms of a certain convolution algebra.

Concretely, the space H(L, ν) may be realized as the cohomology of a moduli space

M(L, ν) of solutions to the half-BPS equations on the plane. For trivial line L = 1,

this moduli space was given a rigorous algebraic construction in [123], following physical

examples in e.g. [24, 31, 124, 125], and the classic abelian constructions of [83, 84]. We

propose an algebraic construction of M(L, ν) that incorporates the algebraic data L0,G0

of a given line operator. The construction is a straightforward but as-yet nonrigorous

generalization of [123].

The representation (1.10) is then obtained by interpreting each local operator O as a

cohomology class in a moduli space Mrav(ν;L,L′) of solutions to the half-BPS equations

on a “Gaussian pillbox” surrounding the location of O, as in figure 2. This is in essence a

state-operator correspondence. Algebraically, the spaceMrav(ν;L,L′) may also be thought

of as solutions to the BPS equations on two planes C∪C∗C, identified away from the origin,

sometimes called a “raviolo.” It may also be thought of as a space of generalized Hecke

modifications, analogous to that discussed in [10, section 10]. Altogether, we produce

a map

HomA(L,L′) −→ H•(Mrav(ν;L,L′)) , (1.11)

which is almost surjective (in a precise sense) and often injective. Given a class O ∈
H•(Mrav(ν;L,L′)), the action (1.10) comes from a natural convolution in cohomology.

Computing the cohomology H•(Mrav(ν;L,L′)) in practice is quite subtle, because the

spacesMrav are typically singular and noncompact. To deal with this, we propose that H•
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be interpreted as equivariant intersection cohomology. Some physical and mathematical

justifications for this proposal are given in section 5.7. (Mathematical justification includes

the use of intersection cohomology in [126, 127], which was interpreted in [107] as computing

the algebra of bulk local operators O ∈ H•(Mrav(ν;1,1)) for linear quiver gauge theories.)

Most convincingly, we will test this proposal with highly nontrivial examples in sections 7–8.

In appendix B, we discuss an alternative algebraic approach to computing the spaces

HomA(L,L′). Physically, it uses a “Neumann” boundary condition rather than a massive

vacuum ν at infinity on the plane transverse to line operators. A major advantage is that

the Neumann boundary condition is always available, even in theories that do not admit

massive vacua ν. Mathematically, this approach more directly generalizes the Braverman-

Finkelberg-Nakajima definition of the Coulomb-branch chiral ring [114, 115], and matches

morphism spaces in the CA category (1.4). Unfortunately, actual computations in this

approach require the technology of Borel-Moore homology on infinite-dimensional stacks,

which is beyond our current scope.

Just like B-type line operators, A-type line operators also admit an Omega deforma-

tion, which deforms all the spaces HomA(L,L′)  Homε
A(L,L′) and their products. On

the r.h.s. of (1.11), the Omega background is easily realized by turning on equivariance

with respect to “loop rotation,” i.e. rotations in the plane C. This deformation already

appeared in the context of quantizing the Coulomb-branch chiral ring [78, 114, 115], and

is a dimensional reduction of angular momentum background that quantizes the product

of line operators in 4d N = 2 theories, as in [12, 15, 17, 80, 128].

In this paper, we only consider the local structure of line operators and their junctions,

for which it suffices to analyze the BPS equations on C with a singularity/line operator

puncturing the origin. It would be quite interesting to make the story more global —

construct, say, the cohomology of the Hilbert space of 3d N = 4 gauge theories on compact

Riemann surfaces Σ × Rt, with singularities/line operators at various points on Σ. This

should make contact with many recent physical works on partition functions and Hilbert

spaces of 3d SUSY gauge theories [129–136]. A-type line operators should also combine

nicely with a large body of mathematical work on quasi-maps and (K-theory lifts of)

Gromov-Witten theory, as in the classic [137] and more recent [138–142] (for example).

We leave this for future investigation!

1.5 Main examples

In sections 6–8, we give several examples of line operators of increasing complexity. We

compute their Hom spaces using the algebraic prescription of section 5.

We begin in section 6 by considering abelian gauge theories, with enough matter to

ensure that the gauge group acts faithfully. (This also ensures that they have abelian

mirrors of the same type [59, 143].) We give complete descriptions of the set of half-BPS

Wilson lines, and of a basic set of half-BPS vortex lines that may be described as “flavor

vortices,” generalizing discussions in [52, 53, 82] (and [42] for 2d theories). The two sets

of line operators are precisely exchanged under 3d mirror symmetry. We fully describe the

junctions of line operators within each set, and action of the mirror map on them. We also

connect, in the case of quiver gauge theories, to the quiver/brane constructions of [54].
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The simplest abelian example is instructive to mention here. Consider the mirror pair

of 3d theories

Thyper : free hypermultiplet ↔ SQED1 : U(1) + 1 hypermultiplet . (1.12)

The free hypermultiplet theory has a unique half-BPS Wilson line (the trivial line 1), but

has a large collection of basic vortex lines Vk labeled by integers, with algebraic data

L0 = zkR(O)⊕ z−kR∗(O) (1.13)

that allows one complex hypermultiplet scalar to have a pole of order k, while restricting the

other to have a zero of order k. We compute that Homε
B(1,1) = Cε[MH ] is a Heisenberg

algebra, generated by the hypermultiplet scalars, whereas Homε
A(Vk,Vk′) = C for all k, k′.

On the other hand, SQED1 has Wilson lines Wk labeled by the 1d representations

of U(1), whose junctions each contain a unique operator of the correct gauge charge,

Homε
B(Wk,Wk′) = C. SQED1 also contains a unique flavor vortex line (the identity 1); all

other basic vortex lines get screened and are equivalent to 1. The algebra Homε
A(1,1) =

Cε[MC ] is an interesting realization of the Heisenberg algebra, generated by monopole

operators. Altogether, 3d mirror symmetry swaps both the line operators and their Hom

spaces in the pair (1.12).

In sections 7 and 8, we then explore two special examples of vortex lines in 3d N = 4

SQCD, with gauge group G = U(2) and four fundamental hypermultiplets. This theory

is particularly convenient to work with, because it has enough matter to admit massive

vacua (allowing the computational methods of section 5 to proceed); and it has a simple

3d mirror with gauge group G! = U(1)×U(2)×U(1) [55, 58].

We first consider a half-BPS vortex line VI in U(2) SQCD that breaks gauge symmetry

to the torus U(1)2, but does not affect the hypermultiplet fields. This is analogous to

the simplest surface operators of [11]. The algebraic data has L0 = R(O) ⊕ R∗(O) and

G0 = I, known as the Iwahori subgroup of G(O). We find by direct computation that

Homε
A(VI ,VI) is almost trivial: it is a 2 × 2 matrix algebra over the quantum Coulomb-

branch algebra of SQCD. In other words, in QA cohomology, VI is isomorphic to two copies

of the trivial line. The matrix algebra does arise in an interesting way, as the product of an

abelianized Coulomb-branch algebra similar to that in [78], and the nil-Hecke algebra [144]

for SL(2). This structure is analogous to the affine Hecke algebra of [11], and has been

studied extensively in the papers [100, 145].

We explain in section 7.1 that the equivalence of VI with a direct sum of trivial lines is

no surprise. Indeed, in any gauge theory, any vortex line that breaks gauge symmetry but

leaves the hypermultiplets untouched is expected to behave this way. Mathematically, this

follows from a classic result of Deligne [146] and its generalization by Beilinson-Bernstein-

Deligne-Gabber [147].

In section 8 we “fix” this triviality by introducing another vortex line operator Vcon

that also has G0 = I, but introduces first-order poles in some of the hypermultiplet fields.

The line operator can also be engineered by coupling the bulk SQCD to a 1d SQMA sigma-

model whose target is the resolved conifold, or to a 1d SQMA quiver gauge theory that
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flows to the conifold. The quiver description coincides with a brane construction of [54],

which also predicts that the 3d mirror of Vcon will be a fundamental Wilson line W2 for

the U(2) factor of G! = U(1) × U(2) × U(1). We produce a detailed match of the algebra

of local operators bound to Vcon in SQCD and the algebra of local operators bound to W2

in the mirror.
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2 Conventions and SUSY algebras

In this section, we briefly review the form of the 3d N = 4 SUSY algebras, and its half-BPS

subalgebras that preserve various line operators and local operators.

We work in flat Euclidean spacetime R3. We will usually regroup the three real co-

ordinates x1, x2, x3 into a complex ‘spatial’ coordinate z = x1 + ix2 and a Euclidean time

t = x3, thinking of spacetime as R3 ' Cz × Rt. We consider line operators supported at

z = 0, extending along Rt :

(2.1)

The 3d N = 4 algebra is generated by eight complex supercharges Qaȧα , where α ∈
{+,−} is a spinor index for Spin(3)E ' SU(2)E , and a, ȧ ∈ {+,−} are spinor indices for

the SU(2)H × SU(2)C R-symmetry.6 The algebra with central charges takes the form

{Qaȧα , Qbḃβ } = εabεȧḃσµαβPµ − iεαβ
(
εabm(ȧḃ) + t(ab)εȧḃ

)
, (2.2)

6In Lorentzian signature, the supercharges would satisfy (Qaȧα )† = εabεȧḃQ
bḃ
α .
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where (σ1)αβ = ( 0 1
1 0 ), (σ2)αβ =

(
0 −i
i 0

)
, (σ3)αβ =

(
1 0
0 −1

)
are the Pauli matrices, and all

SU(2) indices are raised and lowered with εαβ (or εab, εȧḃ, etc.), such that ε12 = ε21 = 1.

The central charges

t(ab) =

(
2tC −tR
−tR −2tC

)
, m(ȧḃ) =

(
2mC −mR
−mR −2mC

)
, (2.3)

will be realized in gauge theory as hyperkähler triplets of FI and mass parameters. Splitting

spacetime as R3 ' Cz × Rt, we may write the SUSY algebra more transparently as

{Qaȧ+ , Qbḃ+} = −2εabεȧḃPz̄ , {Qaȧ− , Qbḃ−} = 2εabεȧḃPz ,

{Qaȧ+ , Qbḃ−} = {Qbḃ− , Qaȧ+ } = εabεȧḃPt − i
(
εabm(ȧḃ) + t(ab)εȧḃ

)
.

(2.4)

A more extensive review of 3d N = 4 SUSY algebra appears in appendix A.

2.1 1d subalgebras

We are interested in half-BPS line operators supported along {z = z̄ = 0} × Rt, which

preserve a 1d N = 4 SUSY subalgebra of the 3d N = 4 algebra above. There are essentially

two inequivalent choices of 1d N = 4 subalgebras, which we will call SQMA and SQMB. We

will often refer to the half-BPS line operators preserved by SQMA and SQMB, respectively,

as A-type and B-type line operators.

The 1d N = 4 algebra SQMA is generated by the four supercharges

QȧA = δαaQ
aȧ
α , Q̃ȧA = (σ3)αaQ

aȧ
α , (2.5)

which satisfy

{QȧA, Q̃ḃA} = 2εȧḃ(Pt − itR) , {QȧA, QḃA} = {Q̃ȧA, Q̃ḃA} = 2im(ȧḃ) . (2.6)

Clearly this 1d subalgebra preserves the full 3d SU(2)C R-symmetry, but breaks SU(2)H
to a diagonal U(1)H subgroup. In [54], the SQMA algebra was denoted SQMV , because it

turns out to be preserved by vortex-line operators. (In [107], it was similarly shown that

SQMA is the subalgebra preserved by dynamical half-BPS vortex excitations.)

For completeness, we note that there is actually a CP1 family of SQMA algebras,

parameterized by the choices of unbroken U(1)H ’s inside SU(2)H . The different choices

lead to different combinations of tR and tC, t̄C appearing in the {QȧA, Q̃ḃA} commutation

relation. Equivalently, in a 3d N = 4 gauge theory, different choices of SQMA algebra

correlate with different choices of complex structure on the Higgs branch. We will work

with (2.5), and thus fix a choice of complex structure on the Higgs branch once and for all.

Similarly, the 1d N = 4 algebra SQMB is generated by the four supercharges

QaB = δαȧQ
aȧ
α , Q̃aB = (σ3)αȧQ

aȧ
α , (2.7)

which satisfy

{QaB, Q̃bB} = 2εab(Pt − imR) , {QaB, QbB} = {Q̃aB, Q̃bB} = 2it(ab) . (2.8)
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This subalgebra preserves an SU(2)H × U(1)C subgroup of the bulk R-symmetry. It is

again part of a CP1 family, parameterized by different choices of U(1)C inside SU(2)C ,

or different choices of complex structure on the Coulomb branch (we fix this choice once

and for all). In [54], the SQMB algebra was denoted SQMW , because it turns out to be

preserved by Wilson lines.

2.2 Topological twists

There are two distinct topological twists of 3d N = 4 gauge theories, which we will refer

to as the A and B twists. The supercharges that define these respective twists in flat space

— in the usual sense that topologically twisting the theory amounts to working in the

cohomology of a particular supercharge — are

QA := Q+̇
A , QB := Q+

B . (2.9)

Thus, these are elements of the SQMA and SQMB algebras above. It will occasionally be

useful for us to think of line operators from the perspective of topological twists.

The A-twist is a dimensional reduction of the 4d Donaldson-Witten twist [62], and is

involved in the definition of Seiberg-Witten invariants of 3-manifolds [148]. Some families

of A-twisted 3d sigma-models were studied in [63, 64]. The B-twist is intrinsically three-

dimensional. It was first identified by Blau and Thompson [2] in pure 3d N = 4 gauge

theories, and then studied by Rozansky and Witten [19] in 3d N = 4 sigma-models (which

could be thought of as 3d N = 4 gauge theories on their Higgs branches). The extended

TQFT defined by the B-twist of a sigma-model was described by Kapustin-Rozansky-

Saulina [20]. The fact that the A and B twists are the only topological twists in 3d

N = 4 theories follows from a basic algebraic classification of nilpotent supercharges whose

commutators contain all translation [149, 150].

Some important properties of the A and B twists can already be seen from the 3d

and 1d SUSY algebras above. For example, in a gauge theory with flavor symmetries, the

supercharge QA is not quite nilpotent, satisfying

Q2
A ∼ ϕ+mC , (2.10)

with an infinitesimal gauge and flavor transformation on the r.h.s. Eventually, we will

reduce computations involving vortex lines to 1d quantum mechanics (as in figure 2). Then

QA will act as an equivariant de Rham differential, with equivariant parameters ϕ,mC.

2.3 Local operators

We are not just interested in half-BPS line operators, but in the BPS local operators that

are bound to them.

Given any two line operators L,L′, there is a vector space Ops(L,L′) of local operators

supported at their junction. If both L and L′ are (say) A-type, the topological supercharge

QA will act on Ops(L,L′). We can then ask for eighth-BPS local operators preserved by QA.

It is convenient to arrange them into cohomology classes, thinking of QA-closed operators

that differ by a QA-exact operator as equivalent. This equivalence relation is automatically
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imposed in any correlation functions that only involve other QA-closed operators — since

in such correlation functions QA-exact operators will evaluate to zero. We denote the

cohomology as

HomA(L,L′) := H•(Ops(L,L′), QA) . (2.11)

Similarly, if both L and L′ are B-type, we can consider

HomB(L,L′) := H•(Ops(L,L′), QB) . (2.12)

The use of the notation “Hom” here is motivated by the structure of extended TQFT.

In a topological twist, the line operators that preserve the twist have the structure of a

braided tensor category, cf. [65, 66]. (This category was studied by [19, 20] for the B-twist

of 3d N = 4 sigma-models.) The objects in the category are the line operators them-

selves, and the morphisms Hom(L,L′) are the cohomologies of spaces of local operators,

as in (2.11)–(2.12).

Since both QA and QB are topological supercharges, the OPE of eighth-BPS local

operators supported at consecutive junctions defines a non-singular product in cohomology.

The careful way to describe this involves first enlarging the notion of local operators to

include operators supported in the neighborhood of a junction, cf. [67]. In cohomology,

the actual size of the neighborhood does not matter. Moreover, the displacements of Q-

closed local operators at junctions (including displacements of the junctions themselves)

are Q-exact. Then we can bring two consecutive junctions, supporting (say) O and O′,
arbitrarily close together while keeping the cohomology class of the entire configuration

constant. Eventually we find that O and O′ are contained in the neighborhood of just a

single junction, as on the r.h.s. of (2.13), defining a new local operator O′ ∗ O,

HomA(L′,L′′) ⊗ HomA(L,L′) → HomA(L,L′′)
or HomB(L′,L′′) ⊗ HomB(L,L′) → HomB(L,L′′)

O′ O O′ ∗ O .

(2.13)

We will usually write the product as simply O′O. The product is associative, because

deforming one limit of consecutive collisions to another is a continuous, Q-exact operation.

In the special case that L = L′ = L′′ are all the same line operator (say of type A),

EndA(L) := HomA(L,L) simply denotes the cohomology of the space of local operators

bound to L. The product (2.13) then becomes

EndA(L)⊗ EndA(L)→ EndA(L) , (2.14)
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and endows the space EndA(L) with the structure of an associative algebra. This structure

should be extremely familiar from supersymmetric quantum mechanics [151]. Indeed, if we

did not have a bulk 3d theory, and were merely considering 1d SQM supported on a line,

the algebra (2.14) is the usual algebra of BPS local operators in SQM. Similarly, (2.13) is

analogous to a product of BPS interfaces between different SQM theories.

A line operator that exists in every 3d theory is the trivial, or empty line operator.

We’ll denote this line operator as L = 1. It is the line-operator analogue of the identity

local operator ‘1’, and it plays a rather special role. It is simultaneously both A-type and

B-type, so the spaces EndA(1) and EndB(1) both make sense. Indeed, they are simply the

QA and QB cohomologies (respectively) of the space of bulk local operators. Similarly, given

any other half-BPS line operator L (say, A-type), the spaces HomA(1,L) and HomA(L,1)

denote the cohomology of the space of local operators at an endpoint of L.

2.3.1 Relation to chiral rings

The local operators that we will actually compute in this paper (particularly by means of

TQFT methods) are the eighth-BPS operators discussed above. However, they often turn

out to be equivalent to other familiar classes of quarter-BPS and half-BPS local operators.

For example, since our line operators preserve 1d N = 4 SQM algebras, we could

consider local operators that preserve a pair of mutually commuting supercharges, either

Q+̇
A, Q

−̇
A or Q+

B, Q
−
B . (2.15)

(We should set mR = 0 for the former to commute, and tR = 0 for the latter.) In section 3

we argue that, as long as the group G acts faithfully on the hypermultiplet representation

R, the local operators that preserve the pair Q+
B, Q

−
B are equivalent to the cohomology of

just the single supercharge QB. We expect the same to be true for A-type operators in a

large class of gauge theories, due to 3d mirror symmetry.

In the special case of local operators bound to the trivial line operator L = 1 — a.k.a.

ordinary bulk local operators — we could ask for even more. Bulk local operators can be

preserved by as many as four independent supercharges, either

{Qa+̇
α }α,a=± or {Q+ȧ

α }α,ȧ=± . (2.16)

The corresponding spaces of half-BPS local operators are known as the Coulomb-branch

and Higgs-branch chiral rings, respectively, cf. [77, 78, 105, 106, 152, 153]. We denote

the chiral rings as C[MC ] and C[MH ], since they contain holomorphic functions on the

Coulomb and Higgs branches of vacua.

Since QA and QB belong to the half-BPS algebras (2.16), it is clear that C[MC ] ⊆
EndA(1) and that C[MH ] ⊆ EndB(1). We will argue in section 3 that in theories with

sufficient matter content the QB-cohomology of bulk local operators is equivalent to the

chiral ring

EndB(1) ' C[MH ] . (2.17)

We similarly expect that EndA(1) ' C[MC ]. The expectation in this case is borne

out by the Braverman-Finkelberg-Nakajima construction of the Coulomb-branch chiral
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ring [114, 115], which actually computes QA-cohomology but nevertheless reproduces

C[MC ] in all known examples.

2.4 3d mirror symmetry

At the level of the 3d N = 4 SUSY algebra, 3d mirror symmetry [57–59] is an involution

that exchanges the roles of SU(2)H and SU(2)C R-symmetries. (This is directly analogous

to the classic description of mirror symmetry in 2d N = (2, 2) theories [41], as exchanging

the role of axial and vector R-symmetries.) In sufficiently nice cases, 3d mirror symmetry

also exchanges one gauge theory with linear matter for another. In this case, many of the

structures discussed are swapped:

SQMA ↔ SQMB

QA ↔ QB
vortex lines ↔ Wilson lines

HomA(L,L′) ↔ HomB(L!,L′!)
MC , C[MC ] ↔ MH , C[MH ]

(2.18)

In particular, half-BPS vortex lines (and the BPS local operators bound to them) will be

mapped to half-BPS Wilson lines (and the BPS local operators bound to them), and vice

versa. In later sections, mirror symmetry will provide an important consistency check on

our calculations.

3 Wilson lines and their junctions

We’ll consider a 3d N = 4 gauge theory with compact gauge group G and hypermultiplet

matter in representation R⊕R∗, where R ' Cn is a finite-dimensional unitary representa-

tion of G and R∗ its dual.7

The vectormultiplet contains a connection Aµ and an SU(2)C triplet of adjoint-valued

scalars φ(ȧḃ) ∈ g, which we’ll usually split into a real σ ∈ g and a complex ϕ ∈ gC,

φ(ȧḃ) =

(
2ϕ σ

σ −2ϕ̄

)
. (3.1)

In addition, there are gauginos transforming as tri-spinors of SU(2)E × SU(2)H × SU(2)C .

The SUSY transformations of the vectormultiplet fields are summarized in appendix A.

One salient feature is that the complexified connection

Aµ := Aµ −
i

2
(σµ)ȧḃφ

(ȧḃ) (3.2)

7In general, linear hypermultiplet matter transforms in a symplectic representation of G, i.e. with G

acting as a subgroup of USp(n) for some n. The restriction that the representation is of the form R ⊕ R∗

amounts to saying that the G action factors through U(n) ⊂ USp(n). For the purpose of analyzing Wilson

lines, this restriction is purely a matter of convenience — formulas below have obvious generalizations to

general matter. In contrast, when describing vortex lines, the restriction will be essential for the methods

herein to work.
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is annihilated by both supercharges QaB = δαȧQ
aȧ
α . Its µ = 3 component, namely

At = At − iσ , (3.3)

is also annihilated by Q̃aB = (σ3)αȧQ
aȧ
α . Thus At is annihilated by the entire 1d N = 4

algebra SQMB from (2.7).

This suggests a way to define half-BPS Wilson lines [2–6, 54]. Let V = Ck be another

finite-dimensional unitary representation of G, or equivalently, a complex-linear represen-

tation of the complexified group GC. Let ρ : gC → gl(k) be the corresponding map of Lie

algebras. Then a half-BPS Wilson line operator supported on ` = {z = 0}×Rt is defined as

WV := Hol`
(
ρ(A)

)
= P exp

∫
Rt
ρ(At)dt . (3.4)

If instead of the line ` we had considered a closed loop γ, we could take the trace of the

holonomy to produce a gauge-invariant operator. Here, with a noncompact line `, gauge-

invariance can be recovered with a suitable choice of boundary condition at t→ ±∞. This

choice will not affect any of the local structure that we are interested in.

Alternatively, a half-BPS Wilson line may be defined by coupling the bulk 3d N = 4

theory to 1d N = 4 SQM degrees of freedom along the line `. The relevant quantum me-

chanics contains fermionic hypermultiplets, with a finite-dimensional Hilbert space, a.k.a.

a Chan-Paton bundle; and At appears as a coupling in the 1d Hamiltonian, a.k.a. a con-

nection on the Chan-Paton bundle. This construction of Wilson lines was discussed in [54],

and is directly analogous to standard definitions of B-type boundary conditions for 2d

N = (2, 2) theories [154, 155] (reviewed in [156]).

3.1 Bulk local operators

As a warmup to analyzing local operators bound to Wilson lines, we review some features

of bulk local operators in QB-cohomology, and the Higgs-branch chiral ring. We wish to

explain why the two are actually equivalent in theories with sufficient matter. (Readers

who already believe this may safely move on.) We work momentarily with mass and FI

parameters turned off, then reintroduce them further below.

The Higgs branch of a 3d N = 4 theory with gauge group G and matter R⊕R∗ ' Cn⊕
Cn is the hyperkähler quotientMH = (R⊕R∗)///G = {µR = µC = 0}/G, where µR and µC
are the real and complex moment maps for G. Recall that the moment maps are functions

µR : (R⊕R∗)→ g∗, µC : (R⊕R∗)→ g∗C. Let us denote the complex hypermultiplet scalars

as X = (X1, . . . , Xn)T ∈ R and Y = (Y1, . . . , Yn) ∈ R∗, denote the generators of g as {Tk},
and denote their action on R and R∗ as ρR(Tk) and ρR∗(Tk) = [ρR(Tk)]

† = −ρR(Tk). Then

the components of the moment maps become (cf. appendix A.3)

〈µR, Tk〉 = Tr
[
ρR(Tk)(XX

† − Y †Y )T
]
, 〈µC, Tk〉 = Tr

[
ρR(Tk)(XY )T

]
. (3.5)

For analyzing B-type bulk local operators, it is sufficient to think ofMH as a complex-

symplectic manifold (in a fixed complex structure), rather than a hyperkähler manifold.
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Then, trading the real moment-map constraint µR = 0 for a complexification G → GC of

the gauge group, we have

MH ' (R⊕R∗)//GC = {µC = 0}/GC . (3.6)

This is typically a singular cone. Its holomorphic symplectic form is induced from the

canonical form Ω =
∑

i dX
i ∧ dYi on R⊕R∗.

The Higgs-branch chiral ring C[MH ] is usually identified with the ring of holomorphic

(and polynomial) functions on the space (3.6). These functions are easily constructed by

starting with all polynomials in the Xi and Y i fields, then imposing an equivalence relation

that µ = 0, and finally restricting to G-invariants. In equations:

C[MH ] =
[
C[X,Y ]/(µC)

]G
, (3.7)

where (µ) denotes the double-sided ideal generated by the components of µ.

More fundamentally, the “Higgs-branch chiral ring” should be defined as the subspace

of bulk local operators annihilated by all four supercharges Q+ȧ
α from (2.16), modulo opera-

tors of the form O = Q+ȧ
α (. . .). A quick semiclassical analysis of the SUSY transformations

of vectormultiplets and hypermultiplets (see appendix A) reproduces the algebra (3.7). In

particular, the (zero modes of the) hypermultiplet scalars X and Y are the only operators

annihilated by all the Q+ȧ
α , which are not themselves of the form Q+ȧ

α (. . .). The complex

moment map is set to zero because it appears in the image of Q+ȧ
α acting on gauginos,

Q+ȧ
α (λ+ḃ

β ) = iεȧḃεαβD++ ∼ iεȧḃεαβµC . (3.8)

In theories with insufficient matter for the gauge group to act faithfully, some compo-

nents of µ might vanish automatically. For example, in pure gauge theory, µ ≡ 0. In this

case, one might think from (3.8) that corresponding components of the gauginos would

appear in the chiral ring. This does not happen, because all of the λ+ḃ
β ’s themselves appear

as Q+ȧ
β transformations of various components of φċḋ; thus the gauginos are always set

to zero.

Now let’s compare the chiral ring (3.7) to the cohomology of just the single topo-

logical supercharge QB = δαȧQ
+ȧ
α , acting on the space of bulk local operators. The

QB transformations of the fields are most easily expressed if we regroup the fermions

into scalars and one-forms with respect to the diagonal subgroup of SU(2)E × SU(2)C .

We rewrite the gauginos λaȧα in terms of γ = δαȧλ
+ȧ
α , υµ = (σµ)αȧλ

+ȧ
α , γ̃ = δαȧλ

−ȧ
α ,

and υ̃µ = (σµ)αȧλ
−ȧ
α . Then

QBA = 0 ,

QBA ∼ υ , QB υ = 0 , QB υ̃ ∼ ∗F ,
QBγ ∼ µC ,
QB γ̃ ∼ ∗dA ∗ φ+ µR ,

(3.9)
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with F denoting the curvature of A and with φµ = 1
2(σµ)ȧḃφ

(ȧḃ) in the last line. Similarly,

the hypermultiplet fermions get regrouped into scalars ηi1, η
i
2 and one-forms χi1,µ, χ

i
2,µ. Then

QB X
i = QB Yi = 0 , QB X

i
= ηi1 , QB Y i = ηi2 , QB η

i
1 = QB η

i
2 = 0 ,

QB χ
i
1 ∼ dAXi , QB χ

i
2 ∼ dAYi .

(3.10)

(We write ‘∼’ to mean equal up to numerical factors.)

We find that (covariant) derivatives of all fields are exact, so we focus on operators

constructed out of the zero-modes. We further simplify the cohomology by removing the

pairs (X
i
, ηi1), (Y

i
, ηi2), (A, υ), and (υ̃, ∗F), each consisting of operators (O1,O2) such that

QB(O1) = O2. Local operators formed out of A could contribute, but they are either

not Lorentz-invariant or not gauge-invariant. We are left with a simple model for the QB
cohomology of local operators, which consists of polynomials C[X,Y, γ] in the scalars Xi, Yi
and the components of the gC valued gaugino γ, together with a differential that acts as

QB(γ) = µC(X,Y ) , QB(X) = QB(Y ) = 0 . (3.11)

Then the QB-cohomology of the algebra of local operators, denoted EndB(1) as in (2.17),

becomes

EndB(1) = H•(C[X,Y, γ], QB)G , (3.12)

i.e. the G-invariant part of the cohomology of the algebra C[X,Y, γ].

As long as the matter representation R is large enough so that G acts faithfully, all

components of the moment map µC will be nontrivial functions of X and Y . Then the

cohomology H•(C[X,Y, γ], QB) is isomorphic to the ordinary quotient C[X,Y ]/(µC), and

EndB(1) ' C[MH ] , (3.13)

as claimed in (2.17).

If the representation R is not faithful, then EndB(1) can be larger than C[MH ]. In

particular, it will contain additional gauginos. An extreme example is pure gauge theory

(R = 0), where EndB(1) = C[γ]G is nontrivial, and contains gauge-invariant polynomials

in γ. We will investigate the algebra EndB(1) in much greater detail in [70], and explain

how the gauginos appears naturally in the context of derived algebraic geometry.

In principle, the semiclassical calculation of EndB(1) that we have just presented could

acquire quantum corrections. An indirect way to check that quantum corrections do not

enter is by appealing to a standard non-renormalization theorem for the Higgs-branch

chiral ring in 3d N = 4 theories.8 Thus, at least in the case that R is faithful, so that

EndB(1) ' C[MH ], we expect the semi-classical computation of QB-cohomology of bulk

local operators to be exact.

8In a 3d N = 4 theory, neither the Higgs-branch nor Coulomb-branch chiral rings can be renormalized.

This follows (e.g.) from noting that quantum corrections are controlled by the gauge coupling; but the gauge

coupling cannot enter an effective superpotential (in 3d N = 2 terms) that encodes chiral-ring relations.

This is a special case of non-renormalization in 3d N = 2 theories [77]. In the case of the Coulomb branch,

the argument has an extra subtlety: certain one-loop quantum corrections are effectively independent of

the gauge coupling, and thus are allowed (see [78]). For the Higgs branch, there are no such subtleties.
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3.1.1 FI and mass parameters

We now briefly consider the effects of turning on mass and/or FI parameters.

FI parameters are associated with the abelian part of the gauge group G.

Representation-theoretically, they are infinitesimal characters, i.e. elements tR ∈ g∗, tC ∈ g∗C
that provide G-invariant maps tR : g→ R, tC : gC → C. They resolve or deform the Higgs

branch by modifying the moment-map equations; as a hyperkähler quotient one finds

MH = {µR + tR = 0 , µC + tC = 0}/G . (3.14)

Alternatively, as a complex-symplectic variety, the Higgs branch with FI parameters gets

expressed as

MH ' {µC + tC = 0}stab(tR)/GC . (3.15)

Here the value of tR goes into defining an appropriate stability condition.

As far as the chiral ring goes, the real FI parameter is invisible: the ring of holomorphic

functions on (3.15) is insensitive to the choice of stability condition. The complex FI

parameter does deform the chiral ring, in an obvious way: we now have

C[MH ] =
[
C[X,Y ]/(µC + tC)

]G
. (3.16)

Similarly, in the QB transformations (3.9)–(3.10), tC deforms µ while tR deforms µR. The

QB-cohomology of the algebra of local operators is still given by (3.12), with the modi-

fied differential

QB(γ) = µC + tC , QB(X) = QB(Y ) = 0 . (3.17)

Dually, mass parameters are associated with flavor symmetries that act as hyperkähler

isometries of R⊕R∗. If we let F denote the flavor symmetry group, then the masses take

values in its Lie algebra

mR ∈ f , mC ∈ fC (3.18)

(more precisely, they take values in a common Cartan subalgebra). Thus it makes sense to

speak of the infinitesimal flavor symmetry generated by mR and mC.

Mass parameters restrict the Higgs branch to fixed points of the symmetry they gener-

ate. They reduce the chiral ring to the ring of polynomial functions on the fixed locus. In

contrast, the effect of masses on QB-cohomology of local operators is much more subtle. In

the SUSY transformations (3.9)–(3.10), masses m(ȧḃ) enter the same way as the vectormul-

tiplet scalars φ(ȧḃ), i.e. through the complexified connection A and its covariant derivatives.

The cohomology EndB(1) continues to be described by (3.12), so long as we interpret X,Y

(and γ) as covariantly constant modes of the corresponding fields. Gauge-invariant local

operators f(X,Y ) become flat sections of a flat FC bundle over spacetime, with connection

determined by the masses.

3.2 Local operators at junctions

We next generalize the above characterization of the QB-cohomology of bulk local operators

to local operators bound to junctions of half-BPS Wilson lines. We will assume that R is

– 20 –



J
H
E
P
0
2
(
2
0
2
0
)
0
7
5

Figure 3. Endpoints and endomorphisms of Wilson lines.

a faithful representation of G, so that gauginos do not enter the cohomology, and we can

work entirely with polynomials in the complex hypermultiplet scalars.

Suppose that a Wilson line in representation V is supported on Rt≥0×{0}, as on the left

of figure 3. In order for this configuration to preserve gauge invariance, any local operator

O at the starting point of the Wilson line is required to transform in the representation V .

Letting Ops(1,WV ) denote the space of local operators at the starting point of WV in the

full physical theory, a straightforward generalization of the computation of QB-cohomology

in section 3.1 now leads to

HomB(1,WV ) = H•QB
(
Ops(1,WV )

)
=
[
(C[X,Y ]⊗ V ∗)/(µC)

]G
. (3.19)

Here we have accounted algebraically for the fact that operators must transform in the

representation V by tensoring with the dual space V ∗ before taking G-invariants. We find

polynomials in the hypermultiplet scalars X,Y , restricted to transform in V , with µC set

to zero.

Similarly, at the opposite endpoint of the Wilson line, we expect local operators that

transform in the representation V ∗, with cohomology given by

HomB(WV ,1) =
[
(C[X,Y ]⊗ V )/(µC)

]G
. (3.20)

On the Wilson line itself, we should have

EndB(WV ) := HomB(WV ,WV ) =
[
(C[X,Y ]⊗ V ∗ ⊗ V )/(µC)

]G
, (3.21)

which is now naturally an algebra, because the matrices V ∗ ⊗ V ' End(V ∗) form an

algebra. Finally, given a pair of distinct Wilson lines, we expect

HomB(WV ,WV ′) =
[
(C[X,Y ]⊗ V ′∗ ⊗ V )/(µC)

]G
(3.22)

'
[
(C[X,Y ]⊗Hom(V ∗, V ′∗))/(µC)

]G
Indeed, (3.19)–(3.21) are all special cases of (3.22) corresponding to V = V ′, or V = C, or

V ′ = C, where C is the trivial one-dimensional representation.

The validity of these expectations (and their generalization to theories where R is not

a faithful representation) is justified from a TQFT perspective in [70]. The idea is roughly
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as follows. In the topological B-twist, the category of line operators can be approximated

as a category of G-equivariant modules for the differential graded algebra C[X,Y, γ], with

differential as in (3.11). The “approximation” is sufficient to capture properties of Wilson

lines, though it misses some other interesting B-type line operators.9 The morphism space

HomB(WV ′ ,WV ) corresponding to a junction of Wilson lines is computed by elementary

algebraic techniques in this module category, and reproduces (3.22) when R is faithful.

3.3 Sheaves on the Higgs branch

Suppose that we introduce FI parameters so that the Higgs branch MH of a 3d N = 4

gauge theory becomes smooth (and the Coulomb branch is fully massive). Then, in the

infrared, the gauge theory will flow to a sigma model on its Higgs branch. Any half-BPS

line operators defined in the UV should similarly flow to half-BPS line operators in the

sigma model. In particular, Wilson lines should flow to operators in a MH sigma model

that are compatible with the B-twist. They are easy to describe geometrically.

In [19, 20], line operators in the B-twist of a sigma model with target X were identified

as objects in the (derived) category of coherent sheaves, DbCoh(X ). UV Wilson lines turn

out to flow in the IR to the simplest types of coherent sheaves on the Higgs branch; namely,

they flow to holomorphic vector bundles.

Given a gauge theory with group G and matter R ⊕ R∗, and a Wilson line WV in

representation V , we can construct a holomorphic vector bundle on the Higgs branch in

the following (standard) way. First, let EV be the trivial vector bundle on the complex

vector space R⊕R∗, with complex fiber V . It is an equivariant bundle with respect to the

complexified gauge group GC, which acts simultaneously on the base R⊕R∗ and fiber V .

The restriction of EV to the GC-invariant locus {µC + tC = 0}stab(tR) ⊂ R⊕R∗ inherits this

equivariant structure. Therefore, EV descends to a holomorphic bundle EV on the quotient

EV →MH = {µC + tC = 0}stab(tR)/GC . (3.23)

The sheaf EV is the IR image of WV .

As a (very) simple example, consider the trivial line operator 1, thought of as the

Wilson line in the trivial one-dimensional representation V = C. In this case, EV is the

trivial line bundle on R⊕R∗, with trivial equivariant structure. The sheaf EV on the Higgs

branch to which EV descends is again a trivial line bundle, a.k.a. the structure sheaf

EC ' OMH
. (3.24)

The spaces of local operators at junctions of Wilson lines, discussed from a gauge-

theory perspective in section 3.2, also have a nice geometric interpretation on the Higgs

branch. Namely, the local operators at a junction of WV and WV ′ are realized in the IR

as the space of morphisms of associated sheaves:

HomB(WV ,WV ′) ' HomCoh(MH)(EV , EV ′) . (3.25)

9In particular, the approximation misses vortex-like disorder operators that are defined by a monodromy

defect for the flat connection A. They turn out to be half-BPS line operators, preserved by SQMB (not

SQMA!). We will not discuss them in the current paper.
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··· Rt"V

`

Figure 4. Introducing an Omega background for rotations about `.

Explicitly, HomCoh(MH)(EV , EV ′) is the space of global holomorphic maps from the sections

of EV to the sections of EV ′ .10

3.4 Omega background

The A and B twists of 3d N = 4 gauge theories are each compatible with (distinct)

Omega deformations [79]. An Omega deformation in three dimensions involves working

equivariantly with respect to rotations about a fixed axis. The axis we choose is the usual

line ` = {z = 0} × Rt, where putative line operators are supported (figure 4). Let U(1)E
be the group of rotations about `, and let VA (resp. VB) be the generator of the diagonal

subgroup of U(1)E × U(1)H (resp. U(1)E × U(1)C) that leaves QA (resp. QB) invariant.

Then the two Omega deformations deform the 3d N = 4 theory in such a way that11

Q2
A ∼ εVA or Q2

B ∼ εVB . (3.26)

They each depend on a complex-valued equivariant parameter ε.

A useful way to think about these Omega backgrounds comes from dimensional reduc-

tion. (This perspective was discussed in [107].) Namely, we can rewrite a 3d N = 4 theory

on Cz × Rt as 1d N = 4 SQM on Rt, with an infinite-dimensional gauge group and target

space. In fact there are two ways to do this, using either the SQMA or SQMB subalgebras.

From the perspective of the 1d SQMA (resp. SQMB) theory, the diagonal of U(1)E×U(1)H
(resp. U(1)E ×U(1)C) acts as an ordinary flavor symmetry — indeed, these rotations are

ordinary isometries of the infinite-dimensional target space. Then each Omega deformation

is achieved by turning on a twisted mass ε for the appropriate flavor symmetry.

In (say) the B-type Omega deformation, both B-type line operators wrapping ` and

B-type local operators at points on ` survive — in the sense that they remain in the

cohomology of the QB supercharge. However, the products of local operators induced by

collisions of junctions may be deformed. We would like to spell out how this happens,

explicitly and algebraically, in 3d N = 4 gauge theories. We will restrict ourselves to the

simple case that the representation R is faithful, so that the local operators in question are

just polynomials in Xi and Yi.

10In making this statement, we have implicitly invoked a vanishing theorem. In general, the space of

local operators at a junction of lines is a derived morphism space in an appropriate category. Here we are

dealing with locally free sheaves on the Higgs branch MH , which is an affine variety. By a classic result in

algebraic geometry, all higher derived morphism spaces vanish, i.e. Exti>0
Coh(MH )(EV , EV ′) = 0.

11Complex mass or FI parameters will also contribute to the r.h.s. of (3.26), as in (2.10). This just means

that QA or QB act as equivariant differentials with respect to both flavor symmetries and spacetime rota-

tions.
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3.4.1 Quantization of the bulk algebra

In the case of bulk local operators, the effect of the B-type Omega deformation is well

understood: it quantizes the commutative algebra EndB(1) ' C[MH ], in the sense of

deformation quantization with respect to the holomorphic symplectic form. This quanti-

zation was derived for B-twisted sigma-models in [81], and explained in a general TQFT

context in [67]. (The idea that the Omega background is related to quantization goes back

to work of Nekrasov and Shatashvili [80].)

We can describe the quantization of C[MH ] explicitly, following [78, 82], as a quan-

tum Hamiltonian reduction.12 Namely, the polynomial algebra C[X,Y ] of hypermultiplet

scalars is first quantized to n copies of the Heisenberg algebra, with commutation relations

[Xi, Yj ] = εδij . (3.27)

We’ll call this algebra Cε[X,Y ]. The complex moment map for the G action is promoted

to an operator µC ∈ Cε[X,Y ]⊗ g∗C, with components given by the normal-ordered combi-

nations

〈µC, ta〉 = Tr
[
ρR(ta) : (XY )T :

]
. (3.28)

(In practice, the normal-ordering is only important for abelian factors in G.) By con-

struction, the commutators of components of the moment map in the Heisenberg algebra

Cε[X,Y ] agree with the Lie bracket of generators of g, namely

[〈µC, ta〉, 〈µC, ta〉] = −ε〈µC, [ta, tb]〉 . (3.29)

Moreover, the commutator of µ and any other element of Cε[X,Y ] generates an infinitesimal

gauge transformation; schematically,

[〈µC, ta〉,O] = −ε ta · O . (3.30)

We get from the Heisenberg algebra Cε[X,Y ] to the quantization of the chiral ring

EndεB(1) = Cε[MH ] in two steps. First, we quotient by either the left ideal Cε[X,Y ](µC)

or the right ideal (µC)Cε[X,Y ] generated by the components of µC. Notice that nei-

ther of these are two-sided ideals, since µ does not commute with general elements of

Cε[X,Y ] (precisely because general elements are not gauge-invariant). Then we impose

gauge-invariance, finding

EndεB(1) =
[
Cε[X,Y ]/(µC)

]G ' [(µC)\Cε[X,Y ]
]G
. (3.31)

The two quotients, by left and right ideals, are only equivalent after imposing G in-

variance. The equivalence follows from the fact that any element O ∈ Cε[X,Y ] that is

G-invariant commutes with µC. A consequence of the equivalence of the two quotients is

that EndεB(1) is again an algebra, with a well-defined associative multiplication.

12Quantum Hamiltonian reduction is a standard procedure in mathematics, often described in the lan-

guage of D-modules, cf. [157, 158] and references therein.
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3.4.2 Quantization of operators on Wilson lines

The quantum Hamiltonian reduction above can be generalized to describe the Omega-

deformed spaces of local operators bound to junctions of arbitrary Wilson lines.

Let us consider a single Wilson line WV , and the algebra of local operators bound

to it. Prior to introducing the Omega background, this algebra (3.21) was computed as[
C[X,Y ]⊗End(V ∗)/(µC)

]G
. In the Omega background, we instead begin with the algebra

Cε[X,Y ] ⊗ End(V ∗), consisting of N × N matrices (N = dim(V )) whose elements are

entries of the Heisenberg algebra Cε[X,Y ]. We would like to quotient by an appropriate

left or right ideal, in order to set the moment map to zero, and then to restrict to gauge-

invariant operators.

Identifying the correct ideals to quotient by requires some care. A naive guess would

be to take a left or right ideal generated by components of µC as in (3.31). However,

this prescription fails to produce an algebra, because the left and right quotients do not

agree. To see the problem, consider an arbitrary element O ∈ Cε[X,Y ] ⊗ End(V ∗), and

suppose that O is G-invariant with respect to the simultaneous action of G on X,Y and

on End(V ∗). In other words, O transforms as an element of End(V ). Then µC does not

commute with O. Rather, for any element ta ∈ g, we have

[〈µC, ta〉 ⊗ idV ,O] = −ε[ρV (ta),O] , (3.32)

where ρV : g → End(V ) is the representation of the Lie algebra generator on V . (To be

clear, the l.h.s. is a commutator in the quantum Heisenberg algebra, whereas the r.h.s. is

a commutator of matrices.)

The relation (3.32) tells us how to correct our naive guess. Namely, we consider ideals

generated by the components of µC ⊗ idV + ε ρV , i.e. the elements

〈µC, ta〉 ⊗ idV + ε 1⊗ ρV (ta) (3.33)

for all ta ∈ g. It is also useful to rewrite µC ⊗ idV + ε ρV ' µC ⊗ idV ∗ − ε ρV ∗ , using

unitarity of the representation V . Then the Omega-deformed algebra of operators bound

to the line becomes

EndεB(WV ) =
[
(µC ⊗ idV ∗ − ερV ∗)\Cε[X,Y ]⊗ End(V ∗)

]G
(3.34)

'
[
Cε[X,Y ]⊗ End(V )/(µC ⊗ idV ∗ − ερV ∗)

]G
.

The equivalence of left and right quotients ensures that this will be an algebra, as expected.

Many examples of (3.34) appeared in [82], for one-dimensional representations V of

G (i.e. for abelian representations). In this case, ρV itself acted as multiplication by a

constant q, the quantized charge of the Wilson line. In the examples of (3.34), related to

symplectic duality [159, 160], the algebras EndεB(WV ) had familiar interpretations (e.g. as

quotients of enveloping algebras of semisimple Lie algebras), and the charge of the Wilson

line specified the value of Casimir operators.

It is now easy to extend (3.34) to describe local operators at general junctions of

Wilson lines. Given a pair of Wilson lines WV ,WV ′ , we begin with the vector space

– 25 –



J
H
E
P
0
2
(
2
0
2
0
)
0
7
5

Cε[X,Y ]⊗Hom(V ∗, V ′∗), generalizing (3.22). To set the moment map to zero, we quotient

either by the left ideal generated by components of µ ⊗ idV ∗ − ερV ∗ or the right ideal

generated by components of µ⊗ idV ′∗ − ερV ′∗ . After restricting to G-invariant operators,

the two quotients become equivalent, and we have

Homε
B(WV ,WV ′) =

[
(µC ⊗ idV ′∗ − ερV ′∗)\Cε[X,Y ]⊗Hom(V ∗, V ′∗)

]G
(3.35)

'
[
Cε[X,Y ]⊗Hom(V ∗, V ′∗)/(µC ⊗ idV ∗ − ερV ∗)

]G
.

Note that the space (3.35) is not an algebra unless V = V ′. In general,

Homε
B(WV ,WV ′) naturally has the structure of a bimodule for the two algebras EndεB(WV )

and EndεB(WV ′). Physically, collision of local operators bound to WV with operators O at

the junction define a right action of EndεB(WV ) on Homε
B(WV ,WV ′); whereas collision of

operators bound to WV ′ with the junction define an independent, commuting left action

of EndεB(WV ′) :

(3.36)

(This bimodule structure exists with or without the Omega deformation.) Similarly, given

a triple of Wilson lines WV ,WV ′ ,WV ′′ , there is the usual composition of operators

Homε
B(WV ′ ,WV ′′)×Homε

B(WV ,WV ′) → Homε
B(WV ,WV ′′) ,

O′ , O 7→ O′ · O
(3.37)

defined collision of junctions, cf. (2.13).

3.4.3 FI parameters

The presence of complex FI parameters tC ∈ g∗ deforms the quantum moment maps in

all the expressions above, replacing µC  µC + tC. For example, the quantized algebra of

operators bound to a Wilson line (3.34) involves quotients by elements of µC⊗ idV ∗ + tC⊗
idV ∗ − ερV ∗.

We note that when V = C is a one-dimensional (i.e. abelian) representation of G, the

terms tC ⊗ idV ∗ and ερV ∗ can mix. Namely, if q is the charge of V , we simply find that

tC ⊗ idV ∗ − ερV ∗ = tC − qε. From the perspective of operator algebras, only the single

combination tC − qε can be detected. This is a reflection of a more fundamental physical

phenomenon: in the Omega background, turning on a quantized FI parameter (quantized

in units of ε) is equivalent to introducing an abelian Wilson line. Roughly speaking, a

quantized tC induces a vortex for a topological U(1) flavor symmetry, which is the same as

an abelian Wilson line for the gauge group. See [82] for some further discussion.

4 Half-BPS vortex lines

In this section we turn to A-type line operators, i.e. half-BPS line operators that are

preserved by the 1d N = 4 algebra SQMA.
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As reviewed in the Introduction, many aspects of these extended operators have already

been studied in the literature — often under the guise of half-BPS surface operators in

4d N = 2 gauge theories, which share much of the same structure. Moreover, surface

operators in 4d N = 2 gauge theories were themselves a generalization of the prototypical

Gukov-Witten defects of 4d N = 4 super-Yang-Mills theory, classified in [11, 26].

We know from the literature to expect several different — but largely equivalent —

constructions of A-type line operators, as

1) disorder operators, modeled on singular solutions to the BPS equations for the SQMA

subalgebra of 3d N = 4 (the BPS equations are generalized vortex equations, whence

we typically refer to A-type line operators as vortex lines);

2) coupled 3d-1d systems (coupling bulk 3d fields to 1d SQMA quantum mechanics, by

gauging 1d flavor symmetries and introducing superpotential interactions).

In addition, all A-type line operators should define objects in the category of line operators

in the A-twist, so we may also hope for a description as

3) objects of a (dg/A∞) braided tensor category, with some mathematical definition.

In this paper, we will largely focus on constructions (1) and (2). We consider a class

of line operators characterized by

• A meromorphic singularity in the hypermultiplet scalars at z = 0 in the Cz plane

transverse to a line operator. In description (2), these singularities can be engineered

by coupling 3d hypers to 1d chiral matter via a superpotential.

• A breaking of gauge symmetry near z = 0, compatible with the singular profile of

hypermultiplets. In description (2), this breaking can be engineered by gauging flavor

symmetries of a 1d sigma model (essentially a coset model) with the 3d gauge group.

It is essential for us to allow higher-order singularities in the matter fields, and breaking

of gauge symmetry to higher order around z = 0; correspondingly, when coupling to 1d

quantum mechanics, we allow higher-order derivative couplings. In the context of geometric

Langlands, such singularities were referred to as “wild ramification,” and studied from a

physical perspective in [26]. In 3d N = 4 gauge theories, A-type line operators defined by

higher-order singularities turn out to be the 3d mirrors of ordinary B-type Wilson lines

with higher (non-minuscule) charge.

Many standard brane constructions of surface operators in 4d N = 2 theories and line

operators in 3d N = 4 (e.g. [24, 31, 54, 56] actually lead naturally to higher-order sin-

gularities. In quiver quantum-mechanics descriptions of these operators, there are higher-

derivative couplings present. These have often been overlooked in the literature; we will

discuss a simple example in section 6.3.

We will also take some preliminary steps toward identifying the category (3) of A-

type line operators, as in (1.4) of the Introduction. Examining mathematical and physical

properties of this category is a major objective of [70].
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We begin in section 4.1 by reviewing the BPS equations for SQMA, their relation to 1d

quantum mechanics, and their associated holomorphic data. Then in section 4.2 we discuss

in detail the structure of vortex lines in a theory of free hypermultiplets. Perhaps surpris-

ingly, this turns out to be interesting and nontrivial, and gives us a concrete realization

of all three constructions (1)-(3) above! Geometrically, we will associate vortex lines in a

theory of n free hypermultiplets with holomorphic Lagrangians in the loop space L(T ∗Cn).

We then consider A-type lines in gauge theories in section 4.4. Roughly speaking, this

requires combining meromorphic singularities in hypermultiplet fields with compatible pat-

terns of gauge-symmetry breaking in the neighborhood of a line. We give many examples,

and define a general class of A-type line operators in gauge theories whose junctions we

will study in the remainder of the paper.

4.1 BPS equations for SQMA

As preparation for studying half-BPS line operators preserved by the SQMA subalgebra,

we review the BPS equations for SQMA and their moduli space of solutions. The analysis

is very similar to that in [22, 91] for 4d N = 2, and [107, 134, 136] for 3d N = 4.

As usual, we split spacetime as R3 ' Rt × Cz, and we consider a 3d N = 4 gauge

theory whose vectormultiplet contains scalars ϕ ∈ gC, σ ∈ g and whose hypermultiplets

contain pairs of complex scalars X ∈ R, Y ∈ R∗. The full SUSY transformations of these

fields are summarized in appendix A. By setting to zero the variations of gauginos and

hypermultiplet fermions under the four supercharges QȧA = δαaQ
aȧ
α , Q̃ȧA = (σ3)αaQ

aȧ
α that

generate SQMA, we find bosonic BPS equations

[Dt, Dz] = [Dt, Dz̄] = 0 , DtX = DtY = Dtϕ = Dtσ = 0 , (4.1a)

[σ, ϕ] = [σ, ϕ†] = [ϕ,ϕ†] = 0 ,

σ ·X = σ · Y = 0 , ϕ ·X = ϕ · Y = 0 , ϕ† ·X = ϕ† · Y = 0 ,
(4.1b)

Dzσ = Dzϕ = Dzϕ
† = 0 , Dz̄σ = Dz̄ϕ = Dz̄ϕ

† = 0 (4.1c)

Fzz̄ = µR , Dz̄X = Dz̄Y = 0 , µC = 0 . (4.1d)

Here Dt, Dz, Dz̄ are covariant derivatives with respect to the G-connection A; and in (4.1b)

the schematic expressions σ ·X,ϕ ·X,σ ·Y , etc. denote the infinitesimal action of the σ ∈ g,

ϕ ∈ gC on the representation X ∈ R and Y ∈ R∗. (More explicitly, one could write

ρR(σ)X = 0, ρR∗(σ)Y = 0, etc.)

Observe that the first set of equations (4.1a) guarantees that all fields are covariantly

constant in time, as we would expect for BPS equations in quantum mechanics. This

allows us to restrict our analysis of solutions to the plane Cz transverse to a line operator,

knowing that solutions can then be extended along Rt in a unique way.

The equations (4.1b) restrict σ, ϕ to lie in a common Cartan subalgebra, and say that

X and Y should be fixed under the infinitesimal action of these fields. The third set (4.1c)

requires σ, ϕ to be covariantly constant in the Cz plane as well. So far, these are standard

BPS vacuum equations for 3d N = 4 SUSY.
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The final boxed set of equations (4.1d) are the interesting ones: they are generalized

vortex equations in the Cz plane [22, 24, 85–87], requiring X and Y to be covariantly

holomorphic (not constant), and sourcing the magnetic flux Fzz̄ with the real moment map.

Mass and FI parameters can be included in the BPS equations in a standard way.

Namely, the FI parameters deform the moment maps (µR, µC) (µR + tR, µC + tC) while

masses mR ∈ f, mC ∈ fC (valued in a common Cartan subalgebra of the flavor symmetry)

enter the same way as σ, ϕ. We will come back to them later in section 5.

4.1.1 Rewriting 3d N = 4 as 1d quantum mechanics

Another useful step in preparation for describing vortex lines is to rewrite a bulk 3d N = 4

gauge theory as 1d SQMA supersymmetric quantum mechanics [107].

By “rewriting a 3d theory as a 1d theory,” we mean to reinterpret all the fields of the

3d theory on Rt × Cz as fields on Rt valued in functions (or sections of various bundles)

on Cz. Given a 3d gauge group G and representation R ⊕ R∗, the 3d N = 4 multiplets

decompose under the 1d SQMA subalgebra13 as follows:

• The 3d hypermultiplets split into pairs of 1d chiral multiplets, with bottom compo-

nents X and Y . More precisely, the bottom components are maps X(z, z̄), Y (z, z̄)

from the Cz plane into the original target space R⊕R∗ of the 3d theory.

• The 1d gauge group consists of all G-valued gauge transformations g(z, z̄) in the Cz
plane. We will denote this infinite-dimensional group as G.

• The 3d vectormultiplet splits into 1) a 1d vectormultiplet for the gauge group G,

containing the connection At and the triplet of scalars σ, ϕ, ϕ†; and 2) a 1d chiral

multiplet with bottom component Az̄.

The supersymmetric Lagrangian for this 1d N = 4 quantum mechanics includes an

important superpotential term

W =

∫
Cz
d2zTrXDz̄Y , (4.2)

which captures the kinetic terms for X and Y in the Cz plane. Note that the superpotential

involves the chiral multiplet Az̄ (in Dz̄ = ∂z̄ − iAz̄) as well as X and Y .

In this 1d N = 4 quantum mechanics, the half-BPS equations (4.1) may now be

interpreted as familiar equations for SUSY vacua (i.e. full-BPS equations). In particular,

the F-term equations coming from W reproduce most of (4.1d) :

δW

δX
= Dz̄Y = 0 ,

δW

δY
∼ Dz̄X = 0 ,

δW

δAz̄
∼ µC = 0 . (4.3)

The remaining vortex equation Fzz̄ − µR = 0 appears as a D-term in quantum mechanics.

13Note that the 1d N = 4 multiplets used here are sometimes denoted “N = (2, 2)” multiplets in the

literature. This is because they are the multiplets one obtains by reducing 2d N = (2, 2) chiral and

vectormultiplets to 1d.
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4.1.2 Holomorphic gauge

A common technique for analyzing the vortex equations (4.1d) involves trading the real

D-term equation Fzz̄ = µR for a complexification of the gauge group. In mathematics, this

is often called a Kobayashi-Hitchin correspondence (with a prototypical realization in the

Donaldson-Uhlenbeck-Yau Theorem [161, 162]). This ultimately allows a complex-analytic

or (even better) an algebraic description of the moduli space of solutions. We briefly recall

the basic ideas, aiming to provide intuition rather than mathematical rigor.

Recall that the first three vortex equations Dz̄X = Dz̄Y = µC = 0 are critical-point

equations for the superpotential W in (4.2), whereas Fzz̄ = µR is a real D-term constraint

for the infinite-dimensional gauge group G of all G-valued gauge transformations on Cz.
The space of solutions to the vortex equations on Cz is thus a real symplectic quotient

M = {A,X, Y s.t. δW = 0}//G (4.4)

= {A,X, Y s.t. δW = 0 and Fzz̄ = µR}/G .

By comparison with the finite-dimensional setting [163, 164], we expect to be able to ignore

the D-term constraint while at the same time complexifying the gauge group G  GC, and

possibly imposing some stability conditions. Roughly, we should have

M≈ {A,X, Y s.t. δW = 0}/GC , (4.5)

where GC is the group of all GC-valued gauge transformations on Cz.
In (4.5), we can further use complexified gauge transformations to gauge-fix Az̄ = 0,

so that the covariant derivative Dz̄ = ∂z̄ becomes an ordinary derivative. We are left with

a residual gauge group consisting of holomorphic gauge transformations Ghol
C = {g(z) ∈

GC s.t. ∂z̄g = 0}, and a complex-analytic moduli space

M≈


holomorphic GC bundles on Cz

w/ hol’c sections X(z), Y (z) of an associated R⊕R∗ bundle

s.t. µC(X,Y ) = 0


/
Ghol
C . (4.6)

Making the equivalence of (4.4) and (4.6) precise can be a subtle and difficult endeavor.

One must specify boundary conditions as z →∞, as well as stability conditions for the GC-

bundles and holomorphic sections appearing in (4.6). Some of the mathematical history

of this endeavor, starting with [83, 84] for abelian G, was reviewed in the introduction. In

section 5 we will consider moduli spaces with a vacuum boundary condition at z → ∞,

whose holomorphic/algebraic formulation was established relatively recently by [123].

For the moment, we are not interested in moduli spaces per se, but rather in the

structure of singularities in the BPS equations. There is a large body of mathematical

work on singularities and their algebraic data for the case of trivial or adjoint R (the latter

leading to Hitchin’s equations), e.g. [93–96], used in characterizing surface operators in

4d N = 4 SYM [11, 26]. Some recent work on singularities for abelian G and general R

appears in [97]. However, there does not seem to exist a classification of singularities of

our half-BPS equations for general G and R.
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In the remainder of this section, we attempt to build up a partial classification, focusing

primarily on holomorphic/algebraic data, as it will feed directly into algebraic definitions

of moduli spaces. The classification is motivated both by [11, 26] and recent work on 3d

N = 4 Coulomb branches [82, 98, 100].

4.2 Free matter

Even a theory with free hypermultiplet matter can have interesting, nontrivial half-BPS

vortex lines. Indeed, they illustrate most of the main features of vortex lines in gauge

theories, while avoiding subtleties such as the equivalence of real and holomorphic moduli

spaces (4.4)–(4.6) above. We discuss free hypermultiplets in this section, and then add

gauge interactions in section 4.4.

Consider the 3d N = 4 theory of a single free hypermultiplet. (In this case, G = 1

and the hypermultiplet scalars (X,Y ) are just valued in R ⊕ R∗ = C ⊕ C.) The SQMA

BPS equations (4.1) simply require X,Y to be constant in time, and holomorphic in the

Cz plane,

∂z̄X = ∂z̄Y = 0 . (4.7)

A large family of solutions with a singularity at the origin come from allowing X and Y to

have poles of some order, say

X(z) =
a

zk
+

b

zk−1
+ . . . , Y (z) =

a′

zk′
+

b′

zk′−1
+ . . . . (4.8)

Given such a solution, we can attempt to define a “disorder” line operator Vk,k′ using a

standard prescription: we excise the line {z = 0} from spacetime, and restrict the path

integral on C∗z × Rt to field configurations that approach (4.8) near z = 0.

There is actually some choice in how to interpret (4.8). The vortex-line operators

Vk,k′ that we define in this paper will allow poles of order ≤ k, ≤ k′ in X,Y at z = 0,

but do not require poles. In other words, we do not fix the coefficients of singular terms,

such as a, b, a′, b′, . . ., above.14 A qualitative feature of this choice is that the U(1)m flavor

symmetry that rotates X and Y with opposite charge is preserved. As we shall verify later,

vortex lines defined in this manner turn out to be naturally dual to B-type Wilson lines.

4.2.1 Lagrangians in the loop space

There is an important additional constraint on the values of k and k′ appearing in (4.8)

that we must discuss. In order for (4.8) to be a half-BPS field configuration, it is not

quite sufficient to just satisfy the bosonic BPS equations (4.7); we must also consider the

fermionic fields. Equivalently, we must make sure that a singularity of the form (4.8) makes

sense for entire 1d SQMA multiplets.

From the superpotential (4.2), it is clear that the 1d chiral multiplet with bottom

component X has an F-term ∂zY . Similarly, the multiplet with bottom component Y has

an F-term −∂zX. This structure is ultimately governed by the holomorphic symplectic

form Ω = dX ∧ dY on the 3d target space.

14This contrasts with the surface operators defined by Gukov-Witten [11], which did give the adjoint

matter fields a first-order pole with fixed residue.
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Suppose then that we work on the “punctured” spacetime C∗z×Rt, and expand X and

Y into modes as

X =
∑
n∈Z

xnz
n =

∑
n∈Z

xn(r, t)rneinθ , Y =
∑
n∈Z

ynz
n =

∑
n∈Z

yn(r, t)rneinθ . (4.9)

The respective F-terms in the X and Y multiplets are

∂zY =
∑
n∈Z

∂rȳ−n−1r
−n−1einθ , −∂zX = −

∑
n∈Z

∂rx̄−n−1r
−n−1einθ . (4.10)

Therefore, the pairs of modes (rnxn,
1

rn+1∂rȳ−n−1) all lie in the same multiplet, as do the

pairs (rnyn,
1

rn+1∂rx̄−n−1). If we think about a putative singularity at z = 0 as a boundary

condition on the modes, we encounter a familiar structure: a “Dirichlet” boundary con-

dition that sets any mode xn
∣∣
r=0

= 0 must be accompanied by a “Neumann” boundary

condition that leaves its conjugate y−n−1

∣∣
r=0

unconstrained.

For example, we would describe the trivial (i.e. empty) vortex line 1 in this language

as the boundary condition

1 :
1

rn
x−n

∣∣
r=0

= rn−1∂rȳn−1

∣∣
r=0

= 0 ,
1

rn
y−n

∣∣
r=0

= rn−1∂rx̄n−1

∣∣
r=0

= 0 ∀n > 0 ,

(4.11)

which simply says that all negative modes x−n, y−n vanish at the origin, while all positive

modes are unconstrained. In other words, X,Y are regular on Cz.
Alternatively, we could “flip” a mode from Y to X, allowing X to have a first-order

pole, while constraining Y to have a first-order zero. Then the boundary condition sets

y0

∣∣
r=0

=
1

r
∂rx̄−1

∣∣
r=0

= 0 , (4.12)

which is effectively Dirichlet for y0 and Neumann for x−1.

There is a natural geometric characterization of the sorts of singularities that are

preserved by the SQMA subalgebra. Let

ΩL =
1

2πi

∮
dz dX ∧ dY =

∑
n∈Z

dxn ∧ dy−n−1 (4.13)

be the holomorphic symplectic form on the loop space L(R⊕R∗) of the original 3d target,

parameterized by the modes of X and Y . Then the above analysis of multiplets amounts

to saying that half-BPS singularities must be supported on holomorphic Lagrangian sub-

manifolds in the loop space, with respect to ΩL.15

For example, from this geometric perspective, the trivial line operator is the Lagrangian

1 : {xn = yn = 0}n<0 . (4.14)

15Such holomorphic Lagrangian submanifolds appear naturally as half-BPS boundary conditions for 2d

N = (4, 4) sigma-models. They were studied extensively in [10] and many subsequent papers, and are often

referred to as (B,A,A) branes. The connection between (B,A,A) branes and line operators in 3d N = 4

theories comes from reduction of the 3d theories along a circle linking the line — which turns the line into

a boundary condition for an effective 2d N = (4, 4) theory. We elaborate on this construction in [70].
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The vortex line that we first described in (4.8), with free coefficients a, b, a′, b′, . . ., corre-

sponds to a holomorphic Lagrangian if and only if k + k′ = 0. In this case, we get the

vortex line

Vk :

{
xn = 0 n < −k
yn = 0 n < k

}
. (4.15)

If k + k′ 6= 0, the singularity (4.8) is not half-BPS.

4.2.2 Flipping modes with 1d chirals

An alternative definition of the vortex line Vk comes from coupling the 3d theory of a

free hypermultiplet to additional purely 1d degrees of freedom — namely, to free 1d chi-

ral multiplets.

Consider, for example, a single 1d N = 4 chiral multiplet q, localized on the line ` at

{z = 0}.16 We will denote the scalar component of this supermultiplet by q. If we couple

the 1d chiral to the bulk hypermultiplet fields with a superpotential W1d = q X
∣∣
z=0

, then

the total superpotential (including (4.2)) becomes

W =

∫
d2z
[
X∂z̄Y + qXδ(2)(z, z̄)

]
. (4.16)

The F-term equation ∂z̄Y = 0 gets modified to

∂z̄Y + qδ(2) = 0 ⇒ Y = −q
z

+ regular, holomorphic , (4.17)

allowing Y to have a pole with (undetermined) coefficient −q. Dually, there is a new F-term

equation for q, namely

δW

δq
= 0 ⇒ Xδ(2)(z, z̄) = 0 ⇒ X = z · (regular, holomorphic) , (4.18)

which requires X to have a first-order zero. Altogether, coupling to the 1d chiral q provides

an equivalent definition of the vortex line V−1.

This sort of procedure, using 1d matter to “flip” a mode from X to Y , is analogous

to “flips” of supersymmetric boundary conditions from Neumann to Dirichlet and vice

versa. Such flips were introduced in [49], in the context of 3d N = 2 boundary condi-

tions for 4d N = 2 theories, as a generalization of Witten’s SL(2,Z) action on boundary

conditions [165].

It is easy to generalize the coupling W1d = qX to produce other vortices Vk. If k < 0,

we can introduce |k| 1d chiral multiplets q1, . . . , q|k| with scalar components q1, . . . , q|k|,

and a superpotential coupling

W1d =
[
q1X + q2∂zX + . . .+ q|k|∂

|k|−1
z X

]∣∣
z=0

, (4.19)

16The sort of 1d N = 4 multiplets that can be coupled to the bulk theory must be of “1d N = (2, 2)”

type. This is because the bulk multiplets themselves reduce to “1d N = (2, 2)” type multiplets under the

subalgebra SQMA, as discussed in section 4.1.1.
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so that the F-terms of the total superpotential effectively set

Y = −(|k| − 1)!
q|k|

zk
− · · · − q2

z2
− q1

z
+ regular , X = zk · (regular) . (4.20)

Note that the 1d chirals qi must have nontrivial charges under the U(1)E group of spacetime

rotations in the Cz plane, in order for the coupling (4.19) to preserve this symmetry. From

the point of view of the 1d SQM along the line, U(1)E (mixed with the bulk U(1)H R-

symmetry) is an ordinary flavor symmetry.

Dually, to produce Vk with k > 0, we could introduce 1d chiral multiplets q1, . . . , qk
and a coupling

W1d =
[
q1Y + q2∂zY + . . .+ qk∂

k−1
z Y

]∣∣
z=0

, (4.21)

which effectively sets

X = (k − 1)!
qk
zk

+ · · ·+ q2

z2
+
q

z
+ regular , Y = zk · (regular) . (4.22)

4.2.3 Multiple hypermultiplets

For trivial gauge group and N hypermultiplets, i.e. R ⊕ R∗ ' CN ⊕ CN , the family of

vortex lines described above generalizes in a straightforward way. Let (Xi, Yi)
N
i=1 be the

complex hypermultiplet scalars. Then the holomorphic symplectic form on loop space is

ΩL =
1

2πi

∮
dz

N∑
i=1

dX i ∧ dYi =

N∑
i=1

∑
n∈Z

dxin ∧ dyi,−n−1 , (4.23)

and a general half-BPS vortex should correspond to a holomorphic Lagrangian in the space

of modes xin, yi,n. The simplest holomorphic Lagrangians are just products of (4.15); they

define vortex lines

Vk1,...,kN :

{
xin = 0 n < −ki
yi,n = 0 n < ki

}
, (4.24)

for which each Xi is allowed a pole of order ki (and Yi is required to have a zero of order ki)

or vice versa. However, many more intricate configurations are possible as well.

As before, any vortex line (4.24) can equivalently be engineered by coupling the bulk

3d N = 4 theory to free 1d chiral matter, with appropriate U(1)E charges.

4.3 Algebraic reformulation

We now introduce some standard algebraic notation that will be useful in the remainder of

the paper. In an infinitesimal neighborhood of the origin in Cz, the holomorphic functions

may be described as formal Taylor series. The ring of formal Taylor series is denoted

O = C[[z]] . (4.25)

Similarly, the holomorphic functions in an infinitesimal punctured neighborhood of the

origin — with a possible meromorphic singularity at the origin — are formal Laurent

series, denoted

K = C((z)) . (4.26)

The ring K is an algebraic version of the loop space LC.
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Above, we encountered the loop space L(R⊕R∗) ' T ∗(LR). Its algebraic version is

R(K)⊕R∗(K) ' T ∗R(K) , (4.27)

where R(K) = R ⊗ K denotes formal Laurent series whose coefficients are elements of R,

or (equivalently) vectors in R whose entries are formal Laurent series. For example, if

R = C2, an element of R(K)⊕R∗(K) looks like a vector and a covector of formal series,

X(z)⊕ Y (z) =

(
X1(z)

X2(z)

)
⊕
(
Y1(z)

Y2(z)

)T
∈
(
K
K

)
⊕
(
K
K

)T
. (4.28)

Geometrically, we may think of R(K) ⊕ R∗(K) as the space of holomorphic sections of a

holomorphic R⊕R∗ bundle on an infinitesimal punctured disc.

The holomorphic symplectic form on the algebraic loop space R(K) ⊕ R∗(K) is still

given by the residue formula (4.23). A general half-BPS vortex-line operator in a theory

of free hypermultiplets is labeled by a choice of holomorphic Lagrangian submanifold

L0 ⊂ T ∗R(K) . (4.29)

We can think of this Lagrangian as specifying how sections of a holomorphic R ⊕ R∗ on

an infinitesimal punctured disc are allowed to extend over the origin. In a theory with

N hypermultiplets, R ' CN , the simple holomorphic Lagrangians (4.24) described above,

labeled by an N -tuple of integers k = (k1, . . . , kN ), may be expressed algebraically as

Vk : L0 =


zk1O
zk2O

...

zkNO

⊕

z−k1O
z−k2O

...

z−kNO


T

. (4.30)

4.3.1 An algebro-geometric category

As prefaced in the Introduction, we expect vortex lines preserved by the A-twist to be

objects of a braided tensor category. In the case of a 3d theory of free hypermultiplets, the

category turns out to have a description in algebraic geometry as

CA = D-mod(R(K)) , (4.31)

namely, the derived category of D-modules on the algebraic loop space R(K). The physics

and mathematics of this category (and its gauge-theory analogues) will be explored in [70].

For now, we just observe that holomorphic Lagrangians L0 ⊂ T ∗R(K), such as (4.30),

naturally correspond to objects in CA. The Lagrangian is the micro-local support of a

particular D-module.

4.4 Adding gauge interactions

We would like to extend the characterizations of vortex lines in theories of free hypermul-

tiplets (section 4.2) to gauge theories. As before, we expect to have several different but

highly overlapping descriptions of vortex lines, as

1) singular solutions to the physical BPS equations (4.1)

1’) singularities in holomorphic or algebraic data, such as (4.6)
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2) coupled 3d-1d systems

3) objects of a geometrically defined category.

In the case of free hypermultiplets, there was no distinction between (1) and (1’),

since the BPS equations were automatically holomorphic. This is no longer true of gauge

theories. We saw in section 4.1.2 that, in gauge theory, rewriting the BPS equations in

terms of holomorphic data amounts to replacing an infinite-dimensional symplectic quotient

by an infinite-dimensional holomorphic quotient. The precise relation can be quite subtle.

Nevertheless, there are some natural physical expectations for how the correspondence

should work. The most practical approach (which we will follow, motivated by [11]) is to

use a quantum-mechanics description (2) of a given line operator as a link between real-

analytic (1) and holomorphic (1’) regimes. In this section we will build up our intuition

with several important classes of examples, and then combine them to describe a general

class of A-type line operators in gauge theories in section 4.5.

4.4.1 Trivial line

In gauge theory with any G and R, a canonical example of an A-type line operator is given

by the trivial line 1.

As a 3d-1d coupled system, we would say that 1 is defined by doing nothing: coupling

the bulk 3d theory to the trivial 1d quantum mechanics with Hilbert space C.

The SQMA BPS equations are just the standard ones (4.1) in the bulk. In the presence

of the trivial line, they must have ordinary, nonsingular solutions. In particular, near z = 0

the hypermultiplet fields are nonsingular and the gauge group is unbroken.

It is useful to give a holomorphic characterization of the trivial line, at least for purposes

of establishing some notation. Since the hypermultiplet scalars are nonsingular, they belong

to the subspace

(X,Y ) ∈ L0 = R(O)⊕R∗(O) ⊂ R(K)⊕R∗(K) , (4.32)

in the algebraic notation of section 4.3. Moreover, in an infinitesimal neighborhood of

the origin, the group of complexified, holomorphic gauge transformations (preserved in

holomorphic gauge) is

G0 = G(O) , (4.33)

where

G(O) := {the algebraic group GC defined over formal Taylor series O} (4.34)

is an algebraic version of the positive loop group. In the case of G = U(n), the group G(O)

simply consists of invertible n× n matrices whose entries are formal Taylor series in z.

Note that the algebraic group G(O) acts naturally on R(K)⊕R∗(K) ' T ∗R(K) (mul-

tiplying a Taylor-series entry of some g(z) ∈ G(O) with a formal Laurent series in T ∗R(K)

gives another formal Laurent series). Moreover, G(O) preserves the Lagrangian subspace

L0 ⊂ T ∗R(K). Altogether, the trivial line is associated to the holomorphic data

1 : L0 = T ∗R(O) , G0 = G(O) , with G0 preserving L0 . (4.35)
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4.4.2 Abelian vortex lines and screening

Consider G = U(1) gauge theory with a single hypermultiplet (X,Y ) ∈ T ∗C, where X,Y

have charges +1,−1.

Working with holomorphic data, we can try to define a vortex line the same way as in

section 4.2: we allow X to have a pole of order k near z = 0, and dually require Y to have

a zero of order k, i.e.

X ∈ z−kO , Y ∈ zkO . (4.36)

(Note that the holomorphic-Lagrangian constraint of section 4.2 must still be satisfied.)

More succinctly, (X,Y ) ∈ L0 = z−kO⊕zkO . This sort of singularity in the hypermultiplets

does not require any breaking of gauge symmetry; we can still have full, nonsingular,

holomorphic gauge transformations near the origin,

G0 = G(O) = {a+ zC[[z]] , a 6= 0} . (4.37)

The vortex lines defined by (4.36)–(4.37) can actually be screened, by dynamical vortex

particles. (This was discussed from a physical, analytic perspective in [53].) From a

holomorphic perspective, we can act with a gauge transformation g(z) = zk, which is well

defined in a formal punctured neighborhood of z = 0, to make X,Y nonsingular:

g(z) = zk : z−kO ⊕ zkO 7→ O ⊕O . (4.38)

Physically, (4.38) corresponds to a “large” gauge transformation in the complement of

the line operator, i.e. on C∗z. Line operators related by such gauge transformations are

physically equivalent; here we find that the vortex line (4.36)–(4.37) is equivalent to the

trivial line 1.

In order to define nontrivial vortex lines in G = U(1) gauge theory, we must add more

hypermultiplets. Thus, let us now consider N fundamental hypers (Xi, Yi)
N
i=1 ∈ T ∗CN ,

where the charges of Xi, Yi are all +1,−1 as before.

Choosing a vector of integers k = (k1, . . . , kn) ∈ ZN , we define a putative vortex line

in terms of the holomorphic data

Vk : (Xi, Yi) ∈ L0 =
N⊕
i=1

z−kiO ⊕ zkiO , G0 = G(O) . (4.39)

In other words, we allow each Xi to have a pole of order ki and require that Yi have a zero

of order ki (or vice versa when ki < 0); and we again leave the gauge group unmodified.

Now these vortex lines are only partly screened. A singular gauge transformation

g = zm (for m ∈ Z) can be used to shift all integers ki simultaneously, but not individually.

Thus there are equivalences of vortex lines

Vk ∼ Vk′ if k− k′ = m(1, . . . , 1) for m ∈ Z . (4.40)

Physical vortex charge becomes an element of the quotient lattice k ∈ ZN/Z.
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Let us also explain how to engineer these vortex lines by coupling to quantum mechan-

ics, providing a more physical definition from which one can recover the holomorphic data

above. For simplicity, we focus on N = 1 hypermultiplets and ignore screening.

To obtain the vortex line (4.36) with k = 1, we follow the same procedure as for

free matter. Namely, we introduce a 1d chiral multiplet q of gauge charge +1, and a

superpotential coupling qY
∣∣
z=0

. The total superpotential, in 1d N = 4 terms, becomes

W =

∫
d2z
[
− Y Dz̄X + qY δ(2)(z, z̄)

]
, (4.41)

generalizing (4.16).17 The F-term for Y sets Dz̄X = q δ(2). After complexifying the gauge

group and passing to a holomorphic gauge with Az̄ = 0, this implies X = q
z+(regular,

holomorphic), in other words X ∈ z−1O near z = 0. Dually, the F-term for q sets Y
∣∣
z=0

=

0, and the F-term for X sets Dz̄Y = 0; after passing to holomorphic gauge, these together

imply Y ∈ zO near z = 0.

The generalization to higher k gets more interesting. Suppose k = 2. To get X ∈ z−2O,

we introduce a pair of 1d chirals q1, q2, and a higher-derivative coupling

W =

∫
d2z
[
− Y Dz̄X +

(
q1Y + q2∂zY )δ(2)(z, z̄)

]
. (4.42)

Note that the covariant Dz derivative cannot enter W , because Az is not a chiral field. One

may therefore be worried about gauge invariance. It turns out that (4.42) can be made

invariant under the group of real (physical) gauge transformations g(z, z̄) ∈ U(1) near the

origin of Cz, if we give q1 and q2 a transformation rule

q1 → g
∣∣
0
q1 + ∂zg

∣∣
0
q2 , q2 → g

∣∣
0
q2 , (4.43)

for g(z, z̄) ∈ U(1). (Here
∣∣
0

is shorthand for evaluation at z = z̄ = 0.)

To recover the holomorphic data from (4.42) we note that in holomorphic gauge the

F-terms δW/δY = 0 and δW/δqi = 0 set

X =
q2

z2
+
q1

z
+ regular ∈ z−2O , Y

∣∣
0

= ∂zY
∣∣
0

= 0 ⇒ Y ∈ z2O , (4.44)

as desired. Moreover, the gauge transformation (4.43) of q1, q2 is just right to ensure that,

in holomorphic gauge, the polar terms in X transform as expected:

X(z)→ g(z)X(z) with g(z) = g
∣∣
0

+ z∂zg
∣∣
0

+ . . . (4.45)

The pattern is now clear. For any k > 0, we may introduce 1d chirals q1, . . . , qk with

W =

∫
d2z
[
− Y Dz̄X +

(
q1Y + q2∂zY + . . .+ qk∂

k−1
z Y )δ(2)(z, z̄)

]
. (4.46)

This is gauge-invariant if the (q1, . . . , qk) are given an appropriate linear gauge transfor-

mation that involves the first k − 1 derivatives of g at z = z̄ = 0. In holomorphic gauge,

the F-terms will restrict Y ∈ zkO, and allow X ∈ z−kO as desired.

17We have used an integration by parts to replace XDz̄Y  −Y Dz̄X, which is more convenient for

introducing singularities in X (as opposed to Y ).
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Similarly, for a U(1) gauge theory with N ≥ 1 hypermultiplets, we can engineer the

vortex-line operators Vk from (4.39) by coupling to a collection of |k1|+ |k2|+ . . . |kN | 1d

chiral multiplets, and using them to “flip” the required modes from X to Y or vice versa.

The gauge group near the origin will remain unmodified (in other words, G0 = G(O)) as long

as the 1d chirals are given an appropriate gauge transformations, involving derivatives of g.

4.4.3 Pure gauge theory

Next, we recall (and generalize) ways to define an A-type line operator in terms of gauge-

symmetry breaking. To avoid additional constraints related to hypermultiplets, we focus

on pure gauge theory (meaning general G and R = 0). The main interesting examples

require G to be nonabelian.

A class of line operators associated to gauge-symmetry breaking that is now quite

standard was introduced in [11] and generalized (as surface operators) in [15, 31]. An

operator in this class is characterized by choosing a Levi subgroup L ⊂ G, which becomes

the unbroken physical gauge group at z = 0. In additional, there are some continuous

parameters involved. For A-type line operators in a 3d N = 4 theory, a relevant continuous

parameter is the holonomy α of the gauge connection around an infinitesimal loop linking

the line operator. This holonomy must be L-invariant, and can be conjugated to take

values in the real torus T of G (modulo the Weyl group of L). Unlike the case of surface

operators in 4d N = 2 theories, the parameter α does not get complexified.

In holomorphic terms, the data (L, α) gets replaced by a single parabolic subgroup

P ⊂ GC. The subgroup P is a minimal parabolic subgroup containing L, and is the

subgroup of GC preserved by the line operator after passing to holomorphic gauge. As

explained carefully in [11], the continuous parameter α determines which P to take. In

general, there are finitely many discrete choices of P ’s, corresponding to finitely many

chambers in which α can lie. For example, if G = U(2) and L = T = U(1)2, the generic

holonomy is

α =

(
α1 0

0 α2

)
∈ t/Λcochar ' T . (4.47)

There are two possible parabolic subgroups containing T , namely the lower and upper

Borels

P = B =

(
∗ ∗
0 ∗

)
, or P = B− =

(
∗ 0

∗ ∗

)
(B,B− ⊂ GL(2,C)) . (4.48)

If αi are small and α1 > α2 then the holomorphic data contains P = B; whereas if α2 > α1

the holomorphic data contains P = B−.

Notably, most of the information in α gets lost in the translation to holomorphic data.

In later sections, we will calculate spaces of local operators bound to A-type lines by taking

QA-cohomology of certain moduli spaces of solutions to BPS equations. These calculations

depend only on the holomorphic data. Stated more generally, the A-twist of 3d N = 4

gauge theory is locally insensitive to real continuous parameters.

We may reformulate and generalize the holomorphic data in algebraic terms. The

group of holomorphic gauge transformations in an infinitesimal neighborhood of the origin
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is G(O), as in (4.34). Breaking GC to a parabolic P right at the origin z = 0 means that,

in an infinitesimal neighborhood, we break G(O) to

IP = {g(z) ∈ G(O) s.t. g(0) ∈ P} (4.49)

This is called a “parahoric” subgroup of G(O). When P = B is a Borel, then IB is called

an “Iwahori” subgroup. For example, if G = U(2) and P = B as in (4.48), we have

IB =

{
g(z) ∈ GL(2,O) s.t. g(z) =

(
a(z) b(z)

z c(z) d(z)

)}
. (4.50)

So far, (4.49) describes a “zeroth-order” breaking of gauge symmetry on the support

of a line operator. We would also like to consider higher-order symmetry breaking, in

a neighborhood of z = 0. In algebraic terms, this is easily characterized by choosing a

general subgroup

G0 ⊆ G(O) (4.51)

to remain unbroken.18 For example, if G = U(2) we could take any

G0 = IkB :=

{
g(z) ∈ GL(2,O) s.t. g(z) =

(
a(z) b(z)

zk c(z) d(z)

)}
, k ≥ 0 . (4.52)

As in the case of zeroth-order symmetry breaking, the algebra/holomorphic data (4.51)

should be supplemented by additional real parameters, when describing a breaking of the

real gauge group G and a singularity of the real physical fields. For example, there may be

higher-order poles in the real gauge connection. Such parameters were discussed in [26] in

the context of wild ramification. We will not need them for computations in the A-twist.

Finally, we recall from [11] that line operators characterized by a breaking of gauge

symmetry have a natural construction by coupling to quantum mechanics. For zeroth

order breaking, we may construct the line operator labeled by (L, α) — or holomorphically

by P — by introducing a 1d SQMA SQM sigma-model with Kähler target

X = G/L ' GC/P . (4.53)

The space X is a homogeneous G-space, with a left G-action that manifests as a flavor

symmetry in the 1d quantum mechanics. This 1d theory is coupled to the 3d N = 4 bulk

by gauging the G flavor symmetry with the bulk gauge symmetry. Since the stabilizer of

any point of X is (conjugate to a copy of) L, the effect is to break G to L.

18In this paper, we will only consider symmetry breaking up to some finite order around z = 0, which

means that G0 has finite codimension inside G(O). In principle one could consider subgroups of infinite

codimension as well. Choices of G0 with infinite codimension are relevant for line-like operators constructed

by wrapping boundary conditions on a circle, and will be discussed further in [70].

One may generalize in yet another direction, and choose the group G0 of holomorphic gauge transforma-

tions near the origin to be a subgroup of the full algebraic loop group G(K), rather than a subgroup of G(O).

This is possible because, once the origin is excised from the plane Cz, all “singular gauge transformations”

in G(K) become available. We will not need such choices in this paper, but they will be part of the general

categorical setup of [70].
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The continuous parameters α enter as real Kähler parameters in the 1d sigma-model

to X . This makes it quite clear that the A-twist (whose supercharge acts as de Rham

differential in 1d) will be locally insensitive to them. Many examples of line operators of

this type are discussed in [54], by realizing the coset space X as a 1d gauged linear sigma

model (GLSM). In the 1d GLSM’s, the parameters α entered as real FI parameters.

More generally, we expect to be able to realize a line operator with holomorphic data

G0 by coupling to a 1d sigma-model with target

X = G(O)/G0 . (4.54)

Coupling to the 3d bulk is again done by gauging the 1d flavor symmetry. In this case,

however, the flavor symmetry group is G(O), acting by left multiplication on X ; or, in

real/physical terms, the symmetry group is the group G of gauge transformations on the disc

that appeared in section 4.1.1. Though it may look exotic, gauging this infinite-dimensional

flavor symmetry is a perfectly reasonable operation! As discussed in section 4.1.1, when

we rewrite the 3d N = 4 bulk theory as 1d SQMA quantum mechanics, the decomposition

of the bulk G gauge multiplet contains a 1d vectormultiplet for the infinite-dimensional

gauge group G. This 1d G vectormultiplet can be used canonically to gauge the G flavor

symmetry of quantum-mechanics with target X .

As mentioned briefly in footnote 18, we will only consider symmetry breaking up to

some finite order around z = 0, which implies that X = G(O)/G0 is a finite-dimensional

space. Thus, most of the infinite-dimensional flavor symmetry group G(O) (or G in the

real case) acts trivially on X . In turn, the coupling between 1d and 3d theories induced by

gauging will only involve a finite number of derivatives. For example, if we chose G0 = IP
as in (4.49), we would find

X = G(O)/IP = GC/P , (4.55)

and recover the well-known setup (4.53), and a coupling with no derivatives at all.

4.5 General A-type line operators

For a 3d N = 4 theory with general gauge group G and hypermultiplet representation T ∗R,

we may combine the various ingredients described above to define vortex-line operators.

In terms of holomorphic/algebraic data, we characterize a vortex line by choosing

1) a holomorphic Lagrangian subspace L0 ⊂ T ∗R(K), encoding the meromorphic singu-

larity in the hypermultiplet scalars

2) a subgroup G0 ⊆ G(O) of the group of holomorphic gauge transformations in an

infinitesimal neighborhood of z = 0, encoding the breaking of gauge symmetry.

These two choices must be compatible, in the sense that G0 must preserve L0. Moreover, as

we saw in section 4.4.2, there are redundancies in this data, as some vortex-line operators

can be related by “screening.” In algebraic terms, two pairs of data (L0,G0) and (L′0,G′0)

are physically equivalent if there exists an element g(z) ∈ G(K) such that

screening equivalence : (g · L0 , g G0 g
−1) = (L′0,G′0) . (4.56)
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Here

G(K) := {the algebraic group GC defined over formal Laurent series K} (4.57)

is the group of algebraic19 gauge transformations in an infinitesimal punctured neighbor-

hood of z = 0. Informally, elements of G(K) are often called singular gauge transformations.

When defining an A-type line operator in the full, physical 3d N = 4 theory, this

data should be accompanied by additional real parameters, associated to a G0-invariant

singularity in the holomorphic connection Az. We will not need them for analyses in the

A-twist. In the quantum-mechanics definition of vortex-line operators (further below), the

real parameters are Kähler parameters of G(O)/G0.

4.5.1 Example: U(2) with matter

Let us give a simple example of line operators in the general class above, in the case of

nonabelian gauge theory with matter. We take G = U(2) and R = C2 the fundamental

representation.

Since GC = GL(2,C), the group of holomorphic gauge transformations in an infinites-

imal neighborhood of z = 0 is

G(O) =

{
g(z) =

(
a(z) b(z)

c(z) d(z)

)
s.t. a, b, c, d ∈ O , det g

∣∣
z=0
6= 0

}
. (4.58)

Suppose that we require the hypermultiplets X =
(
X1

X2

)
and Y =

(
Y1
Y2

)T
to take the form

(X,Y ) ∈ L0 =

(
z−k1O
z−k2O

)
⊕
(
zk1O
zk2O

)T
, (4.59)

for some k1, k2 ≥ 0.

If k1 = k2, the holomorphic Lagrangian subspace L0 is preserved by the full G(O)

gauge symmetry, so we may simply choose G0 = G(O) to define a vortex-line operator.

If k1 6= k2, the gauge group must be broken. A simple case is (k1, k2) = (1, 0). Then

we are looking at X1 ∈ z−1O, X2 ∈ O. The largest subgroup of G(O) that preserves this

singularity is the standard Iwahori IB from (4.50), containing elements of the form

g(z) =

(
a(z) b(z)

z c(z) d(z)

)
, a, b, c, d ∈ O . (4.60)

Then we can choose G0 = IB together with (4.59) to define a vortex line.

19Naively, one may want to consider here the group of holomorphic gauge transformations in an infinites-

imal punctured neighborhood of z = 0. However, there is now a big difference between holomorphic and

algebraic: the former contain gauge transformations with essential singularities, whereas the latter only

contain meromorphic gauge transformations. We refer the reader to a careful discussion in [26] on how to

interpret the distinction physically, and why a restriction to algebraic gauge transformations is sensible.
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Many other interesting options are possible. For example, if k1 > k2, a maximal

subgroup of G(O) that preserves the meromorphic singularity X1 ∈ z−k1O, X2 ∈ z−k2O
is the “higher” Iwahori subgroup Ik1−k2

B from (4.52), containing elements of the form

g(z) =

(
a(z) b(z)

zk1−k2c(z) d(z)

)
. (4.61)

For fixed k1 ≥ k2, we can define a vortex-line operator by supplementing (4.59) with

G0 = IkB for any k ≥ k1 − k2.

4.5.2 Coupling to quantum mechanics

The vortex-line operators characterized by holomorphic data L0 and G0 can be system-

atically engineered by coupling the 3d N = 4 theory to a 1d N = 4 sigma-model (with

multiplets of “1d N = (2, 2)” type). The procedure for doing so combines the quantum-

mechanics construction of singularities in free-matter theories (section 4.2.2) and in pure

gauge theories (section 4.4.3).

Many examples of this construction are known in the literature, usually involving

1d GLSM’s and brane constructions (e.g. many appear in [54]). Here we give a general

geometric description.

We consider general G and R, but assume for simplicity that L0 ⊂ R(K)⊕R∗(K) is a

subspace of the form

L0 ' (z−k1O, z−k2O, . . . , z−kNO)T ⊕ (zk1O, zk2O, . . . , zkNO) , (4.62)

for some integers k = (k1, . . . , kN ).

Let us ignore the gauge group for the moment. We learned in section 4.2.2 that the

singularity (4.62) can be engineered by introducing |k| := |k1|+ |k2|+ . . .+ |kN | 1d chiral

multiplets qi, and a superpotential

W =

∫
d2z XDz̄Y +W0(q;X, ∂zX, . . . ;Y, ∂zY, . . .)

∣∣
z=z̄=0

, (4.63)

where W0 contains quadratic couplings between the q’s and appropriate ∂z derivatives of the

bulk hypermultiplets X and Y . These quadratic couplings effectively “flip” non-negative

modes of X into negative modes of Y and vice versa, to recover L0.

Formally, we may think of W0

∣∣
z=z̄=0

as a function

W0

∣∣
z=z̄=0

: V × (R(O)⊕R∗(O))→ C , (4.64)

where R(O)⊕R∗(O) is parameterized by ∂z derivatives of X and Y , and

V =
N⊕
i=1

{
z−kiC ki > 0

zkiC ki < 0
' C|k1|+...+|kN | (4.65)

is the finite-dimensional vector space parameterized by the q’s.

Now, the fact that L0 is only invariant under G0 rather than all of G(O) means that

the superpotential W0

∣∣
z=z̄=0

is invariant only under G0. Thus, a coupled 3d-1d system
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with total superpotential (4.63) only makes sense if we break gauge symmetry explicitly

near z = 0. We would rather like to break gauge symmetry through a coupling to a 1d

sigma-model.

In pure gauge theory, we broke gauge symmetry by coupling to the coset space X =

G(O)/G0. In the presence of matter, we enhance this construction as follows. The vector

space V is a finite-dimensional representation of group G0.20 It can therefore be used to

define a holomorphic, homogeneous, associated vector bundle E over X ,

E = (G(O)× V )/G0 , (4.66)

whose points are pairs (g, q) ∈ G(O)× V modulo the equivalence relation

(gh, q) ∼ (g, hq) ∀h ∈ G0 . (4.67)

The map E → X just forgets q; so all fibers of E are isomorphic to V . The G(O) action on

X lifts to the total space of the bundle, with an element g′ ∈ G(O) sending (g, q) 7→ (g′g, q).

In order to engineer our desired vortex line by coupling to quantum mechanics in a

gauge-invariant way, we introduce a 1d N = 4 sigma-model whose target is the total space

of E . We couple to the 3d bulk theory (also rewritten as a 1d N = 4 theory) by

• Gauging the flavor symmetry of the sigma-model with the bulk gauge symmetry

(exactly as in (4.54)).

• Introducing a G(O)-invariant superpotential
∫
d2z XDz̄Y + W̃0, where W̃0 : E ×

(R(O)⊕R∗(O))→ C is defined by

W̃0

(
(g, q);X;Y )

)
= W0(q; g−1 ·X; g−1 · Y )

∣∣
z=z̄=0

. (4.68)

Here on the r.h.s. we suppressed potential ∂z derivatives of X and Y in order to simplify the

notation. We also schematically write g−1 ·X, g−1 ·Y to denote the action of g(z)−1 ∈ G(O)

on X and Y .

To check that W̃0 is well defined on the quotient space E , note that

W̃0((gh−1, hq);X;Y ) = W0(hq;hg−1X;hg−1Y )
∣∣
z=z̄=0

= W0(q; g−1 · X; g−1 · Y )
∣∣
z=z̄=0

=

W̃0((g, q);X;Y ) due to G0-invariance of W0. Moreover, W̃0 is invariant under the left

action of G(O), since W̃0((g′g, q); g′ · X; g′ · Y ) = W0(q; g−1g′−1g′ · X; . . .)
∣∣
z=z̄=0

=

W0(q; g−1 ·X, g−1 · Y )
∣∣
z=z̄=0

= W̃0((g, q);X;Y ) .

Finally, we emphasize that the gauge-fixed form of (4.68) looks just like the sim-

pler (4.63). In holomorphic terms, we use the bulk G(O) action to bring any point (g, q) ∈ E
to (1, q). The stabilizer of (1, q) is G0, and the superpotential over this point is manifestly

W̃0((1, q);X;Y ) = W0(q;X;Y )
∣∣
z=z̄=0

. From (4.63), we recover the original Lagrangian L0.

20Explicitly, the 1d chirals qi discussed above correspond to the negative modes appearing in L0. They

transform linearly under an element g(z) ∈ G0, in a way that depends on g and its ∂z derivatives at z = 0.

See, for example, (4.43).
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4.5.3 Category

In [70], we will propose that the category of line operators in the A-twist of a 3d N = 4

gauge theory is

CA = D-modG(K)(R(K)) . (4.69)

This is the derived category of D-modules on the loop space R(K), equivariant for the loop

group G(K); it generalizes (4.31) to gauge theories. It turns out that half-BPS A-type line

operators characterized by the algebraic data (L0,G0) naturally define objects in (4.69).

There are much more general objects in (4.69) as well, which will be explored in [70].

A version of the category (4.69) recently appeared in work of Costello-Creutzig-Gaiotto

on chiral boundary conditions for 3d N = 4 theories [73]. There, it was the category

of modules for a boundary VOA. These modules are naturally associated to bulk line

operators that end on the boundary, much as in the classic relation between 3d Chern-

Simons and WZW [74, 75].

4.5.4 Mass parameters and quantization

As we shall see in the examples below, it is possible to deform the above vortex lines by

turning on complex masses and/or an Omega background. After rewriting our 3d N = 4

gauge theories as 1d SQMA quantum mechanics, both of these deformations are interpreted

as turning on twisted masses for flavor symmetries, cf. [107, Sec 2.5]. In particular, rotations

of the Cz plane, which are involved in the Omega background, simply become symmetries

of the target space of the quantum mechanics.

Such twisted masses do not affect the vortex-line operators per se. Rather, they deform

the spaces of local operators at junctions of vortex lines, and the algebraic structure of local

operators coming from collision. Local operators will be the subject of the next section.

We shall see, just like in [107], that complex masses and the Omega background deform

cohomology to equivariant cohomology in various constructions.

It is also worth noting that, in the presence of an Omega background, turning on

quantized mass parameters mC = λε (where λ is an integral cocharacter of the 3d Higgs-

branch flavor symmetry F ) is equivalent to introducing a flavor vortex for a subgroup

U(1)λ ⊆ F . This is mirror to the phenomenon mentioned at the end of section 3.4, relating

abelian Wilson lines to quantized FI parameters. See [82] for further discussion.

5 Junctions of vortex lines

Given a pair L,L′ of half-BPS A-type line operators in a 3d N = 4 gauge theory, we would

like to be able to compute the QA-cohomology of the space of local operators at their

junction. In categorical terms, we seek HomA(L,L′). We would also like to find the OPE

induced from collision of junctions, i.e. composition of Homs.

As prefaced in the Introduction, junctions of A-type line operators are not nearly

as easy to access as junctions of B-type line operators. Even the simplest case, where

L = L′ = 1 are both the trivial line, the algebra

EndA(1) = HomA(1,1) ⊇ C[MC ] (5.1)
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contains the Coulomb-branch chiral ring. The ring C[MC ] includes monopole op-

erators, whose OPE’s famously receive perturbative and (in nonabelian gauge theo-

ries) nonperturbative quantum corrections, making them difficult to compute with a

semi-classical approach.

Fortunately, the last few years have seen remarkable progress in developing exact,

TQFT-based methods to compute the Coulomb-branch chiral ring, e.g. [73, 78, 98, 100,

106–112, 114, 115]. Many of these methods can be adapted to exact computations of local

operators at junctions of more general vortex lines as well. This was already done in limited

contexts in [82, 98, 100].

In this paper, we adapt the approach of [107] to compute spaces HomA(L,L′) and their

OPE. Physically, this requires choosing a half-BPS boundary condition B and embedding

line operators and their junctions in a solid cylinder, with B wrapped on the outside. We

will also attempt to put the approach of [107] in a more algebraic and categorical framework,

explaining in particular how a choice of boundary condition B furnishes a representation

of the category of line operators.

We will quickly restrict our focus to boundary conditions B labeled by massive vacua

of a bulk 3d gauge theory, as was done in [107]. Such boundary conditions — when

available — allow for relatively simple computations of spaces of local operators. Even so,

mathematically, we will need to employ equivariant intersection cohomology or Borel-Moore

homology. Many other interesting boundary conditions can be studied. A particular class

that directly generalizes the construction of Braverman-Finkelberg-Nakajima is discussed

in appendix B.

The algebraic definitions of moduli spaces in this section — in particular, their equiv-

alence with analytic definitions, via a Kobayashi-Hitchin correspondence — are almost

all conjectural.

5.1 Cylinder setup

The basic idea of [107] was to “probe” bulk local operators with a boundary condition. Let

us explain how this idea extends to line operators.

Just like line operators, BPS boundary conditions for 3d N = 4 theories are classified

by the 2d SUSY subalgebras that they preserve. We are interested in half-BPS boundary

conditions B that preserve 2d N = (2, 2) SUSY and U(1)C × U(1)H R-symmetry. (These

were studied in [20] for 3d N = 4 sigma-models, and in [82, 166] for gauge theories.) Such

boundary conditions are compatible with both the A and B twists of the bulk.

Given such a boundary condition B and an A-type half-BPS line operator L, we can

place the bulk 3d theory in a solid cylinder D×Rt, with B wrapped around the boundary

of the disc D, and L supported at the origin of the disc (figure 5). The physical Hilbert

space HilbD(B,L) on the disc has

• an action of QA, since the entire setup preserves this supercharge; and

• a Z-valued cohomological grading given by charge under the U(1)C R-symmetry.

Taking QA-cohomology, we define the “supersymmetric Hilbert space”

HD(B,L) = H•QA(HilbD(B,L)) . (5.2)
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Figure 5. Left: the SUSY Hilbert space HD(B,L) on a disc punctured by L, with boundary

condition B. Right: using this setup to define a representation of the category of line operators on

the vector spaces HD(B,L), for various L.

By using a state-operator correspondence, the Hilbert space HD(B,L) may also be

interpreted as the QA-cohomology of the space of local operators, at a point where the line

L intersects the boundary B. This perspective shows that the space HD(B,L) will be empty

(zero-dimensional) unless the L can end on the boundary in a way that preserves QA.

For fixed B and varying L, the spaces HD(B,L) give us a way to access information

about the junctions of line operators. Specifically, the QA-cohomology of the space of local

operators at a junction HomA(L,L′) acts on HD(B,L), by mapping it to HD(B,L′), as on

the right of figure 5. In the special case that L = L′, we expect to find an action of the

algebra EndA(L) = HomA(L,L) on HD(B,L) alone.

More abstractly, given any B, the cylinder setup sends every object L in the category

of A-type line operators to the vector space HD(B,L), and sends any morphism O ∈
HomA(L,L′) to an ordinary linear map of corresponding vector spaces,

probe with B :
L FB7−→ HD(B,L)

HomA(L,L′) FB−→ HomC
(
HD(B,L),HD(B,L′)

) (5.3)

The maps FB are functorial, meaning that they preserve composition of morphisms. Al-

together, (5.3) is a functor from the category CA of line operators to the category Vect of

vector spaces.21 This is usually called a representation of the category.

An important question is how close the maps in (5.3) are to being isomorphisms. We

can make a few general remarks.

A necessary condition for the functor FB to be faithful — meaning that all HD(B,L)

are nonzero and all the maps HomA(L,L′)→ HomC
(
HD(B,L),HD(B,L′)

)
are injective —

is that all lines L can end on the boundary condition B, in a way that preserves QA.

Otherwise, some HD(B,L) will clearly be zero. The vacuum boundary conditions that we

use further below seem to have this property, at least for the sort of half-BPS line operators

defined in section 4. If a single boundary condition B is not sufficient to faithfully probe

21More precisely, one should think of CA as a dg-category, and FB as a functor the category of dg vector

spaces. In this paper, we pass to cohomology, and the distinction will not be important.
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all the line operators of interest, then could try to analyze the maps (5.3) for multiple

boundary conditions at once.

The functor (5.3) will almost never be full — meaning that all maps FB :

HomA(L,L′) → HomC
(
HD(B,L),HD(B,L′)

)
are surjective. Indeed, we would not want

this! Linear transformations of vector spaces, HomC
(
HD(B,L),HD(B,L′)

)
form a large,

boring matrix algebra. The local operators HomA(L,L′) at junctions of lines should be

embedded inside in an interesting way.

Physically, HomC
(
HD(B,L),HD(B,L′)

)
simply consists of all operators acting on the

(supersymmetric) cylinder Hilbert space. This includes not only local operators at the

junction of L and L′, but e.g. surface operators extended along D (at a fixed time)

and line operators that wrap the boundary ∂D × {t0} at fixed time, and look like in-

terfaces along B. Below, we will attempt to characterize the image of FB : HomA(L,L′)→
HomC

(
HD(B,L),HD(B,L′)

)
in a precise way that excludes these other non-local operators.

5.2 Quantum mechanics and cohomologies

The representation (5.3) of Hom spaces, associated to a boundary condition B, is useful

because the r.h.s. tends to be vastly more computable than the l.h.s.

In [107], a three-step procedure was proposed for computing HA(B,1). It generalizes

easily to any HA(B,L). The basic idea is to

1) Rewrite the 3d N = 4 theory on D×Rt as a 1d SQMA quantum mechanics on Rt, as

in section 4.1. This 1d theory has an infinite-dimensional target, roughly consisting

of maps from D to the original 3d target, subject to appropriate boundary conditions

near 0 ∈ D (coming from L) and ∂D (coming from B). Additional degrees of freedom

supported on L or B may further enhance the target of this quantum mechanics.

2) Solve the BPS equations (4.1) along D to localize the theory from (1) to an effective

1d SQMA sigma-model with a vastly smaller target MD(B,L).

3) Compute the QA-cohomology of the Hilbert space of the effective 1d quantum me-

chanics (a.k.a. the space of SUSY ground states) by taking cohomology,

HA(B,L) ' H•(MD(B,L)) . (5.4)

Note that the supercharge QA acts as an “A-type”, or “de-Rham-type” supercharge

in the 1d SQMA quantum mechanics that describes this system on a cylinder. Thus, just

as in Witten’s classic work [151], the QA-cohomology of the full Hilbert space of states

should be given by a form of de Rham cohomology. (We will comment further on the

precise cohomology being used in section 5.7 below.) Step (2) is based on the premise

that taking cohomology gives equivalent results before or after localizing to the solutions

of BPS equations.

A nice simplification arises in this framework. Cohomology is intrinsically topological,

and cannot have local dependence on the Kähler structure of MD in Step (2). Thus

we expect to be able to compute the SUSY Hilbert space (5.4) by using an algebraic

description of MD.
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5.3 Local operators and convolution

The action of local operators O ∈ HomA(L,L′) on disc Hilbert spaces acquires a natu-

ral description in terms of a convolution product in cohomology. This again generalizes

constructions of [107]. Earlier, such convolution products were used to define the OPE in

the Coulomb-branch chiral ring defined by Braverman-Finkelberg-Nakajima [114, 115] (see

also [108, appendix A] for related discussion).

5.3.1 Convolution in quantum mechanics

The convolution product is simply an implementation of a state-operator correspondence in

A-type quantum mechanics. Let’s briefly review this idea. To keep thing simple, consider

A-type (de Rham type) N = 2 quantum mechanics with a smooth, compact target X
and nilpotent supercharge Q.22 The Q-cohomology of the Hilbert space is H = H•(X ).

The state-operator correspondence in topological quantum mechanics says that the (Q-

cohomology of the) space of local operators Ops at a point is isomorphic to the Hilbert

space on the sphere S0 linking the point. Since S0 is just two points (with opposite

orientations), our theory on S0 × R is just two non-interacting copies of the theory on R,

(5.5)

In other words, it’s quantum mechanics with target X × X . We deduce that local opera-

tors are

H•Q(Ops) = H•(X × X ) . (5.6)

From one perspective, this result is hardly surprising. Using the Künneth formula and

Hodge duality, we have an isomorphism

H•Q(Ops) ' H•(X )⊗H•(X )
Hodge' H•(X )⊗H•(X )∗ ' EndC(H•(X )) . (5.7)

This is just the full set of linear transformations acting on the complex vector space H•(X ).

However, there is also an intrinsic geometric description of the OPE on H•Q(Ops)

and its action on H that avoids (or rather, repackages) Hodge duality, and which we will

generalize momentarily. To see the action of H•Q(Ops) on H, we use the two maps from

X × X to X , coming from projection onto the first and second factors

X2 ×X1

π2 ↙ ↘ π1

X2 X1

(5.8)

22We are ultimately interested in analyzing a 1d N = 4 theory. However, the relevant structure of

convolution products shows up already for 1d N = 2, which is why we consider a more general N = 2 setup

here. The fact that we actually have 1d N = 4 SUSY leads to additional features, such as the ability to

compute Hilbert spaces via fixed-point localization.
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This is called a convolution diagram. Given a local operator O ∈ H•(X2 × X1), we can

define an action on H = H•(X1) = H•(X2) by

O :
H•(X1) −→ H•(X2)

v 7→ (π2)∗(O ∧ π∗1(v)) .
(5.9)

The Hodge duality above has been repackaged in the push-forward map (π2)∗, which in-

volves an integration along the fibers of π2, i.e. an integration along X1.23

Similarly, the product (the algebra structure) on H•Q(Ops) comes geometrically from

considering three copies of X , and projections onto pairs of factors

X3 ×X2 ×X1

π31 ↙ ↓ π32 ↘ π21

X3 ×X1 X3 ×X2 X2 ×X1

(5.10)

Given any O ∈ H•(X2 ×X1) and O′ ∈ H•(X3 ×X2), there is now a “convolution product”

defined by

O′ · O = (π31)∗
(
π∗32(O′) ∧ π∗21(O)

)
(5.11)

Ignoring the indices and identifying H•(X2×X1) = H•(X3×X2) = H•(X3×X1) = H•Q(Ops),

we see that this is a product H•Q(Ops) × H•Q(Ops) → H•Q(Ops). Working through the

various push-forwards and pull-backs involved, one can show that it is the same as the

more naive product resulting from the identification H•Q(Ops) ' EndC(H•(X )) in (5.7).

Note that the same sort of analysis could have been used to describe local opera-

tors at half-BPS junctions of N = 2 quantum mechanics theories, with different targets.

At a junction of SQM with target X1 and SQM with target X2, the local operators are

H•Q(Ops(X1,X2)) = H•(X2 × X1). They act on states in the Hilbert space H•(X1) to

produce states in H•(X2). Geometrically, the action comes from the same convolution

diagram (5.8), now with X1 and X2 interpreted as (potentially) different spaces.

The OPE coming from collision of two different junctions — say between SQM with

targets X1,X2 and SQM with targets X2,X3 — is also encoded geometrically in the convo-

lution diagram (5.10), with X1,X2,X3 interpreted as potentially different spaces.

5.3.2 Generalization to line operators

Now consider a junction of two A-type line operators L1,L2 in a 3d N = 4 theory. Placing

the junction inside a solid cylinder with boundary condition B on the outside, we expect

to obtain localized descriptions of the theory above and below the junction, as quantum

mechanics with target MD(B,L2) and MD(B,L1), respectively. By analogy with (5.6), a

23The whole story may be even more familiar in standard, non-supersymmetric quantum mechanics.

Consider a particle moving on X = R, with Hilbert space H = L2(R). Linear operators O : H → H can be

represented by their integral kernel KO(x, y) (in a manner made precise by the Schwartz kernel theorem)

so that O|x〉 =
∫
dxKO(x, y)|y〉. This is the convolution product of (5.8), in the infinite-dimensional

setting. Similarly, the product of two operators is represented as convolution of their kernels KO′·O(x, y) =∫
dz KO′(x, z)KO(z, y), analogous to (5.10).
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naive guess would be that the space of local operators at the junction, as represented in

the presence of the boundary condition, is

H•
(
MD(B,L2)×MD(B,L1)

)
' HomC

(
H•(MD(B,L1)), H•(MD(B,L2))

)
. (5.12)

This is not quite right. The problem is that the space in (5.12), which also appeared

on the r.h.s. of (5.3), is too large. It certainly contains local operators at the junction of

L1 and L2; however, as discussed below (5.3), it also contains various extended operators.

It captures all ways to interpolate between solutions of the BPS equations on a disc below

the junction and a disc above the junction.

In order to capture only local operators at the junction itself, we should restrict our

attention to solutions of the BPS equations on two discs that only differ in a neighborhood

of the origin z = 0. One way to formalize this constraint is to introduce a moduli space of

solutions to BPS equations on a punctured disc D∗,

MD∗(B) =

{
sol’s to BPS equations on a punctured disc D∗

subject to the boundary condition B at ∂D

}
, (5.13)

with a boundary condition B near the “outer” S1 boundary of the punctured disc, but

with free boundary conditions near the origin. Both MD(B,L1) and MD(B,L2) map to

MD∗(B), just by forgetting the data of a solution near the origin:

MD(B,L2) MD(B,L1)

p2 ↘ ↙ p1

MD∗(B)

(5.14)

Then we consider a space

Mrav(B;L2,L1) = MD(B,L2)×MD∗ (B)MD(B,L1)

:=
{

(x, y) ∈MD(B,L2)×MD(B,L1) s.t. p2(x) = p1(y)
}
.

(5.15)

Mathematically, the construction in (5.15) is called a fiber product; the product is

“fibered over”MD∗(B). Note that the fiber product is a subspace of the ordinary product,

Mrav(B;L2,L1) ⊆ MD(B,L2) ×MD(B,L1).24 Physically, the space Mrav(B;L2,L1) is

the right place to look for operators that are localized at the junction of L1 and L2. Thus,

we expect the image of the map (5.3) to be the cohomology of Mrav,

FB : HomA(L1,L2) →→ H∗
(
Mrav(B;L2,L1)

)
(5.16)

⊆ HomC
(
HD(B,L1),HD(B,L2)

)
.

Moreover, for sufficiently generic B, we expect (5.16) to be an isomorphism.

24We use the notation “rav” because, schematically, Mrav(L2,L1;B) is the space of solutions to BPS

equations on D ∪D∗ D, i.e. on two copies of the disc D (punctured by L2 and L1, respectively), identified

over the punctured disc D∗. The union of discs D ∪D∗ D looks like a “raviolo.”
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Cohomology classes O ∈ H∗
(
Mrav

)
have natural convolution products and/or actions,

just like classes in the bigger space (5.12) did. The most direct way to see this is to note

that there are convolution diagrams involving Mrav alone:

MD(B,L2)×MD∗ (B)MD(B,L1) =Mrav(B;L2,L1)
π2 ↙ ↘ π1

MD(B,L2) MD(B,L1)

(5.17)

computing the action H∗
(
Mrav(B;L2,L1)

)
: H∗

(
MD(B,L1)

)
→ H∗

(
MD(B,L2)

)
; and

MD(B,L3)×MD∗ (B)MD(B,L2)×MD∗ (B)MD(B,L1)
π31 ↙ ↓ π32 ↘ π21

Mrav(B;L3,L1) Mrav(B;L3,L2) Mrav(B;L2,L1)

(5.18)

computing a product H∗
(
Mrav(B;L3,L2)

)
⊗H∗

(
Mrav(B;L2,L1)

)
→ H∗

(
Mrav(B;L3,L1)

)
from collision of junctions. This product is the representation of the intrinsic product

HomA(L2,L3)⊗HomA(L1,L2)→ HomA(L1,L3) of local operators at junctions, on the left

side of (5.16).

We finish with two remarks. Mathematically, restricting convolution algebras to fiber

products rather than ordinary direct products, as we did here, is a common operation. A

thorough discussion of such products and their use in geometric representation theory is

contained in [167]. In section 5.3.1 we already saw that convolution coming from ordinary

products was a little boring: it just reproduced the full algebra of linear transformations

(a matrix algebra) acting on a vector space. In contrast, convolution with fiber products

can define interesting and highly nontrivial subalgebras.

Physically, the space Mrav may also be interpreted as solutions to BPS equations on

a “Gaussian pillbox” surrounding the location of a putative local operator, as in figure 2

of the Introduction. Topologically, the pillbox is a sphere S2. From this perspective,

identifying local operators with the cohomology ofMrav is a reflection of the state-operator

correspondence in 3d, which would relate local operators with the Hilbert space on S2. We

have described a modification of the 3d state-operator correspondence in the presence of a

boundary condition.

5.4 Algebraic reformulation

We would like to do concrete computations of algebras of local operators at junctions

of lines. To this end, we propose an algebraic reformulation of the moduli spaces MD

and Mrav that appeared above. Mathematically, this formulation is (as yet) conjectural;

it generalizes the Kobayashi-Hitchin correspondence of [83, 84, 123] in the case of the

trivial line.

Suppose that a bulk 3d N = 4 theory has gauge group G and hypermultiplets in a

representation T ∗R. We saw in section 4 that a line operator L (as seen by the A-twist)

is characterized by algebraic data consisting of 1) a subgroup G0 ⊆ G(O) of algebraic

gauge transformations in an infinitesimal neighborhood of z = 0; and 2) a G0-invariant

Lagrangian subspace L0 of the algebraic loop space T ∗R(K).

– 52 –



J
H
E
P
0
2
(
2
0
2
0
)
0
7
5

A large class of boundary conditions B, described in detail in [82], also admit an

algebraic characterization. The boundary conditions we will use in the remainder of this

paper are a special subset of those considered in [82]: they are labeled by massive vacua ν

of the bulk 3d theory. A vacuum boundary condition Bν is not quite a boundary condition

in the ordinary sense (i.e. at finite distance), but rather requires the theory to be in a fixed

supersymmetric vaccum ν asymptotically near spatial infinity.25

Returning to the solid cylinder setup of 5.1, we consider the bulk 3d theory on D×Rt
with line operator(s) at the origin of D and a vacuum boundary condition Bν , associated to

a vacuum ν, at the outer boundary of D. We will interpret Bν as an asymptotic condition,

requiring the fields of the theory to approach the vacuum ν as |z| → ∞.

We should explain what a massive vacuum ν is. To characterize ν physically, we would

turn on real FI parameters tR to make the Higgs branch (or some region thereof) smooth,

then turn on generic complex mass parameters mC to induce a potential on the Higgs

branch with isolated, nondegenerate, zero-energy minima. The vacuum ν is chosen to be

one of these minima. All of this translates nicely to algebra. The algebraic data of a

massive vacuum consists of a point ν ∈ T ∗R such that

• the complex moment map evalued at ν vanishes, ν ∈ µ−1
C (0)

• ν lies in the stable part of µ−1
C (0) ⊆ T ∗R, for a choice of stability condition; (the

stability condition, used in defining the smooth Higgs branch MH ' µ−1
C (0)stab/GC,

is correlated with the physical choice of FI parameters)

• the stabilizer of ν under the GC action is trivial, i.e. the orbit GC ·ν ' GC is maximal

(physically, this means gauge symmetry is broken, so the Coulomb branch is massive)

• ν is an isolated fixed point of a torus of the flavor symmetry group FC (physically,

this means the Higgs branch will become massive around ν for generic mC)

Note that not all theories have isolated massive vacua. A theory needs sufficient matter

content and abelian factors in the gauge group for massive vacua to exist (after a mass and

FI deformation). A huge class of interesting theories — including most abelian theories,

and “good” and “ugly” A-type quivers [105] — do have this property. Having massive

vacua makes the analysis of spacesMD andMrav particularly simple, so we will use them

in this paper. Nevertheless, it is important to mention that even without massive vacua

there are many other choices of boundary conditions available, see e.g. appendix B.

In order to algebraically describe fields that “approach ν as |z| → ∞” we define

O∞ := C[[z−1]] , K∞ := C((z−1)) (5.19)

tobe the rings of formal Taylor and Laurent series in z−1, respectively. These are the alge-

25One can associate a finite-distance half-BPS boundary condition to a given vacuum ν as well, which

has the same effect as requiring fields to approach ν at infinity. See [82] for its definition. Such vacuum-

mimicking boundary conditions were studied by [154] in the analogous context of 2d N = (2, 2) theories.

They are sometimes called Lefschetz branes. More recently, their physics (in 2d) was revisited in [168, 169],

and they are related mathematically to Fukaya-Seidel categories [170]. We will not need finite-distance

boundary conditions in this paper, aside from appendix B.
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braic functions in a formal neighborhood of z =∞, and a formal punctured neighborhood

of z =∞. The hypermultiplet fields X(z), Y (z) must be nonsingular near infinity, meaning

they take values in T ∗R(O∞) there, and we can define an evaluation map

val∞ : T ∗R(O∞)→ T ∗R , X(z), Y (z) 7→ X(∞), Y (∞) (5.20)

that sets z−1 7→ 0. The hypermultiplet fields that are gauge-equivalent to a configuration

approaching ν at infinity are precisely those in the orbit

X,Y ∈ G(K∞) · val−1
∞ (ν) ⊆ T ∗R(K∞) , (5.21)

where G(K∞) is the algebraic group GC defined over K∞ = C((z−1)), and represents

the gauge transformations near infinity. As indicated, the orbit (5.21) is a subscheme

of T ∗R(K∞).

Near the origin, we must implement the constraint defining the line operator, that

the hypermultiplets lie in L0. We do this by taking the intersection L0 ∩
[
G(K∞) ·

val−1
∞ (ν)

]
. Since L0 is a subscheme of T ∗R(K), the intersection lies in T ∗R(K)∩T ∗R(K∞) =

T ∗R[z, z−1], and can thus be described entirely in terms of Laurent-polynomial-valued

X(z), Y (z).

Finally, we must quotient by gauge transformations near the origin. The group of gauge

transformations that preserves the line operator is (by definition) G0 ⊆ G(O). The intersec-

tion L0 ∩
[
G(K∞)·val−1

∞ (ν)
]

is preserved by the subgroup of G0 containing polynomial-valued

gauge transformations. To describe this, we define

G[z] := GC(C[z]) ⊂ G(O) , G0[z] := G0 ∩G[z] , (5.22)

i.e. G[z] is polynomial-valued holomorphic gauge transformations on all of C (not just

a formal neighborhood of the origin), and G0[z] is the subgroup of G[z] preserving the

line operator.

Now let us put everything together. Given a line operator L (with data G0,L0) and a

vacuum boundary condition Bν , the algebraic version of the moduli space of solutions to

BPS equations on the disc is

MD(Bν ,L) = G0[z]
∖
M̃D(Bν ,L) , M̃D(Bν ,L) := L0 ∩

(
G(K∞) · val−1

∞ (ν)
)
. (5.23)

In general, a space such as MD = G0[z]\M̃D should be interpreted as a derived stack.

However, the fact that ν is a massive vacuum ensures that G[z] acts freely in (5.23), and

that MD has the much simpler structure of a (potentially singular) variety. In fact, as

discussed in section 5.5, it is a disjoint union of finite-dimensional varieties.

It is also instructive to recast the space (5.23) geometrically. It is a moduli space of

bundles and sections on CP1, thought of as the compactification of the infinite disc D,

MD(Bν ,L) =



E, (X,Y ) s.t. E is a principal algebraic GC bundle on CP1

with structure reduced to G0 near z = 0 and trivialized at z =∞,

and (X(z), Y (z)) is a section of an associated T ∗R bundle

satisfying µ(X,Y ) = 0

with (X,Y ) ∈ L0 near z = 0 and (X,Y ) ∈ GC · ν at z =∞


/

iso

(5.24)

This moduli space must be considered modulo isomorphisms, i.e. gauge transformations.
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We again emphasize that the moduli spaces (5.23), (5.24) generalize spaces studied

in [107, 126, 127] (for the case L = 1). They are generalized vortex moduli spaces, en-

countered in many places in math and physics, as reviewed in the Introduction and sec-

tion 4. The proposed (yet unproven) equivalence of (5.23), (5.24) with physical solutions

to the vortex equations is a natural extension of [123] to incorporate a potential singularity

at z = 0.

The “raviolo space” Mrav, used for computing local operators at a junction of lines,

should admit a similar algebro-geometric description. Given a pair of line operators L′,L,

we propose that

Mrav(Bν ;L′,L) =


pairs E′,(X ′,Y ′) and E,(X,Y ) of bundles/sections on CP1,

each satisfying constraints as in (5.24) for (resp.) L′ and L
together with an isomorphism g :

(
E,(X,Y )

) ∼→ (E′,(X ′,Y ′))
away from z= 0, i.e. g ∈G[z,z−1]


/

iso

=G0
′[z]

∖
M̃rav(Bν ;L′,L)

/
G0[z]

, (5.25)

M̃rav(Bν ;L′,L) :=
(
L′0 ∩ (G(K∞) · val−1

∞ (ν))
)
×G[z, z−1]×

(
L0 ∩ (G(K∞) · val−1

∞ (ν))
)∣∣

(∗)
X ′, Y ′ g X, Y

with a constraint (∗) requiring (X ′, Y ′) = (gX, Y g−1). Here again, having a massive

vacuum guarantees that X,Y and X ′, Y ′ are Laurent polynomials in z. The element

g(z) ∈ G[z, z−1] := GC(C[z, z−1]) (5.26)

is a gauge transformation valued in Laurent polynomials that relates X,Y on the “bottom”

disc with X ′, Y ′ on the “top” disc, away from z = 0. The remaining gauge transformations

(g′0, g0) ∈ G0
′[z]× G0[z] on the top and bottom discs act on the algebraic data as

X ′, Y ′, g,X, Y 7→ g′0X, Y
′g′0
−1, g′0gg

−1
0 , g0X, Y g

−1
0 . (5.27)

5.4.1 Coupling to quantum mechanics

In section 4 we also reviewed how A-type line operators could be engineered by coupling to

SQMA quantum mechanics. Such a definition can also be incorporated fairly easily into the

algebraic moduli spaces above, either replacing singularity data given by G0,L0, or further

enhancing it.

We’ll just describe the case where a line operator is entirely defined by coupling to 1d

degrees of freedom, with no other singularity present in the bulk fields. Suppose that we

define L by introducing a 1d sigma-model with Kähler target E as in section 4.5, thought

of as an algebraic variety with complexified flavor symmetry G(O). (All but a finite part of

G(O) is assumed to act trivially.) In an algebraic formulation, the sigma-model is coupled

to the bulk by gauging G(O).

We may also introduce an algebraic G(O)-invariant superpotential W̃0 : E×T ∗R(O)→
C, as in (4.68). Let W =

∫
d2zXDz̄Y + W̃0, and note that the critical locus δW = 0 is
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algebraic. Explicitly, if α are local coordinates on E , and xn, yn are the modes of X and

Y , then the critical locus is equivalent to

δW = 0 : µC(X,Y ) = 0 ;
∂W̃0

∂α
= 0 ,

∂W̃0

∂yn
= x−n−1 ,

∂W̃0

∂xn
= −y−n−1 (n ≥ 0) .

(5.28)

The equations involving ∂W̃0
∂yn

and ∂W̃0
∂xn

are not really constraints on the space E ×T ∗R(O),

since the negative modes x−n−1 and y−n−1 are not part of T ∗R(O) to begin with. Instead,

one can view (5.28) as equations on E × T ∗R(K). For example, in the extreme case of

vanishing superpotential W̃0 = 0, last two equations in (5.28) set all negative modes to

zero, so that the critical locus δW = 0 is precisely E × T ∗R(O) inside E × T ∗R(K).

In the presence of a line operator L with quantum-mechanics data E ,W0, and a vacuum

boundary condition Bν , we expect that the moduli space MD can be described as

MD(Bν ,L) =


α,E, (X,Y ) s.t. E is a GC bundle on CP1 trivialized at ∞;

(X,Y ) is a section of an associated bundle on CP1\{0}
with (X,Y ) ∈ GC · ν at z =∞;

and α ∈ E ; all subject to δW = 0


/

iso

= G[z]
∖
M̃D(Bν ,L) , (5.29)

M̃D(Bν ,L) := E ×
[
T ∗R(K) ∩ (G(K∞) · val−1

∞ (ν))
]∣∣
δW=0

.

Similarly, given a pair of line operators with data E ′,W ′0 and E ,W0, the raviolo space is

Mrav(Bν ;L′,L) =


α′, E′, (X ′, Y ′); g;α,E, (X,Y )

s.t. each tuple α′, E′, (X ′, Y ′) and α,E, (X,Y ) is as above

(in particular, α′ ∈ E ′, α ∈ E and δW ′ = δW = 0)

and g :
(
E, (X,Y )

) ∼→ (
E′, (X ′, Y ′)

)
on CP1\{0}


/

iso

=
G[z]

∖
M̃rav(Bν ;L′,L)

/
G[z]

, (5.30)

M̃rav(Bν ;L′,L)

=
E ′×

[
T ∗R(K)∩ (G(K∞)·val−1

∞ (ν))
]
×G[z,z−1]×E×

[
T ∗R(K)∩ (G(K∞)·val−1

∞ (ν))
]∣∣∣

(∗)
α′ X ′,Y ′ g α X,Y

with constraints (∗) given by δW ′ = δW = 0 and (X ′, Y ′) = (gX, Y g−1).

5.5 Vortex number

A key feature of massive-vacuum boundary conditions is that the spaces MD and Mrav

break up into a disjoint union of finite-dimensional components. This is the main reason

we use them here. It makes the cohomology of these moduli spaces much easier to analyze

by elementary methods. It also endows the cohomology with an additional grading.

In the case of MD, components are labeled by vortex number n ∈ π1(G),

MD(Bν ,L) =
⊔

n∈π1(G)

Mn
D(Bν ,L) , (5.31)
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and correspondingly the cohomology HD(Bν ,L) =
⊕

n∈π1(G)H
∗(Mn

D(Bν ,L)
)

is graded by

π1(G). Physically, vortex number is usually interpreted as a first Chern class, and expressed

as an integral of the curvature of the G-bundle on the disc

n =
1

2π

∫
D

TrF , (5.32)

which is well defined because the vacuum ν at infinity trivializes the structure of the bundle

(and in particular ensures that TrF → 0 sufficiently fast).

Topologically, vortex number arises because the group G(K∞) that appears in (5.23)

is a version of the loop group LGC, which has connected components labeled by π1(G).

Viewed as an algebraic ind-scheme, G(K∞) is stratified rather than disconnected, with

strata labeled by elements n ∈ π1(G). However, after passing to the quotient by G0[z]

in (5.23), one again finds connected components labeled by n ∈ π1(G).

The most direct way to understand vortex number algebraically is as a degree. The

basic example (and the only one relevant for us) is G = U(N). In this case GC = GL(N,C),

and G(K∞) is the group of invertible N × N matrices whose entries are formal Laurent

series in z−1. Given any g(z) ∈ G(K∞), the determinant

det g(z) = anz
n + an−1z

n−1 + . . . ∈ C((z−1)) (5.33)

is a nonzero formal series, and has a well-defined degree n ∈ Z ' π1(U(N)) given by the

highest power of z that appears with nonzero coefficient.

When a line operator L breaks gauge symmetry near the origin from G(O) to G0, the

notion of vortex number and the corresponding decomposition (5.31) may be refined. We

will see this happening in nonabelian examples. Nevertheless, there is always a decompo-

sition by at least the vortex numbers n ∈ π1(G), which is what we are discussing here.

In a similar way, the raviolo spaces used to construct local operators at junctions break

up into connected components labeled by pairs of vortex numbers

Mrav(Bν ;L′,L) =
⊔

n′,n∈π1(G)

Mn′,n
rav (Bν ;L′,L) . (5.34)

In the algebraic formulation of (5.25), n′ and n are the degrees of the two G(K∞) ele-

ments used to relate the vacuum at infinity to sections X ′, Y ′ and X,Y (respectively) near

the origin.

The decomposition (5.34) implies that the cohomology ofMrav will be graded by pairs

of vortex numbers n′, n. The difference n′− n corresponds to the physical monopole charge

of a local operator. It is the charge under the U(1)t topological flavor symmetries dual to

the center of the group G.

5.6 Summary and interpretation

The final approach used to compute local operators at junctions of lines looks as follows.

Given a 3d N = 4 gauge theory with data G,R, we choose a massive supersymmetric

vacuum ν (assuming the theory has massive vacua). We use ν to define an asymptotic
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boundary condition Bν , which allows us to represent the entire category of line operators.

We expect the representation — in particular, the maps FBν from (5.16) on spaces of local

operators — to be injective for a large set of line operators.

For every line operator L defined by algebraic data G0,L0, we construct the algebraic

moduli space MD(Bν ,L) as in (5.23). If L is defined by coupling to quantum mechanics,

we can use the definition (5.29) instead. In our examples, MD(Bν ,L) will break up into

infinitely many finite-dimensional components, labeled by vortex numbers n. We take

cohomology to (conjecturally) construct the QA-cohomology of the physical Hilbert space

on the disc,

HD(Bν ,L) = H∗
(
MD(Bν ,L)

)
=
⊕
n

H∗
(
Mn

D(Bν ,L)
)
. (5.35)

The Hilbert space is graded by vortex number.

For every pair of line operators L,L′, we construct the raviolo space Mrav(Bν ;L′,L),

using algebraic data as in (5.25) or quantum-mechanics data as in (5.30) (or some com-

bination thereof). Again, the raviolo spaces break up into finite-dimensional components

labeled by pairs of vortex numbers. We expect the QA-cohomology HomA(L,L′) of the

space of local operators at a junction of lines to be represented by the cohomology

H∗
(
Mrav(Bν ;L′,L)

)
=
⊕
n′,n

H∗
(
Mn′,n

rav (Bν ;L′,L)
)
. (5.36)

The product of local operators at junctions (a.k.a. composition of Hom’s) and their action

on the Hilbert spaces HD(Bν ,L) are both given by convolution, as in section 5.3.

5.6.1 Identifying monopole operators

The sort of local operators we expect to find at junctions of A-type lines are a general-

ization of operators in the bulk Coulomb-branch chiral ring. In particular, we should see

operators formed out of bulk vectormultiplet scalars, as well as monopole operators. The

vectormultiplet scalars ϕ will appear in a straightforward way as equivariant parameters

(see section 5.7). We recall how monopole operators are identified, following [10, Sec 10]

and [107, 115].

A physical monopole operator is labeled by a “monopole charge” A. Mathematically,

this is an element of the cocharacter lattice A ∈ cochar(G) ' Hom(C∗, TC). The charge

A thus determines a group homomorphism from C∗ to the maximal torus TC ⊆ GC. (In

the physical definition of a monopole operator, A is literally used to embed a fundamental

Dirac singularity for U(1) into gauge theory with group G.) Let zA ∈ G[z, z−1] denote the

image of z ∈ C∗[z, z−1] under this homomorphism. For example, if G = U(N), cocharacters

are N -tuples of integers A = (A1, . . . , AN ) ∈ ZN , and

zA = diag(zA1 , zA2 , . . . , zAN ) ∈ G[z, z−1] . (5.37)

At a junction of lines L and L′, we may use any element

wzA ∈ G[z, z−1] , w ∈Weyl(G) (5.38)
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to try to define a monopole operator. Note, these are elements of the extended affine Weyl

group Weyl(G)ncochar(G) 'Waff(G) 'Weyl(G(K)). When L = L′ = 1, only the orbit of

wzA under Weyl(G)×Weyl(G) acting on the left and right matters; this action can be used

to remove w and to conjugate A to a dominant cocharacter (A1 ≥ A2 ≥ . . . ≥ AN ), whence

one usually says that the charges of bulk monopole operators are dominant cocharacters.

However, if L and L′ break the bulk gauge symmetry to G0 and G′0, respectively, we may

only act on (5.38) with Weyl(G0)×Weyl(G′0). Then monopole charges take values in

for HomA(L,L′) : Weyl(G′0)\Weyl(G(K))/Weyl(G0) . (5.39)

Now consider a space Mrav(Bν ;L′,L). In the algebraic formulation (5.25), points of

Mrav are labeled in part by singular gauge transformations g(z) ∈ G[z, z−1]. We expect

that a putative monopole operator Mw,A of “charge” (w,A) ∈ Weyl(G) n cochar(G) '
Weyl(G(K)) is represented by the fundamental class of a subvariety of Mrav(Bν ;L′,L)

consisting of all points that are gauge-equivalent to a configuration with g(z) = wzA. In

other words, given the map that forgets the hypermultiplets26

Mrav(Bν ;L′,L)
πg−→ G0[z]′\G[z, z−1]/G0[z] , (5.40)

a monopole operator Mw,A should correspond to the pullback

Mw,A ∼ π∗g [wzA] ∈ H∗
(
Mrav(Bν ;L′,L)

)
, (5.41)

where [wzA] is the fundamental class of the closure of the double-orbit G0[z]′ ·wzA · G0[z] in

G0[z]′\G[z, z−1]/G0[z]. Similarly, we expect “dressed” monopole operators corresponding

to Chern classes of line bundles over the wzA orbit.

Note that the formula (5.41) does not imply that a junction of line operators L,L′
will have monopole operators of all possible charges! It may well be that, for given (w,A),

the pull-back π∗g [wz
A] is zero. For example, this would happen if the condition imposed

on hypermultiplet fields by L′0 and L0 made it impossible to have points with g(z) in the

orbit of w, zA, in the space Mrav(Bν ;L′,L).

When we decompose Mrav =
⊔

n′,nM
n′,n
rav into components labeled by vortex numbers,

π∗g [wz
A] can only be supported on components with n′− n equal to the topological type of

A (as a cycle in π1(G)). We write this relation as n′ − n ∼ A, noting that it only depends

on the Weyl(G)×Weyl(G) orbit of wzA. Then we expect a dressed or undressed monopole

operator of charge (w,A) to be represented as a diagonal sum, schematically

Mw,A =
∑

n′−n∼A
Mn′,n
w,A , Mn′,n

w,A ∈ H∗
(
Mn′,n

rav (Bν ;L′,L)
)

(5.42)

5.6.2 Idempotents

We claimed in (5.16) that the map HomA(L,L′) → H∗
(
Mrav(Bν ;L′,L)

)
should always

be surjective. This would let us relate any class in H∗
(
Mrav(Bν ;L′,L)

)
to a physical

26To make contact with BFN-like constructions, we could further map G0[z]′\G[z, z−1]/G0[z] ↪→
G0[z]′\G(K)/G0[z]→→ G′0\G(K)/G0. Then we can pull back classes from G′0\G(K)/G0, which is an equivari-

ant affine Grassmannian or affine (partial) flag variety, depending on the choice of G0.
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operator. The surjectivity statement requires a slightly technical modification when deal-

ing with vacuum boundary conditions. Namely, due to the decomposition of MD into

disjoint components Mn
D, there are extra operators acting on (and among) the cohomolo-

gies H∗
(
Mn

D(Bν ,L)
)
, which have nothing to do with local operators at junctions of lines.

These extra operators are projections to summands of (5.35) with fixed n. If L breaks

gauge symmetry, so that vortex number is refined, then even more projections will appear.

Mathematically, these projections are “orthogonal idempotents” en. They are repre-

sented as classes

en = π∗[1] ∩H∗
(
Mn,n

rav(Bν ;L,L)
)

(5.43)

for each fixed n, and they satisfy enen′ = δn,n′en.

There are two ways to correct the surjectivity statement (5.16) to account for these

spurious operations. One option (cf. [107, Sec 4.4.1]) is to enhance HomA(L,L′) on the

l.h.s., by throwing in all possible idempotents, acting by multiplication on both the left

and right. With this enhancement of the l.h.s., surjectivity should be regained.

Alternatively, we may focus on operators in H∗
(
Mrav(Bν ;L′,L)

)
that act in a way that

is independent of decomposition by vortex number. (In particular, we want operators whose

convolution products are independent of vortex number.) We would expect such operators

to come from actual elements of HomA(L,L′). They will necessarily be represented as

infinite diagonal sums over graded components H∗
(
Mn′,n

rav (Bν ;L,L)
)
, just like in (5.42).

5.7 Equivariant intersection cohomology

We have been vague so far about precisely which cohomology theory we should be using

to compute H∗(MD) and H∗(Mrav). The moduli spaces in question split into finite-

dimensional components, which helps. However, the components are typically noncompact

and singular. Physically, we should ask ourselves how to interpret supersymmetric quantum

mechanics with a noncompact and singular target space. We consider these potential

problems one at a time.

To handle noncompactness, we introduce equivarance. This standard technique is

familiar from classic work on localization of supersymmetric path integrals [79, 171–174].

Given A-type SQM with a Riemannian target X , and an abelian isometry group T that acts

on X (a flavor symmetry), one may turn on twisted masses for T . The twisted masses m

take values in the complexified Lie algebra tC. Physically, they introduce a scalar potential

|mV |2, where V ∈ t∗ ⊗ TX is the vector field generating the T action. For generic m, the

potential localizes physical wavefunctions to a neighborhood of the fixed locus of T . In

particular, if X happens to be noncompact but the T action has a compact fixed locus,

low-energy wavefunctions will decay exponentially near infinity. The SUSY ground states

are well defined, and become identified with classes in T -equivariant cohomology.

In the case at hand, we introduce

1) Twisted masses mC for a torus of the Higgs-branch flavor symmetry TF that preserves

the massive vacuum ν; these twisted masses are the complex masses of the bulk 3d

N = 4 theory.
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2) A twisted mass ε for the diagonal U(1)ε subgroup of U(1)E × U(1)H that includes

rotations in the z-plane and leaves the supercharge QA invariant. As discussed in

section 3.4, this amounts to turning on the A-type Omega background.

Then we work with the equivariant cohomologies

H∗TF×U(1)ε

(
MD(Bν ,L)

)
, H∗TF×U(1)ε

(
Mrav(Bν ;L′,L)

)
. (5.44)

In the examples we study, the TF × U(1)ε action on MD and Mrav spaces actually has

isolated fixed points. Then, by localization [175, 176] we will be able to describe the full

equivariant cohomology in terms of appropriate linear combinations of fixed-point classes,

i.e. delta-function forms at the fixed points. We also note that our moduli spacesMD,Mrav

are Kähler, and the TF × U(1)ε metric isometry extends holomorphically to a complex

isometry TF,C×C∗ε, with the same fixed-point set. In an algebraic context, we will consider

H∗TF,C×C∗ε

(
MD(Bν ,L)

)
, H∗TF,C×C∗ε

(
Mrav(Bν ;L′,L)

)
instead of (5.44); however, the two are

completely equivalent.

Mathematically, the spaces (5.44) are modules for the polynomial algebra C[mC, ε] of

equivariant parameters. Since the TF ×U(1)ε (or TF,C × C∗ε) action has fixed points, they

are free modules: no constraints are imposed on mC, ε. Moreover, physically, mC and ε

are fixed complex numbers, so C[mC, ε] ' C. Thus, there is no interesting structure in the

C[mC, ε] action, and we will usually leave it implicit.

We may go a step further. Since the disc moduli spaces take the form MD =

G0[z]\M̃D, there is an equivalence with G0[z]-equivariant cohomology of M̃D,

H∗TF,C×C∗ε
(
MD(Bν ,L)

)
' H∗G0[z]×TF,CoC∗ε

(
M̃D(Bν ,L)

)
. (5.45)

The r.h.s. is naturally a module for C[ϕ]Weyl(L), the polynomial algebra in equivariant

parameters for the constant gauge transformations in G0[z], invariant under the part of the

Weyl group preserved by L. Physically, the ϕ’s are the bulk vectormultiplet scalars. The

G0[z] action on M̃D(Bν ,L) is free (it does not have fixed points), so the corresponding

action of C[ϕ]Weyl(L) on equivariant cohomology is interesting. It is literally the action of

the Coulomb-branch ϕ operators in the disc Hilbert space. Roughly, we will find that the

ϕ’s act on each component H∗G0[z]×TFoU(1)ε

(
M̃n

D(Bν ,L)
)

by measuring the vortex number

n, generalizing an analogous structure from [107].

Similarly, raviolo spaces are of the form Mrav = G0[z]′\M̃rav/G0[z], so equivariant

cohomology can be lifted

H∗TF,C×C∗ε
(
Mrav(Bν ;L′,L)

)
' H∗G0[z]′×G0[z]×TF,CoC∗ε

(
M̃rav(Bν ;L′,L)

)
. (5.46)

The r.h.s. is a module for C[ϕ′, ϕ]Weyl(L′)×Weyl(L), where ϕ′ and ϕ are the vectormultiplet

scalars acting above and below the junction. Neither G0[z]′ nor G0[z] has fixed points, so

both ϕ′ and ϕ are set to constants. The values of ϕ′, ϕ are related to n′, n on the component

H∗G0[z]′×G0[z]×TF,CoC∗ε

(
M̃n′,n

rav

)
, and ϕ′ − ϕ measures the monopole charge of local operators

at the junction.
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Equivariant cohomology takes care of noncompactness. However, we must still deal

with the fact that the moduli spacesMD andMrav may be singular. In [107], this issue was

deftly avoided, because (in the examples studied there) the bulk Coulomb-branch chiral

ring EndA(1) was generated by monopole operators of minuscule charge, which could be

captured by Mn′,n
rav spaces for very small n′, n, which turned out to be smooth. In the

presence of nontrivial line operators, the spaces Mn′,n
rav are almost never smooth, even for

minuscule monopole charge. So there is a genuine and practical difficulty to overcome.

The singularities of Mrav are an artefact of our simplifications from section 5.2. In

particular, they arise from restricting to solutions of BPS equations in Step 2, which prop-

agates to the definition of Mrav as a fiber product (5.15). A physically rigorous analysis

would return to the very-infinitely-dimensional space of all field configurations in the pres-

ence of a monopole singularity, and then impose BPS equations by turning on a suitable

potential. We will shortcut such an analysis with a well-motivated guess: when Mrav or

MD spaces turn out to be singular, we will take their equivariant intersection cohomology.

The guess is motivated in part by the relation between intersection cohomology and

L2 cohomology [177, 178]. More practically, mathematical constructions using intersection

cohomology have been known to match physical expectations in many setups similar to

ours. This includes the identification of the Satake category [179] (generated by intersection

cohomology sheaves) with ’t Hooft lines of 4d super-Yang-Mills [10, section 10]. More

directly: for particular classes of 3d N = 4 theories whose bulk Coulomb-branch chiral

rings are expected to be finite W-algebras, the spacesMrav(Bν ;1,1) appeared in [126, 127];

it was shown there that their equivariant cohomology reproduces the desired W-algebras.

(This mathematical work was an important inspiration for [107].)

Motivated in particular by [126, 127], we will use equivariant intersection cohomology

whenever we encounter singular spaces. This is how all cohomologies (5.35), (5.36) in this

paper are to be interpreted. Important examples of spaces with unavoidable singularities

will appear in section 8.

There is another option for handling singularities and noncompactness, which might be

deemed equally reasonable from a physical perspective: instead of equivariant intersection

cohomology, one might use equivariant Borel-Moore homology. This is a topological homol-

ogy theory that is Poincaré-dual to cohomology with compact support; a thorough review,

relevant for convolution constructions, is contained in [167]. Notably, Borel-Moore ho-

mology was used in the Braverman-Finkelberg-Nakajima constructions of Coulomb-branch

chiral rings [114, 115].

In our actual examples, we will only encounter relatively mild singularities, modeled

locally on transverse intersections such as {xy = 0} ⊂ C2. Equivariant intersection co-

homology and equivariant Borel-Moore homology give exactly the same answers in these

cases. (Both are computed using a normalization of the singularity, e.g. pulling {xy = 0}
apart to {x = 0} t {y = 0}.) Thus, so far, both seem equally good for matching phys-

ical expectations. Strictly speaking, the pull-back maps (5.41) and infinite sums (5.42)

that appear in the representations of monopole operators only make sense in Borel-Moore

homology, so the latter may well be a better mathematical model to use in the future.
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6 Line operators in abelian theories

We begin to describe examples of A-type and B-type line operators, in increasingly inter-

esting theories. In this section, we focus on abelian 3d N = 4 gauge theories, with

G = U(1)r , R = CN (N hypers) . (6.1)

We will start by looking at the A and B twists of a free hypermultiplet (r = 0, N = 1),

and its 3d mirror, which is SQED with a hypermultiplet (r = 1, N = 1). This gives us the

simplest examples of nontrivial A-type and B-type line operators, and we check that our

prescriptions for local operators at their junctions are consistent with 3d mirror symmetry.

We will also encounter “flavor” Wilson lines and “screenable” vortex lines, exchanged by

mirror symmetry, which are both trivial in flat space.

Then in section 6.2, we will consider SQED with two hypermultiplets (r = 1, N = 2).

This theory, also known as T [SU(2)] [105], is self-3d-mirror. We will again describe how line

operators and their junctions map across mirror symmetry. We will then use this example to

make contact with work of Assel and Gomis [54], involving quivers and brane constructions.

We will need to extend the proposal of [54] slightly, by adding higher-derivative couplings

to superpotentials.

In section 6.4 we will outline the mirror map of half-BPS line operators and their

junctions in general abelian theories, extending and complementing the work of [52, 53].

We follow the philosophy of Kapustin and Strassler [143], that any abelian mirror symmetry

breaks up into iterations of the basic r = 0, N = 1 ↔ r = 1, N = 1 duality.

Finally, in section 6.5, we include some general remarks about “flavor vortex” lines, i.e.

A-type line operators created by a singular gauge transformation for a flavor symmetry. In

abelian theories, all vortex lines appear as flavor vortices, making them particularly rele-

vant. However, they play an important role in nonabelian theories as well, and were studied

extensively in the mathematical works [98, 115, 180], and discussed in the lectures [99].

6.1 Basic mirror symmetry

Let Thyper be the theory of a free hypermultiplet (G = 1, R = C), and let SQED1 be

a G = U(1) gauge theory with a hypermultiplet R = C of charge +1. We will consider

the A and B twists of these theories in turn, and confirm the expected mirror map of

line operators.

6.1.1 Free hyper

Let’s first consider the B-twist. Since there is no gauge group, the only standard half-BPS

Wilson line is the trivial line operator 1 ' WC. The endomorphisms of the trivial line

are polynomials in the complex hypermultiplet scalars X,Y — i.e. element of the bulk

Higgs-branch chiral ring — which get quantized to a Heisenberg algebra in the presence of

Omega background:

EndB(1) = C[X,Y ] (commutative) , EndεB(1) = C[X,Y ]/([X,Y ] = ε) . (6.2)
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There are also B-type line operators corresponding to direct sums of the trivial line.

Given any finite-dimensional vector space V (which can be thought of as a trivial repre-

sentation of G = 1), there is an associated half-BPS Wilson line WV . However, since G

acts trivially, it is equivalent to

WV ' V ⊗ 1 ' 1⊕dimV . (6.3)

Its endomorphism algebra is just the algebra of matrices with polynomial entries,

EndεB(WV ) = End(V )⊗
(
C[X,Y ]/([X,Y ] = ε)

)
. (6.4)

At junctions we find matrices Homε
B(WV ,WV ′) = Hom(V, V ′) ⊗

(
C[X,Y ]/([X,Y ] = ε)

)
,

etc.

There do exist flavor Wilson lines, but as long as we work in flat spacetime Cz×Rt (or

just work locally in the category of lines), they are all of the form (6.3). Concretely, the full

flavor symmetry is F = USp(1), and we could take V to be any representation of F , or any

representation of a subgroup of F . We can define a flavor Wilson line WV = HolRt(ρV (Af ))

as in (3.4), where Af is a background superconnection for the flavor symmetry. However,

since G acts trivially, we find WV ' V ⊗ 1 in the category of B-type lines, with all

morphisms consisting of matrices as above.27

So far, it sounds like the category of B-type line operators CB is fairly boring. This

is approximately correct. Since the theory Thyper is a 3d N = 4 sigma-model to the flat

hyperkähler target T ∗C, the complete category CB was identified by [19, 20] as CB =

DbCoh(T ∗C). This category is generated by the structure sheaf 1 ' OT ∗C. It does contain

more interesting objects, such as the structure sheaf of a subspace OC or a skyscraper at

the origin O0. These sheaves can be constructed as complexes of 1 (that’s what it means

for 1 to generate); but they are not simple half-BPS Wilson lines themselves. Physically,

OC seems to corresponds to a wrapped N = (2, 2) boundary condition (of the type studied

in [82]); and O0 seems to correspond to a wrapped N = (0, 4) boundary condition (of the

type studied in [72] and very recently in [181].). They will be further discussed in [70].

The A-twist of a free hypermultiplet is much richer in objects. A basic family of half-

BPS vortex-line operators was described in detail in section 4.2. These are the operators

Vk : L0 = z−kO ⊕ zkO ⊆ T ∗C(K) , k ∈ Z , (6.5)

with a pole of order k in X(z) and a zero of order k in Y (z), or vice versa, depending on

the sign of k. Also recall that V0 = 1 is the trivial line.

We can use the methods of section 5 to find local operators at junctions. The com-

putation looks a little trivial, but we will see using mirror symmetry that the result is

actually correct!

27Partition functions involving flavor Wilson lines can be very slightly nontrivial. On a closed 3-manifold,

one can introduce a nonzero background connection with nontrivial holonomies. Then the flavor Wilson

lines measure these holonomies, and their insertion modifies partition functions by overall prefactors. Such

prefactors appeared frequently in index computations of [54].
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To apply section 5 we should choose a massive vacuum ν. There is only one. The free

hypermultiplet admits a complex mass deformation by mC ∈ fC in the Cartan of the flavor

symmetry F = USp(1). The corresponding torus U(1)F ⊂ F rotates X,Y with charges

+1,-1; and the massive vacuum is at the fixed point (X,Y ) = (0, 0) of this rotation.

Having fixed the vacuum ν at z →∞, the moduli spaces

MD(Bν ,Vk) = {(X,Y ) = (0, 0)} ,
Mrav(Bν ;Vk′ ,Vk) = {(X ′, Y ′) = (X,Y ) = (0, 0), g = 1}

(6.6)

are all just isolated points. Taking cohomology, we find that the Hilbert spaces

H(Bν ,Vk) = C (6.7)

are all one-dimensional, as are the spaces of local operators at junctions

H∗
(
Mrav(Bν ;Vk′ ,Vk)

)
= C . (6.8)

Recall form section 5 that, in general, (6.8) is only guaranteed to be a representation of

the actual space HomA(Vk,Vk′) of local operators at a junction of Vk and Vk′ . In this

example (and in fact in all abelian theories), 3d mirror symmetry will confirm that the

map HomA(Vk,Vk′) →→ H∗
(
Mrav(Bν ;Vk′ ,Vk)

)
is an isomorphism. For now we simply

claim that

HomA(Vk,Vk′) = C (any k, k′ ∈ Z) (6.9)

A special case of (6.9) should be unsurprising. Namely, for k = k′ = 0 we expect

EndA(V0,V0) = EndA(1,1) ' C[MC ] (6.10)

to be the bulk Coulomb-branch chiral ring. However, since the gauge group G = 1 is trivial,

the only operator in the chiral ring is the identity, which generates the ‘C’ appearing in (6.9).

Finally, we note that (6.9) encodes an important qualitative statement about half-

BPS vortex lines in the free hypermultiplet theory. Namely, since HomA(Vk,1) and

HomA(1,Vk) are nonzero, all vortex lines can end! More generally, any two vortex lines

can be joined together, in a unique way.

Just as in the B-twist, we expect the complete category of line operators in the A-twist

to contain more exotic objects, which preserve QA but are not easily described as half-BPS

vortex lines. Some of these exotic objects are already known, in a different guise. The

full category CA for a free hypermultiplet, mentioned in (4.31), is equivalent to modules

for a beta-gamma VOA [72, 73]. This is a very rich category (cf. the recent [182]), which

contains the simple objects Vk. In VOA terms, V0 is the vacuum module and the Vk are

spectral-flow modules thereof.

6.1.2 B-twist of SQED1

We expect the categories of line operators in the B and A twists of a free hypermultiplet

to match the categories in the A and B twists of SQED1,

CB(hyper) ' CA(SQED1) , CA(hyper) ' CB(SQED1) . (6.11)

We will check this match for the half-BPS objects and Hom spaces computed above.
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SQED1 is a G = U(1) gauge theory with hypermultiplet scalars (X,Y ) ∈ T ∗C of

charges (+1,−1). In the B-twist, there are basic half-BPS Wilson-line operators Wk,

k ∈ Z, each associated to the 1-dimensional representation of U(1) of charge k. We expect

these Wilson lines to be the mirrors of the vortex lines Vk (6.5) for the free hypermultiplet.

Given two Wilson lines Wk, Wk′ , the local operators at their junction are polynomials

in the hypermultiplet scalars X,Y whose total charge is equal to k′ − k. But for any k, k′,

there is exactly one such polynomial:

HomB(Wk,Wk′) = C[X,Y ]
∣∣
charge=k′−k

=

{
C〈Xk′−k〉 k′ − k ≥ 0

C〈Y k−k′〉 k′ − k < 0

' C , (6.12)

perfectly consistent with (6.9). In particular, every Wilson line can end, because there are

hypermultiplet operators of the right charge to make the endpoint gauge-invariant.

As a special case, we find that HomB(1,1) = C〈1〉 ' C[MH ] reproduces the Higgs-

branch chiral ring, which is trivial in SQED1. Indeed, the Higgs branch is the hyperkähler

quotient T ∗C///U(1), which is a point.

6.1.3 A-twist of SQED1

We already described the basic A-type line operators SQED1 in section 4.4.2. We found

a one-parameter family of vortex-line operators Vk with unbroken gauge symmetry G0 =

G(O) and L0 = z−kO⊕ zkO exactly as in (6.5). Moreover, we claimed that Vk ' 1 for all

k, because each of these line operators can be screened by dynamical vortices.

So far, this nicely matches Wilson lines in the B-twist of a free hyper. The vortex

line Vk in SQED1 is mirror to a flavor Wilson line Wk of charge k for the torus U(1) ⊂ F
of the flavor symmetry. But Vk ' 1 due to screening, while Wk ' 1 because it has no

gauge charge.

Just as in the B-twist of a free hypermultiplet, the A-twist of SQED1 does have more

exotic line operators that are not easily described as vortex lines. For example, we might

expect a line operator that breaks the group G(O)→ 1 completely. This would come from

a wrapped Dirichlet boundary condition. See [70] for further details.

We will now proceed to derive the algebras EndA(Vk) of local operators bound to

the basic vortex lines in SQED1. This computation mildly generalizes results of [107, Sec

3.4, 4.1]. We go through it partly to remind the reader of some technical aspects (which

will later be suppressed). We will find that EndA(Vk) recovers the Coulomb-branch chiral

ring for any k, and will see explicitly the isomorphism Vk ' V0 = 1 as objects in the

category CA.

We choose a massive vacuum ν given in algebraic terms by (X,Y ) = (1, 0). Note that

this satisfies the various requirements from section 5.4; in particular, the complex moment

µ = XY vanishes, and the stabilizer of ν under the complexified C∗ gauge group is trivial.

Physically, we find ν by first deforming the theory with a real FI parameter tR < 0, so
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that the real moment-map constraint µR = |X|2 − |Y |2 + tR = 0 forces X 6= 0, thus

breaking U(1) gauge symmetry and ensuring that the Coulomb branch will be massive.

After quotienting by U(1), the physical vacuum can be described as (X,Y ) = (|tR|
1
2 , 0). It

lies in the complexified C∗ orbit of the algebraic vacuum (X,Y ) = (1, 0).

To find the algebraic moduli space (5.23) of solutions to BPS equations on the disc,

we require (X(z), Y (z)) to be in the intersection of G(K∞) ·val∞
−1(ν) and L0. This forces

Y ≡ 0, and restricts X(z) to be z−k times a polynomial in z. We then quotient by the

action of G0 ∩ G(C[z]) = G(C[z]). However, this group of invertible polynomials in z is

very simple: the only invertible polynomials are constants, so G(C[z]) = C∗. (These are

literally the constant gauge transformations on the disc.) Thus,

MD(Bν ;Vk) = C∗
∖
{z−kC[z]} . (6.13)

We may further decompose MD(Bν ;Vk) =
⊔

nMn
D(Bν ;Vk), where the connected compo-

nents of fixed vortex number n ∈ Z are polynomials of top degree n,

Mn
D(Bν ,Vk) = C∗

∖
{X(z) = xnz

n + xn−1z
n−1 + . . .+ x−kz

−k, xn 6= 0} ' Cn+k . (6.14)

The C∗ action can be used to fix xn = 1, whence each component is simply an affine space

Cn+k, with coordinates xn−1, . . . , x−k. Note that Mn
D will be empty unless n ≥ −k.

The cohomology of each component (6.14) is just C. Therefore, the QA-cohomology

of the Hilbert space on the disc becomes

HD(Bν ,Vk) =
⊕
n≥−k

H∗
(
Mn

D(Bν ,Vk)
)
'
⊕
n≥−k

C . (6.15)

This is not a terribly enlightening description, and we can do better by working equivari-

antly.

Let us write Mn
D(Bν ,Vk) = C∗\M̃n,k

D , where M̃n,k
D = {X(z) = xnz

n + xn−1z
n−1 +

. . .+ x−kz
−k, xn 6= 0} as in (6.14). We will also turn on an Omega background, i.e. work

equivariantly with respect to the C∗ε action of loop rotations. We consider the equivariant

cohomology H∗C∗ε

(
Mn

D(Bν ,Vk)
)

= H∗C∗×C∗ε (M̃
n,k
D ). Mathematically, this space must be a

module for

H∗C∗×C∗ε (pt) = C[ϕ, ε] . (6.16)

Physically, ε is some fixed complex number (the parameter of the Omega background), so

we will not distinguish between polynomials in ε and constants, i.e. C[ε] ' C. On the other

hand, ϕ is a bulk local operator corresponding to the complex vectormultiplet field, and

the structure of equivariant cohomology as a C[ϕ] module is important.

H∗C∗×C∗ε (M̃
n,k
D ) can easily be computed by localization [175, 176]. It is generated by a

single fixed-point class |n〉, associated to the C∗ε fixed point {X(z) = zn} ∈ Mn
D(Bν ,Vk)

(or to its C∗ orbit {X(z) = xnz
n} ⊂ M̃n,k

D ). Explicitly, C∗ε acts on z with weight −1

and on both X,Y with weight 1
2 (due to mixing with the U(1)H R-symmetry). Under an

infinitesimal C∗ × C∗ε rotation with parameters ϕ, ε, the coefficient xn transforms as

δ xn =

[
ϕ+

(
n +

1

2

)
ε

]
xn , (6.17)
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and is thus fixed under a subgroup of C∗ × C∗ε with ϕ = −(n + 1
2)ε. This tells us that

HεD(Bν ,Vk) =
⊕
n≥−k

H∗C∗×C∗ε
(
M̃n,k

D

)
'
⊕
n≥−k

C |n〉 (6.18)

with an action of Coulomb-branch scalars given by

ϕ|n〉 = −
(
n +

1

2

)
ε|n〉 . (6.19)

Thus, the local operator ϕ acts on the disc Hilbert space by measuring vortex number.

Throughout the examples in this paper, we will normalize equivariant cohomology

classes |p〉 corresponding to fixed points p ∈M as

|p〉 =
1

ωp
δp , δp := i∗(1p) , (6.20)

where 1p is the fundamental class of an isolated point p, i : p ↪→M is the inclusion of the

fixed point, and ωp = e(Np) is the Euler class of the normal bundle to p in M. The Euler

class is a product of equivariant weights of Np. In the present case, for the fixed point

p = zn, the coordinates on Np are the remaining coefficients xn−1, xn−2, . . . , x−k of X(z),

whence

ωzn =

(
ϕ+

(
n− 1

2

)
ε

)(
ϕ+

(
n− 3

2

)
ε

)
· · ·
(
ϕ+ (

1

2
− k)ε

)
(6.21)

= (−1)n+kεn+k(n + k)!

Now, the local operators bound to Vk come from cohomology classes in the raviolo

space Mrav(Bν ;Vk,Vk). Specializing (5.25), we find that

Mrav(Bν ;Vk,Vk) =
⊔

n′,n≥−k
Mn′,n

rav,k , (6.22)

with each component given by Mn′,n
rav,k = C∗′

∖
M̃n′,n

rav,k

/
C∗ with

M̃n′,n
rav,k =

{X(z)′ = g(z)X(z), g(z) = αzn
′−n, X(z) = xnz

n + . . .+ x−kz
−k} n′ ≥ n

{X(z)′ = xn′z
n′ + . . .+ x′−kz

−k, g(z) = αzn
′−n, X(z) = g(z)−1X(z)′} n′ < n

(6.23)

where α, xn, xn′ 6= 0. Again, there is a unique fixed-point class in equivariant cohomology

H∗C∗′×C∗×C∗ε

(
M̃n′,n

rav,k

)
= C|n′, n〉 (6.24)

associated to the C∗′ × C∗ orbit of {X ′ = zn
′
, g = zn

′−n, X = zn}. With the normaliza-

tion (6.20), |n′, n〉 = [Mn′,n
rav,k] is equivalent to the fundamental class of the entire raviolo

space. This class represents an abelian monopole operator vn′−n of charge n′− n, acting on

a state of vortex number n to produce a state of vortex number n′.

– 68 –



J
H
E
P
0
2
(
2
0
2
0
)
0
7
5

As discussed in section 5.6.2, the actual local operators bound to a line operator must

be represented in a way that is independent of the vortex moduli spaces they act on. In

this case, the monopole operator vn of charge n is the diagonal sum

vn =
∑

n′−n=n

|n′, n〉 . (6.25)

A short calculation (cf. [107, Sec 4.1]) shows that the convolution action of vn on Hilbert

spaces is given uniformly for all n ≥ Z by
vn|n〉 =

∏n
i=1(ϕ+ (i− 1

2 − k)ε)|n + n〉 n ≥ 0

vn|n〉 = |n + n〉 n < 0 , n + n ≥ −k
vn|n〉 = 0 n < 0 , n + n < −k

(6.26)

The prefactor
∏n
i=1(ϕ+(i− 1

2−k)ε) appearing in the action of positive monopole operators

is a product of the equivariant weights of coefficients of X ′ that are missing when we set

X(z)′ = znX(z); in other words, weights of the coefficients x−k+n−1, . . . , x−k.

From the action (6.26) we extract an algebra that is completely independent of vortex

number, which we expect to be EndεA(Vk). The algebra is generated by just two monopole

operators v1, v−1, subject to the simple relation [v1, v−1] = ε,

EndεA(Vk) ' C[v1, v−1]/([v1, v−1]− ε) . (6.27)

The higher monopole operators and the scalar ϕ are obtained from v±1 as

vn =

{
(v1)n n ≥ 0

(v−1)|n| n < 0
, ϕ = v1v−1 +

(
k − 1

2

)
ε = v−1v1 +

(
k +

1

2

)
ε . (6.28)

Notably, the scalar satisfies [ϕ, v±] = ∓εv±1, counting monopole number.

Written in the form (6.27), the algebra EndεA(Vk) is clearly isomorphic to the Heisen-

berg algebra C[X,Y ]
/

([Y,X] − ε) that arose in the B-twist of a free hypermultiplet. In

particular, for all k, EndεA(Vk) ' EndεA(V0 = 1) ' Cε[MC ] is the Omega-deformed

Coulomb-branch chiral ring. (The undeformed chiral ring of SQED was described in [152]

and follows from the Coulomb-branch geometry of [57, 103], while its deformation quan-

tization appeared in [78].) The only (indirect) dependence on k appears in the relation

between ϕ and v1v−1. In particular, to relate EndεA(Vk) to EndεA(Vk′), we simply send

ϕ 7→ ϕ − (k′ − k)ε. This is precisely the effect of screening a vortex line of charge k by a

dynamical vortex of charge k′ − k.

To describe the isomorphism Vk ' V0 (say) more directly in the category of line

operators, we should look for local operators at the junction of Vk and V0 (and vice versa)

that implement it. Consider the raviolo space

Mn−k,n
rav (Bν ;Vk,V0)

'
{
X ′= zn−k+xn−1z

n−k−1+. . .+x0z
−k, g= z−k, X = zn+xn−1z

n−1+. . .+x0

} (6.29)

There are no missing coefficients in either X or X ′; thus by forgetting X ′, g the space

maps bijectively to Mn
D(Bν ,V0), and by forgetting X, g the space maps bijectively to
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Mn−k
D (Bν ,Vk). An analogous statement holds for Mn,n−k

rav (Bν ;V0,Vk). The diagonal sums

of fundamental classes of these spaces define n-independent local operators

Ok =
∑

n

[
Mn−k,n

rav (Bν ;Vk,V0)
]
∈ HomA(V0,Vk)

Õk =
∑

n

[
Mn,n−k

rav (Bν ;V0,Vk)
]
∈ HomA(Vk,V0)

(6.30)

that are inverses in the sense that ÕkOk = idV0 , OkÕk = idVk . They explicitly implement

the isomorphisms of objects

Ok : V0
∼→ Vk , Õk : Vk

∼→ V0 . (6.31)

By more carefully looking at the right and left C∗ gauge actions on Mn−k,n
rav (Bν ;Vk,V0)

(which we already used to fix xn = 1 above), we also find that ϕOk = Ok(ϕ − kε) and

ϕÕk = Õk(ϕ+ kε), thus recovering the relation between ϕ on Vk and ϕ on V0.

6.2 SQED2

We extend the analysis of the basic mirror pair above to SQED2, a.k.a. T [SU(2)]. This

theory has gauge group G = U(1) and two hypermultiplets, i.e. R = T ∗C2 parameterized

by X = (X1, X2)T of charge +1 and Y = (Y 1, Y 2) of charge −1.

SQED2 is self-mirror, so we expect the categories of A-type and B-type lines to be

(nontrivially) equivalent to each other. We begin by explaining how this happens. In the

A-twist, there are basic vortex lines Vk labeled by a pair of integers k = (k1, k2), with

algebraic data

Vk : G0 = G(O) , L0 =
{
X ∈ (z−k1O, z−k2O)T , Y ∈ (zk1O, zk2O)

}
. (6.32)

However, screening implies that Vk and Vk′ are equivalent if k − k′ ∈ (1, 1)Z. Thus the

nontrivial, inequivalent vortex lines are labeled by the quotient lattice

Z2

(1, 1)Z
' Z . (6.33)

To give a dual description of Wilson lines, it is helpful to think of G = U(1) as embedded

in the maximal torus T̃ = U(1)1 × U(1)2 of the full isometry group USp(2) acting on two

hypermultiplets. Each U(1)a acts on Xi with charge δai, and G ⊂ T̃ is embedded as the

diagonal, generated by cocharacter γ = (1, 1). SQED2 has a basic set of Wilson lines

Wn : 1d rep Cn of T̃ with charge n = (n1, n2) (6.34)

labeled by the 1-dimensional representations of T̃ with charges n = (n1, n2).However, the

Wilson lines with zero gauge charge — meaning γ · n = 0 — are flavor Wilson lines, and

should be equivalent to the 1, just as they were in the theory of a free hypermultiplet.

More generally, we may make use of the monoidal/tensor structure in the category of

Wilson lines, coming from collisions of line operators supported on parallel lines. Here we

expect the tensor product of Wilson lines to simply correspond to tensoring representations,

so that Wm⊗Wn = Wm+n. Then, whenever γ ·n = 0, Wm+n = Wm⊗Wn 'Wm⊗1 = Wm.
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The sublattice of T̃ charges satisfying γ · n = 0 is generated by (1,−1), so, altogether, the

inequivalent Wilson lines are labeled by elements of the quotient lattice

Z2

(1,−1)Z
' Z . (6.35)

The lattices (6.33) and (6.35) are swapped under 3d mirror symmetry.

6.2.1 Junctions of Wilson lines

The general structure of local operators bound to Wilson lines and their junctions was

laid out in section 3. The general prescription has a particularly simple manifestation in

abelian theories, which we’d like to review here in the case of SQED2.

We turn on a B-type Omega background. Following section 3.4, the algebra of bulk

local operators EndεB(1) (the quantized Higgs-branch chiral ring) is a quantum symplectic

reduction of a tensor product of two Heisenberg algebras, one for each hypermultiplet:

EndεB(1) = C[X1, Y1, X2, Y2]G/(X1Y1 +X2Y2 − ε+ tC) , (6.36)

where we have left implicit the commutation relations [Xi, Yj ] = εδij . Also note that

µC = X1Y1 + X2Y2 − ε = Y1X1 + Y2X2 + ε is the normal-ordered moment map, and we

have introduced a complex FI parameter tC.

There is a simpler description of this algebra (see [82, Sec 2]). Let h = X1Y1 −X2Y2,

e = X2Y1, and f = X1Y2. Then e, f, h, and µC generate the G-invariant subalgebra

C[X,Y ]G ⊂ C[X,Y ]. In abelian theories, the moment map µC is always G-invariant, and

is a central element of C[X,Y ]G. After imposing µC + tC = 0, we are left with

EndεB(1) = C[e, f, h]/(∗) (6.37)

with relations

(∗) :
[h, e] = 2εe , [h, f ] = −2εf , [e, f ] = ε h

ef + fe+
1

2
h2 =

1

2
(t2C − ε2)

(6.38)

This is just a central quotient of the enveloping algebra U(sl2), with the quadratic Casimir

C2 = ef + fe+ 1
2h

2 set equal to 1
2(t2C − ε2). The appearance of sl2 is due to the full bulk

flavor symmetry group PSU(2), acting on the pair of hypermultiplets. The operators e, f, h

above are components of the moment map for this flavor symmetry.

On a Wilson line of charge n = (n1, n2), the general prescription of section 3.4 implies

that the algebra of local operators is modified to

EndεB(Wn) = C[X1, Y1, X2, Y2]G/(X1Y1 +X2Y2 − ε+ tC + ε(γ · n)) , (6.39)

where γ · n = n1 − n2 is the gauge charge. Alternatively,

EndεB(Wn) ' C[e, f, h]/(∗) , (∗) :
[h, e] = 2εe , [h, f ] = −2εf , [e, f ] = ε h

ef + fe+
1

2
h2 =

1

2
(tC + (γ · n)ε)2 − 1

2
ε2

(6.40)
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Note that modifying (6.36) to (6.39) is equivalent to shifting the complex FI parameter

tC 7→ tC+ε(γ ·n). This shift does not imply an equivalence of Wilson lines for different γ ·n,

since in a given 3d theory the bulk FI parameter tC is fixed once and for all.28 However, it

does give us an easy way to find any EndεB(Wn) once we know EndεB(1).

In the special case that the bulk FI parameter is set to zero, each algebra EndεB(Wn) is

isomorphic to a central quotient of U(sl2) with the Casimir fixed to C2 = 1
2((γ ·n)2− 1)ε2.

These quantized values of C2 are precisely where interesting representations appear, such as

finite-dimensional irreducibles. This played an important role in the physics of symplectic

duality [82].

Finally, we consider the junction of two different Wilson lines Wn and Wn′ . Now

the local operators at the junction are not gauge-invariant, but must have gauge charge

∆n := γ · n′ − γ · n. Abstractly, the prescription of section 3.4 gives

Homε
B(Wn,Wn′) = C[X1, Y1, X2, Y2]charge=∆n/(µC + tC + ε(γ · n)) (6.41)

' (µC + tC + ε(γ · n′))\C[X1, Y1, X2, Y2]charge=∆n .

When ∆n 6= 0, the moment map µC is no longer central, so we must be careful about

quotienting by left vs. right ideals.

The vector space Homε
B(Wn,Wn′) is naturally a bimodule for the two algebras

EndεB(Wn′) and EndεB(Wn), acting on the left and right. While (6.41) is infinite-

dimensional, it is finitely generated as a bimodule. In other words, all operators at the

junction can be obtained by starting from a finite set, and acting with arbitrary elements

of EndεB(Wn′)×EndεB(Wn). It is illuminating to describe this structure from the perspec-

tive of U(sl2).

Let ρ∆n denote the (|∆n|+ 1)-dimensional vector space

ρ∆n :=

{
C
〈
X∆n

1 , X∆n−1
1 X2, X

∆n−2
1 X2

2 , . . . , X
∆n
2

〉
∆n ≥ 0

C
〈
Y
|∆n|

1 , Y
|∆n|−1

1 Y2, Y
|∆n|−2

1 Y 2
2 , . . . , Y

|∆n|
2

〉
∆n < 0 ,

(6.42)

which in each case contains local operators of charge ∆n. Then it is easy to see that

Homε
B(Wn,Wn′) ' Homε

B(Wn′) · ρ∆n ·Homε
B(Wn) . (6.43)

Moreover, each ρ∆n may be identified with an irreducible representation of sl2, under

the “adjoint” action coming from difference of left and right actions. For example, with

e = X2Y1 and f = X1Y2 (the same identification holds in both the left and right algebras),

we have

[e, Y ∆n
1 ] = 0 , [e, Y ∆n−1

1 Y2] = εY ∆n
1 , . . . , [e, Y ∆n

2 ] = ε(∆n)Y1Y
∆n−1

2

[f, Y ∆n
1 ] = ε(∆n)Y ∆n−1

1 Y2 , [f, Y ∆n−1
1 Y2] = ε(∆n− 1)Y ∆n−2

1 Y 2
2 , . . . , [f, Y ∆n

2 ] = 0

(6.44)

28In contrast, the screening transformations ϕ 7→ ϕ − kε from section 6.1.3 were isomorphisms, because

ϕ was a dynamical operator.
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for ∆n < 0, and similarly for the dual representation when ∆n > 0. Thus, the local opera-

tors at a junction of Wilson lines are generated by the finite-dimensional sl2 representation

whose highest or lowest weight is the difference of Wilson-line charges.

We can actually simplify the presentation of Hom spaces a bit further. All the vectors

in ρ∆n can be obtained as in (6.44) by acting on a highest-weight vector X∆n
1 or Y

|∆n|
2

with a difference of left and right sl2’s. Thus, as a bimodule, the entire Hom space can be

generated from a single local operator of charge ∆n,

Homε
B(Wn,Wn′) '

{
Homε

B(Wn′) ·X∆n ·Homε
B(Wn) ∆n ≥ 0

Homε
B(Wn′) · Y |∆n| ·Homε

B(Wn) ∆n < 0 .
(6.45)

6.2.2 Junctions of vortex lines

We can derive the dual structures for vortex lines, in the A-twist, by using the methods of

section 5. We choose a massive vacuum whose algebraic description is

ν : (X1, X2;Y1, Y2) = (1, 0; 0, 0) , (6.46)

and a corresponding asymptotic boundary condition Bν .

The bulk Coulomb-branch algebra EndεA(1) ' Cε[MC ] was constructed in [107]. It

can be generalized to any vortex line Vk from (6.32), labeled by charges k = (k1, k2), as

follows. First, each disc moduli space MD(Bν ,Vk) has connected components

Mn
D(Bν ,Vk) = C∗

∖{(X1(z)

X2(z)

)
=

(
x1,nz

n + x1,n−1z
n−1 + . . .+ x1,−k1z

−k1

x2,n−1z
n−1 + . . .+ x2,−k2z

−k2

)
, x1,n 6= 0

}
,

(6.47)

where the action of complexified, constant C∗ gauge transformations can be used to fix

x1,n = 1. Thus, the moduli space is just an affine space Mn
D(Bν ,1) ' C2n+k1+k2 , param-

eterized by the remaining coefficients. It is empty unless n ≥ −k1. Under loop rotation

C∗ε, there is a single fixed point at the origin, giving rise to a state |n〉 in equivariant

cohomology. Thus,

H(Bν ,Vk) '
⊕
n

C|n〉 , (6.48)

and the equivariant parameters ϕ, ε for C∗ × C∗ε obey(
ϕ+

(
n +

1

2

)
ε

)
|n〉 = 0 . (6.49)

A new feature that did not arise in the SQED1 example of section 6.1.3 is that there is

additional flavor symmetry. We may work equivariantly for the entire torus T̃ = U(1)1 ×
U(1)2, where each U(1)a acts on Xi with charge δai. The gauge group is embedded as the

diagonal, and we may identify a torus U(1)m of the flavor group with U(1)1. (This is a

choice.) In equivariant cohomology with respect to C∗1 × C∗2 × C∗ε ' C∗ × C∗m × C∗ε there

are now three equivariant parameters ϕ, mC, ε. The flavor parameter mC is complex mass

of the bulk theory. The relation (6.49) becomes
(
ϕ+ (n+ 1

2)ε+mC
)
|n〉 = 0.
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Next, for every pair n′, n there is a raviolo space

Mn′,n
rav (Bν ,Vk,Vk) = C∗

∖
{X(z)′, g(z) = αzn

′−n, X(z) , α 6= 0}
/
C∗ , (6.50)

with

X(z)′ = g(z)X(z) , X(z) =

(
x1,nz

n + x1,n−1z
n−1 + . . .+ x1,−k1z

−k1

x2,n−1z
n−1 + . . .+ x2,−k2z

−k2

)
, x1,n 6= 0

if n′ − n ≥ 0, and

X(z)′ =

(
x1,n′z

n′ + x1,n′−1z
n′−1 + . . .+ x1,−k1z

−k1

x2,n′−1z
n′−1 + . . .+ x2,−k2z

−k2

)
, X(z) = g(z)−1X(z)′ , x1,n′ 6= 0

if n′ − n < 0. The C∗ × C∗ gauge action can be used to fix α = 1 and either x1,n = 1 or

x1,n′ = 1 (depending on whether n′−n ≥ 0 or < 0), showing that eachMn′,n
rav (Bν ,Vk,Vk) is

also an affine space. Its equivariant cohomology contains a single fixed-point class, which

is also the fundamental class |n′, n〉 =
[
Mn′,n

rav (Bν ,Vk,Vk)
]
. Taking a diagonal sum, we

identify monopole operators bound to Vk as

vn =
∑

n′−n=n

[
Mn′,n

rav (Bν ,Vk,Vk)
]
. (6.51)

A careful calculation of convolution products shows that vn = (v1)n if n ≥ 0 and

vn = (v−1)|n| if n < 0, and that the basic monopoles v±1 act on vortex states as

on Vk :
v1|n〉 =

(
ϕ−

(
k1 −

1

2

)
ε

)(
ϕ−

(
k2 −

1

2

)
ε+mC

)
|n+ 1〉

v−1|n〉 = |n− 1〉 .
(6.52)

The prefactors that appear in the action of v1 are the equivariant weights of the coefficients

x1,−k1 and x2,−k2 that are missing in X(z)′, when we set X(z)′ = z ·X(z). More abstractly,

we find that EndεA(Vk) is generated by v±1 and ϕ, with relations

v1v−1 =

(
ϕ− k1ε+

1

2
ε

)(
ϕ− k2ε+

1

2
ε+mC

)
v−1v1 =

(
ϕ− k1ε−

1

2
ε

)(
ϕ− k2ε−

1

2
ε+mC

) , [ϕ, v±1] = ∓ε v±1 . (6.53)

In order to compare with the algebras on Wilson lines, it is helpful to write these alge-

bras more universally in terms of sl2. (In this case, sl2 appears due to the topological SU(2)

flavor symmetry enjoyed by SQED2 in the infrared.) On each vortex line Vk, we define

e = −v−1 , f = v1 , h = 2(ϕ+mC − (k1 + k2)ε) . (6.54)

(The latter equation redefines the dynamical operator ϕ in terms of h.) Then

EndεA(Vk) ' C[e, f, h]/(∗) (6.55)
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with familiar relations

(∗)
[h, e] = 2εe , [h, f ] = −2εf , [e, f ] = εh ;

ef + fe+
1

2
h2 =

1

2
(mC − (γ̃ · k)ε)2 − 1

2
ε2 ,

(6.56)

where γ̃ = (1,−1). The algebra manifestly depends only on γ̃ · k = k1 − k2, as expected

due to screening. Moreover, comparing with (6.40), we clearly have

EndεB(Vk) ' EndεA(Wn) (6.57)

due to 3d mirror symmetry, with the identifications γ̃ · k ↔ γ · n and mC ↔ tC.

As for SQED1 in section 6.1.3, screening isomorphisms correspond to raviolo spaces

that map bijectively to vortex moduli spaces on both sides. In this case, given any k′, k

such that k′ − k = a(1, 1) is an integer multiple of (1, 1), we observe that

Mn+a,n
rav (Bν ;Vk′ ,Vk) =

{
X(z)′, g(z) = za, X(z)

}
, (6.58)

X(z)′ = g(z)X(z) , X(z) =

(
x1,nz

n + x1,n−1z
n−1 + . . .+ x1,−k1z

−k1

x2,n−1z
n−1 + . . .+ x2,−k2z

−k2

)

maps bijectively to both Mn+a
D (Bν ,Vk′) and Mn

D(Bν ,Vk). (There are no missing co-

efficients in either X ′ or X.) The operators O =
∑

n

[
Mn+a,n

rav (Bν ;Vk′ ,Vk)
]

and Õ =∑
n

[
Mn−a,n

rav (Bν ;Vk,Vk′)
]

obey OÕ = ÕO = id and implement isomorphisms O : Vk
∼→

Vk′ , Õ : Vk′
∼→ Vk.

The operators at junctions of inequivalent vortex lines are (of course) not isomorphisms.

Consider, for example, the junction of V(0,0) = 1 and V(a,0) with a > 0. There are a + 1

basic ways to map the vortex state |n〉 on 1 to a vortex state |n′〉 on V(a,0). Namely, for

every 0 ≤ i ≤ a, we can consider correspondences

Mn+i,n
rav (Bν ;V(a,0),V(0,0)) =

{
X(z)′, g(z) = zi, X(z)

}
, (6.59)

X ′=

(
zn+i+x1,n−1z

n+i−1+. . .+x1,a−iz
a

x2,n−1z
n+i−1+. . .+z2,0z

i

)
, X =

(
zn+x1,n−1z

n−1+. . .+x1,a−iz
a−i

x2,n−1z
n−1+. . .+z2,0

)

Letting wi =
∑

n

[
Mn+i,n

rav (Bν ;V(a,0),V(0,0))
]

denote the diagonal sum of fundamental

classes, one finds by working through the convolution algebra that

wi|n〉 =

(
ϕ+

1

2
ε

)(
ϕ+

3

2
ε

)
· · ·
(
ϕ+

(
i− 1

2

)
ε

)
|n + i〉 , (6.60)

with a prefactor from the missing coefficients in X ′2. We claim that the a+ 1 operators

w0, w1, . . . , wa ∈ Homε
A(V(0,0),V(a,0)) (6.61)

generate the entire space Homε
A(V(0,0),V(a,0)) as a bimodule for EndεA(V(a,0)) ⊗

EndεA(V(0,0)), and that they span the 3d mirror of the sl2 representation ρ∆n that appeared

in (6.42), with ∆n = a. The claim follows from the universal construction in section 6.4

below; but we also invite the interested reader to verify it by a direct computation.
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6.3 SQED2 via 1d quiver

As mentioned previously, [54] proposed a mirror map of half-BPS line operators in 3d

N = 4 quiver gauge theories based on brane constructions [55]. Some abelian theories

have a quiver realization, in which case the analysis of this section should be compatible

with [54]. In particular, SQED2 is such a theory.

Here we will briefly comment on how the vortex lines of SQED2 defined above match

the construction of [54], after a mild but interesting modification.

Recall that SQED2 has the quiver description

(6.62)

where the circular node denotes the U(1) gauge group and the square node denotes the

two flavors of hypermultiplets. We consider a vortex line V(k,0), which is 3d-mirror to a

Wilson line of gauge charge k. It was proposed in [54] that, for k ≥ 0, this vortex line can

be engineered by coupling the 3d quiver to a 1d SQMA quiver quantum mechanics in the

following way:

(6.63)

The quantum mechanics is a 1d U(k) gauge theory with chiral multiplets

f =

f
1

...

fk

 , f̃ = (f̃1, . . . , f̃k) , φ =

φ
1

1 · · · φ1
k

. . .

φk1 · · · φkk

 (6.64)

in the fundamental, antifundamental, and adjoint representations, respectively. The 1d FI

parameter t1d is given a positive value, so that

ff † − f̃ †f̃ + [φ, φ†] = t1d > 0 . (6.65)

The 1d and 3d fields are then coupled through a gauge-invariant superpotential

WAG = f̃fY1

∣∣
z=0

. (6.66)

On the other hand, following sections 4.4.2, we would expect to find a realization of

V(k,0) from coupling to k free 1d chiral multiplets q1, . . . , qk, with a superpotential

W0 = q1Y1 + q2∂zY1 + . . .+ qk∂
k−1
z Y1

∣∣
z=0

, (6.67)
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so that the F-term equations set X1(z) = (k − 1)! qk
zk

+ . . . + q2
z2 + q1

z + . . . ∈ z−kO and

Y1(z) ∈ zkO.

How can the descriptions in (6.66) and (6.67) match? We claim that they are equivalent

after modifying the superpotential (6.66) to

W ′AG = f̃fY1 + (f̃φf)∂zY1 + . . .+ (f̃φk−1f)∂k−1
z Y1

∣∣
z=0

. (6.68)

One motivation for this comes from observing that the quantum-mechanics in (6.63) has an

additional flavor symmetry U(1)ε that rotates φ with charge −1. The brane construction

of [54] identifies U(1)ε with rotations in the z plane of the 3d theory, consistent with the

higher-order terms in (6.68).

A stronger argument comes from analyzing the Kähler quotient

M1d =
{
f, f̃ , φ

∣∣ (6.65)
}/

U(k) '
{
f, f̃ , φ

}stab/
GL(k,C) . (6.69)

When the 1d FI parameter is nonzero, this turns out to be a smooth space, so the 1d

quantum mechanics is equivalent to a sigma-model with target M1d. To see that M1d

is smooth, we first translate the Kähler quotient to an algebraic quotient on the r.h.s.

of (6.69). The real moment-map constraint (6.65) imposes a stability condition that freely

acting on f with polynomials in φ generates the entire vector space Ck. This is equivalent

to saying that the vectors

f , φf , φ2f , . . . , φk−1f (6.70)

are a basis of Ck. We may then gauge-fix all of GL(k,C) by setting

f =


1

0

0
...

0

 , φf =


0

1

0
...

0

 , φ2f =


0

0

1
...

0

 , . . . φk−1f =


0

0

0
...

1

 (6.71)

to be the standard basis. Only 2k degrees of freedom remain, in the entries of f̃ and the

final column of φ,

f̃ = (∗, ∗, . . . , ∗) , φ =


0 0 · · · 0 ∗
1 0 · · · 0 ∗

. . .

0 0 · · · 1 ∗

 (6.72)

These entries are completely unconstrained, and give global coordinates on M1d, identify-

ing

M1d ' C2k . (6.73)

These 2k degrees of freedom are captured in the gauge-invariant operators

qi := f̃φi−1f pi = Tr(φi) , i = 1, . . . , k . (6.74)
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Thus, the ring of functions M1d (the chiral ring of this quantum mechanics) is the free

polynomial algebra C[M1d] = C[q1, . . . , qk, p1, . . . , pk].

Now we are very close! We have found that the quiver quantum mechanics of (6.63) is

equivalent to 2k free 1d chiral multiplets qi, pi. The modified superpotential W ′AG in (6.68)

couples the qi to derivatives of Y1, reproducing our expected superpotential (6.67). The

remaining 1d chirals pi don’t do anything at all, and they don’t need to: the space of SUSY

ground states in SQMA quantum mechanics with k free chirals is one-dimensional (after

a small deformation to regularize the physical theory, it may be identified with de Rham

cohomology of Ck), so adding the pi without coupling them to 3d fields does not affect the

line operator.

Finally, we recall that [54] introduced equivalencies among different vortex lines, called

“hopping dualities,” that came from Hanany-Witten-like operations on brane configura-

tions. In abelian theories, hopping dualities turn out to be the same as screening. For

example, in SQED2, a hopping duality relates (6.63) to

(6.75)

After a modification analogous to (6.68), we find that the superpotential couplings corre-

sponding to this quiver are

W̃ ′AG = (f̃f)X2 + (f̃φf)∂zX2 + . . .+ (f̃φk−1f)∂k−1
z X2

∣∣
z=0

. (6.76)

After recognizing that qi = f̃φif are all equivalent to free 1d chirals, the F-terms now set

X2(z) ∈ zkO , Y2(z) ∈ z−kO , (6.77)

which defines the vortex line V(0,−k), related to V(k,0) by screening.

6.4 General abelian theories

Fully characterizing the half-BPS Wilson lines and vortex lines (and their junctions) in a

general abelian gauge theory is no harder than the previous examples. We now summarize

the general structure, using the mirror symmetry between SQED1 and a free hypermultiplet

as a key ingredient.

Here we focus only on half-BPS Wilson lines and vortex lines, as we did in the examples

above, rather than the more general categories of B-type and A-type line operators. We

suspect that half-BPS Wilson and vortex lines generate the full categories.

6.4.1 Wilson lines via gauging

Suppose we have a 3d theory T with gauge group G = U(1)r and N ≥ r hypermulti-

plets in a faithful representation of G.29 It is useful to think of constructing this theory

29Faithfulness, which implies N ≥ r, ensures that the 3d mirror is also an abelian gauge theory and

precludes gauginos from appearing in spaces of local operators in the B-twist, cf. 3.1.
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by starting with N free hypermultiplets (Xi, Yi), whose flavor symmetry USp(N) has a

maximal torus T̂ = Û(1)1 × Û(1)2 × · · · × Û(1)N , where each Û(1)i acts on (Xj , Yj) with

charges (δij ,−δij). Then we form T by taking the free theory (Thyper)
⊗N and gauging

a G =
∏r
a=1 U(1)a subgroup of T̂ . The subgroup is defined by a collection of r linearly

independent cocharacters

qa ∈ cochar(T̂ ) = ZN (6.78)

that define how each U(1)a is embedded in T̂ . In more physical terms, the i-th hypermul-

tiplet has charges (qa,i,−qa,i) under U(1)a.

We also recall that, for every U(1)a factor in G, the theory T acquires 1) a U(1)top
a

topological flavor symmetry, which rotates the U(1)a dual photon; and 2) a triplet of FI

parameters taR, t
a
C, which are the scalars in a background U(1)top

a vectormultiplet.

The free matter theory (Thyper)
⊗N has no nontrivial Wilson lines (just as in our N =

1 example from section 6.1.1). However, the endomorphism algebra of the trivial line

is gigantic:

EndεB(1) = C[X,Y ] :=
N⊗
i=1

C[Xi, Yi] with [Xi, Yj ] = εδij . (6.79)

Another way to say this is that (Thyper)
⊗N has many flavor Wilson lines Wn labeled by

points n ∈ ZN in the character lattice of T̂ ; but for every n, n′,

Homε
B(Wn,Wn′) = C[X,Y ] . (6.80)

In particular, the operator 1 ∈ C[X,Y ] provides isomorphisms Wn
∼→ Wn′ among every

pair of Wilson lines; so for all n, Wn 'W0 = 1.

Heuristically, the effect of gauging G is to produce more nontrivial equivalence classes

of line operators, with fewer Homs. These go hand in hand: restricting the Homs removes

some of the isomorphisms among different Wilson lines. In the extreme case that the entire

torus is gauged (G = T̂ ), we expect every Wilson line Wn to become distinct, but each

junction HomB(Wn,Wn′) to support just a single local operator.

To describe more explicitly what happens, we note that the algebra C[X,Y ] is ZN

graded, by T̂ charge. We can decompose it into graded components by defining the com-

binations

zi := XiYi −
1

2
ε = YiXi +

1

2
ε , wn :=

N∏
i=1

{
Xni
i ni ≥ 0

Y
|ni|
i ni < 0

, (6.81)

for i ∈ [1, N ] and n ∈ ZN . The z’s commute with each other, and the z’s and w’s satisfy

(∗) [zi, wn] = −εniwn , wnwn′ =
( ∏
i s.t. nin

′
i<0

|n′i|≥|ni|

[zi]
−ni
)
wn+n′

( ∏
i s.t. nin

′
i<0

|ni|>|n′i|

[zi]
n′i
)
,

(6.82)

where the ε-shifted products are

[z]k :=


∏k−1
l=0

(
z −

(
l + 1

2

)
ε
)

k > 0 ,∏|k|−1
l=0

(
z +

(
l + 1

2

)
ε
)

k < 0 ,

1 k = 0 .

(6.83)
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As an algebra, we have30 C[X,Y ] ' C[wn, zi]n∈ZN ,i∈[1,N ]

/
(∗). More so, the commutator

1
(−ε) [z,−] measures T̂ charge, so the graded components of C[X,Y ] are the eigenspaces of

1
(−ε) [z,−]. Each eigenspace contains an operator wn and arbitrary polynomials in the z’s.

Thus, as a graded vector space

C[X,Y ] '
⊕
n∈ZN

C[z]〈wn〉 . (6.84)

Now, gauging a subgroup G ⊂ T̂ specified by cocharacters q1, . . . , qr reduces the space

of local operators at a junction of Wilson lines from (6.80) to operators whose gauge charge

agrees with n′ − n, modulo relations imposed by the moment maps. In other words,

Homε
B(Wn,Wn′) =

⊕
m ∈ ZN

qa · (n′ − n−m) = 0 ∀ a

C[z]〈wm〉
/(
qa · (z + nε) + taC

)r
a=1

, (6.85)

where qa ·z =
∑

i qa,izi = µaC is the moment map for the U(1)a factor of G. The space (6.85)

contains the operator 1, giving an isomorphism Wn 'Wn′ , if and only if qa · (n′ − n) = 0

∀a. Thus, if we view the qa as defining a map q : Zr → ZN , with a dual map qT : ZN → Zr,
we find that inequivalent Wilson lines are labeled by elements of the quotient lattice

n ∈ ZN

ker qT
. (6.86)

Finally, we observe that the endomorphism algebras

EndεB(Wn) =
( ⊕
m∈ZN s.t. qa·m=0

C[z]〈wm〉
)/(

qa · (z + nε) + taC
)r
a=1

(6.87)

can all be obtained from the algebra EndεB(1) of bulk local operators by simply shifting

taC 7→ taC + (qa · n)ε.

6.4.2 Vortex lines via ungauging

We can dualize the analysis of Wilson lines above to obtain a universal description of

half-BPS A-type vortex lines in abelian theories as well!

When analyzing Wilson lines, it was useful to think of a theory T as obtained from a

free matter theory (Thyper)
⊗N by gauging a G subgroup of the flavor symmetry. For the

propose of analyzing vortex lines, we espouse a dual perspective.

Let SQED1 be the U(1) gauge theory with a single hypermultiplet, as in section 6.1.

Then (SQED1)⊗N is a theory with N hypermultiplets (Xi, Yi) and gauge group
∏N
i=1 U(1)i,

such that (Xi, Yi) has charge (δij ,−δij). It is the 3d mirror of N free hypers:

(SQED1)⊗N
3d MS←→ (Thyper)

⊗N . (6.88)

30Equivalence follows because the r.h.s. is manifestly a subalgebra of the l.h.s., and the generators of the

l.h.s. can be expressed as Xi = w(0...010...0), Yi = w(0...0(−1)0...0) with a ±1 in the i-th slot.
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The theory (SQED1)⊗N has topological flavor symmetry with maximal torus T̂ =∏N
i=1 Û(1)i, mirror to the ordinary flavor symmetry of (Thyper)

⊗N . Each Û(1)i rotates

a dual photon for the i-th factor in the gauge group of (SQED1)⊗N .

Now, suppose we gauge a subgroup G = U(1)r of T̂ on both sides, with cocharacters

{qa}ra=1. On the right we recover T . On the left, gauging a topological flavor symmetry is

equivalent (after flowing to the infrared) to ungauging the associated gauge symmetry [143,

165]. Specifically, gauging G ⊂ T̂ effectively ungauges a U(1)r part of the gauge symmetry,

such that the remaining gauge group G̃ ' U(1)N−r is specified by cocharacters {q̃α}N−rα=1

that satisfy

im(q̃ : ZN−r → ZN ) = ker(qT : ZN → Zr) . (6.89)

(In other words, the cocharacters q̃α form a basis for the sublattice ker qT .) We thus obtain

a U(1)N−r gauge theory T̃ , which is the 3d mirror of T :

(SQED1)⊗N
3d MS←→ (Thyper)

⊗N

gauge G: ↓ ↓
T̃ 3d MS←→ T .

(6.90)

For example: suppose we wanted to produce the quiver gauge theory T̃ =
11 1 1 . We start with (SQED1)⊗3, such that the charge vectors for each fac-

tor of U(1)3 are (1, 0, 0), (0, 1, 0), (0, 0, 1). Then we gauge the diagonal Û(1) subgroup of

the topological flavor symmetry. This leaves behind a G̃ = U(1)2 theory for which the

X’s have charges (1,−1, 0), (0, 1,−1) (since these vectors span orthogonal complement of

(1, 1, 1)). This is the quiver gauge theory T̃ . Dually, starting with (Thyper)
⊗3 and gauging

the diagonal flavor symmetry produces T = SQED3, which is the 3d mirror of T̃ .

Given any theory T̃ with N hypermultiplets and gauge group G̃ = U(1)N−r acting

faithfully, we can always view it as the mirror of a theory T with N hypermultiplets

and gauge group G = U(1)r (also acting faithfully), such that the cocharacters q̃, q that

specify G̃ and G satisfy im q̃ = ker qT and im q = ker q̃T . In particular, any such T̃ , can be

constructed from (SQED1)⊗N by gauging a G subgroup of the topological flavor symmetry.

We may use this perspective to construct the half-BPS vortex lines of T̃ . First, note

that the basic half-BPS vortex lines of (SQED1)⊗N are obtained just as in section 6.1.3.

For every k ∈ ZN , there is a vortex line Vk with algebraic data

Vk : G0 = G(O) , L0 =
{

(Xi, Yi) ∈ z−kiO ⊕ zkiO
}
. (6.91)

These line operators are all equivalent due to screening, and every space Homε
A(Vk,Vk′) is

isomorphic to EndεA(1).

To be explicit, the bulk algebra in (SQED1)⊗N is obtained as N copies of (6.27),

namely

EndεA(1) =

N⊗
i=1

C[vi,1, vi,−1]/([vi,1, vi,−1]− ε) . (6.92)
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A more natural set of generators is given by the monopole operators vn of charge n ∈ ZN

and the Coulomb-branch scalars ϕi, which are identified as

ϕi = vi,1vi,−1 −
1

2
ε , vn =

n∏
i=1

{
(vi,1)ni ni ≥ 0

(vi,−1)|ni| ni < 0 .
(6.93)

Then we may rewrite

EndεA(1) = C[ϕi, vn]i∈[1,N ],n∈ZN
/

(∗) , (6.94)

(∗) : [ϕi, vn] = −εnivn , vnvn′ =
( ∏
i s.t. nin

′
i<0

|n′i|≥|ni|

[ϕi]
−ni
)
vn+n′

( ∏
i s.t. nin

′
i<0

|ni|>|n′i|

[ϕi]
n′i
)
,

identical to (6.82).

In (SQED1)⊗N , the endomorphism algebra of any vortex line is isomorphic to

EndεA(Vk) ' EndεA(1) = C[ϕi, vn]i∈[1,N ],n∈ZN
/

(∗) . (6.95)

However, one must be a little careful when comparing this statement to equivariant co-

homology computations. As we saw in section 6.1.3, the natural equivariant parameters

ϕeqi for the gauge action in the presence of a vortex line Vk are related to (6.95) by a

redefinition ϕeqi = ϕi + kiε. Similarly, every junction space Homε
A(Vk,Vk′) is isomorphic

to (6.95) as a EndεA(Vk′) ⊗ EndεA(Vk) bimodule. The operator 1 ∈ Homε
A(Vk,Vk′) that

obviously implements the isomorphism Vk
∼→ Vk′ in this description is identified in equiv-

ariant cohomology with the fundamental class of a raviolo space containing the singular

gauge transformation g(z) = zk
′−k (as opposed to g(z) = 1). These shifts/identifications

are a direct consequence of screening — in particular, the fact that the line operator Vk
only looks like Vk′ after being decorated by a dynamical vortex of charge k′ − k.

When we gauge a G subgroup of the topological flavor symmetry to obtain our desired

theory T̃ , there will be more inequivalent line operators, and there will be fewer local

operators (hence fewer ways to screen). Altogether, the inequivalent vortex lines of T̃ are

labeled by elements of the quotient

k ∈ ZN

im q̃
, (6.96)

where im q̃ corresponds to screening by dynamical vortices. Of course, since im q̃ = ker qT ,

this matches the mirror lattice (6.86). Every Hom space also gets reduced exactly as

in (6.85) :

Homε
A(Vk,Vk′) =

⊕
n ∈ ZN

qa · (k′ − k − n) = 0 ∀ a

C[ϕ]〈vn〉
/(
qa · (ϕ+ kε) +ma

C
)r
a=1

. (6.97)

In particular,

EndεA(Vk) =
⊕

n∈Z s.t. qa·n=0

C[ϕ]〈vn〉
/(
qa · (ϕ+ kε) +ma

C
)r
a=1

. (6.98)
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We interpret (6.98) as follows. The monopole operators in our G̃ gauge theory can only

have charges n corresponding to cocharacters of G̃, i.e. linear combinations n =
∑

α cαq̃α ∈
im q̃. But im q̃ = ker qT , whence the constraint qa · n = 0. Moreover, the scalars ϕ

in vectormultiplets of (SQED1)⊗N that have been “ungauged” are no longer dynamical.

They should be set equal to complex mass parameters ma
C, associated to a new, ordinary

U(1)r flavor symmetry of T̃ . This is precisely implemented by setting qa · (ϕ+kε) = −ma
C,

where the shift by kε accounts for the screening affect above!

Note that when qa · k 6= 0, the line operator Vk itself may be interpreted as a flavor

vortex. It originates from a dynamical vortex in (SQED1)⊗N , which gets frozen out when

part of the gauge symmetry is rendered non-dynamical. Thus, physically, Vk can be defined

by introducing a singular profile for the background gauge connection associated to the

U(1)r flavor symmetry of T̃ . This is consistent with hypermultiplets having a profile

(Xi, Yi) ∼ (zki , z−ki), which is related to the vacuum by a singular flavor transformation

g(z) = zk. Unlike singular gauge transformations (which lead to dynamical vortices),

singular flavor transformations are nontrivial and define new operators. Correspondingly,

the algebra (6.98) is simply related to EndεA(Vk) by shifting ma
C 7→ ma

C + (qa · k)ε).

Formula (6.97) has a similar interpretation. The monopole operators vn that are

allowed to appear in Homε
A(Vk,Vk′) satisfy qa · n = qa · (k′ − k) rather than qa · n = 0.

These operators are thus labeled by cocharacters that involve both the gauge group G̃

and the new U(1)r flavor symmetry. They are flavor monopole operators, defined in the

presence of a point-like singularity of the background connection for the flavor symmetry.31

When two vortex lines Vk,Vk′ have different values of qa · k, such a point-like singularity

is necessarily created at their junction.

6.5 Flavor vortices, abelian and nonabelian

We learned an interesting lesson in section 6.4.2: in any abelian gauge theory where the

gauge group G̃ acts faithfully, every half-BPS vortex line operator defined as in (6.91) is

either a flavor vortex, or isomorphic to a flavor vortex after screening by dynamical vortices.

Under abelian mirror symmetry,

trivial: screenable (gauge) vortices ↔ flavor Wilson lines

nontrivial: flavor vortex lines ↔ gauge Wilson lines .
(6.99)

Flavor vortices are somewhat more versatile than what we just found, and we take

a moment to discuss them. Given any 3d N = 4 theory T (abelian, nonabelian, sigma-

model. . . ) with flavor symmetry F acting on the Higgs branch, a half-BPS A-type flavor

vortex Vλ can be defined in algebraic terms by

1) choosing a cocharacter λ ∈ cochar(TF ) of a torus of F ; and

2) acting with the singular flavor transformation g(z) = zλ to specify a singular profile

for the matter fields.

Note that if T has gauge group G, this process will leave the G(O) unbroken.

31Such operators played an important role in the generalized superconformal index of [183].
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Alternatively, we may first gauge the subgroup U(1)λ ⊂ TF ⊆ F generated by the

cocharacter λ. If T has gauge group G, we obtain a new theory T ′ with gauge group

G × U(1)λ. The theory T ′ has a dynamical vortex Vλ of charge λ, which is created

and destroyed by ordinary monopole operators. Subsequently, we un-gauge the U(1)λ
symmetry, either by sending its gauge coupling to zero, or by gauging its dual topological

symmetry as in (6.90). After ungauging, the vortex Vλ  Vλ gets frozen out, define a

vortex line operator in the original theory T . The endomorphism algebra of Vλ and its

Hom’s with other line operators all descend from dynamical operations in T ′; for example,

elements of HomA(Vλ,1) and HomA(1, Vλ) come from ordinary monopole operators of T ′.
From a more algebraic perspective, Hom spaces of T (including Vλ) will be Hamiltonian

reductions of Hom spaces of T ′, just like in (6.97)–(6.98).

Abelian theories T (with a faithful G action) are special only insofar as they have such

a large flavor group F that all nontrivial half-BPS vortex lines can be interpreted as flavor

vortices. Then all Homs are obtained as in section 6.4.2.

Braverman-Finkelberg-Nakajima introduced flavor vortices from a geometric, math-

ematical perspective in [98], and used them to construct partial resolutions of Coulomb

branches. Physically, one would resolve the Coulomb branch by introducing real mass

parameters (associated with abelian subgroups of the flavor symmetry). In the mathemat-

ical definition of the Coulomb branch, real masses are unavailable; but one can look at

flavor vortices instead. The space HomA(1,Vλ) for a flavor vortex is interpreted as the

space of sections of a line bundle over the Coulomb branch. (This statement is dual to the

correspondence between Wilson lines and bundles on the Higgs branch from section 3.3).

Looking at these spaces of sections for different choices of λ allows one to probe parts of

the Coulomb branch (such as exceptional divisors) that are invisible to ordinary global

functions. Mathematically, allows one to build a resolution of the Coulomb branch by

using a standard “Proj” construction.

Flavor vortices also play a spacial role in the correspondence of [72, 73] between the

category of A-type lines and modules for a boundary VOA. The flavor symmetry F of a

3d theory T also becomes a flavor symmetry of its boundary VOA, and flavor vortices Vλ
are spectral flow modules (of the vacuum module) in the VOA.

7 Nonabelian theories: the abelianizing line

In the final two sections of the paper, we study two particular examples of half-BPS vortex

line operators in U(2) SQCD with four flavors, i.e. G = U(2) and R = (C2)⊕4. Our initial

motivation for looking at these examples was to put the proposed computational methods

of section 5 through a more rigorous test. However, in both cases, the computations turned

out to reveal some beautiful structure, and taught us some interesting lessons.

The current section considers an “abelianizing” or “Iwahori” A-type line operator VI ,
which can be defined for any nonabelian gauge theory as in section 4.4.3. Namely, VI
breaks the gauge group G to its maximal torus T along a line, and may be accompanied

by a monodromy defect for the connection; but it does not introduce any singularity in the

hypermultiplet fields. In terms of algebraic data, VI breaks G(O) to the Iwahori subgroup
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I = IB from (4.50), while retaining the standard Lagrangian L0,

VI : G0 = I , L0 = R(O)⊕R∗(O) . (7.1)

Alternatively, VI may be defined by introducing a 1d SQMA sigma-model whose target is

the flag manifold X = G/T ' G(O)/I, and coupling it to the vectormultiplets of the bulk

3d theory by gauging its flavor symmetry.

In any gauge theory, we actually expect the Iwahori line operator VI to be equivalent

in QA-cohomology to a direct sum of trivial lines

VI ' 1⊕N , N = |Weyl(G)| = rankH•(G/T ) . (7.2)

We will explain the mathematical basis for this expectation in section 7.1. The upshot is

that the algebra of local operators bound to VI should look like N × N matrices whose

entries are bulk Coulomb-branch operators; and the space of local operators at any junction

with VI should look like an N -component vector whose entries are local operators at a

corresponding junction with 1. More succinctly, letting V = H•(G/T ) = CN ,

EndεA(VI) ' Cε[MC ]⊗ V ⊗ V ∗ ,

Homε
A(L,VI) ' Homε

A(L,1)⊗ V , Homε
A(VI ,L) ' Homε

A(1,L)⊗ V ∗ .
(7.3)

In the remainder of this section, we will implement the computational methods of

section 5 to actually find EndεA(VI), Homε
A(VI ,1), and Homε

A(1,VI), for the case of

G = U(2) and R = (C2)⊕4. The way in which these spaces get arranged into matrix

algebras or vectors (7.3) turns out to be highly nontrivial, and will provide a good test of

our methods.

The computation of EndεA(VI) reveals an additional piece of structure. We find that

EndεA(VI) most directly takes the form of an abelianized version of the bulk Coulomb-

branch algebra (closely related to the abelianization construction of [78]), tensored with a

copy of the nil-Hecke algebra H2 for GL(2) [144]. Abstractly, the nil-Hecke algebra may be

defined as the G-equivariant cohomology of a product of flag varieties. Here G/B ' CP1,

and

H2 = H∗GL(2)(CP
1 × CP1) , (7.4)

with a product from convolution. Explicit relations for H2 will be given in section 7.4.3.

In section 7.6 we relate this presentation of EndεA(VI) with the expected matrix algebra.

We note that the structure of EndεA(VI), both as a 2× 2 matrix algebra over Cε[MC ],

and as a semidirect product of an abelianized Cε[MC ] with the nil-Hecke algebra, was

discussed by Webster in [100]. The analysis of [100] was performed in a BFN-like setup (as

in appendix B) rather than by choosing a massive vacuum boundary condition Bν as we

do here. Of course, the structure of the line operator VI should be independent of how it

is probed by boundary conditions. Happily, the final results of our computation here agree

with [100].

We also recall that a version of the nil-Hecke algebra (in fact, a categorification of

thereof) appeared in physics in the work of Gukov and Witten [11]. They considered a
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surface operator in 4d N = 4 SYM that broke gauge symmetry G → T . These operators

were not trivial as in (7.1), because in 4d N = 4 SYM the breaking of gauge symmetry is

accompanied by a singularity in the adjoint-valued matter fields. Nevertheless, the breaking

of gauge symmetry was sufficient to introduce a copy of the nil-Hecke algebra, sitting inside

a larger affine Hecke algebra that described line operators bound to the surface.

7.1 Triviality of line operators with nonsingular matter

Consider 3d N = 4 gauge theory with arbitrary group G and hypermultiplets in T ∗R.

Suppose that we define an A-type line operator VX by coupling to 1d SQMA quantum

mechanics with Kähler target X , by gauging a flavor symmetry of X . In algebraic terms,

we think of X as a (possibly singular) variety or stack with an action of G(O) that is

identified with holomorphic gauge transformations in a neighborhood of the line. We

propose that

VX ' 1⊗H∗(X ) , (7.5)

as an object in the category of A-type line operators. Taking G = U(2) and X = CP1

recovers the main example (7.1).

Evidence for the proposal comes from considering the spaces of local operators

EndεA(VX ), Homε
A(VX ,L), and Homε

A(L,VX ), for any other line operator L. We explained

in section 5 that these spaces can be computed — or more precisely, represented — by

probing with a boundary condition, e.g. a boundary condition Bν labeled by a massive vac-

uum. For example, EndεA(VX ) is represented in the cohomology H∗C∗ε

(
Mrav(Bν ;VX ,VX )

)
,

acting by convolution on the disc Hilbert space H∗C∗ε

(
MD(Bν ,VX )

)
.

The key point is that for a line operator VX of the type above, the spaces MD and

Mrav, defined algebraically in (5.29)–(5.30) (where ‘X ’ was called ‘E ’), acquire the structure

of fibrations

X → MD(Bν ,VX )

↓
MD(Bν ,1) ,

X × X → Mrav(Bν ;VX ,VX )

↓
Mrav(Bν ;1,1) ,

X → Mrav(Bν ;L,VX )

↓
Mrav(Bν ;L,1) ,

(7.6)

etc. The vertical maps are obtained by forgetting the data of (one or two copies of) X .

These maps are fibrations (meaning the pre-image of every point is exactly X or X × X )

precisely because there is no superpotential to impose any constraints on X , such as rela-

tions between X and the bulk hypermultiplets. The fact that symmetries of X are gauged

in coupling to the bulk will (in general) simply lead to the fibrations (7.6) being nontrivial,

meaning e.g. that MD(Bν ,VX ) is not necessarily a direct product MD(Bν ,1)×X .

Now, a classic result of Deligne [146] says that the cohomology of a smooth Kähler

fibration will always factorize into cohomology of the base times cohomology of the fiber,

regardless of whether the fibration is trivial or not. More precisely, the topological Leray

spectral sequence degenerates. The result was generalized to intersection cohomology (or

Borel-Moore homology) of singular varieties or stacks by the Beilinson-Bernstein-Deligne-
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Gabber decomposition theorem [147]. The implication is that all cohomologies factorize32

H∗C∗ε (MD(Bν ,VX )) ' H∗C∗ε (MD(Bν ,1))⊗ V ,
H∗C∗ε (Mrav(Bν ;VX ,VX )) ' H∗C∗ε (Mrav(Bν ;1,1))⊗ V ⊗ V ∗ ,
H∗C∗ε (Mrav(Bν ;L,VX )) ' H∗C∗ε (Mrav(Bν ;L,1))⊗ V ∗ ,

(7.7)

etc., with V ' V ∗ ' H∗C∗ε [X ]. In turn, the convolution products from section 5 factor-

ize, into convolutions involving the moduli spaces for 1, and simple quantum-mechanics

convolution algebras for V as in section 5.3.1.

Assuming that there exist boundary conditions such that the representations of local

operators at various junctions are faithful, we are led to conclude that there are isomor-

phisms

EndεA(VX ) ' EndεA(1)⊗ EndC(V ) ,

Homε
A(L,VX ) ' Homε

A(L,1)⊗ V ∀L ,
Homε

A(VX ,L) ' Homε
A(1,L)⊗ V ∗ ∀L .

(7.8)

Moreover, in any piece of the category of line operators that can be represented faithfully

by a particular boundary condition, the isomorphisms will be functorial. Under the as-

sumption that functoriality can be extended to the entire category, the isomorphisms (7.8)

imply that the line operators VX and 1⊗ V are equivalent.

7.2 The Iwahori line and boundary condition

Now we move on to our main example. Consider SQCD with gauge group G = U(2)

and Nf = 4 fundamental hypermultiplets, i.e R = (C2)⊕4. Explicitly, we denote the

hypermultiplet scalars (X,Y ) ∈ T ∗R as

Xa
i , Y i

a , (7.9)

where a = 1, 2 indexes the fundamental/antifundamental representation of G = U(2)

and i = 1, . . . , 4 indexes the antifundemental/fundamental representation of the flavor

symmetry F = PSU(4). Complexified gauge transformations g ∈ GC = GL(2,C) act as

Xi → gXi, Y
i → Y ig−1.

We introduce the Iwahori line operator VI , with algebraic data

G0 = I , L0 = R(O)⊕R∗(O) , (7.10)

where the Iwahori subgroup is

I =

{
g(z) =

(
a(z) b(z)

z c(z) d(z)

)
∈ G(O)

}
=
{
g ∈ G(O)

∣∣ g(0) ∈ B
}
. (7.11)

32The tensor products on the r.h.s. of (7.7) should be taken over polynomials in equivariant parameters

C[ε, . . .] meaning the parameters act the same way in each factor. Since we treat ε as a number anyway,

we have not written this explicitly.
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Equivalently, VI is defined by coupling to SQMA quantum mechanic with target X = CP1

by gauging the U(2) flavor symmetry (note only PSU(2) acts nontrivially); or, algebraically,

by gauging GC = GL(2,C).

We will compute EndεA(VI), Homε
A(1,VI), and Homε

A(VI ,1) in the formalism of sec-

tion 5. We choose a massive vacuum ν, and assume that the representation of these

spaces in the presence of the vacuum boundary condition Bν is faithful. The fact that we

eventually recover all the expected structure of a matrix algebra on VI confirms that the

assumption is reasonable.

For the massive vacuum ν we take

ν : Xa
i = δai =

(
1 0 0 0

0 1 0 0

)
, Y i

a ≡ 0 . (7.12)

Note that this satisfies the requirements of section 5.4: the complex moment map vanishes,

(µC)ij(ν) =
∑

a Y
i
aX

a
j

∣∣
ν

= 0; the complexified gauge group GC is completely broken by

the choice of X; and a torus TF = (C∗)4/C∗ of the flavor group FC is preserved, after

compensating with gauge transformations.

Physically, ν becomes a massive vacuum when generic complex masses and a real FI

parameter are turned on. The FI parameter should be negative, tR < 0, in order for a

point on the GC orbit of ν to satisfy the real moment-map constraint X†X−Y Y †+ tR = 0.

7.3 Disc Hilbert spaces

Given the asymptotic boundary condition Bν , we can construct vortex moduli spaces

MD(Bν ,1) andMD(Bν ,VI), and take cohomology to get the corresponding Hilbert spaces

H(Bν ,1) and H(Bν ,VI). Recall that local operators on VI and at junctions between VI
and 1 will then be represented as maps among the Hilbert spaces.

7.3.1 Trivial line

From section 5.4, we find that the space of solutions to BPS equations in the presence of

the trivial line is

MD(Bν ,1) = G[z]
∖(
L0 ∩ [G(K∞) · val−1

∞ (ν)]
)
. (7.13)

This is a vortex moduli space that was also analyzed in [107], following a careful physical

construction in [124, 125]. We recall some relevant details here, and then generalize to VI .
In L0 ∩ [G(K∞) · val−1

∞ (ν)], the Y hypermultiplets are identically zero, while the X

hypermultiplets contain polynomial entries

X(z) =

(
X1

1(z) X1
2(z) X1

3(z) X1
4(z)

X2
1(z) X2

2(z) X2
3(z) X2

4(z)

)
. (7.14)

If we denote by X(z)I the 2 × 2 submatrix of X with columns I = (i1, i2), then being in

the inverse image of the vacuum ν imposes the constraint

detX(z)(1,2) 6= 0 , deg detX(z)I < deg detX(z)(1,2) ∀ I 6= (1, 2) . (7.15)
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The gauge group G[z] := GL(2,C[z]), consisting of invertible 2× 2 entries with polynomial

entries, acts as X(z)→ g(z)X(z). After quotienting by G[z], the moduli space decomposes

into components

MD(Bν ,1) =
⊔

n∈Z≥0

Mn
D(Bν ,1) , (7.16)

where the n-th component contains the matrices X(z) with deg detX(z)(1,2) = n .

As discussed in [124, 125], each componentMn
D(Bν ,1) is smooth, and covered by open

affine charts (or “patches”) that are labeled by nonnegative cocharacters k = (k1, k2) ∈ Z2

with k1 + k2 = n. Each chart, denoted M(n;k)
D (Bν ,1), is of the form

X(z) =

(
zk1 +

∑k1−1
d=0 x1

1,dz
d

∑k2−1
d=0 x1

2,dz
d

∑k1−1
d=0 x1

3,dz
d
∑k1−1

d=0 x1
4,dz

d∑k1−1
d=0 x2

1,dz
d zk2 +

∑k2−1
d=0 x2

2,dz
d
∑k2−1

d=0 x2
3,dz

d
∑k2−1

d=0 x2
4,dz

d

)
,

(7.17)

and is freely parameterized by the coefficients xia,d of the various polynomials.

This description makes it easy to describe the equivariant cohomology of Mn
D(Bν ,1).

The combined action of the flavor torus TF and loop rotation C∗ε has a unique fixed point

at the origin of each chart M(n;k)
D , i.e. at xia,d ≡ 0. As usual, a compensating torus-

valued gauge transformation is required to keep the point fixed. Denoting the equivariant

parameters33 for T (gauge), TF , and C∗ε as ϕa, mi, and ε, we find that xai,d transforms as

δxai,d ∼
(
ϕa +mi +

(
d+

1

2

)
ε

)
xai,d . (7.18)

Thus, the origin of the chartM(n;k)
D is fixed when δxaa,ka = 0, i.e. for ϕa = −ma− (ka+ 1

2)ε.

Moreover, the Euler class ωn,k of the normal bundle to the fixed point is a product of

equivariant weights of the remaining xai,d in the chart,

ωn,k =
2∏

a=1

[ 2∏
i=1

ki−1∏
d=0

(mi −ma + (d− ka)ε)
4∏
i=3

ka−1∏
d=0

(mi −ma + (d− ka)ε)
]
. (7.19)

Using fixed-point localization to compute the cohomology, we find that the disc Hilbert

space has graded components H(Bν ,1) =
⊕

n≥0Hn(Bν ,1), with the n-th component gen-

erated by n + 1 fixed-point classes

Hn(Bν ,1) = H∗TF×C∗ε
(
Mn

D(Bν ,1)
)
'

⊕
k1,k2≥0
k1+k2=n

C|n, k〉 . (7.20)

We normalize the fixed-point states the same way as in abelian theories (6.20), namely

|n, k〉 =
1

ωn,k
δn,k , (7.21)

33As equivariant parameters for F = PSU(4), we use four complex masses mi (i = 1, . . . , 4). Technically,

they are defined up to a simultaneous translation mi 7→ mi + c. We fix this ambiguity by imposing the

constraint m1 +m2 +m3 +m4 = 0, as it turns out to simplify several formulas.
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where δn,k denotes the (Poincaré dual of the) fundamental class of the origin on the n, k

chart. (We assume that m, ε take generic values, and invert them at will.) The equivariant

parameters ϕ, representing operators formed from complex vectormultiplet scalars, act as

ϕa|n, k〉 = −
(
ma +

(
ka +

1

2

)
ε

)
|n, k〉 . (7.22)

In particular, Trϕ = ϕ1 + ϕ2 measures vortex number n.

7.3.2 Iwahori line

Generalizing the moduli space and Hilbert space to a disc punctured by the Iwahori line

VI is fairly straightforward. From (5.23) and (5.29) we now have

MD(Bν ,VI) = G[z]
∖(

CP1 × L0 ∩ [G(K∞) · val−1
∞ (ν)]

)
(7.23)

= I[z]
∖(
L0 ∩ [G(K∞) · val−1

∞ (ν)]
)
. (7.24)

In the first description, the moduli space consists of matrix of polynomials X(z) satisfying

constraints (7.15), exactly as for the trivial line (because these constraints come from Bν);

together with a choice of point p = ( p1
p2 ) ∈ CP1. Polynomial-valued gauge transformations

g(z) ∈ G[z] act as

p 7→ g(0)p , X(z) 7→ g(z)X(z) . (7.25)

In the second description, we have gauge-fixed p = ( 1
0 ), thereby breaking the gauge group

to polynomial-valued elements of the Iwahori subgroup, i.e. g(z) ∈ G[z] satisfying g(0) ∈ B.

Just as in the case of the trivial line, the moduli space decomposes into connected

components Mn
D(Bν ,VI) labeled by vortex number n ≥ 0. More so, it is clear that

MD(Bν ,VI) is a CP1 fibration over MD(Bν ,1) (the map MD(Bν ,VI) → MD(Bν ,1)

just forgets p ∈ CP1). Thus we expect each Mn
D(Bν ,VI) to be labeled by affine charts

that are products of the charts (7.17), and two standard charts on CP1 (omitting either

the north or south poles). Abstractly, the charts on CP1 = GC/B are labeled by elements

of the Weyl group σ ∈Weyl(G) = Z2 = {1, w}.
We can describe the new affine charts quite explicitly. For given n, the charts are

labeled by nonnegative cocharacters k = (k1, k2) satisfying k1 + k2 = n and by σ ∈ {1, w}.
After fixing p = ( 1

0 ), we can subsequently gauge-fix the Iwahori I[z] by setting

M(n,k,1)
D : X(z) =

(
zk1 +

∑k1−1
d=0 x1

1,dz
d

∑k2−1
d=0 x1

2,dz
d

∑k1−1
d=0 x1

3,dz
d
∑k1−1

d=0 x1
4,dz

d∑k1
d=0 x

2
1,dz

d zk2 +
∑k2−1

d=0 x2
2,dz

d
∑k2−1

d=0 x2
3,dz

d
∑k2−1

d=0 x2
4,dz

d

)
or

M(n,k,w)
D : X(z) =

( ∑k1−1
d=0 x1

1,dz
d zk2 +

∑k2−1
d=0 x1

2,dz
d
∑k2−1

d=0 x1
3,dz

d
∑k2−1

d=0 x1
4,dz

d

zk1 +
∑k1−1

d=0 x2
1,dz

d
∑k2

d=0 x
2

2,dz
d

∑k1−1
d=0 x2

3,dz
d
∑k1−1

d=0 x2
4,dz

d

)
(7.26)

One can determine transition functions on the overlaps by solving for a g ∈ I[z] that sends

the gauge-fixed form of one chart to that of another.

Again, there is a unique fixed point for TF × C∗ε (up to a compensating torus-valued

gauge transformation) at the origin of each chart. In terms of equivariant parameters, the
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compensating action is fixed by

ϕa +mσ(a) +

(
kσ(a) +

1

2

)
ε = 0 , , σ ∈ {1, w}. (7.27)

The Euler class of the normal bundle to each fixed point is given by

ωn,k,σ = (−1)σ(m1 −m2 + (k1 − k2)ε)ωn,k , (7.28)

where (−1)σ is the signature of the permutation σ and ωn,k is the corresponding Euler class

for the trivial line (7.19). Normalizing fixed-point classes as

|n, k, σ〉 =
1

ωn,k,σ
δn,k,σ , (7.29)

we find a Hilbert space

H(Bν ,VI) '
⊕
n≥0

⊕
k1, k2 ≥ 0 ,

k1 + k2 = n ;

σ ∈ {1, w}

C|n, k, σ〉 ' H(Bν ;1)⊗C[ϕ] H
•
C∗(CP1) . (7.30)

(Here C[ϕ] = C[ϕ1, ϕ2] is the ring of polynomials in gauge equivariant parameters, and

tensoring over it on the r.h.s. means that its actions on H(Bν ;1) and H∗C∗(CP
1) are com-

patible.)

7.4 Local operators on the Iwahori line

We are ready to begin describing local operators in our SQCD example.

In [107, 126, 127], it was shown that the space of bulk local operators EndεA(1) =

Cε[MC ] is faithfully represented in the cohomology of the raviolo space Mrav(Bν ;1,1).

We will review this result momentarily. The algebra structure on local operators, and their

compatible action on the disc Hilbert space

H∗TF×C∗ε
(
Mrav(Bν ;1,1)

)
: H(Bν ,1)→ H(Bν ,1) (7.31)

both come from convolution, as discussed in section 5.3. Since the representation (7.31) is

faithful, the algebra structure of local operators may be fully reconstructed from it.

In this section, we will focus on the local operators EndεA(VI) bound to the Iwahori

line, which are represented in the cohomology of the raviolo space Mrav(Bν ;VI ,VI). Now

there is a convolution action

H∗TF×C∗ε
(
Mrav(Bν ;VI ,VI)

)
: H(Bν ,VI)→ H(Bν ,VI) , (7.32)

from which the algebra structure of local operators may be reconstructed.
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7.4.1 Summary of bulk local operators

The bulk algebra EndεA(1) ' Cε[MC ], quantized in the Omega background, is now well

known from many perspectives. The Coulomb branch MC itself is a moduli space of

two PSU(2) monopoles in the presence of a Dirac singularity [55], a.k.a. a slice in the

PGL(2) affine Grassmannian [78]; its quantization produces a finite W-algebra, or, equiv-

alently, a central quotient of a Yangian [78, 184]. This algebra was computed using the

particular methods of section 5 in [107, 126]. It was also computed using ‘BFN’ methods

in [185]. Moreover, the Coulomb-branch algebra Cε[MC ] is equivalent to the quantized

Higgs-branch algebra of a mirror quiver that we will discuss in greater detail in section 8.1

and appendix C.1.

Using any of these approaches, one finds that EndεA(1) is generated (as an algebra) by

six operators V 0, V +, V −,W 0,W+,W−. Our 3d N = 4 theory has a topological U(1)top

flavor symmetry acting on the Coulomb branch, whose charge is monopole number. This

symmetry is enhanced in the infrared to PSU(2)top [105], whose complexification acts on

the Coulomb-branch chiral ring. The operators V 0, V +, V − are the components of the

moment map that generates this action, and the W operators transform as an additional

adjoint representation:

[Φ, V ±] = ±2εV ± , [V +, V −] = εΦ ,

[Φ,W±] = ±2εW± , [Φ,W 0] = 0 , [V +,W+] = [V −,W−] = 0 ,

[V ±,W 0] = ∓2εW± , [V +,W−] = −[V −,W+] = εW 0 .

(7.33)

More physically, the operator V 0 = −2(ϕ1 + ϕ2) = −2Trϕ is the trace of the vector-

multiplet scalar, and V ± are fundamental nonabelian monopole operators of charge ±1,

defined by the dominant cocharacters (1, 0) and (0,−1), respectively. The operators W±

are dressed monopoles of charge ±1; while W 0 is a mixture of Tr(ϕ2) and a monopole

operator defined by cocharacter (1,−1), of total monopole charge zero. We also note that,

in units where ε has charge +1 under the U(1)C R-symmetry, V 0, V ± have R-charge +1

and W 0,W± have R-charge +2.

The algebra EndεA(1) is generated by these six operators, subject to (7.33) and

two additional relations. The two extra relations conveniently described by defining the

PSU(2)top-invariant combinations

V 2 := 2V +V − + 2V −V + + (V 0)2 ,

V W := 2V +W− + 2V −W+ + V 0W 0 ,

W 2 := 2W+W− + 2W−W+ + (W 0)2 .

(7.34)

With all complex masses set to zero, the two relations are simply VW = 0 and W 2 =
1
4(V 2)2 + 3εV 2 + 3ε2. At generic mass parameters, the relations are deformed to

VW =
1

2
(mR −mL)

[
V 2 + (mR +mL + 2ε)(mR +mL − 2mC − 2ε)

]
,
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W 2 =
1

4
(V 2)2 − 1

2
(2m2

C − 2mC(mL +mR) + (mL +mR)2 + 4εmC − 2ε2)V 2

+ (2m2
C(m2

L +m2
R)−mC(mL +mR)(3m2

L − 2mLmR + 3m2
R)

+
1

4
(mL +mR)2(5m2

L − 6mLmR + 5m2
R)

+ 2εmC(mL +mR)(2mC −mL −mR)

− ε2((mL −mR)2 − 8mC(mL +mR) + 4(mL +mR)2)) ,

with mR := m4 −m3 − ε, mL := m2 −m1 − ε, and mC = m4 −m1 − 2ε.

Finally, let us describe the algebra EndεA(1) in terms of its representation in the equiv-

ariant cohomology ofMrav(Bν ;1,1) — since this is the approach that will generalize. The

raviolo space itself simplifies to

Mrav(Bν ;1,1) = G[z]′
∖
{(X ′, g,X)}

/
G[z] , (7.35)

where X(z) and X(z)′ are each of the form (7.15), g(z) ∈ G[z, z−1], and X ′ = gX.

The space breaks up into components Mn,n′
rav (Bν ;1,1) labeled by pairs of vortex numbers

n, n′ ≥ 0, with each component containing matrices X ′, X such that deg detX ′(1,2) = n′ and

deg detX(1,2) = n. Notably, within each component, we can fully gauge-fix both G[z]′ and

G[z], by requiring both X ′ and X to be of the form (7.17).

Now, for any cocharacter A = (A1, A2) of G, let OA denote the double orbit

OA := G[z]′ zAG[z] ⊂ G[z, z−1] (7.36)

under the left and right G[z] actions. The orbit only depends on the Weyl-conjugacy class

of A. Similarly, let SA denote the subvariety of Mrav with g restricted to lie in OA,

SA := G[z]′
∖
{(X ′, g ∈ OA, X)}

/
G[z] ⊂Mrav(Bν ;1,1) . (7.37)

Note that SA only intersects components Mn′,n
rav with n′ − n = A1 + A2. Also recall that

there are maps

MD(Bν ,1)
π′←−Mrav(Bν ;1,1)

π−→MD(Bν ,1) , (7.38)

with π′, π forgetting (g,X) and (X ′, g), respectively. The map π|SA need not surject onto

MD(Bν ,1); a given singular gauge transformation won’t map a generic non-singular field

configuration to a non-singular field configuration. Nonetheless, the fiber of π|SA over a

point in the image of π|SA is exactly a copy of G[z]′\OA ⊂ G[z]′\G[z, z−1].

Operators of monopole charge m come from cohomology classes supported on the

closure of SA with A1 + A2 = m. We only need to consider m = 0, 1,−1, as operators of

higher monopole number are generated by successive convolutions. For trivial cocharacter

A = (0, 0), we find that both π and π′ are isomorphisms when restricted to S(0,0),

MD(Bν ,1)
π′←−
∼
S(0,0)

π−→
∼
MD(Bν ,1) , (7.39)

and that the fundamental class [S(0,0)] is the identity operator 1 ∈ EndεA(1). The operator

V 0 = −2Trϕ, which is a “dressed” version of the identity, is the equivariant class −2(ϕ1 +
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ϕ2)[S(0,0)], where ϕa are equivariant parameters for G[z]. This class evaluates to 2εn +

2(m1 +m2 + ε) within each component Mn,n
rav.

For the fundamental cocharacter A = (1, 0), we find that π : S(1,0) →→ MD(Bν ,1)

is a fibration, with fiber G[z]′\O(1,0) ' CP1. This CP1 is a familiar orbit in the affine

Grassmannian of GL(2). The monopole operator V + is the fundamental class [S(1,0)],

while the dressed monopole W+ is a linear combination of the equivariant volume form

on the CP1 fiber, tensored with the fundamental class of the base, a (V 0 + masses)V+.

For antifundamental cocharacter A = (−1, 0), we find that π′ : S(−1,0) →→ MD(Bν ,1) is

a CP1 fibration, with V − coming from its fundamental class V − and W− coming from a

linear combination of the volume form and (V 0 + masses)V−. Finally, the operator W 0

gets contributions from the classes ((V 0)2 + aV 0 + b)[S(0,0)], Tr(ϕ2)[S(0,0)] and [S(1,−1)],

where a, b are functions of the masses mi and ε.

7.4.2 Monopole number 0

Now consider the raviolo space in the presence of the Iwahori line,

Mrav(Bν ;VI ,VI) = I[z]′
∖
{(X ′, g,X)}

/
I[z] , (7.40)

with X(z)′, g(z), X(z) exactly the same as in (7.35). This space splits into components

Mn′,n
rav (Bν ;VI ,VI), labeled by the degrees n′, n ≥ 0 of the determinant of X ′(1,2) and X(1,2).

We would like to describe some equivariant cohomology classes in these components.

For fixed monopole number m = n′ − n, we should consider g(z) with det g(z) =

const · zm. We focus on small monopole number |m| ≤ 1, because the bulk algebra was

generated by operators with |m| ≤ 1, and we expect that the algebra on the Iwahori line

will behave similarly. We begin here with n′ = n, i.e. operators of monopole number zero.

There are also natural maps

MD(Bν ,VI) π′←−Mrav(Bν ;VI ,VI)
π−→MD(Bν ,VI) (7.41)

that forget either (g,X) or (X ′, g).

The most basic local operators of monopole number zero come from orbits of the

identity. Let

Oid = I[z]′ ( 1 0
0 1 ) I[z] ' I[z] ⊂ G[z, z−1] (7.42)

be the double (Iwahori) orbit of the identity, and let

Sid = I[z]′\
{(
X ′, g ∈ Oid, X

)}
/I[z] ⊂

⊔
n≥0

Mn,n
rav ⊂ Mrav (7.43)

be the subvariety of Mrav(Bν ;VI ,VI) with g restricted to lie in Iid. Then both maps

π : Sid ∼→ MD, π′ : Sid ∼→ MD are isomorphisms; indeed, we may identify Sid with

the diagonal

Sid ' ∆ ⊂MD(Bν ,VI)×MD(Bν ,VI) . (7.44)

Thus the fundamental class [Sid] in equivariant cohomology represents the identity operator

[Sid] = 1 : H(Bν ,VI) ∼−→ H(Bν ,VI) . (7.45)
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We also find operators corresponding to the bulk vectormultiplet scalars, which may be

considered dressed versions of the identity (or Chern classes of bundles on Sid). In the bulk,

we had to take G-invariant combinations Tr(ϕ) = ϕ1 +ϕ2 and Tr(ϕ2). On the Iwahori line,

we have access to ϕ1 and ϕ2 independently. They are the equivariant cohomology classes

ϕa := ϕ′a[Sid] = ϕa[Sid] ∈ H∗I[z]′×I[z]×TFoC∗ε (M̃rav) , (7.46)

where Mrav = I[z]′\M̃rav/I[z]. We already know from (7.27) that their action on a

fixed-point basis of H(Bν ,VI) is given by

ϕa |n, k, σ〉 = −
(
mσ(a) +

(
kσ(a) +

1

2

)
ε

)
|n, k, σ〉 . (7.47)

More interestingly, we may consider the orbit of ( 1 0
0 1 ) under G[z]′ ×G[z],

O(0,0) := G[z]′ ( 1 0
0 1 )G[z] ⊂ G[z, z−1] , (7.48)

and the corresponding subvariety

S(0,0) = I[z]′\
{(
X ′, g ∈ O(0,0), X

)}
/I[z] ⊂

⊔
n≥0

Mn,n
rav ⊂ Mrav (7.49)

' I[z]′\
{(
g ∈ O(0,0), X

)}
/I[z] .

For the second line, note that no information is carried in X ′, since the constraint X ′ = gX

determines it uniquely; moreover, as long as g ∈ O(0,0), requiring X ′ to be regular at the

origin imposes no additional conditions on X. The map π now gives us a smooth fibration

π : S(0,0) →MD(Bν ,VI) , (7.50)

whose fibers are isomorphic to the orbits I[z]′\O(0,0) ⊂ I[z]′\G[z±]. The space I[z]′\G[z±]

is a version of the affine flag variety, and it is well known that the orbit I[z]′\O(0,0) inside

it is a copy of CP1, covered by two affine charts(
1 0

c 1

) (
0 1

1 d

)
, (7.51)

with transition function d = 1/c. We expect to find local operators in EndεA(VI) labeled

by cohomology classes of this CP1 fiber.

A more universal way to analyze the setup is the following. Under the map

πg :Mrav(Bν ;VI ,VI)→ I[z]′\G[z, z−1]/I[z] (7.52)

that forgets X ′ and X, the subvariety S(0,0) maps to the substack I[z]′\O(0,0)/I[z] ⊂
I[z]′\G[z, z−1]/I[z]. We can construct classes in H∗I[z]′×I[z]×TFoC∗ε

(M̃rav) that are sup-

ported on S(0,0) by pulling them back from classes in H∗I[z]′×I[z](G[z, z−1]) that are sup-

ported on O(0,0). If we write H∗I[z]′×I[z](G[z, z−1]) ' H∗I[z](I[z]′\G[z, z−1]), then we are

precisely looking at I[z]-equivariant cohomology classes on I[z]′\O(0,0) ' CP1, which is

equivalent to C∗-equivariant cohomology classes on CP1.
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Recall some general elementary facts about the C∗-equivariant cohomology of CP1.

Let ‘n’ and ‘s’ denote the points at the poles, fixed by the C∗ action, and let α denote

the equivariant parameter for C∗. Then, as a module over H∗C∗(pt) = C[α], the equivariant

cohomology H∗C∗(CP
1) is freely generated by the fundamental class [CP1] and the equiv-

ariant volume form [ω]. The Atiyah-Bott localization formula relates these to fixed-point

classes via

[CP1] =
δn − δs
α

, [ω] = δn + δs . (7.53)

In the case at hand, the equivariant parameter for the C∗ action on CP1 ' I[z]′\O(0,0)

is identified as

α = ϕ2 − ϕ1 . (7.54)

Define the pullbacks of the various CP1 classes to be

δ1 := π∗gδn , δw := π∗gδs , ∂ := π∗g [CP1] , s := 1− π∗g [ω] . (7.55)

They are cohomology classes supported on S(0,0), which are constant along the base of the

fibration (7.50). Moreover, they satisfy the same relations as in (7.53), e.g. ∂ = (δ1−δw)/α.

Finally, we would like to determine the convolution product among these classes. We

will do this by computing the action of α = ϕ2−ϕ1, δ1, and δw on the fixed-point basis of

HD(Bν ,VI). From (7.27) we easily find that

α |n, k, σ〉 = (−1)σ(m1 −m2 + (k1 − k2)ε) |n, k, σ〉 . (7.56)

The action of δσ (for σ = 1, w) is given by convolution

δσ′ |n, k, σ〉 = π′∗(δσ′ ∧ π∗|n, k, σ〉) =
1

ωn,k,σ
π′∗(δσ′ ∧ π∗δn,k,σ) . (7.57)

The pullback π∗δn,k,σ gives the fundamental class of the entire CP1 fiber that lies over the

fixed point (k, σ). Wedging with δσ′ we obtain the fundamental class of the fixed point

(k, σ) in the base times the σ′ fixed point in the fiber. Let’s denote this as δn,k;σ;σ′ . Pushing

forward by π′ simply sends this to the corresponding fixed-point class in the space of X ′,

supported on X ′ = gX, so that π′∗δn,k;σ;σ′ = δn,k;σ′σ. Accounting for normalizations of

states by Euler classes, we finally obtain

δσ′ |n, k, σ〉 =
ωn,k,σ′σ

ωn,k,σ
|n, k, σ′σ〉 = (−1)σ

′ |n, k, σ′σ〉 . (7.58)

From (7.58), we easily see that δ1 acts the same way as the identity operator 1 found

earlier. Moreover, s = −δw acts as a Weyl reflection

s |n, k, σ〉 = |n, k, wσ〉 , (7.59)

and the fundamental class of the fiber δ = (δ1 − δw)/α acts as

∂ |n, k, σ〉 =
(−1)σ

m1 −m2 + (k1 − k2)ε
(|n, k, 1〉+ |n, k, w〉) . (7.60)

It is also useful to note that s α = −α s (where now the two sides denote the convolution

product, not the wedge/cup product in cohomology); intuitively, this is because the gauge

transformation g = ( 0 1
1 0 ) associated to s = δw swaps the equivariant parameters ϕ1, ϕ2,

whose difference appears in α.
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7.4.3 The nil-Hecke algebra

The operators 1, α = ϕ2 − ϕ1, s, and ∂ found above generate a copy of the nil-Hecke

algebra H2 for SL(2) [144]. Indeed, it is easy to verify the standard algebra relations

s2 = 1 , ∂2 = 0 , s∂ = −∂s = ∂ ,

sα = −αs , {∂, α} = 2 · 1 , [∂, α] = 2s ,
(7.61)

where all products come from convolution, and are induced from the action on the disc

Hilbert space in (7.56), (7.59), (7.60). Abstractly, the nil-Hecke algebra is obtained

from the polynomial algebra C[α] by first adjoining the Weyl reflection s and then the

“Demazure operator”

∂ =
1

α
(1− s) . (7.62)

Geometrically, the nil-Hecke algebra is defined as the equivariant cohomology

H2 = H∗SL(2,C)(CP
1 × CP1) , (7.63)

with its natural convolution product. By writing CP1 = SL(2,C)/B, one also obtains

the equivalent description H2 ' H∗(B\SL(2,C)/B). As discussed in the introduction to

this section, we expected the nil-Hecke algebra to appear on the Iwahori line due to the

appearance of CP1 × CP1 in the raviolo space

Mrav(Bν ;VI ,VI) ' G[z]′
∖(

CP1 × {X ′, g,X} × CP1
)/
G[z] . (7.64)

7.4.4 Monopole number 1

Next, let’s identify the basic operators of monopole number 1. We will find that they

have the structure of a product of the nil-Hecke algebra H2 and an abelianized monopole

algebra, along the lines of [78, 100].

We must consider cohomology classes supported on subvarieties with det g(z) = const ·
z. The most basic such classes come from the full G[z]′×G[z] orbit of g(z) = ( z 0

0 1 ) = z(1,0),

O(1,0) := G[z]′ · ( z 0
0 1 ) ·G[z] ⊂ G[z, z−1] , (7.65)

and the corresponding subvariety

S(1,0) = π−1
g

(
I[z]′\O(1,0)/I[z]

)
= I[z]′\

{(
X ′, g ∈ O(1,0), X

)}
/I[z] ⊂

⊔
n≥0

Mn+1,n
rav . (7.66)

We are interested in cohomology classes supported on S(1,0), constructed by pulling back

I[z]-equivariant cohomology classes of I[z]′\G[z, z−1] that are supported on I[z]′\O(1,0).

The cycle I[z]′\O(1,0) in the affine flag variety is well known to be a CP1 bundle over

CP1; more precisely, it is the projectivization of the rank-two bundle O(1)⊕O(−1)→ CP1.

Let’s briefly recall why. The affine flag variety I[z]′\G[z, z−1] is itself a CP1 fibration over

(a polynomial version of) the affine Grassmannian, I[z]′\G[z, z−1]
f→ G[z]′\G[z, z−1]. An

explicit way to see the fibration is to first write I[z]′\G[z, z−1] ' G[z]\
(
G[z, z−1] × CP1

)
,

introducing a copy of CP1 with homogeneous coordinates p = (p1, p2). Then the map

I[z]′\G[z, z−1] ' G[z]′\
(
G[z, z−1]× CP1

) f→ G[z]′\G[z, z−1] (7.67)
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simply forgets the CP1. In this description, I[z]′\O(1,0) takes the form

I[z]′\O(1,0) ' G[z]′\
{
h′(z) · ( z 0

0 1 ) · h(z), p
}
, h′(z) ∈ G[z]′, h(z) ∈ G[z] , (7.68)

which by forgetting p is sent to the corresponding G[z]′ × G[z] orbit in the affine Grass-

mannian,

f(I[z]′\O(1,0)) = G[z]′\
{
h′(z) · ( z 0

0 1 ) · h(z)
}
⊆ G[z]′\G[z, z−1] ,

h′(z) ∈ G[z]′, h(z) ∈ G[z] .
(7.69)

The space f(I[z]′\O(1,0)) is a CP1 covered by two affine charts of the form(
z 0

c 1

)
,

(
0 z

1 d

)
, (7.70)

with transition function d = 1/c. The fiber of f : I[z]′\O(1,0) → f(I[z]′\O(1,0)) is param-

eterized by (p1, p2), which transforms as (p1, p2) 7→ (−cp1, p2/c) under the G[z]′ transfor-

mation required to relate the two charts on the base. This identifies I[z]′\O(1,0) itself as

the total space of the bundle P(O(1)⊕O(−1)).

Now, the subvariety S(1,0) turns out to surject onto the space of allowed X’s, just like

in the case of monopole number zero. (This is because requiring X ′ = gX to be regular

at the origin z = 0 does not impose any constraints on X when g ∈ O(1,0).) Therefore, we

have a fibration

I[z]′\O(1,0) → S(1,0)
π→MD(Bν ,VI) . (7.71)

Under the action of (the maximal torus of) I[z], the space I[z]′\O(1,0) has four

fixed points

σzea =

(
z 0

0 1

)
,

(
1 0

0 z

)
,

(
0 z

1 0

)
,

(
0 1

z 0

)
, (7.72)

which we can label by an element σ ∈ {1, w} of the Weyl group and a cocharacter e1 = (1, 0)

or e2 = (0, 1). The pull-backs of these fixed-point classes under π∗g are cohomology classes

in Mrav supported at points on the fibers of the fibration (7.71) and constant along the

base. We denote the pulled-back fixed-point classes δea,σ. Any equivariant cohomology

class can be expressed in terms of these fixed point classes after inverting the equivariant

parameters, so suffices to understand the convolution action of the fixed-point classes δea,σ
on fixed-point states in H(Bν ,VI). To do so, we will state and use a general formula.

Suppose we want to understand the action of cohomology classes arising from the

pullback of a cycle in G0[z]′\G[z, z−1], e.g. from an orbit G0[z]′\OA. The pullback will sit

in some subvariety S ⊂ Mrav(B;L′,L) that, in general, does not fiber uniformly over the

space of all X’s. This is not a problem, and is deftly handled by intersection cohomology.

Furthermore, this cycle will have some fixed points gi under the maximal torus of G0[z],

denote the pulled-back fixed point class by δgi , and cohomology classes coming from the

pulled-back cycle can be expressed in terms of the δgi using localization. For a state |ψ〉
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associated to the fixed point Xψ ∈MD(B,L) we have, cf. (4.45), (4.48) in [107],34

δgi |ψ〉 =


ωgi·ψ
ωψ

e(NS |gi;ψ) |gi · ψ〉 gi · ψ ∈MD(B,L′)
0 else

, (7.73)

where e(NS |gi;ψ) is the equivariant weight of (the normal bundle to) S at the fixed point

(gi · ψ; gi;ψ) ∈ Mrav(Bν ;L′,L), ωψ (resp. ωgi·ψ) is the equivariant weight of (the normal

bundle to) ψ in MD(Bν ,L) (resp. gi · ψ in MD(Bν ,L′)).
Using (7.73), we can compute the convolution action of the δea,σ on states |n, k, σ〉 in

the disc Hilbert space. Namely, we know that S(1,0) fits into correspondences over all X’s

and the gauge transformation σzea corresponding to each fixed point on I[z]′\O(1,0) will

send X 7→ X ′ = σzeaX. We find

δea;σ′ |n, k, σ〉 =
ωn,k,σ′σ

ωn,k,σ
|n, k + eσ(a), σ

′σ〉 (7.74)

= (−1)σ
′
P
(
−mσ(a) − (kσ(a) + 1)ε

)
|n, k + eσ(a), σ

′σ〉 ,

where P (x) = (x+m1)(x+m2)(x+m3)(x+m4).

The actual equivariant cohomology of I[z]′\O(1,0) is related to fixed-point classes by

localization. It differs from the fixed-point classes themselves by introducing a few (but not

arbitrary!) denominators, analogous to (7.53). Using the global structure of I[z]′\O(1,0),

as the bundle P(O(1) ⊕ O(−1)), and pulling back global cohomology classes to Mrav, we

may finally identify four basic monopole operators of charge 1:

V +
1 =

δe1;1 − δe1;w

α(α+ ε)
− δe2;1 − δe2;w

α(α− ε) ,

V +
2 =

δe1;1 − δe1;w

α+ ε
+
δe2;1 − δe2;w

α− ε ,

V +
3 =

δe1;1 + δe1;w − δe2;1 − δe2;w

α
,

V +
4 = δe1;1 + δe1;w + δe2;1 + δe2;w, (7.75)

where α = ϕ2 − ϕ1. The operator V +
1 is (the pullback of) the fundamental class of

P(O(1)⊕O(−1)), V +
4 is the equivariant volume form, and V +

2 , V +
3 are fundamental classes

of the base/fiber CP1’s.

An enlightening way to repackage this data is the following. Let us define

u+
a := δea,1 . (7.76)

These are “abelianized” monopole operators discussed in [100, 108], slight renormalizations

of the abelianized monopole operators of [78, 107]. They act on states as

u+
a |n, k;σ〉 = P

(
−mσ(a) − (kσ(a) + 1)ε

)
|n + 1, k + eσ(a);σ〉 . (7.77)

34The classes v±b appearing in (4.45) and (4.48) of [107] differ from δgi here, in that they include ex-

tra denominators from the Atiyah-Bott localization formula. The v′s of [107] are not honest classes in

H•TF×C∗ε (Mrav); they only make sense after equivariant parameters have been inverted. Here and below,

we only work with actual cohomology classes.
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Then the four monopole operators V +
i above can all be expressed as convolution products

of u+
a with elements of the nil-Hecke algebra:

V +
1 = ∂u+

1 ∂, V +
2 = ∂(u+

1 + u+
2 ),

V +
3 = αV +

1 , V +
4 = αV +

2 . (7.78)

Conversely, we have

u+
1 =

1

4

(
V +

1 α(α+ ε) + V +
2 (α+ ε) + V +

3 α+ V +
4

)
,

u+
2 =

1

4

(
−V +

1 α(α+ ε) + V +
2 (α+ ε)− V +

3 α+ V +
4

)
. (7.79)

Some other simple relations among operators of monopole numbers m = 0, 1 are

su+
a = u+

w(a)s u+
a ϕb = (ϕb − δabε)u+

a u+
a u

+
b = u+

b u
+
a . (7.80)

7.4.5 Monopole number −1

Now let’s consider the negative monopole sector. We expect the algebra to be symmetric

under n → −n (and ε → −ε), however due to our choice of boundary conditions, the

computation at monopole number −1 looks somewhat different from that of the previous

section. A generic configuration X on the bottom disk does not fit into any correspon-

dences, seeming to indicate that negative monopole operators do not exist. However, this

is only over generic configurations and for special X a larger class of g’s is allowed.

Consider the G′[z]×G[z] orbit O(0,−1). This orbit is obtained by simply multiplying the

elements of the above double orbit by z−1 and so must be another copy of P(O(1)⊕O(−1)).

There should be monopole operators labeled by the I[z]-equivariant cohomology classes of

this P(O(1)⊕O(−1)). Just as with the positive monopole operators, we get four operators

V −1 =
δ−e1;1 − δ−e1;w

α(α− ε) − δ−e2;1 − δ−e2;w

α(α+ ε)
,

V −2 =
δ−e1;1 − δ−e1;w

α− ε +
δ−e2;1 − δ−e2;w

α+ ε
,

V −3 =
δ−e1;1 + δ−e1;w − δ−e2;1 − δ−e2;w

α
,

V −4 = δ−e1;1 + δ−e1;w + δ−e2;1 + δ−e2;w, (7.81)

where α = ϕ2−ϕ1. The shifted denominated from (7.75) are due to the different equivariant

weights of the fixed points.

It is important to note that the gauge transformations in O(0,−1) do not fit into corre-

spondences with all X, i.e. S(0,−1) does not surject onto to the space of X’s. This is not

a problem. To evaluate the action of the fixed points, δ−ea,σ we use that the equivariant

weights of the normal bundles to the fixed points are given by

e(NS(0,−1)
|σ′z−ea ; k, σ) = P (−mσ(a) − kσ(a)ε). (7.82)
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Thus, using fixed point action from (7.73), we have

δ−ea,σ′ |n, k, σ〉 =

{
(−1)σ

′ |n− 1, k − eσ′(a), σ
′σ〉 kσ′(a) < 1

0 else
. (7.83)

The right side vanishes if kσ′(a) < 1 since there are no vortex configurations with ka < 0.

Just as with the positive monopole operators, the V −i can all be expressed in terms of

abelianized monopoles u−a = δ−ea,1. They satisfy relations similar to (7.80):

su−a = u−w(a)s u−a ϕb = (ϕb + δabε)u
−
a u−a u

−
b = u−b u

−
a . (7.84)

And the following relation with the positive abelianized operators, cf. equation (3.43)

of [78],

u+
a u
−
a = P

(
ϕa −

1

2
ε

)
u−a u

+
a = P

(
ϕa +

1

2
ε

)
. (7.85)

7.5 Junctions between VI and 1

Now consider the junctions Homε
A(VI ,1) and Homε

A(1,VI), which are naturally bi-modules

for the algebras EndεA(VI) and EndεA(1). Just as with the computations of operators in

the previous section, we consider the following (equivalent) spaces of correspondences

Mrav(Bν ;1,VI) (7.86)

= G[z]′
∖{

(X ′, g,X) ∈ M̃D(Bν ,1)×G[z, z−1]× M̃D(Bν ,VI)
∣∣∣∣ X ∈ X ′ = gX

}/
I[z]

and

Mrav(Bν ;VI ,1) (7.87)

= I ′[z]

∖{
(X ′, g,X) ∈ M̃D(Bν ,VI)×G[z, z−1]× M̃D(Bν ,1)

∣∣∣∣ X ∈ X ′ = gX

}/
G[z]

As usual, these spaces have projection maps to MD(Bν ,1) and MD(Bν ,VI), and decom-

pose into a disjoint union with components labeled by the vortex numbers n′, n of the top

and bottom disks. Bimodule elements will correspond to (diagonal sums of) cohomology

classes of these components and they are represented, via convolutions using the above

spaces and maps, as linear operators between H(Bν ,VI) and H(Bν ,1). We will only con-

sider bimodule elements corresponding to spaces with n′ = n. We expect, but do not prove,

that they generate the bimodules.

Let us start with the space Mrav(Bν ;1,VI). We consider O(0,0) ⊂ G[z, z−1], the

G[z]′ ×G[z] orbit of g = ( 1 0
0 1 ), and the corresponding subvariety

S1,VI(0,0) ⊂
⊔
n≥0

Mn,n
rav(Bν ;1,VI) . (7.88)

The space G[z]′\O(0,0) ⊂ G[z]′\G[z, z−1] is a single point and π : S1,VI(0,0) →MD(Bν ,VI) is a

surjection onto the space of X’s. Using the same procedure as in the previous subsections,

we then have a single operator, call it B−, that acts as

B−|n, k, σ〉 =
(−1)σ

m1 −m2 + (k1 − k2)ε
|n, k〉. (7.89)
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We expect B− to generate the bimodule. Another (expected) generator is given by

B+ := B−(ϕ2 − ϕ1)⇒ B+|n, k, σ〉 = |n, k〉, (7.90)

which is related to B− via B+∂ = 2B−. It is worth noting that B−∂ = 1
2B+∂

2 = 0.

Finally, we move on to the spaceMrav(Bν ;VI ,1). We again consider O(0,0) ⊂ G[z, z−1]

and the corresponding subvariety

SVI ,1(0,0) ⊂
⊔
n≥0

Mn,n
rav(Bν ;VI ,1) . (7.91)

Just as in section 7.4.2, I[z]′\O(0,0) is a copy of CP1. Furthermore, π : SVI ,1(0,0) →MD(Bν ,1)

surjects onto the space of X’s. We find two operators, call them b+ and b−, with actions

b+|n,k〉=
1

2
(|n,k;1〉+|n,k;w〉) b−|n,k〉=

1

2
(m1−m2+(k1−k2)ε)(|n,k;1〉−|n,k;w〉) .

(7.92)

Again, we expect that the entire bimodule is generated by either b+ or b−. In particular

one may pass from one to the other via

(ϕ2 − ϕ1)b+ = b−, ∂b− = 2b+. (7.93)

The transformations B+ and b+ are Weyl symmetric, in the sense that

B+s = B+, sb+ = b+, (7.94)

while the operators B− and b− are Weyl antisymmetric

B−s = −B−, sb− = −b−. (7.95)

They furthermore satisfy

B+b+ = 1 B−b+ = 0 B+b− = 0 B−b− = 1. (7.96)

Then, given an operator O± ∈ EndεA(VI) of definite parity sO±s = ±O±, we find

B+O±b+ = B+sO±sb+ = ±B+O±b+. (7.97)

Since any O can be written as O = O+ +O−, the associated EndA(1) operator only knows

about the symmetric part

B+Ob+ = B+O+b+. (7.98)

Sandwiching B+ . . . b+ is also an algebra homomorphism (EndεA(VI))W → EndεA(1). Given

two Weyl invariant operators O1 and O2, we have

(B+O1b+)(B+O2b+) =
1

2
B+O1(1 + s)O2b+ = B+O1O2b+. (7.99)

It is worth noting that we could sandwich with any combination of B+, B− and b+, b−. In-

side a sandwich B+ . . . b+ or B− . . . b− (resp. B+ . . . b− or B− . . . b+), only Weyl symmetric

(resp. antisymmetric) operators survive.
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7.6 Endε
A(VI) as a matrix algebra over Endε

A(1)

There were many hints in the previous sections that the algebra EndεA(VI) factors into a

product EndεA(1)⊗End(H∗C∗(CP
1)). In particular, we found that the positive and negative

monopole operators could all be expressed in terms of products of abelianized monopoles,

which only acted on n, k, and the nil-Hecke algebra, which only acted on σ. Furthermore,

we found two “inclusion” maps b± and two “projection” maps B± that relate EndεA(1)

and EndεA(VI).
Let us introduce a new basis of H(Bν ,VI) under which the action of s is diagonal:

|n, k;±〉 := b± |n, k〉. By abuse of notation, we will write b± as 2 × 1 matrices, i.e. col-

umn vectors

b+ =

(
1

0

)
b− =

(
0

1

)
. (7.100)

In light of (7.96), the operators B± have a natural representation as row vectors

B+ =
(

1 0
)

B− =
(

0 1
)
. (7.101)

The matrix elements of the various EndεA(VI) operators found above can be determined

by sandwiching between B± and b±. For example, the monopole number 0 operators can

be represented by matrices over EndεA(1) as35

s =

(
1 0

0 −1

)
ϕ1 + ϕ2 =

(
−1

2V
0 0

0 −1
2V

0

)

∂ =

(
0 2

0 0

)
ϕ2 − ϕ1 =

(
0 (ϕ2 − ϕ1)2

1 0

)
.

(7.102)

The operators of nonzero monopole charge can be expressed similarly.

Conversely, we can find generators of this matrix algebra by sandwiching elements of

EndεA(1) between b± and B±. A nice set of them come in two flavors. The first flavor

contains products of the b± and B± and is related to the nil-Hecke algebra:(
1 0

0 0

)
= b+B+ =

1

2
(1 + s)

(
0 1

0 0

)
= b+B− =

1

2
∂(

0 0

1 0

)
= b−B+ = (ϕ2 − ϕ1)− 1

2
(ϕ2 − ϕ1)2∂

(
0 0

0 1

)
= b−B− =

1

2
(1− s)

. (7.103)

The second corresponds to the spherical subalgebra(
V 0 0

0 V 0

)
= b+V

0B+ + b−V
0B− = −2(ϕ1 + ϕ2),(

V ± 0

0 V ±

)
= b+V

±B+ + b−V
±B− = ±1

2

{
∂, u±1 − u±2

}
,

35The operator (ϕ2 − ϕ1)2 can be expressed in terms of V 2,W 0, V 0 and complex masses but simply

represents the Coulomb branch operator Trϕ2.
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(
W 0 0

0 W 0

)
= b+W

0B+ + b−W
0B−

=
{∂, u+

1 ∂u
−
2 + u+

2 ∂u
−
1 }+

(
2(ϕ2

1 + ϕ2
2) + 2(m2 +m3 + ε)(ϕ1 + ϕ2)

3(m1 +m4)(m2 +m3) + (m2 +m3)2 +m1m4 + ε2
) ,(

W± 0

0 W±

)
= b+W

±B+ + b−W
±B−

= ±1

2

{
∂, (2ϕ2 −m2 −m3)u±1 − (2ϕ1 −m2 −m3)u±2

}
, (7.104)

where {·, ·} is the anticommutator.

8 The conifold vortex line and its mirror

In the previous section we found that the simplest nonabelian A-type line operators —

those that break the gauge group but introduce no singularity in the hypermultiplets —

are a little too simple. In the category of A-type line operators, they are equivalent to

direct sums of the trivial line. In this section we study a particular example involving

singularities in the hypermultiplets as well.

The 3d N = 4 theory we consider on the A-side is the same one from section 7: SQCD

with G = U(2) and four flavors of hypermultiplets, R = (C2)⊕4. This theory has a standard

quiver presentation shown on the l.h.s.:

(8.1)

The line operator Vcon that we are interested in can be defined by coupling the bulk theory

to 1d SQMA quiver quantum mechanics as shown on the r.h.s. of (8.1).

The 1d/3d superpotential W̃0 induces the desired singularity in the bulk hypermul-

tiplets at z = 0. One way to understand this is to observe that, with nonzero 1d FI

parameter, the Higgs branch of the SQMA quantum mechanics is a resolved conifold

E =
[
O(−1) ⊕ O(−1) → CP1

]
. This is a homogeneous bundle over the flag manifold

GC/B = CP1. Moreover, the matrix pai := q̃aqi that appears in W̃0 generates the global

functions on E . We end up with the general setup described in section 4.5.2 coupling

to the conifold E breaks gauge symmetry G → T (due to the base CP1) and introduces

a singularity

Xa
i(z) =

1

z
pai + regular (a, i = 1, 2) , (8.2)

together with a dual constraint on the zero-mode of Y . We will give further details in

section 8.2. We denote the resulting A-type line operator Vcon and sometimes call it the

“conifold line” because it comes from “coupling to a conifold.”
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This is a useful example for testing our computational methods because the conifold

line has a simple 3d mirror. The 3d mirror of the bulk SQCD theory is a quiver gauge

theory with G = U(1)×U(2)×U(1) [55, 58, 59], as in (8.4) below. More so, it was shown

by [54] that the vortex line Vcon maps under mirror symmetry to a Wilson line W2 in the

fundamental representation of the central U(2) node.

It is straightforward (albeit tedious) to compute the algebra of local operators

EndεB(W2) bound to the W2 Wilson line, since the entire algebra can be realized in terms

of free hypermultiplet scalars, as in section 3.4. We will summarize some results of this

computation in section 8.1, leaving further details to appendix C.1.

Then, in section 8.2 and appendix C.3, we will compute elements of the algebra of

local operators EndεA(Vcon) on the conifold line, using the methods of section 5. We expect

of course that

EndεA(Vcon) ' EndεB(W2) . (8.3)

We will verify this by identifying the A-side mirrors of various generators of EndεB(W2),

and matching relations among their products — now computed via convolution.

8.1 Fundamental Wilson line

We consider the 3d mirror to U(2) SQCD with four flavors, given by the quiver

(8.4)

This is a gauge theory with gauge group G = U(1)L×U(2)C×U(1)R, where the subscripts

refer to the “left,” “center,” and “right” nodes. There is also a PSU(2)F flavor symmetry,

corresponding to the square node, which is mirror to the PSU(2)top topological symmetry

of SQCD. The hypermultiplets come in bifundamental representations associated to each

edge. We use indices m = 1, 2 and i = 1, 2 for the (anti)fundamental representations of

U(2)C and PSU(2)F , respectively. We then label the hypermultiplet scalars as (Um, Vm)

in the (1,2, 0) ⊕ (−1, 2̄, 0) representation of U(1)L × U(2)C × U(1)R; (Wm, Zm) in the

(0,2, 1)⊕ (0, 2̄,−1); and (Xm
i, Y

i
m)i=1,2 in the (0,2, 0)⊕ (0, 2̄, 0).36

8.1.1 Bulk algebra

We will first describe local operators in the bulk, and then generalize to the Wilson line.

All these operators are built from polynomials in the hypermultiplet scalars, which obey

[Um, Vn] = εδmn , [Wm, Zn] = εδmn , [Xm
i, Y

j
n] = εδmnδ

j
i , (8.5)

36The charges for the two U(1) factors differ by a sign from standard quiver conventions. This does not

affect any final results.
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in the B-type Omega background (section 3.4). The complex moment maps associated to

each gauge node are the normal-ordered combinations

µL = :UmVm : , µR = :WmZm : , (µC)mn = :UmVn +WmZn +Xm
iY

i
n : . (8.6)

Then, abstractly, the algebra of bulk local operators — the quantized Higgs-branch chiral

ring — consists of G-invariant polynomials, modulo the complex moment maps:

EndεB(1) = Cε[MH ] =
[
Cε[U, V,W,Z,X, Y ]/ (µL + tL, µR + tR, µC + tC)

]G
. (8.7)

Here tL, tR, tC are the complex FI parameters for the respective gauge nodes. Also, as

discussed in section 3.4, the quotient in (8.7) should be interpreted as a quotient by a left

ideal; the resulting quotient regains the structure of an algebra after imposing G-invariance.

The G-invariant subspace of Cε[U, V,W,Z,X, Y ] is generated by “loop monomials,” i.e.

products of hypermultiplets along paths in the quiver that are either closed, or begin/end

on the PSU(2)F flavor node (cf. [153]). To generate this space as an algebra, it is sufficient

to consider a finite set of minimal paths. The closed loops are all fixed by the moment-map

constraints, and we are left with 1) the path starting on the PSU(2)F node, going to U(2)C ,

and coming back; and 2) the path starting on PSU(2)F , going to U(2)C , looping around

either the left or right part of the quiver (the two choices are not independent), and coming

back to PSU(2)F . This ultimately leads to six algebra generators, which are conveniently

grouped as(
1
2J

0 J+

J− −1
2J

0

)i
j

:= Xm
jY

i
m −

1

2
Xm

kY
k
mδ

i
j ,

(
1
2M

0 M+

M− −1
2M

0

)i
j

:= (UmVn −WmZn)Xn
jY

i
m −

1

2
(UmVn −WmZn)Xn

kY
k
mδ

i
j . (8.8)

On the r.h.s. we have removed the traces, which can be solved for in terms of FI parameters

and ε using the moment-map constraints. (See appendix C.1.)

The operators J−, J± are the components of the complex moment map for PSU(2)F .

The operators M0,M± are in an adjoint representation of PSU(2)F . They are precisely

mirror to the monopole operators V 0, V ±,W 0,W± described in section 7.4.1,

V 0, V ±;W 0,W±
MS←→ J0, J±;M0,M± . (8.9)

Their charges under the Cartan U(1)F ⊂ PSU(2)F and a Cartan U(1)H of the SU(2)H
R-symmetry (in units where hypers have R-charge 1/2) are

J0 J± M0 M±

U(1)F 0 ±1 0 ±1

U(1)H 1 1 2 2

(8.10)

The entire Higgs-branch chiral ring EndεB(1) is generated by these six operators modulo

two relations of R-charge 3 and 4, which are given in (C.9), (C.10) of appendix C.1. The

two relations are identical to the relations among V ’s and W ’s from section 7.4.1 modulo

the swap of mass and FI parameters mL,mC ,mR ↔ tL, tC , tR.
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8.1.2 Wilson-line algebra

Now consider the half-BPS Wilson line W2, in the fundamental representation of U(2)C .

Local operators bound to the fundamental Wilson line correspond to polynomials in the

hypermultiplet scalars that transform as (0,2 ⊗ 2̄, 0) ' (0,End(2), 0) of the gauge group,

subject to a modified moment map relation. Following section 3.4 we find, abstractly,

EndεB(W2) =
[
Cε[X,Y, U, V,W,Z]⊗ End(2̄)/I

]G
,

I := (µL + tL)⊗ id2̄, µC ⊗ id2̄ − ερ2̄ + tC ⊗ id2̄, (µR + tR)⊗ id2̄) .
(8.11)

By carefully considering the index contractions required for a polynomial to belong to

End(2), it is not difficult to see that EndεB(W2) is generated by two types of operators.

First there are operators of the form Oδmn, where O are elements of the bulk algebra

EndεB(1). At ε = 0 (without Omega-background) these operators should just be inter-

preted as restrictions of the bulk chiral-ring operators to the Wilson line. In particular, at

ε = 0, they obey the same two relations as in the bulk (times δmn). It is important to note,

however, that when ε 6= 0 the bulk relations get deformed on the line, in a highly non-

trivial way — ultimately due to shifting the µC moment map in (8.11). This is physically

consistent, since the Omega background prevents the operation of moving a local operator

from the bulk on to the Wilson line. The deformed relations are given in (C.29)–(C.30).

The second type of operators come from paths in the quiver that start and end on the

U(2)C node (without taking a trace there). The paths looping to the left and right, and

the path going down, lead to operators

(ΨL)mn := UmVn ,

(ΨR)mn := WmZn , (8.12)(
1
2(N0)mn (N+)mn
(N−)mn −1

2(N0)mn

)i
j

:= Xm
jY

i
n −

1

2
(Xm

kY
k
n)δij .

Just as for bulk local operators, the trace on the r.h.s. be solved for in terms of ΨL,ΨR,

FI parameters, and ε using the moment map constraints. Under the action of PSU(2)F
(generated by J±, J0), the operators ΨL and ΨR transform trivially, while the operators

N±, N0 transform in the adjoint representation. It turns out that the operators M±,M0,

which were independent generators of EndεB(1), can now be written in terms of Ψ and N as

M± = {ΨL −ΨR, N
±}+ (tL − tR)N± − J±(ΨL −ΨR)− (tL − tR)J± ,

M0 = {ΨL −ΨR, N
0}+ (tL − tR)N0 − J0(ΨL −ΨR)− (tL − tR)J0 .

(8.13)

Note that, in these formulas, M,J mean Mδmn, Jδmn; and every multiplication implicitly

involves a matrix multiplication in End(2). We will usually leave this implicit.

Altogether, we find generators of EndεB(W2) given by J0, J±, N±, N0,ΨL,ΨR. Under

the Cartans U(1)F ×U(1)H of flavor and R-symmetry, they have charges

J0 J± N0 N± ψL ψR
U(1)F 0 ±1 0 ±1 0 0

U(1)H 1 1 1 1 1 1

(8.14)
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These generators satisfy many relations, which are derived and summarized in ap-

pendix C.1. In particular, at R-charge 2, we find 5 relations transforming as singlets

of PSU(2)F , as well as three triplet and one pentuplet of PSU(2)F . Specializing them (for

simplicity) to zero values of FI parameters tL = tC = tR = 0, they become:

singlets : Ψ2
L = 0 , Ψ2

R = 0 ,

2{N+, N−}+ (N0)2 + {ΨL,ΨR} − 4ε(ΨL + ΨR) = 0

2{J+, J−}+ (J0)2 − 4{ΨL,ΨR}+ ε2 = 0

2J+N− + 2J−N+ + J0N0 + 2{ΨL,ΨR} − 5ε(ΨL + ΨR)− 6ε2 = 0 (8.15)

triplet : {ΨL + ΨR, N
+}+ [N0, N+]− 4εN+ = 0 (+PSU(2)F conjugates)

[N+, N0]− J+(ΨL + ΨR) = 0 (+PSU(2)F conjugates)

[N+,ΨL + ΨR] + {N+, N0} − 2J+N0 = 0 (+PSU(2)F conjugates)

pentuplet : (N+ − J+)N+ = 0 (+PSU(2)F conjugates)

For the triplets and pentuplet, we have only given the highest-weight vector in the multiplet.

The Hilbert series (or graded trace) of the algebra EndεB(W2) is fairly easy to compute,

and is discussed in appendix C.2. It provides a useful way to organize the generators and

relations discussed here. The computation of the Hilbert series, at least up to R-charge 2,

is consistent with the generators and relations that we find. This does not completely rule

out that there may be additional generators/relations entering at R-charge 3 and higher.

For the remainder of the paper, we will content ourselves with matching the generators

and relations above!

8.2 Vortex line

We now return to the conifold vortex line Vcon in U(2) SQCD, defined by the coupling to

SQMA quiver quantum mechanics shown in (8.1). It follows from the brane constructions

of [54] and S-duality that the vortex line Vcon should be the 3d mirror of the Wilson line

W2. We would like to compute parts of its endomorphism algebra EndεA(Vcon), and match

them to the generators and relations of EndεB(W2) discussed above.

8.2.1 Algebraic description

We begin by translating the quiver quantum mechanics to an algebraic characterization of

the vortex line. The quiver we are looking at is

(8.16)

The 1d SQMA quantum mechanics is a U(1) gauge theory with two chiral multiplets

qi of charge +1 and two chiral multiplets of q̃a of charge −1. Part of the definition of the
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vortex line is a choice of real 1d FI parameter t1d, which is taken to be positive; then the

1d moment-map constraint

|q|2 − |q̃|2 + t1d = 0 (8.17)

ensures that q̃ 6= 0. The entire 1d quantum mechanics is then equivalent in QA-cohomology

to a sigma-model onto the smooth Higgs branch

E =
{
q, q̃
∣∣ |q|2 − |q̃|2 + t1d = 0

}
/U(1)

'
{

(q, q̃) ∈ C2 ⊕ C2
∣∣ q̃ 6= 0}/C∗ (8.18)

= O(−1)⊕O(−1) → CP1 .

This is the standard toric construction of the total space of the bundle O(−1)⊕O(−1)→
CP1, i.e. the resolved conifold. The base is parameterized by the projective coordinates

q̃ = (q̃1, q̃2). The ring of global functions on E (the “chiral ring” of the quantum mechanics)

is generated by the four components of the matrix

pai := q̃aqi =

(
q̃1q1 q̃

1q2

q̃2q1 q̃
2q2

)
, (8.19)

subject to the obvious relation that det p = 0. Explicitly, C[E ] = C[p]/(det p).

When coupling the 1d quantum mechanics to the 3d bulk theory, the bulk hypermulti-

plets are split into two sets: (X(1,2), Y
(1,2)) = (Xa

i=1,2, Y
i=1,2

a) with flavor indices i = 1, 2;

and (X(3,4), Y
(3,4)) = (Xa

i=3,4, Y
i=3,4

a) with flavor indices i = 3, 4. The splitting is pre-

served by a subgroup (U(2)F × U(2)′F )/U(1) of the bulk flavor symmetry PSU(4)F . The

quiver quantum mechanics has flavor symmetry (U(2)× Ũ(2))/U(1), acting by rotations of

q, q̃; and the 1d-3d coupling identifies U(2) with the bulk flavor symmetry U(2)F , and Ũ(2)

with the bulk gauge symmetry. This is all efficiently encoded in the quiver (8.16). The

1d-3d superpotential W̃0 preserves the split flavor symmetry, bulk gauge symmetry, etc.

It is useful to describe the symmetries and superpotential couplings geometrically, in

terms of the conifold. The 1d flavor symmetry Ũ(2) acts on the CP1 base of the conifold,

and is gauged in coupling to the bulk. The 1d flavor symmetry U(2) acts on the C2 fibers

of E . Altogether, Ũ(2) × U(2) act by left and (inverse) right multiplication on the matrix

p, and leave invariant the superpotential

W̃0 = Tr(Y (1,2)p) (8.20)

Via the usual 1d-3d F-term constraints, the superpotential sets

X(1,2)(z) =
1

z
p+ regular , Y (1,2)(z) = λ(p− (Tr p)1) + z(regular) (λ ∈ C) , (8.21)

allowing the 2×2 matrix of hypers X(1,2) to have a pole of rank 1, and, dually restricting the

zero-mode of Y (1,2) to be orthogonal to the pole in X. This is a gauge-invariant description

of the line operator Vcon, precisely along the lines of section 4.5.2.

Finally, we may gauge-fix. Coupling to the CP1 base of the conifold breaks the bulk

gauge symmetry G→ T to its maximal torus. In algebraic terms, it breaks G(O)→ I to
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the Iwahori subgroup familiar from section 7. We may use the bulk gauge symmetry to set

q̃ = (1, 0)T , or

p =

(
q1 q2

0 0

)
, (8.22)

which is invariant under left-multiplication by the standard Iwahori. Then we find that

Vcon is characterized by the algebraic data

Vcon : G0 = I , L0 =

{
X ∈

(
z−1O z−1O O O
O O O O

)
, Y T ∈

(
zO zO O O
O O O O

)}
. (8.23)

8.2.2 Vacuum and disc Hilbert space

We work with the same conventions as in section 7. Indeed, the only difference between

this analysis and that of the Iwahori line is the additional singularity in L0.

We choose the same vacuum ν at infinity, which sets

ν : Xa
i = δai , Y ≡ 0 (8.24)

Then, in the presence of the line operator Vcon, we find a disc moduli space with Y ≡ 0 on

the entire disc, and

MD(Bν ;Vcon) ' I[z]\{X(z) ∈ L0 ∩R[z, z−1] (8.25)

s.t. detX(1,2) 6= 0, deg detX(3,4) < deg detX(1,2)} .
This breaks up into components Mn

D(Bν ;Vcon) labeled by vortex numbers

n = deg detX(1,2) ≥ −1 . (8.26)

Each component is further covered by affine charts Mn,k,σ
D , labeled by σ ∈ {1, w} and

cocharacters k = (k1, k2) with k1 ≥ −1, k2 ≥ 0, such that k1 + k2 = n. In each chart we

may fully fix the Iwahori gauge symmetry, finding

Mn,k,1
D : X(z) =

(
zk1 +

∑k1−1
d=−1 x

1
1,dz

d
∑k2−1

d=−1 x
1

2,dz
d

∑k1−1
d=0 x1

3,dz
d
∑k1−1

d=0 x1
4,dz

d∑k1
d=0 x

2
1,dz

d zk2 +
∑k2−1

d=0 x2
2,dz

d
∑k2−1

d=0 x2
3,dz

d
∑k2−1

d=0 x2
4,dz

d

)

Mn,k,w
D : X(z) =

( ∑k1−1
d=−1 x

1
1,dz

d zk2 +
∑k2−1

d=−1 x
1

2,dz
d
∑k2−1

d=0 x1
3,dz

d
∑k2−1

d=0 x1
4,dz

d

zk1 +
∑k1−1

d=0 x2
1,dz

d
∑k2

d=0 x
2

2,dz
d

∑k1−1
d=0 x2

3,dz
d
∑k1−1

d=0 x2
4,dz

d

)
(8.27)

These are almost identical to the charts (7.26) in section 7.3; the only difference is the

inclusion of extra polar modes x1
i,−1 for i = 1, 2.

Under combined gauge/flavor/U(1)ε action, the coordinates in each chart transform

as in (7.18). There is a single fixed point at the origin of each chart and the required

compensating gauge transformation is given by (7.27). The equivariant weight of the fixed

point labeled by (k, σ) is

ωn,k,σ = (−1)σ(m1 −m2 + (k1 − k2)ε)

× (−kσ(1) − 1)ε(mσ(2) −mσ(1) + (kσ(2) − kσ(1) − 1)ε)

×
2∏
i=1

2∏
a=1

ki−1∏
l=0

(mi −ma + (l − ka)ε)
4∏
i=3

2∏
a=1

ka−1∏
l=0

(mi −ma + (l − ka)ε) .
(8.28)
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Putting everything together, we find

H(Bν ,Vcon) =
⊕
k,σ

C |n, k, σ〉 |n, k, σ〉 =
1

ωn,k,σ
δn,k,σ, (8.29)

where δn,k,σ is the fundamental class of the fixed point at the origin of Mn,k,σ
D .

8.2.3 Operators

Finally, we move on to the operator algebra itself. We expect to find EndεA(Vcon) repre-

sented in the equivariant cohomology of the raviolo spaceMrav(Bν ;Vcon,Vcon). The raviolo

space is, as usual,

Mrav(Bν ;Vcon,Vcon) = I[z]′\{(X ′, g,X) | X ′ = gX}/I[z] , (8.30)

subject as well to the disc constraints X,X ′ ∈ L0 ∩R[z, z−1] and detX(1,2), detX ′(1,2) 6= 0.

This space breaks up into components labeled by vortex numbers n′, n on the top and

bottom disks. As was the case with operators on the Iwahori line, we expect to have

operators labeled by I[z]-equivariant cohomology classes of I ′[z]\G[z, z−1], which can be

organized according to their support. The main difference between this computation and

the Iwahori line is that there are more interesting compatibility requirements between

g ∈ OA and various values of X,X ′.

We give a brief summary of the local operators of monopole number 0,±1 and R-charge

1, which end up matching our generators J0, J±, N0, N±,ΨL,ΨR from section 8.1.2. Many

more details are in appendix C.3.

Let’s begin with the monopole number zero case n′ = n. There is one simple CP1 cycle

that is identical to the one found for the Iwahori line, namely it is parameterized by affine

charts (
1 0

c 1

)
,

(
0 1

1 d

)
(8.31)

with transition function d = 1/c. Just as before, this cycle can be realized as I[z]′\O(0,0),

where O(0,0) is the G[z]′ × G[z] orbit of g = ( 1 0
0 1 ) in G[z, z−1]. Unlike the case with the

Iwahori line, this is class does not fiber over the entire space of X’s, but instead only over

the subvariety of MD locally defined by x1
1,−1 = x1

2,−1 = 0. (Otherwise, these gauge

transformations would bring a pole into the bottom row of X.) Thus, we consider the

subvariety

S(0,0) = I[z]′\
{(
X ′, g ∈ O(0,0), X

)}
/I[z] ⊂

⊔
n≥0

Mn,n
rav ⊂ Mrav (8.32)

which is a CP1 fibration over the subvariety ofMD locally defined by the equation x1
1,−1 =

x1
2,−1 = 0.

There is another CP1 cycle given by the closure of I[z]′\Ow,(1,−1), where Ow,(1,−1) is

the I[z]′ × I[z] orbit of wz(1,−1) in G[z, z−1], that we parameterize with charts(
1 bz−1

0 1

)
,

(
a z−1

z 0

)
(8.33)
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with transition function b = 1/a. Just as before, this collection of gauge transformations

does not fit into correspondences above all X’s, but instead the subvariety of MD locally

defined by submanifold x2
3,0 = x2

4,0 = 0, i.e. we consider the subvariety

Sw,(1,−1) = I[z]′\
{(
X ′, g ∈ Ow,(1,−1), X

)}
/I[z] ⊂

⊔
n≥0

Mn,n
rav ⊂ Mrav (8.34)

which is a CP1 fibration over the subvariety ofMD locally defined by the equation x2
3,0 =

x2
4,0 = 0.

We can evaluate the action on of the (fundamental classes of the) cycles found above

by the formula (7.73), where the normal bundle factors are given by

e(NS(0,0)
|σ′;σ, k) = p(−mσ(1) − (kσ(1) + 1)ε) (8.35)

for the first CP1 and

e(NSw,(1,−1)
|1; k, σ) = p̂(−mσ(2) − kσ(2)ε) = e(NSw,(1,−1)

|wz(1,−1); k, σ) (8.36)

for the second CP1, as can be seen by examining the equivariant weights of x1
1,−1, x

1
2,−1

and x2
3,0, x

2
4,0, respectively. We then find operators ∂1, ∂2 arising from the fiberwise

fundamental classes with actions given by

∂1 |n,k,σ〉=
(−1)σ

m1−m2+(k1−k2)ε
(p(−m1−(k1+1)ε) |n,k;1〉+p(−m2−(k2+1)ε) |n,k;w〉)

∂2 |n,k,σ〉=
(−1)σ

m1−m2+(k1−k2+(−1)σ)ε
(p̂(−mσ(2)−kσ(2)ε) |n,k,σ〉

+p̂(−mσ(1)−(kσ(1)+1)ε) |n,k+eσ(1)−eσ(2),wσ〉). (8.37)

Besides these, at monopole number zero, there are operators ϕa. They should be interpreted

as dressed versions of the identity operator, supported on the orbit I[z]′1I[z], just as on

the Iwahori line.37

Let’s start our comparison between EndεB(W2) and EndεA(Vcon). In our analysis of the

fundamental Wilson line in section 8.1, we found four independent generators of R-charge

1 with zero charge under the PSU(2) flavor symmetry: J0,ΨL,ΨR, and N0. These should

be mirror to four operators of R-charge 1 and monopole number zero on the fundamental

vortex line. Indeed we have found four such operators: ∂1, ∂2, and ϕa, so it only remains to

confirm that they satisfy the same relations. The appropriate38 linear combinations mirror

are given by

(J0)! = −2(ϕ1 + ϕ2) + ε,

(ΨL)! = ∂1 + ϕ1 +m1 −
1

2
ε,

(ΨR)! = ∂2 + ϕ2 +m3 +
1

2
ε,

(N0)! = ∂1 − ∂2 − ϕ1 − ϕ2 −m3 −m4. (8.38)

37We can also obtain the action of higher classes on these CP1 cycles. Only the fundamental classes will

be necessary for comparing to EndεB(W2).
38There are some ambiguities in this identification, some of these ambiguities are discussed in appendix C.

An example of such an ambiguity arises from the Z2 symmetry exchanging U(1)L and U(1)R.
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To obtain the positive monopole operators, we examine the correspondence spaces at

n′ = n + 1. Just as above, there are two simple CP1 cycles in I ′[z]\G[z, z−1] that fit into

such correspondences. The first is the closure of I[z]′\O(1,0), where O(1,0) is the I[z]′×I[z]

orbit of z(1,0) in G[z, z−1], which is covered by affine charts(
z 0

zc 1

) (
0 1

z d

)
, (8.39)

with transition function d = 1/c. The second CP1 class is the closure of I[z]′\O(0,1), where

O(0,1) is the I[z]′ × I[z] orbit of z(0,1) in G[z, z−1], which is covered by affine charts(
1 b

0 z

) (
a 1

z 0

)
, (8.40)

with transition function b = 1/a. Both of these cycles fit above the entire space of X’s, i.e.

we have two subvarieties of Mrav given by

S(1,0) = I[z]′\
{(
X ′, g ∈ O(1,0), X

)}
/I[z] ⊂

⊔
n≥0

Mn+1,n
rav ⊂ Mrav (8.41)

and

S(0,1) = I[z]′\
{(
X ′, g ∈ O(0,1), X

)}
/I[z] ⊂

⊔
n≥0

Mn+1,n
rav ⊂ Mrav (8.42)

which are both CP1 fibrations over MD. From these subvarieties we get two monopole

operators V +
1 , V +

2 associated to the fiberwise fundamental classes and their action on

H(Bν ,Vcon) is given by

V +
1 |n,k,σ〉= (−1)σ

p̂(−mσ(1)−(kσ(1)+1)ε)

m1−m2+(k1−k2+(−1)σ)ε

(
p(−mσ(1)−(kσ(1)+2)ε) |n+1,k+eσ(1),σ〉

+p(−mσ(2)−(kσ(2)+1)ε) |n+1,k+eσ(1),wσ〉
)
,

V +
2 |n,k,σ〉= (−1)σ

p(−mσ(2)−(kσ(2)+1)ε)

m1−m2+(k1−k2)ε

(
p̂(−mσ(2)−(kσ(2)+1)ε) |n+1,k+eσ(2),σ〉

+p̂(−mσ(1)−(kσ(1)+1)ε) |n+1,k+eσ(1),wσ〉
)
. (8.43)

Finally, let’s consider negative monopole operators, that is, correspondences with n′ =

n−1. Again, there are two simple CP1 classes that fit into such correspondences. The first

corresponds to the closure of I[z]′\O(−1,0), where O(−1,0) is the I[z]′ ×I[z] orbit of z(−1,0)

in G[z, z−1], and is covered by affine charts which are z−1 times those found in I[z]′\O(0,1):(
z−1 bz−1

0 1

) (
az−1 z−1

1 0

)
, (8.44)

with the same transition function as before. Similarly, the second CP1 class comes from

the closure of I[z]′\O(0,−1), where O(0,−1) is the I[z]′ × I[z] orbit of z(0,−1) in G[z, z−1],
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and is covered by affine charts which are z−1 times those found in I[z]′\O(1,0):(
1 0

c z−1

) (
0 z−1

1 dz−1

)
(8.45)

with the same transition function as before. As usual, these cycles will give us operators

V −1 and V −2 arising from the fiberwise fundamental classes.

The subvariety

S(−1,0) = I[z]′\
{(
X ′, g ∈ O(−1,0), X

)}
/I[z] ⊂

⊔
n≥0

Mn−1,n
rav ⊂ Mrav (8.46)

is a fibration over a subvariety of Mn
D and the normal bundle factors at the fixed points

are given by

e(NS(−1,0)
|z(−1,0); k, σ) = p(−mσ(1) − (kσ(1) + 1)ε)p̂(−mσ(1) − kσ(1)ε) (8.47)

and

e(NS(−1,0)
|wz(0,−1); k, σ) = p(−mσ(1) − (kσ(1) + 1)ε)p̂(−mσ(2) − kσ(2)ε), (8.48)

where p(x) = (x+m1)(x+m2) and p̂(x) = (x+m3)(x+m4). Similarly, the subvariety

S(0,−1) = I[z]′\
{(
X ′, g ∈ O(0,−1), X

)}
/I[z] ⊂

⊔
n≥0

Mn−1,n
rav ⊂ Mrav (8.49)

is a fibration over a subvariety of Mn
D. The normal bundle factors at the fixed points are

given by

e(NS(0,−1)
|z(0,−1); k, σ) = p(−mσ(2) − kσ(2)ε)p̂(−mσ(2) − kσ(2)ε) (8.50)

and

e(NS(0,−1)
|wz(0,−1); k, σ) = p(−mσ(1) − (kσ(1) + 1)ε)p̂(−mσ(2) − kσ(2)). (8.51)

Finally, the action of V −1 and V −2 are given by

V −1 |n, k, σ〉 =
(−1)σ

m2 −m1 + (k2 − k1)ε

[
|n− 1, k − eσ(1), σ〉+ |n− 1, k − eσ(2), wσ〉

]
,

(8.52)

and

V −2 |n,k,σ〉=
(−1)σ

m1−m2+(k1−k2+(−1)σ)ε

[
|n−1,k−eσ(2),σ〉+|n−1,k−eσ(2),wσ〉

]
.

(8.53)

We are now in a position to compare with the remaining generators of the algebra dis-

cussed in section 8.1. As discussed in appendix C, the operators generating the PSU(2)top

topological flavor symmetry are given by the linear combinations

(J±)! = V ±1 ∓ V ±2 . (8.54)
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We can then act on (N0)! to find

(N±)! = V ±1 . (8.55)

With these identifications, it is straightforward to check that they satisfy the same relations

as the corresponding operators on EndεB(W2).39

A SUSY algebra

The 3d N = 4 algebra is generated by 8 supercharges Qaȧα and is of the form

{Qaȧα , Qbḃβ } = εabεȧḃPαβ − iεαβ
(
εabmȧḃ + εȧḃtab

)
. (A.1)

Here α ∈ {+,−} are spinor indices labeling states transforming under the Euclidean spin

group SU(2)E . Upper indices transform in the fundamental � representation of SU(2)E
with lower indices in the anti-fundamental �. The isomorphism between the fundamental

and anti-fundamental representations of SU(2) is implemented by the epsilon tensor and

its inverse

Xα = εαβXβ , Xα = εαβX
β , (A.2)

with

ε+− = ε−+ = 1. (A.3)

Lower-case Latin indices a, ȧ on the other hand transform under the SU(2)H and

SU(2)C R-symmetries, respectively, and have the same conventions as Euclidean spinor

indices. The mass and FI parameters mȧḃ and tab are central charges in the symmetric

tensor representation Sym2(�) of SU(2)C and SU(2)H , respectively

mȧḃ = m(ȧḃ), tab = t(ab). (A.4)

In the transformation laws for fundamental fields presented below they will be realized

by the action of some mȧḃ ∈ f, tab ∈ ft where f is a Cartan subalgebra of the group of

global symmetries acting on hypermultiplets and ft is the algebra of topological symmetries.

(More technically, we might say m ∈ f⊗ Sym2(�)C , t ∈ ft ⊗ Sym2(�)H .)

The isomorphism between the symmetric tensor representation of SU(2)E and the

adjoint representation (a spacetime vector) is implemented by the sigma matrices

σαβµ =

{(
1 0

0 −1

)
,

(
−i 0

0 −i

)
,

(
0 −1

−1 0

)}
. (A.5)

Here µ ∈ 1, 2, 3 indexes a basis for the adjoint representation. For SU(2)C and SU(2)H ,

the isomorphism is implemented by identical sigma matrices that we denote σȧḃ
İ

and σabI ,

39Just as with the other generators, there are some ambiguities in this identification. Some of these

ambiguities are discussed in appendix C.
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respectively. Lowering indices, we also have

(σµ)αβ =

{(
0 1

1 0

)
,

(
0 −i
i 0

)
,

(
1 0

0 −1

)}
,

σµαβ =

{(
−1 0

0 1

)
,

(
−i 0

0 −i

)
,

(
0 1

1 0

)}
. (A.6)

The traceless Hermitian matrices (σµ)αβ are the usual Pauli matrices. In this form they

will often simply be denoted ‘σµ’ in matrix notation, and they satisfy the algebra

σµσν = δµν1 + iεµνλσλ . (A.7)

Adjoint SU(2) indices are lowered and raised with the metric δµν (similarly: δIJ , δİ J̇); and

the totally antisymmetric tensor is denoted by εµνλ where

ε123 = ε123 = 1 . (A.8)

Some useful identities for manipulating sigma matrices in these conventions are

[σµ, σν ] = 2iεµνλσλ , Tr(σµσν) = 2δµν , Tr(σµσνσλ) = 2iεµνλ ,

(σµ)αβ(σµ)γδ = 2δαδδβ
γ − δαβδγδ , (σµ)αβ(σµ)γδ = 2εβ(γεδ)α . (A.9)

We will often use the isomorphism σ implicitly, writing vectors as bi-spinors and vice

versa. Given any (co)vector vµ we set

vαβ := σµαβvµ , or vµ :=
1

2
σαβµ vαβ . (A.10)

For instance, the momentum operator Pµ = −i∂µ as a bi-spinor is

Pαβ =

(
−2Pz̄ Pt
Pt 2Pz

)
, ∂αβ =

(
−2∂z̄ ∂t
∂t 2∂z

)
. (A.11)

Similarly, letting mİ , tI denote the mass/FI parameters in the adjoint representations of

SU(2)C and SU(2)H , respectively, and defining real and complex combinations as

mC =
1

2
(m1 − im2) , mR = −m3 ,

tC =
1

2
(t1 − it2) , tR = −t3 , (A.12)

we find that

mȧḃ =

(
2mC mR
mR −2m̄C

)
, tab =

(
2tC tR
tR −2t̄C

)
. (A.13)

In terms of Pt, Pz, Pz̄, the SUSY algebra takes the form

{Qaȧ+ , Qbḃ+} = −2εabεȧḃPz̄ , {Qaȧ− , Qbḃ−} = 2εabεȧḃPz ,

{Qaȧ+ , Qbḃ−} = εabεȧḃPt − iεabmȧḃ − iεȧḃtab . (A.14)
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A.1 Vectormultiplets

An off-shell 3d N = 4 vector multiplet consists of the fields

Aµ , φȧḃ , λaȧα , Dab . (A.15)

Here Aµ is a connection 1-form; φ(ȧḃ) is a scalar field in the adjoint representation of the

SU(2)C R-symmetry, with real component σ and complex component ϕ

φȧḃ =

(
2ϕ σ

σ −2ϕ̄

)
; (A.16)

λaȧα is a complex gaugino in the bi-fundamental of SU(2)H×U(2)C ; and D(ab) is an auxiliary

field in the adjoint of SU(2)H . For gauge group G, all the fields in (A.15) transform

additionally in the Lie algebra g (or the complexified lie algebra gC, in the case of ϕ and

the gauginos λ).

We will work with “physics conventions,” in which the real Lie algebra g is generated

by Hermitian matrices. This has the advantage that “real” masses mR and FI parameters

tR will actually take real values. It has a familiar disadvantage that an extra factor of i

appears in Lie algebra structure constants: [T a, T b] = ifabcT
c, and in covariant derivatives.

The G-covariant derivative takes the form

dA = d− iA , (A.17)

and the field strength is

F = i[dA, dA] = dA− iA ∧A . (A.18)

In three dimensions the field strength may be dualized to a vector (∗F )µ = 1
2εµνλF

νλ,

or a traceless Hermitian bispinor

Fαβ = 2(σµ)αβ(?F )µ = −i(σµν)αβFµν , (A.19)

where, in matrix notation, σµν := 1
2 [σµ, σν ] = iεµνλσλ . Explicitly,

Fαβ = 4i

(
−Fzz̄ Fzt
−Fz̄t Fzz̄

)
, or Fαβ = 4i

(
Fz̄t −Fzz̄
−Fzz̄ Fzt

)
. (A.20)

Note that Fαβ is symmetric. The Bianchi identity dAF = 0 then reads

(dA)γ[αF
γ
β] = 0 , or dαβA Fαβ = 0 . (A.21)

Finally, we can state the transformation rules for the 3d N = 4 vectormultiplet:

Qaȧα Aβγ = λaȧ(β εγ)α , Qaȧα φ
ḃċ = iλa(ḃ

α εċ)ȧ ,

Qaȧα λ
bḃ
β =

1

2
εabεȧḃFαβ − εab(dA)αβφ

ȧḃ − iεαβεȧḃDab +
1

2
εαβε

ab[φȧċ, φ
ċḃ] ,

Qaȧα D
bc = −(dA)α

βεa(bλ
c)ȧ
β − [φȧḃ, ε

a(bλc)ḃα ] . (A.22)
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One may check that the algebra of supersymmetries acting on the fields satisfies

{Qaȧα , Qbḃβ } = εabεȧḃPαβ − iεαβ
(
εabφȧḃ +

1

g2
εȧḃDab

)
. (A.23)

Here φȧḃ acts on fields as an infinitesimal g-gauge transformation. Similarly, the D-term

acts as an infinitesimal topological symmetry; explicitly, it “acts” as zero on φ and λ, but

acts as a translation of the dual photon γ, which satisfies

1

2g2
Tr(Fαβ) = ∂αβγ . (A.24)

Note that upon using the equation of motion

1

g2
Dab = tab (in the absence of matter) , (A.25)

and restricting to gauge-invariant combinations of vectormultiplet fields (on which φ acts

as zero), the algebra (A.23) reduces to the general form (A.1). Mass parameters could also

be introduced, as scalars in background vectormultiplets associated to a flavor symmetry;

in (A.23) this amounts to replacing φ m.

A.2 Hypermultiplets

A hypermultiplet contain an SU(2)H doublet of complex scalar fields and an SU(2)C doublet

of complex fermions. It’s convenient to introduce an additional SU(2)′ spinor index A ∈
{1, 2}, writing the scalars as XaA subject to a reality condition

(XaA)∗ = XaA . (A.26)

This makes manifest the full SO(4) ' SU(2)H × SU(2)′ symmetry of the four real scalars

in the hypermultipet. With respect to a 3d N = 2 subalgebra, the fields X+1 = X and

X+2 = Y are chiral, whereas X−2 = X̄ and X−1 = −Ȳ are anti-chiral. Altogether, we have

XaA =

(
X Y

−Ȳ X̄

)
. (A.27)

Similarly, we write the fermions as ψȧAα . In Lorentzian signature they would obey a reality

constraint (ψȦα )† ∼ ψαȧA; but in Euclidean signature the components of ψȧAα are indepen-

dent, and ψ̄ does not appear in the action or integration measure. The supersymmetry

transformations for a single free hypermultiplet are simply

Qaȧα X
bA = iεabψȧAα , Qaȧα ψ

ḃA
β = εȧḃ∂αβX

aA . (A.28)

The SU(2)′ indices are raised and lowered by antisymmetric tensors ΩAB and ΩAB.

We’ll use the convention Ω12 = Ω21 = 1. The tensor ΩAB (resp. ΩAB) has a geometric

interpretation as the holomorphic Poisson structure (resp. symplectic structure) on the

“target space” T ∗C of the theory of a free hypermultiplet.
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For a collection of N hypermultiplets, the extra symmetry SU(2)′ is extended to

USp(N), and the index A takes values A = 1, . . . , 2N . It is raised and lowered by the tensors

ΩAB =

(
0 1N

−1N 0

)
, ΩAB =

(
0 −1N
1N 0

)
(A.29)

(where 1N denotes the N × N identity matrix), which now play the role of holomorphic

Poisson/symplectic tensors on T ∗CN . The reality constraint on scalars continues to take

the form (A.26). We will typically split the scalars into chiral halves, generalizing (A.27),

cX i = X+,i , Yi = X+,N+i ,

Xi = X−,N+i , Y
i

= −X−,i
i = 1, . . . , N , (A.30)

with Xi, Y
i
transforming in the fundamental representation of U(N), and Yi, Xi in the dual.

We may couple a collection of N hypermultiplets to a G gauge symmetry by identi-

fying G with a subgroup of USp(N). (Equivalently, we specify how the hypermultiplets

transform in a unitary symplectic representation of G.) The on-shell SUSY transformations

then become

Qaȧα X
bA = iεabψȧAα , Qaȧα ψ

ḃB
β =

(
εȧḃ(dA)αβ + εαβφ

ȧḃ
)
·XaB (A.31)

where dA is the G-covariant derivative and φ ·X denotes an infinitesimal gauge transfor-

mation generated by φ in the appropriate unitary symplectic representation of G.

A.3 Moment maps

In a gauge theory with hypermultiplet matter, the equations of motion set the auxiliary

field Dab in the vectormultiplet to

Dab = µab + tab , (A.32)

where

µab =

(
2µ µR
µR −2µ̄

)
(A.33)

is the triplet of hyperkähler moment maps. Recall that the moment maps take values in

the dual of the Lie algebra, µR ∈ g∗ and µ ∈ g∗C. We can describe them explicitly as follows.

Let {(τk)AB}rankG
k=1 denote a basis of generators of g, as elements of usp(N). Then for each

generator τk,

〈τk, µab〉 = −Xa
A(τk)

A
BX

bB . (A.34)

In this paper we will always assume that hypermultiplets transform in a representation

of the form R ⊕ R∗, where R is a unitary representation of G, and R∗ its dual. In this

case, G acts as a subgroup of U(N), and the moment maps may similarly be interpreted as

elements of u(N)∗ or u(N)∗C. Letting {(Tk)ij}rankG
k=1 denote the generators of g, as elements

of u(N), we have

τk =

(
Tk 0

0 −Tk

)
∈ usp(N) . (A.35)
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The general expression (A.34) for the moment maps simplifies to

− 〈Tk, µ〉 = Yi(Tk)
i
jX

j , −〈Tk, µR〉 = Xi(Tk)
i
jX

j − Yi(Tk)ijY j
. (A.36)

For instance, if G = U(1) acts on a single hypermultiplet, with charge generator

T = 1 ∈ u(1) , τ =

(
1 0

0 −1

)
∈ usp(1) , (A.37)

so that X,Y have charges ±1, then the moment maps are familiar expressions

µ = XY , µR = |X|2 − |Y |2 . (A.38)

B Half-space setup and representations for the BFN algebra

The computation of local operators at junctions of A-type lines that was outlined in sec-

tion 5 is not obviously related to the definition of the Coulomb-branch chiral ring (a.k.a.

HomA(1,1)) that was given by Braverman-Finkelberg-Nakajima in the mathematics liter-

ature [114, 115]. In this appendix, we discuss two modifications of the setup from section 5

that can be implemented to produce a computational scheme that directly recovers and

generalizes the BFN construction.

The reason for not working in the modified scheme from the outset was mentioned

in the introduction to section 5 : doing computations (that match physical expectations)

generally requires the mathematics of Borel-Moore homology on infinite-dimensional stacks,

which is somewhat sophisticated, and which we did not want to use in this paper.

We note that many of the proposed constructions in this section have appeared (in

slightly different guises) in the mathematics literature. In particular, both [98] and [100]

use Borel-Moore homology of the sorts of moduli spaces we define here to characterize some

special families of A-type line operators in 3d N = 4 gauge theories. Our goal in writing

this appendix is two-fold:

1) To explain one concrete physical setup that (plausibly) leads to the definition of the

Coulomb-branch algebra and some line operators seen in the mathematics literature.

2) To generalize the mathematics constructions to include the entire class of line

operators from section 4, given either using (L0,G0) data or quantum-mechanics

(E ,W0) data.

We will not do any explicit computations.

B.1 Modification 1: half-space setup

Let us fix a 3d N = 4 gauge theory with data G,R, and work in the A-twist. Let us also

choose an A-type line operator L and a QA-preserving half-BPS boundary condition B.

By a state-operator correspondence as in section 5.1, we expect the cylinder Hilbert space

HD(B,L) to be equivalent to QA-cohomology of the space of local operators at the inter-

section of the line L and the boundary condition B. Either space might sensibly be called

HomA(B,L). Nevertheless, the algebraic description of the two spaces is subtly different.
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In the case of the cylinder setup, the line operator L is supported in an infinitesimal

neighborhood of z = 0, while the boundary condition B lies either at some finite radius

|z| = r or (in the case of a vacuum boundary condition) asymptotically at z → ∞. Alge-

braically, this means that we describe the line operator using formal Laurent series in z,

e.g. using a Lagrangian L0 ∈ T ∗R(K). However, we must describe an asymptotic bound-

ary condition using Laurent series in z−1, denoted K∞ in section 5.4. A finite-distance

boundary condition would be described using either polynomials in z or Laurent series

that converged in some radius |z| ≤ r.
In contrast, if we consider a half-space Cz×Rt≥0, with L supported in an infinitesimal

neighborhood of z = 0 and B supported in an infinitesimal neighborhood of t = 0, we may

do the entire analysis in an infinitesimal neighborhood of the point z = t = 0 at which

L meets B. Algebraically, this means that both lines and boundaries get a (putative)

description in terms of formal Laurent series in z. This leads to slightly more systematic

(proposed) definitions of moduli spaces.

The half-space setup matches the descriptions of moduli spaces in the mathematics

literature on Coulomb branches and line operators. Everything is done in terms of formal

Laurent series in z, and no polynomials or series in z−1 are ever present.

We expect — due to the state-operator correspondence — that both cylinder and half-

space setups lead to exactly the same spaces of local operators HomA(B,L), and exactly

the same actions of junctions HomA(L,L′) on these spaces. The equivalence only need

to appear after cohomologies of the relevant moduli spaces are computed, since physically

the state-operator correspondence only holds after the topological A-twist. It is not yet

obvious to us how the equivalence will appear mathematically.

B.2 Modification 2: finite-distance boundary conditions

When working on a half-space, it is not suitable to use a boundary condition Bν defined

asymptotically by a vacuum ν. We need an honest, half-BPS (in particular, QA-preserving),

finite-distance boundary condition.

One option is to use the “Lefschetz thimble” boundary conditions discussed in [82]

(generalizing the classical 2d N = (2, 2) constructions of [154]). For each vacuum ν,

there is a QA-preserving finite-distance boundary condition Bν that mimics the effect of

asymptoting to the vacuum ν. One should be able to do half-space calculations with Bν
that reproduce all the cohomologies H∗(MD(Bν ,L)), H∗(Mrav(Bν ;L′,L)) from section 5.

We leave it to future work, or to the inspired reader, to spell this out.

A different option, which connects to the BFN construction, is the following. There is

a finite-distance boundary condition BR that preserves a 2d N = (2, 2) subalgebra of 3d

N = 4 (including QA), defined by

• Setting the hypermultiplet scalars Y (which are valued in R∗) to zero at the boundary,

and extending this to the entire hypermultiplet in a way that preserves 2d N = (2, 2)

supersymmetry. In particular, X ∈ R will get a Neumann-like boundary condition,

so that the values of X are unconstrained at the boundary.
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• Preserving gauge symmetry at the boundary, meaning Neumann boundary condi-

tions for the 3d gauge field, extended to the entire 3d vectormultiplet in a way that

preserves 2d N = (2, 2) SUSY. In particular, the complex scalars ϕ also receive a

Neumann-like boundary condition, so their values at the boundary are unconstrained.

See [82] for further details. The boundary condition BR is almost canonical, though it

does depend on a G-invariant Lagrangian splitting of the hypermultiplet fields. When

writing the hypermultiplet representation as T ∗R, we have already chosen such a splitting,

into R ⊕ R∗. However, often there are other splittings available, i.e. ways to rewrite

T ∗R ' T ∗V for some other G-representation V . We keep track of the choice of splitting

in the subscript ‘R’ of BR.

B.3 Moduli spaces

Now consider a line operator L ending on the boundary condition BR described above.

Suppose that the line operator is characterized by algebraic data G0,L0 as in section 4.5.

Then we expect that local operators at the intersection of L and BR can be identified as

cohomology classes

HomA(BR,L) = H∗
(
Mhalf(BR,L)

)
, (B.1)

where

Mhalf(BR,L) =


solutions to SQMA BPS equations on an infinitesimal disc

around z = 0, punctured by L at z = 0

and compatible with BR for z 6= 0


=


E,X s.t. E is an algebraic GC bundle on a formal disc

and X(z) ∈ R(K) is an algebraic section of an associated

R-bundle away from z = 0, with X ∈ L0 ∩R(K)

 /G0

= G0

∖
(L0 ∩R(K)) . (B.2)

In general, this space is an infinite-dimensional stack, and it seems from the mathematics

literature that one correct way to interpret (B.1) is via equivariant Borel-Moore homology.

Local operators at junctions of lines act on spaces H∗
(
Mhalf(BR,L)

)
by convolution.

Just as in section 5.1, this furnishes a representation of the category of line operators and

its Hom spaces. In the current half-space setup with a boundary condition BR, the Hom

spaces are represented in cohomologies of raviolo spaces

HomA(L,L′) −→ H∗
(
Mrav

half(BR;L′,L)
)
, (B.3)

where

Mrav
half(BR;L′,L) =


solutions to SQMA BPS equations on two infinitesimal

discs punctured by L and L′ at z = 0

and equivalent to each other and to BR for z 6= 0


=

{
E′, X ′; g;E,X s.t. E′, X ′ and E,X are as in (B.2)

and g(z) ∈ G(K) is an isomorphism away from z = 0

}
/G′0 × G0

=
G′0
∖

(L′0 ∩R(K))×G(K)× (L0 ∩R(K))
∣∣
(∗)
/
G0

X ′ g X
(B.4)
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subject to a constraint (∗) that X ′ = gX. This space is again an infinite-dimensional,

singular stack. The mathematical literature indicates that the cohomology (B.3) can be

interpreted as (renormalized) equivariant Borel-Moore homology [115, 186].

B.3.1 Monopole number

The spacesMD(Bν ;L) analyzed in the main body of the paper decomposed into (infinitely

many) finite-dimensional componentsMn
D, labeled by vortex number. This decomposition

is ultimately a feature of the vacuum boundary condition Bν . From a physical/analytic

perspective, the fact that Bν breaks gauge symmetry near |z| → ∞ implies that the vortex

number
∫
D TrF is well defined.

In contrast, the boundary condition BR, which is Neumann on the gauge fields, pre-

serves gauge symmetry. There is no longer a well-defined vortex number. Thus, the spaces

MD(Bν ;L) do not generally admit further decompositions, and have a single infinite-

dimensional component.

Similarly, the raviolo spaces Mrav
half do not decompose according to pairs of vortex

numbers n, n′. They do have connected components labeled by a single element m ∈ π1(G),

which is a winding number for the single algebraic loop group G(K) appearing in (B.4). This

single m corresponds to the difference n′−n of vortex numbers from section 5.5. Physically,

it is the “monopole number” of local operators — their charge under the topological flavor

symmetry of the 3d gauge theory. Unlike Mn′,n
rav , the components in the decomposition

Mrav
half =

⊔
mM

rav,m
half are generally infinite-dimensional.

B.3.2 The BFN algebra

The construction above specializes to reproduce the Braverman-Finkelberg-Nakajima def-

inition of the Coulomb-branch chiral ring. To see this, we take L′ = L = 1, and consider

the raviolo space

Mrav
half(BR;1,1) = G(O)

∖
R(O)
X′
×G(K)

g
×R(O)

∣∣
(∗)

X

/
G(O) , (B.5)

with a constraint (∗) that X ′ = gX. This is the “BFN space” of [114, 115], and the

Coulomb-branch chiral ring was identified with its Borel-Moore homology

C[MC ] ' H∗
(
Mrav

half(BR;1,1)
)

= H∗G(O)

(
R(O)×G(K)×R(O)

∣∣
(∗)
/
G(O)

)
. (B.6)

In this case, the map (B.3) representing the space C[MC ] = HomA(1,1) seems to be

faithful.

For pure gauge theory, with R = 0, the boundary condition BR is canonical — the

only choice made is to put Neumann b.c. on the gauge fields. In this case the raviolo space

above reduces to

Mrav
half(BR;1,1) = G(O)\G(K)/G(O) = G(O)\GrG , (B.7)

where GrG is the affine Grassmannian; and the corresponding representation of bulk local

operators becomes

H∗
(
Mrav

half(BR;1,1)
)

= H∗G(O)(GrG) . (B.8)
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This famous convolution algebra was studied by [187] and proposed by Teleman [113] to

be the Coulomb branch chiral ring of pure gauge theory.

B.3.3 Coupling to quantum mechanics

If instead a line operator L is defined by coupling to quantum-mechanics with target E and

a G(O)-invariant superpotential W̃0 : E × T ∗R(O) → C, then the algebraic moduli space

Mhalf in the presence of a BR boundary condition become

Mhalf(BR,L) =


α,E,X s.t. α ∈ E , E is a GC bundle on a formal disc,

and X ∈ R(K) is a section of an R-bundle away from z = 0,

all subject to δW = 0

 /G(O)

= G(O)
∖(
E ×R(K)

∣∣
δW=0

)
, (B.9)

where δW = 0 denotes the critical point equations from (5.28), intersected with Y = 0 (i.e.

yn = 0 ∀n) due to the BR boundary condition. Similarly, the raviolo space becomes

Mrav
half(BR;L′,L) =


α′, E′, X ′; g;α,E,X s.t.

each triple α′, E′, X and α,E,X is as in (B.9)

and g : (E,X)
∼→ (E′, X ′) is an isomorphism away from z = 0


= G(O)

∖
E
α′
×R(K)

X′
×G(K)

g
×R(K)

X

× E
α

∣∣
(∗)
/
G(O) (B.10)

with a constraint (∗) that sets δW ′ = δW = 0 (at Y ′ = Y = 0) and X ′ = gX.

For a line operator defined by algebraic data G0,L0 that can be engineered by coupling

to quantum mechanics with target E0 and superpotential W̃0 — as in section 4.5 — the

algebraic moduli spaces (B.9) and (B.2) are isomorphic; as are (B.10) and (B.4).

C Conifold matching

In this appendix we address the matching of

EndεA(Vcon) ' EndεB(W2) (C.1)

in a more complete manner. We start with a discussion of EndεB(W2) and some straight-

forward relations, followed by simple operators in EndεA(Vcon) and then explicit matching

of operators and parameters across mirror symmetry.

C.1 Fundamental Wilson line

As in section 8, it will be useful to identify the bulk algebra, because those operators (in

particular, the operators generating the (complexified) PSU(2)F flavor symmetry) will help

organize the algebra of operators on the fundamental Wilson line.

The Higgs-branch chiral ring can be described as the (U(1)L×U(2)C×U(1)R)-invariant

part of the Heisenberg algebra Cε[Xm
i, Y

i
m, U

m, Vm,W
m, Zm] modulo the complex mo-

ment map relations40

µL + tL = 0, (µC)mn + tCδ
m
n = 0, µR + tR = 0 (C.2)

40In order to impose the moment map constraints in the presence of an Ω-background (where ordering

of operators is important), we stick to the conventions described in section 3.
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where

µL =: UmVm :, (µC)mn =: UmVn+WmZn+Xm
iY

i
n :, µR =: WmZm : . (C.3)

As usual, : . . . : denotes the normal ordered product.

We denote the generating elements by

Xm
jY

i
m =

(
1
2J

0 J+

J− −1
2J

0

)i
j

+
1

2
Xm

kY
k
mδ

i
j ,

(UmVn −WmZn)Xn
jY

i
m =

(
1
2M

0 M+

M− −1
2M

0

)i
j

+
1

2
(UmVn −WmZn)Xn

kY
k
mδ

i
j . (C.4)

The pure trace parts are not independent operators, they are simply numbers determined

by the FI parameters and ε. For instance, using the moment-map relations, we have (within

EndεB(1))

Xm
kY

k
m = −UmVm −WmZm − 2(tC − 2ε) = −2tC + tL + tR + 2ε. (C.5)

A similar computation yields

(UmVn −WmZn)Xm
kY

k
n = (tL − tR)(tC − tL − tR − ε). (C.6)

The operators J0, J± generate the (complexified) PSU(2)F flavor symmetry, while the

operators M0,M± transform in the adjoint representation of this PSU(2)F . For instance,

[J+, J−] = [Xm
2Y

1
m, X

n
1Y

2
n] = Xm

2[Y 1
m, X

n
1]Y 2

n +Xn
1[Xm

2, Y
2
n]Y 1

m = εJ0.

(C.7)

The other commutation relations are computed similarly. The triple J0, J± have a Casimir

element we will denote as

J2 := 2{J+, J−}+ (J0)2. (C.8)

In addition to these transformation properties, there are two PSU(2)F invariant operators

JM (of R-charge 3) and M2 (of R-charge 4) satisfying relations (within EndεB(1))

JM := 2J+M− + 2J−M+ + J0M0 =
1

2
(tR − tL)J2 − 1

2
(t2R − t2L)(2tC − tL − tR) (C.9)

and

M2 := 2{M+,M−}+ (M0)2

=
1

4
(J2)2 − 1

2
(2t2C − 2tC(tL + tR) + (tL + tR)2 − 6ε2)J2

− 2t2C(t2L + t2R)− tC(tL + tR)(3t2L − 2tLtR + 3t2R)

+
1

4
(tL + tR)2(5t2L − 6tLtR + 5t2R)

− ε2(4t2C − 4t(tL + tR) + 3t2L + 2tLtR + 3t2R) + 4ε4.

(C.10)
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Now consider the algebra of operators on a Wilson line transforming in the fundamental

representation of U(2)C , i.e. EndεB(W2). Following section 3, these operators can be

realized as elements of Cε[Xm
i, Y

i
m, U

m, Vm,W
m, Zm] transforming as End(2), modulo

the modified moment map relations given by (8.11).

In addition to the above operators (times δmn), the algebra of operators on this Wilson

line is generated by the following operators:

UmVn = (ΨL)mn,

WmZn = (ΨR)mn,

Xm
jY

i
n =

(
1
2(N0)mn (N+)mn
(N−)mn −1

2(N0)mn

)i
j

+
1

2
(Xm

kY
k
n)δij .

(C.11)

Just like on the trivial line, the trace Xm
kY

k
n can be solved for in terms of ΨL,ΨR, FI

parameters, and ε using the U(2)C moment map constraint. In the following discussion, we

will suppress most indices and juxtaposition of elements should be understood as matrix

multiplication. Operators built out of gauge invariant quantities should be understood as

being proportional to the identity endomorphism, i.e. (OG−invt)mn = OG−invtδmn.

Using the above definitions for our operators, we get the following relations describing

their transformation properties under the action of PSU(2)F :

[J0,ΨL] = 0 [J±,ΨL] = 0 (C.12)

[J0,ΨR] = 0 [J±,ΨR] = 0 (C.13)

[J0, N0] = 0 [J0, N±] = ±2εN±

[J±, N0] = ∓εN± [J±, N±] = 0

[J±, N∓] = ±εN0 (C.14)

In particular, ΨL,ΨR are scalars, while N0, N± transform in the adjoint representation.

Amongst these new generators there are relations given by

Ψ2
L + tLΨL = 0 (C.15)

Ψ2
R + tRΨR = 0 (C.16)

2{N+, N−}+ (N0)2 + {ΨL,ΨR}
− (2tC − tL − 2tR + 4ε)(ΨL + ΨR)− tC (3tC − 2tL − 2tR + 4ε) = 0, (C.17)

2J+N− + 2J−N+ + J0N0 − 2{ΨL,ΨR}
− (2tC − tL + tR + 5ε)ΨL − (2tC + tL − tR + 5ε)ΨR − (tC + 2ε)(tL + tR + 3ε) = 0

(C.18)

which all transform trivially under PSU(2)F . In addition to above scalar relations, there

are relations

{N+,ΨL + ΨR}+ [N0, N+]− 2(tC − tL − tR + 2ε)N+ = 0, (C.19)

[N+,ΨL + ΨR] + {N+, N0} − 2J+N0 − 2εN+ = 0, (C.20)

[N+, N0] + (2tC − tL − tR + 5ε)N+ − (ΨL + ΨR + tC + 2ε)J+ = 0, (C.21)

N+(N+ − J+) = 0, (C.22)
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which are highest weight under the PSU(2)F . The first three generate triplets, while the

last generates a pentuplet. As an example of how these relations are computed using the

framework of section 3, consider the simple relation for ΨL. We find:

(Ψ2
L)mn = UmVlU

lVn = Um(µL − ε)Vn = µLU
mVn = −tL(ΨL)mn. (C.23)

It is interesting to note that, for 2× 2 matrices A,B with mutually commuting matrix

elements, there is an identity

Tr[AB]1 = {A,B} − Tr[A]B − Tr[B]A+ Tr[A]Tr[B]1. (C.24)

Applying this identity to A = Ψ1 − Ψ2 and B = N±, N0 yields the following relations

(within EndεB(W2)):

M± = {ΨL −ΨR, N
±}+ (tL − tR)N± − J±(ΨL −ΨR)− (tL − tR)J±

M0 = {ΨL −ΨR, N
0}+ (tL − tR)N0 − J0(ΨL −ΨR)− (tL − tR)J0 (C.25)

implying that M±,M0 are not independent generators within the algebra of local operators

bound to this Wilson line.

Even more interestingly, the relations between the gauge invariant operators

J0, J±,M0,M± are deformed on the fundamental Wilson line.41 For starters, the operator

J2 is not independent on the fundamental Wilson line. In particular, a straightforward

application of the above 2× 2 matrix identity leads to

J2 = 4{ΨL,ΨR}+ 4tRΨL + 4tLΨR + (tL + tR)2 − ε2. (C.28)

It is worth mentioning that even though J2 is can be expressed as a product of operators

proportional to the identity endomorphism, it is not itself proportional to the identity

endomorphism. This unusual feature is purely due to the quotient on the Wilson line for

nonzero ε, indeed for ε = 0 the operator J2 is proportional to the identity endomorphism.

Similar computations show that

JM =
1

2
(tR − tL)J2 − 1

2
(tR − tL)(tL + tR + ε)(2tC − tL − tR + ε)

+ ε(2tC − tL − tR + ε)(ΨL −ΨR)
(C.29)

41This deformation arises due to the different quotient on the Wilson line. In particular, on the trivial

Wilson line we must quotient by

(µC)mn + tδmn = 0 (C.26)

whereas on the fundamental Wilson line we must quotient by

((µC)mn + tδmn)δpq + εδmqδ
p
n = 0. (C.27)

These two quotients agree when ε = 0.
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and

M2 =
1

4
(J2)2 − 1

2
(2t2C − 2tC(tL + tR) + (tL + tR)2 + 2ε(tL + tR) + 5ε2)J2

+ 4ε(ΨLΨRΨL + ΨRΨLΨR)− ε(4tC − 4tL − 4tR − ε){ΨL,ΨR}
+ ε(4t2C − 6tC(tL + tR) + 4(t2L + tLtR + t2R) + ε(4tC − 3tL)− 6ε2)ΨL

+ ε(4t2C − 6tC(tL + tR) + 4(t2L + tLtR + t2R) + ε(4tC − 3tR)− 6ε2)ΨR

+ 2t2C(t2L + t2R)− tC(tL + tR)(3t2L − 2tLtR + 3t2R) +
1

4
(tL + tR)2(5t2L − 6tLtR + 5t2R)

+ ε(tL + tR)(2t2C − 2tC(tL + tR) + (tL + tR)2)

+
1

2
ε2(10t2C − 14tC(tL + tR) + 7t2L + 6tLtR + 7t2L)

− ε3(4tC + tL + tR) +
9

4
ε4 (C.30)

which differ from those relations found on the trivial line by terms proportional to ε.

Again, even though JM and M2 can be expressed as products of operators propor-

tional to the identity endomorphism, they are not themselves proportional to the iden-

tity endomorphism.

In the following subsection, we will compare the above analysis to a Hilbert series

computation. We find agreement between the above generators and relations and the

Hilbert series, up to R-charge 2. The subsequent subsection focuses on identifying a handful

of operators in EndεA(Vcon) which are putative mirrors to the above. The last subsection

of this appendix discusses matching the relations and parameters across mirror symmetry.

The operators that we need to match are J0, J±, N0, N±, ΨL and ΨR; their mirrors should

satisfy the various relations listed above.

C.2 Hilbert series

The structure of B-type local operators and relations, both in the bulk and on a Wilson

line, can be encoded in a Hilbert series. They are fairly straightforward to compute,

cf. [153, 188].

First consider the algebra A = C[X,Y, U, V,W,Z]/(µL, µC , µR) of all polynomials

in the hypermultiplet scalars, modulo moment-map relations. Its Hilbert series is the

graded trace

I[A] := TrAρ
HfF seLL s

eC,1
1 s

eC,2
2 seRR

=
∏

σ=sL,sR

∏
m=1,2

1

(1− ρ 1
2
sm
σ )(1− ρ 1

2
σ
sm

)

∏
m=1,2

∏
ε,ε′=±

1

(1− ρ 1
2 f

1
2
εsε′m)

(C.31)

× (1− ρ)4(1− ρs1

s2
)(1− ρs2

s1
) ,

where H,F, eL, eC,m, eR denote the charges under the Cartans U(1)H ,U(1)F , U(1)L, U(1)2
C ,

U(1)R of R-symmetry, flavor symmetry, and gauge symmetry; and ρ, f, sL, sm, sR are the

corresponding fugacities. The denominator contains the charges of the components of the

hypermultiplet fields, while the numerator contains the charges of the moment maps. We

– 128 –



J
H
E
P
0
2
(
2
0
2
0
)
0
7
5

could also have introduced FI parameters and an Omega-background; since both of these

are flat deformations, they do not alter the Hilbert series.

The Hilbert series of the bulk algebra EndεB(1) = Cε[MH ] (with or without Omega-

deformation) is given by projecting to gauge-singlets:

I1 := TrEndB(1)ρ
HfF

=

∮
dsLds1ds2dsR

(2πi)4

1

2

(
1− s1

s2

)(
1− s2

s1

)
I[A] , (C.32)

where 1
2(1− s1

s2
)(1− s2

s1
) is the Haar measure for U(2)C . This can be computed simply by

expanding the integrand as a series in ρ, and taking the s-independent part of each term.

Alternatively, one may use a Jeffrey-Kirwan residue prescription [189]. The result of the

residue calculation is easily reorganized into

I1 =
(1− ρ3)(1− ρ4)

(1− ρ)(1− ρf)(1− ρ/f)× (1− ρ2)(1− ρ2f)(1− ρ2/f)
. (C.33)

This is perfectly consistent with the claim that EndεB(1) is generated by gauge-invariant

operators J0, J±;M0,M± (contributing each factor in the denominator), modulo two re-

lations of R-charge 3 and 4 (contributing the factors in the numerator). As expected, this

agrees with the Hilbert series for the Coulomb branch chiral ring of the mirror theory, see

e.g. [106].

The Hilbert series of the Wilson-line algebra EndB(W2) is given by projecting to gauge-

adjoints. This is accomplished by inserting a character of the End(2̄) representation:

I2 := TrEndB(W2)ρ
HfF

=

∮
dsLds1ds2dsR

(2πi)4

1

2

(
1− s1

s2

)(
1− s2

s1

)
×
(

1 +
s1

s2

)(
1 +

s2

s1

)
I[A] (C.34)

=
(1− ρ2)3

(
1− ρ3 + (1− ρ)(1 + f + f−1)ρ

)
(1− ρ)2(1− ρ)(1− ρf)(1− ρ/f)(1− ρ2)(1− ρ2f)(1− ρ2/f)

.

There is no way to simplify this as a product of binomials, as would be the case for

the commutative ring of functions on a complete intersection. The algebra EndB(W2) is

intrinsically non-commutative (with or without Omega background), and we should not

expect it to have a simple Hilbert series. We are better off expanding in ρ, to find

I2 = 1 +
[
2 + 2χf (3)

]
ρ+

[
2 + 5χf (3) + 2χf (5)

]
ρ2 +O(ρ3) , (C.35)

where χf (3) = f + 1 + f−1 and χf (5) = f2 + f + 1 + f−1 + f−2 are the characters of the

triplet and pentuplet representations of PSU(2)F .

The term in (C.35) of order ρ contains the generators we identified above, all of R-

charge 1. There are two (ΨL,ΨR) in a singlet of PSU(2)F , and 6 (J0, J±;N0, N±) forming

two triplets. The term of order ρ2 counts the operators of R-charge 2, modulo the relations

satisfied by those operators.
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The various R-charge 2 operators we have are:42

• the bilinears of the adjoints: NN, JN,NJ, JJ → 4(χf (5) + χf (3) + χf (1))

• the bilinears of adjoints and scalars: ΨN,NΨ,ΨJ, JΨ→ 8χf (3)

• the bilinears of scalars: ΨΨ→ 4χf (1)

for a total of

I2−ops
2 = 4χf (5) + 12χf (5) + 8χf (5). (C.36)

The various R-charge 2 relations we have are:

• the J ’s generate PSU(2)F → χf (3)

• the N ’s transform as 3 under PSU(2)F → χf (5) + χf (3) + χf (1)

• the Ψ’s transform as 1 under PSU(2)F → 2χf (3)

• the relations (C.15), (C.16), (C.17), (C.18), (C.28) transforming as 1→ 5χf (1)

• the relations (C.19), (C.21), (C.20) transforming as 3→ 3χf (3)

• the relation (C.22) transforming as 5→ χf (5)

for a total of

I2−rels
2 = 2χf (5) + 7χf (3) + 6χf (1). (C.37)

The difference I2−ops
2 − I2−rels

2 exactly matches the ρ2 term of (C.35). From this, we

conclude that, at least up to R-charge 2, the proposed generators and relations given

above are consistent with the Hilbert series computation. This does not completely rule

out the appearance of additional generators at higher R-charge, though we find it unlikely.

C.3 Conifold line operator

Here we work out in detail the algebra of local operators EndεA(Vcon) bound to the “coni-

fold” vortex line from section 8.2 in 3d N = 4 SQCD with gauge group G = U(2) and four

flavors of fundamental hypermultiplets (Xa
i, Y

i
a), a = 1, 2, i = 1, 2, 3, 4. We follow the

conventions set out in the main text. The line operator Vcon was defined in section 8.2.1

by coupling the bulk theory to 1d quiver quantum mechanics (8.16), repeated here:

(C.38)

42We distinguish the products AB and BA because the product is composition of endomorphisms; unless

some relation specifies commutativity, it should not be assumed.
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In QA-cohomology, this is equivalent to coupling to a 1d SQMA sigma-model with target

the resolved conifold. We fix a bulk vacuum ν at z →∞ given by

ν : Xa
i = δai , Y ≡ 0 , (C.39)

as in (8.24).

C.3.1 Vortex moduli space

The disc moduli space

MD(Bν ;Vcon) =
⊔

n≥−1

Mn
D(Bν ;Vcon)

' I[z]\{X(z) ∈ L0 ∩R[z, z−1] (C.40)

s.t. detX(1,2) 6= 0, deg detX(3,4) < deg detX(1,2)} .
described in (8.25) is covered by affine charts of the form

Mn,k,1
D : X(z) =

(
zk1 +

∑k1−1
d=−1 x

1
1,dz

d
∑k2−1

d=−1 x
1

2,dz
d

∑k1−1
d=0 x1

3,dz
d
∑k1−1

d=0 x1
4,dz

d∑k1
d=0 x

2
1,dz

d zk2 +
∑k2−1

d=0 x2
2,dz

d
∑k2−1

d=0 x2
3,dz

d
∑k2−1

d=0 x2
4,dz

d

)

Mn,k,w
D : X(z) =

( ∑k1−1
d=−1 x

1
1,dz

d zk2 +
∑k2−1

d=−1 x
1

2,dz
d
∑k2−1

d=0 x1
3,dz

d
∑k2−1

d=0 x1
4,dz

d

zk1 +
∑k1−1

d=0 x2
1,dz

d
∑k2

d=0 x
2

2,dz
d

∑k1−1
d=0 x2

3,dz
d
∑k1−1

d=0 x2
4,dz

d

)
,

(C.41)

with kσ(1) ≥ −1 and kσ(2) ≥ 0. There is a unique TF × C∗ε fixed point at the origin of

each chart, and we denote the corresponding classes |n, k, σ〉. We normalize the vectors

|n, k, σ〉 as

|n, k, σ〉 =
1

ωn,k,σ
δn,k,σ, (C.42)

where δn,k,σ is the fundamental class of the fixed point labeled by (k, σ) and ωn,k,σ is the

equivariant weight of the (normal bundle to the) fixed point in Mn
D(Bν ,Vcon). It follows

that the equivariant cohomology of the vortex moduli space is spanned by vectors |n, k, σ〉:
H(Bν ,Vcon) = H∗TF×U(1)ε

(MD(Bν ,Vcon)) =
⊕
k,σ

C |n, k, σ〉 . (C.43)

In order for the origins of the above patches to be fixed, there must be a compensating

torus gauge transformation satisfying ϕσ(a) + ma + (ka + 1
2)ε = 0. It follows that the

Coulomb-branch scalars ϕa act as

ϕa |n, k, σ〉 = −
(
mσ(a) +

(
kσ(a) +

1

2

)
ε

)
|n, k, σ〉 . (C.44)

Using this compensating gauge transformation, the TF × U(1)ε equivariant weights can

expressed as

ωn,k,σ = (−1)σ(m1 −m2 + (k1 − k2)ε)

×(−kσ(1) − 1)ε(mσ(2) −mσ(1) + (kσ(2) − kσ(1) − 1)ε)

×
2∏
i=1

2∏
a=1

ki−1∏
l=0

(mi −ma + (l − ka)ε)
4∏
i=3

2∏
a=1

ka−1∏
l=0

(mi −ma + (l − ka)ε) .
(C.45)
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C.3.2 Correspondence spaces

With the equivariant cohomology of the moduli space of vortices in hand, we move to the

spaces of correspondences (raviolo spaces) between them:

Mrav(Bν ;Vcon,Vcon) = I ′[z]
∖
{(X ′; g;X) | X ′ = gX, g ∈ G[z, z−1]}

/
I[z] (C.46)

where I[z] is the group of residual (polynomial) gauge transformations on the “bottom”

disk, and similarly for I ′[z] on the “top” disk. The group G[z, z−1] is the group of 2 × 2

matrices over C[z, z−1].

As discussed in the main body of the text, Mrav(Bν ;Vcon,Vcon) has disconnected

components labeled by the number of vortices on the top and bottom disks

Mrav(Bν ;Vcon,Vcon) =
∐
n′,n

Mn′,n
rav (Bν ;Vcon,Vcon) (C.47)

and is endowed with two projection maps π :Mrav(Bν ;Vcon,Vcon)→MD(Bν ,Vcon) (resp.

π′ :Mrav(Bν ;Vcon,Vcon)→MD(Bν ,Vcon)), corresponding to forgetting g,X ′ (resp. g,X).

These projection maps respect the decompositions into spaces of fixed vortex number.

First consider the case where n = n′, i.e. operators of zero monopole charge. These

operators will be matched with the scalar operators ΨL,ΨR, J
0, N0 found in EndεB(W2).

There is an obvious cohomology class corresponding to “doing nothing”, i.e. the cohomol-

ogy class dual to the cycle with g the identity matrix or simply a copy of Mn
D(Bν ,Vcon)

inside Mn,n′
rav (Bν ;Vcon,Vcon). The corresponding operator is the identity operator 1 in

the algebra.

Extracting other cohomology classes is somewhat more delicate. In particu-

lar, we will look for I[z]-equivariant cycles in I ′[z]\G[z, z−1] and submanifolds S of

Mn,n
rav(Bν ;Vcon,Vcon) to which they belong. As we consider larger and larger cycles in

I ′[z]\G[z, z−1], the submanifolds of Mn,n
rav(Bν ;Vcon,Vcon) that they belong to will shrink.

As an example of this process consider I[z]′\G[z] ⊂ I[z]′\G[z, z−1]. This can be

parameterized by the 2× 2 matrix (
a b

c d

)
, (C.48)

with ad − bc ∈ C∗, modulo the left action of I[z]′. When b(0) := b0 6= 0 it is possible to

act with

g =

(
−b

ad−bc
d

ad−bc
1

ad−bc
(
a− a0

b0
b
)

1
ad−bc

(
a0
b0
d− c

)) ∈ I[z], (C.49)

where a(0) := a0, to find an affine chart given by(
1 0
a0
b0

1

)
. (C.50)

Similarly, when a0 6= 0 we find an affine chart given by(
0 1

1 b0
a0

)
. (C.51)
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We conclude that this (double) orbit is a copy of CP1 parametrized by two charts given by(
1 0

c 1

) (
0 1

1 d

)
, (C.52)

where d = 1
c away from c = 0.

This class doesn’t fit into correspondences over all X as this could place a pole in

the bottom row of X. Instead, we find that it only fits into the submanifold S(0,0) ⊂
Mn,n

rav(Bν ;Vcon,Vcon) locally defined by the equations x1
i,−1 = 0, where i = 1, 2, An in-

teresting class in the equivariant cohomology of the full correspondence space is the fun-

damental class of this submanifold. This class can be expressed in terms of torus fixed

points of S(1), which can be realized as a fixed point in the “base” times a fixed point in

the “fiber” over that base fixed point. The fiber fixed points are the origins of the above

patches, i.e.

g = 1 =

(
1 0

0 1

)
g = w =

(
0 1

1 0

)
. (C.53)

We therefore have an operator given by

∂1 =
δ

(1)
1,0 − δ

(1)
w,0

ϕ2 − ϕ1
, (C.54)

where δ
(1)
σ′,0 is a sum over the base fixed points for the fiber fixed point labeled by σ′. The

denominator ϕ2 − ϕ1 is the equivariant weight of the 1 fixed point. In order to determine

the action of ∂1 on |n, k, σ〉, it suffices to understand the action of the fixed point classes

which follows from (7.73) and knowledge of the equivariant weight e(NS(0,0)
|σ′; k, σ) of the

(normal bundle to the) submanifold. A straightforward computation shows that

e(NS(0,0)
|σ′; k, σ) = p(−mσ(1) − (kσ(1) + 1)ε) (C.55)

which is simply given by the product of the equivariant weights of the coordinates x1
i,−1

within the appropriate chart. Putting this together, the action of ∂1 on the class |n, k, σ〉 is

∂1 |n,k,σ〉=
(−1)σ

m1−m2+(k1−k2)ε
(p(−m1−(k1+1)ε) |n,k,1〉+p(−m2−(k2+1)ε) |n,k,w〉)

(C.56)

It is worth noting that when acting on a state |n, k, σ〉 with kσ(1) = −1, the second term

should vanish. This is because the w fixed point does not fit into correspondences over

those fixed points, in particular there are no fixed points with kσ(1) < −1.

A similar procedure can be applied to the cycle for the closure of I[z]′\Ow,(1,−1), where

Ow,(1,−1) is the I[z]′ × I[z] orbit of wz(1,−1), which is also a copy of CP1. This cycle can

parameterized by the affine charts(
1 bz−1

0 1

)
,

(
a z−1

z 0

)
(C.57)
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where b = 1/a on the overlap. This cycle fits into a submanifold Sw,(1,−1) described locally

by the equations x2
i′,0 = 0, where i′ = 3, 4, and so

e(NSw,(1,−1)
|1; k, σ) = p̂(−mσ(2) − kσ(2)ε) = e(NSw,(1,−1)

|wz(1,−1); k, σ). (C.58)

From this, is straightforward to see that fundamental class of this submanifold, which we

denote ∂2, acts on |n, k, σ〉 as

∂2 |n, k;σ〉 =
(−1)σ

m2 −m1 + (k2 − k1 − (−1)σ)ε

[
p̂(−mσ(2) − kσ(2)ε) |n, k;σ〉

+ p̂(−mσ(1) − (kσ(1) + 1)ε) |n, k + eσ(1) − eσ(2);wσ〉
]

where p̂(x) = (x+m3)(x+m4) and e1, e2 are the lattice vectors (1, 0) and (0, 1). Just as

with ∂1, when acting on a state |n, k;σ〉 with kσ(2) = 0, the second term should vanish.

Together with ϕa, the operators ∂1, ∂2 will be all that are needed to match with the

EndεB(W2) operators ΨL,ΨR, J
0, N0.

Now let’s move to operators of monopole charge 1. Operators of higher monopole

charge can be found in a similar fashion, but these simple operators are sufficient for

matching the operators in EndεB(W2) discussed above. There are two simple CP1 cycles in

I[z]′\G[z, z−1] that fit into correspondences over all X.

The first CP1 arises as the closure of I[z]′\O(1,0), where O(1,0) is the I[z]′ × I[z] orbit

of z(1,0) in G[z, z−1]. A straightforward computation shows that this CP1 cycle admits

affine charts

g =

(
z 0

zc 1

)
and g =

(
0 1

z d

)
, (C.59)

with transition function d = 1
c . The second arises as the closure of I[z]′\O(1,0), where

O(0,1) is the I[z]′ × I[z] orbit of z(0,1) in G[z, z−1]. It admits affine charts

g =

(
1 b

0 z

)
and g =

(
a 1

z 0

)
(C.60)

with transition function a = 1
b .

Using the same procedure described for the operators of zero monopole charge, there

are two interesting operators V +
1 and V +

2 given by the fundamental classes of the subman-

ifolds determined by these cycles. Their actions on |n, k, σ〉 are given by

V +
1 |n, k, σ〉 =

(−1)σp̂(−mσ(1) − (kσ(1) + 1)ε)

m1 −m2 + (k1 − k2 + (−1)σ)ε
(C.61)

×
[
p(−mσ(1) − (kσ(1) + 2)ε) |n + 1, k + eσ(1), σ〉

+ p(−mσ(2) − (kσ(2) + 1)ε) |n + 1, k + eσ(1), wσ〉
]
,
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and

V +
2 |n, k, σ〉 =

(−1)σp(−mσ(2) − (kσ(2) + 1)ε)

m1 −m2 + (k1 − k2)ε
(C.62)

×
[
p̂(−mσ(2) − (kσ(2) + 1)ε) |n + 1, k + eσ(2), σ〉

+ p̂(−mσ(1) − (kσ(1) + 1)ε) |n + 1, k + eσ(1), wσ〉
]
.

Finally, consider operators of monopole charge -1. Just as with the operators of

monopole charge +1, there are two simple CP1 classes in I[z]′\G[z, z−1] that fit this de-

scription. The first is given by I[z]′\O(−1,0) and admits affine charts

g =

(
z−1 z−1b

0 1

)
and g =

(
z−1a z−1

1 0

)
, (C.63)

with transition function b = 1
a . Just like the monopole 0 operators, this cycle does not fit

into correspondences over all X. One finds that the normal bundle factors are given by

e(NS(−1,0)
|z(−1,0);k,σ) = p(−mσ(1) − (kσ(1) + 1)ε)p̂(−mσ(1) − kσ(1)ε) (C.64)

and

e(NS(−1,0)
|wz(0,−1);k,σ) = p(−mσ(1) − (kσ(1) + 1)ε)p̂(−mσ(2) − kσ(2)ε). (C.65)

The second CP1 arises as I[z]′\O(0,−1) and admits affine charts

g =

(
1 0

c z−1

)
and g =

(
0 z−11

1 z−1d

)
, (C.66)

with transition function d = 1
c . Again, this cycle does not fit into correspondences over all

X. The normal bundle factors are given by

e(NS(0,−1)
|z(0,−1); k, σ) = p(−mσ(2) − kσ(2)ε)p̂(−mσ(2) − kσ(2)ε) (C.67)

and

e(NS(0,−1)
|wz(0,−1); k, σ) = p(−mσ(1) − (kσ(1) + 1)ε)p̂(−mσ(2) − kσ(2)ε). (C.68)

From the fundamental classes of these submanifolds we get operators V −1 and V −2 .

Their actions on |n, k;σ〉 are given by

V −1 |n, k, σ〉 =
(−1)σ

m2 −m1 + (k2 − k1)ε

[
|n− 1, k − eσ(1), σ〉+ |n− 1, k − eσ(2), wσ〉

]
,

(C.69)

and

V −2 |n,k,σ〉=
(−1)σ

m1−m2+(k1−k2+(−1)σ)ε

[
|n−1,k−eσ(2),σ〉+|n−1,k−eσ(2),wσ〉

]
.

(C.70)
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Just as was the case earlier, it should be understood that any occurrence of a vector

|n− 1, k′;σ′〉 with k′σ′(1) < −1 or k′σ′(2) < 0 should be set to zero.

All together, we have the 8 operators ϕ1, ϕ2, ∂1, ∂2, V ±1 and V ±2 . They are all

R-charge 1 and have the correct flavor charges to match the operators of R-charge 1 in

EndεB(W2). With the above expressions, it is straightforward to compute relations between

these operators. In the next subsection we address the matching of these operators with

those in EndεB(W2).

C.4 Matching across mirror symmetry

We now move to matching various local operators and parameters across mirror symme-

try. We use the notation where the mirror of an operator O in EndεB(W2) denoted by

the operator O! in EndεA(Vcon). There are many sources of ambiguities in the matching

across mirror symmetry coming from composing with an automorphism of the algebra of

operators. We will mention several of these along the way.

As a first step, let us identify the operators mirror to those generating the (comlexified)

PSU(2) flavor symmetry. It is well known that, under mirror symmetry, the Higgs-branch

flavor torus is mapped to the topological symmetry rotating the dual photon, although there

can be mixing with U(1)ε. This tells us that the scalar operator J0, which measures charge

under the Higgs-branch flavor torus, should be mapped to an operator (J0)! = −2(ϕ1 +

ϕ2) + c, for c some linear function of ε. The operators (J±)! should then have charges

±2 with respect to (J0)!, i.e. they should increase monopole charge by ±1; therefore they

should be linear combinations of the operators V ±1 , V ±2 .

A convenient way to pin down the forms of (J±)! is to consider the operator[
a+V

+
1 + b+V

+
2 , a−V

−
1 + b−V

−
2

]
(C.71)

and require that |n, k, σ〉 is an eigenvector thereof. This constraint automatically implies

that a± = ∓b±, and to get something that matches the form of (J0)! above implies that

a+a− = 1 for c = ε.43 We shall choose a+ = a− = 1, namely

(J±)! = V ±1 ∓ V ±2
(J0)! = −2(ϕ1 + ϕ2) + ε. (C.72)

We conclude that the operators (J0)!, (J±)! generate the (complexified) PSU(2) Coulomb-

branch flavor symmetry and are mirror to the operators J0, J±.44

Now, consider the operators ΨL,ΨR and their mirrors. They satisfy relations (C.15)

and (C.16), thus we seek operators with zero monopole charge satisfying similar relations,

i.e. we will look for two independent operators (ΨL)! and (ΨR)! that schematically satisfy

((Ψp)
!)2 +λp(Ψp)

! = 0 for p = L,R and λp some linear function of mi, ε. The precise values

of λp can be determined via a brane construction of these theories and line operators by

43It is important to remember that mi are equivariant parameters for the P (U(2)×U(2)′) flavor symmetry,

chosen so that m1 +m2 +m3 +m4 = 0.
44There is some ambiguity in this identification arising from automorphisms of PSU(2). For example,

(J0)! = 2(ϕ1 + ϕ2)− ε, (J±)! = V ∓1 ± V
∓
2 is an equally good identification.
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tracking how positions of branes are exchanged, but we shall ignore this route and find the

same values of λp independent of a brane construction. The most general form of (Ψp)
! is

given by

ap∂1 + bp∂2 + cpϕ1 + dpϕ2 + ep (C.73)

where ep is some linear function of mi, ε. With this parameterization, it is a straightforward

computation to solve the equation ((Ψp)
!)2 +λp(Ψp)

! = 0. We find two solutions45 given by

(ΨL)! = ∂1 + ϕ1 +m1 −
ε

2
(ΨR)! = ∂2 + ϕ2 +m3 +

ε

2
(C.74)

for λL = m2 −m1 and λR = m4 −m3. This identification automatically tells us that the

mirrors of the FI parameters tL and tR should be identified as

(tL)! = m2 −m1 (tR)! = m4 −m3. (C.75)

Finally, let’s move to the operators transforming in the adjoint representation of the

flavor symmetry. A straightforward approach is to find highest and lowest weight vectors

and then check that they indeed agree “in the middle,” i.e. that raising the lowest weight

operator yields the same operator as lowering the highest weight operator. The only

operators with the desired PSU(2) charges of (N±)! are linear combinations of V ±1 , V ±2 ,

and the choice should be linearly independent of (J±)!. It turns out that the space of viable

linear combinations is reduced to either V ±1 or ∓V ±2 when matching the other relations.46

We choose

(N±)! = V ±1 . (C.76)

With this choice, we find that we should identify

(N0)! = ∂1 − ∂2 − ϕ1 − ϕ2 −m3 −m4. (C.77)

It is straightforward, although tedious, to check that the relations in EndεB(W2) are indeed

satisfied under the final identification

(tC)! = m4 −m1. (C.78)

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.

45There is an ambiguity in assigning which solution to label (ΨL)! versus (ΨR)!, but this is in agreement

with the Z2 symmetry exchanging the two U(1) factors (and hence ΨL and ΨR). There is a further ambiguity

associated to the redefinition Ψp 7→ Ψ′p := λp1−Ψp which also satisfies (Ψ′p)
2 + λpΨ

′
p = 0.

46This remaining ambiguity arises from the automorphism N0 7→ (N0)′ = J0 − N0, N± 7→ (N±)′ =

J± −N±.
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