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Abstract

The methods used for regulatory decisions must facilitate three kinds of

communication: (i) with individual experts who must translate their knowl-
edge into usable form; (ii) among the experts whose pooled knowledge in-
forms those choices; and (iii) between regulators and those affected by their
choices. Decision-making methods vary in their reliance on expert judgement
and computational methods and, hence, in their ability to meet the goals of
sound decision making: breadth, depth, precision, neutrality, evaluability and
transparency. An approach developed by the US FDA, the Benefit-Risk
Framework, integrates judgement and computation, cognizant of their
strengths and weaknesses. Its application both requires and facilitates good
communication about risks and benefits.

Sound, credible regulatory decision-making faces
three communication challenges. One is having
methods and conclusions that are transparent
to the many stakeholders concerned with the
choices, including physicians, patients, patient ad-
vocates, pharmaceutical companies, pharmacists
and politicians. The second is facilitating com-
munication among an agency’s expert reviewers,
so that all issues are aired and resolved as far as
the data allow. The third is communication with
individual experts, so that they can express their
knowledge in relevant terms. The methods avail-
able to meet these challenges vary in their reliance
on expert judgement and computational meth-
ods. This article considers, in turn, the general
strengths and weaknesses of judgement and com-
putation, their specific expressions in regulatory
decisions, and an integrated approach being de-
veloped by the US FDA.

In order to be approved for use, drugs must be
shown to be effective and to have benefits that

outweigh their risks. Regulators making those
assessments consider both direct effects on pa-
tients who might take a drug and indirect effects
on other public health concerns, such as pro-
moting the development of treatment options for
patients who do not tolerate or will not use ex-
isting products. In making these choices, reg-
ulators need the best available evidence regarding
products’ benefits and risk, including candid as-
sessments of the uncertainties surrounding that
evidence.l-3]

Drug approval decisions often force regulators
to balance diverse, complex, uncertain outcomes.
The methods for that balancing can be described
as falling along a continuum ranging from pure
judgement to pure computation. At the one ex-
treme, regulators can rely on their expert reviewers’
experience to assess whether the apparent risks
and benefits warrant making it available to
patients, conditional on its other public health
impacts. At the other extreme, regulators can rely
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on formal models, such as those developed
for cost-effectiveness analysis, to compute ag-
gregate estimates of benefit and risk.*> Many
of those models seek to measure the relative
importance of all outcomes in common units,
such as Quality-Adjusted Life-Years (QALYS).
An attraction of those models is offering explicit,
replicable procedures for computing the overall
attractiveness of treatment options.[*8 A danger
is obscuring the exercise of expert judgement in-
volved in resolving matters of fact (i.e. analysing
the evidence about key outcomes) and matters of
value (i.e. determining those outcomes’ relative
importance).l!

Section 1 draws on results from decision
sciencel!®!!l to characterize the strengths and
weaknesses of approaches relying on judgement
and computation in terms of six goals of sound
decision making. Section 2 considers the specific
challenges posed by regulatory benefit-risk deci-
sions. Section 3 describes an approach being
deployed by the FDA, designed to integrate judg-
ement and computation in ways suited to those
decisions. Briefly, that approach takes computa-
tion as far as it can go, then uses disciplined
expert judgement to produce a fuller understand-
ing of benefits and risks. Section 4 discusses how
sound decision-making methods require sound
communication.

1. Six Goails for Decision-Making
Processes

1.1 Breadth

A decision-making process should address all
issues relevant to the decision maker. To that end,
judgement has a natural advantage, in that ex-
perts can draw on their broad knowledge to con-
sider any issue set before them. In contrast, formal
analysis can only address issues translated into its
standard terms. As a result, expert judgement
potentially has much greater breadth than does
formal analysis. The value of that potential de-
pends on how much breadth is needed and how
well experts can provide it.

An important finding in decision science is that
experts often overestimate their ability to think
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broadly, in the sense of considering many issues
systematically.l'>13] Indeed, the research finds
that experts often make no better decisions than
do simple formulae (e.g. compare the number of
good and bad outcomes) that rely on expert judg-
ement to identify the key issues. One reason for
this finding is that experts cannot keep everything
in their heads. As a result, rather than trying to
think broadly, they may do better by addressing
every item in a standard set of issues, and then
performing a simple calculation. Checklists are
often useful for just the same reason. Achieving
greater consistency compensates for restricting
the set of issues.['*!3] Like checklists, simple com-
putations are also transparent, unlike complex
formulae whose results must be taken on faith.
How these issues emerge in any specific decision-
making setting is an empirical question, answered
by studying how well a method predicts health
outcomes and communicates its findings.['¢]

However complex their computations might
be, all models reflect the judgements of the ex-
perts who set their initial terms, revise them in
order to incorporate new issues, assess the im-
portance of the issues that they omit, and explain
their logic. As a result, when seeking breadth of
coverage, the best balance of judgement and com-
putation involves computing the computable,
then using expert judgement for insight into is-
sues that the models ignore.

1.2 Depth

Analogous issues arise with achieving the depth
needed to understand each element of the rel-
evant evidence adequately. Formal methods can
compute statistical summaries of identically col-
lected observations. Such calculations avoid the
imprecision of relying on mental arithmetic and
the biases from relying on intuitive judgement
(e.g. unduly weighting memorable observa-
tions).['1-17-181 However, they still require the ex-
pert judgement of statisticians to select methods,
evaluate data quality and address problems (e.g.
outliers, missing data, imperfect randomization).

Even more expert judgement is needed to com-
bine evidence from diverse sources. That judge-
ment might be used to construct formal models
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that estimate the likelihood of future events by
combining statistics for their components (e.g.
probabilistic risk assessments of new medical
devices). Or, it might be elicited as holistic judg-
ements that seek to accommodate all sources of
uncertainty, including statistical variability.

As with breadth, the best way to achieve need-
ed depth is to compute as much as possible, so as
to avoid the limits to intuitive statistics, and then
rely on expert judgement for the rest, so as to
accommodate additional forms of evidence. These
judgements should be elicited with methods
found to reduce bias and subject to evaluation, so
that users know how much to trust them.[3:10-19-231

1.3 Precision

Formal models require users to define their
issues precisely, thereby reducing the ambiguity
that is part of much thinking and discourse. Do-
ing so addresses the concern raised in Michael
Faraday’s famous quote, “If you cannot measure
it, you cannot improve it.”” Precision also facil-
itates communicating decisions and evaluating
their quality.[>4]

For measures to achieve those ends, they must
be communicated clearly to the experts who
provide the inputs to the calculations and to the
decision makers who use their outputs. Those
inputs might include raw data (e.g. survey reports
of how often medications are taken or adverse
effects are experienced) and expert judgements
of those data (e.g. the accuracy of such patient
reports). The outputs of the calculations might
be predictions of critical outcomes (e.g. adverse
effect rates; the number of people who need to be
treated in order to achieve a clinical outcome),
analyses of potential antecedents (e.g. blood
chemistry) or assessments of the uncertainty sur-
rounding them.

Unfortunately, precision is easily overestimated.
Even seemingly clear and simple terms, such as
‘rain’, ‘likely’, ‘pain’ or ‘safe sex’, can mean dif-
ferent things to different people — or to the same
people in different contexts.>2% As a result,
using such terms forces people to read between
the lines, and guess at the intended meaning.!*”!
Faced by such ambiguity, people may not only
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guess wrong, but also question the motives of those
who fail to make themselves clear. A problem
specific to formal models is that analytically
precise terms may have little intuitive meaning.[8]
Such miscommunication can easily go unnoticed
unless the degree of shared understanding is
measured directly.l?*]

In this light, the best way to balance judgement
and computation in pursuit of precision is to use
the most precise measures that people can com-
fortably understand, and then rely on results from
behavioural research to extrapolate from there to
the measures that decision makers need.?%3! For
example, if decision makers need more precise
estimates of health behaviours (e.g. annual ad-
verse effect rates) than people can give, one might
ask about the last occurrence of an event, then
infer the desired rate by projecting over the rel-
evant time period, adjusting for telescoping (the
tendency to exaggerate how recently events oc-
curred). Asking people about distinctive periods
(e.g. how did you feel the week before Thanks-
giving — or finals?) can evoke incidental cues
that aid memory, while possibly incurring bias
(e.g. if those periods have atypically high or low
rates).3?

1.4 Neutrality

Decision makers’ choices should reflect their
organizations’ values. Their experts’ job is to
summarize the relevant evidence so that decision
makers can apply those values. Experts can un-
dermine those decisions if their personal values
affect their work. That can happen both with
formal analyses and with expert judgement.

With formal analyses, values are inevitably
embedded in their precisely defined terms.!'%-331
For example, mortality risk can be measured
(precisely) as the probability of premature death
or as the expected number of life-years lost. The
first measure treats all deaths as equal; the latter
values young people more (as more years are lost
when they die). There are cthical cases for either
definition, but an analysis that uses just one ig-
nores the other. Similar value-laden judgements
accompany other terms that need precise defini-
tions when computing expected impacts (e.g. whether
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to distinguish people by their sex, ethnicity or ability
to provide informed consent for treatment).

With expert judgement, values can affect re-
sults both deliberately and inadvertently. On the
one hand, experts might make explicitly ‘con-
servative’ estimates in order to induce a measure
of caution. On the other hand, their judgement
might be clouded by ‘motivated cognition’, as
they exploit ambiguity in order to see what they
hope to see and dismiss unwanted observations.[3+37]

The best way to balance judgement and com-
putation in achieving neutrality is to have experts
communicate the values embedded in their work,
along with the implications of using alternative
values (e.g. different definitions of mortality).
Decision makers can then choose the perspective
closest to their mandate. Such help is especially
needed when people face novel choices, forcing
them to ‘construct’ their preferences, by working
through the implications of their basic values for
specific choices.’®37] To this end, experts must
communicate the values embedded in their mod-
els (e.g. how they defined ‘mortality’) and their
analyses (e.g. how conservative their estimates
are; how much they have discounted future out-
comes). Having experts disclose their values also
offers an explicit way to express those concerns,
reducing any influence on their judgements of the
evidence.

1.5 Evaluability

Decision makers need to know how definitive
analyses are, when basing choices on them. For-
mal models can address this question with sensi-
tivity analyses: varying the inputs through the
range of plausible values, allowing decision makers
to see if their choices change (hence are ‘sensitive’
to which value is used). Statistical measures of
variability (e.g. standard deviations, confidence
intervals) can guide the choice of values for sen-
sitivity analyses by capturing what has been
observed (e.g. in clinical trials). However, judge-
ment is needed to capture what might be observed
(e.g. with actual use of a product or actual re-
porting of adverse events).

Structured elicitation of expert judgement is
the standard approach to identifying plausible
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values. Like all measurements, such judgements
can be evaluated in terms of consistency or ac-
curacy.® Consistency is evaluated by asking the
same question in different ways, and then seeing
how compatible the answers are (e.g. comparing
judgements elicited for different time periods).[>]
Accuracy is evaluated by eliciting judgements
precisely enough to compare them to subsequent
events. For example, studies of the accuracy of
probability-of-precipitation forecasts have found
them to be well calibrated, in the sense that it
rains about 70% of the time when forecasters as-
sign that probability.[?3]

The best way to balance judgement and com-
putation when designing a decision-making process
for evaluability is to compute sensitivity analyses,
guided by expert judgements, taking into account
any suspected bias. For example, research has
found that judgements are sometimes anchored
on the first value that people consider. As a result,
the preferred way to elicit probability distributions
begins by asking about extreme values — because
asking first for a best guess would anchor sub-
sequent judgements on that value, producing
unduly narrow intervals.'®! If experts insist on
starting with a best guess, then sensitivity analy-
ses can use broader intervals than the ones that
they provide. Such strategies acknowledge the
possibility of bias without letting that threat dis-
qualify all judgements.

1.6 Transparency

Good communication between experts and
decision makers should be an emergent property
of a well-designed decision-making process. That
process should allow decision makers to com-
municate their information needs to experts, so
that relevant analyses are performed and com-
municated comprehensibly. Formal analysis coupled
with structured expert elicitation can charac-
terize information needs in analytical terms.36-38]
Behavioural research can convey that informa-
tion effectively, and then assess recipients’ un-
derstanding.[40-41]

Understanding regulators’ choices requires
understanding both the evidence and the decision-
making process. Which issues and stakeholders
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have standing? Which values are embedded in its
terms? How much is invested in clarifying those
values and separating them from assessments of
fact? How diligently are uncertainties sought?
How conscientiously are their implications ex-
plored? How candidly are they expressed? Effec-
tive communication need not be expensive, but
does require evidence.['® Sound decision-making
methods should simplify communication, by fo-
cusing it on the few most critical issues and ex-
plicating the rationale for regulators’ choices.*?

2. Design for Decision: Approving
Medical Treatments

Applying these general design principles to
specific decisions requires considering the kinds
of options, outcomes, and evidence that those de-
cisions entail. For regulators’ benefit-risk deci-
sions about drugs, these three elements typically
have the following properties, with the attendant
design implications.

2.1 Options

Depending on their legal framework, reg-
ulators might have but two discrete options:
approving or not approving a drug (perhaps re-
visiting that choice as evidence accumulates).
In other cases, though, regulators can create
new options, hoping to modify a drug’s benefits
or risks and improve its benefit-risk profile. For
example, the FDAM3! can approve a drug con-
ditional on a Risk Evaluation and Mitigation
Strategy (REMS), requiring actions such as spe-
cial provider training, patient education, or re-
strictions on drug dispensing.

With discrete options, regulators need to know
only whether expected benefits exceed expected
risks (conditional on other public health impacts).
That determination should be straightforward
when the treatment is a clear winner supported by
strong data, but difficult when those conditions
are not met. A sound decision-making procedure
will allow regulators to adapt their level of effort
to the difficulty of the choice — making quick,
careful work of the easy decisions, while investing
more effort in the hard ones.
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When regulators can create options, they need
more than just bottom-line estimates of expected
benefits and risks. Rather, they also need to un-
derstand the processes determining those out-
comes well enough to envision new options that
might push a treatment over the threshold of
acceptability. To that end, the decision-making
process must reveal which issues make experts
nervous (e.g. drug-drug interactions that could
not be observed in clinical trials, given patient
selection criteria) and where they see opportu-
nities for improvement (e.g. checks integrated
into pharmacy systems). That knowledge must
then accompany their decision, as part of the ra-
tionale communicated to stakeholders.

2.2 Outcomes

Regulators’ legal framework determines which
outcomes have standing. Those may be just direct
impacts on patients’ health or other public health
outcomes as well (e.g. the availability of novel
dosing methods). That legal framework should
also determine the decision rule to use in com-
bining evaluations of a drug’s relevant outcomes.
That rule might be compensatory, if a drug’s
strengths can cancel out its weaknesses; conjunctive,
if a drug must be acceptable on every outcome
(e.g. with no more than a maximum tolerable risk
and no less than a minimum useful benefit); or
disjunctive, if it must have at least one excep-
tional property (e.g. a new mechanism of action),
while being acceptable in other respects.

Healthcare analysts have developed various
methods for comparing the potentially diverse
outcomes that patients might experience.[”-8-22-311
One strategy, mentioned earlier, translates all
outcomes into a common unit (e.g. QALYs5).
A second strategy elicits preferences among vec-
tors of outcomes, hoping to reveal the relative
weights assigned to each.[*4]

One common criticism of these methods is that
expressing all values on a single scale loses dis-
tinctions essential to making, and then commu-
nicating, decisions. A second criticism is that these
methods obscure value questions (e.g. how should
one define mortality or deal with effects distributed
over time). A third criticism questions whether
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people can articulate their preferences well en-
ough to provide the stable judgements that these
methods require.3%371 A fourth criticism argues
that these value questions should be resolved through
vigorous public debate, rather than being buried
in analytical details.!'!]

These criticisms apply to the ‘traditional’ use
of these methods in cost-effectiveness analysis,
where the benefits of making many, relatively
similar decisions consistently might compensate
for ignoring the differences among those deci-
sions.['%13] Regulatory approval decisions, though,
pose unique choices with complex implications
for decision made by potentially heterogeneous
and uncertain patient populations. Analysts can
often shed some light on any issue (e.g. a putative
value for the theoretical possibility that a treatment
would slow the development of bacterial resis-
tance), as long as their work is properly qualified
and does not displace needed discussion.

A method that informs decision makers’ jud-
gement, rather than replacing it with computed
solutions, must provide the alternative perspec-
tives that they need to articulate their pref-
erences.’’l Those perspectives might include
calculations made under different assumptions,
as long as decision makers recognize that the
more they rely on others’ calculations the more
difficult it will be for them to communicate the
rationale for their choices.

2.3 Evidence (and Uncertainties)

Decision makers need three kinds of knowl-
edge about the evidence regarding a treatment:
(i) statistical summaries of the relevant data;
(i1) critical evaluations of quality of the studies
producing those data; and (iii) an understanding
of the strength of the underlying science. Here,
too, they must get the best combination of jud-
gement and computation.

Given the limits to intuitive statistics, compu-
tation is obviously better than judgement for
producing statistical summaries. As mentioned,
those calculations require the expert judgement
of statisticians (e.g. to choose right tests, handle
missing observations and outliers). Once done,
they must be communicated to users who may
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need help in avoiding common pitfalls (e.g. con-
fusing absolute and relative risk, confusing prac-
tical and statistical significance).l'!-18]

Expert judgement is also essential for the other
two assessments that decision makers need: the
quality of the studies and the strength of the
science underlying them. Ascertaining the quality
of the studies is the central work of regulatory
reviewers, who have the strength of the science in
the back of their minds.>3] Reviewers know that
even the most careful studies in new scientific
areas can provide a shaky foundation for decision
making, as can weak studies in mature areas.
Computation can inform these judgements, as
when a formal meta-analysis assesses the overall
strength of the benefit or risk signal lurking in
a set of studies! or when meta-methodology
studies estimate the size of the errors introduced
by design flaws (e.g. not randomizing; not blind-
ing participants).B]

Regulators need to know about these un-
certainties in order to know how much confidence
to place in their decisions, what additional data to
require, what precautions to take and how vigi-
lant to be for surprises (perhaps requiring them to
revisit a decision). Moreover, they need to receive
that knowledge in a form that allows them to
design better options, construct thoughtful pref-
erences and communicate their conclusions. Meet-
ing those conditions is the challenge facing those
who design regulatory decision-making processes.

3. A Design for Decision: US FDA'’s
Benefit-Risk Framework

Since 2009, the FDA has been developing an
approach to benefit-risk decision making that
seeks to balance judgement and computation.
Eggers,*] Jenkins!*! and Walker et al.*”! provide
brief descriptions. The regulatory philosophy under-
lying the approach is expressed in discussions of
specific decisions (e.g. Beasley et al.,[*®! Parks and
Rosebraugh®!). The following is my personal
view of the approach, cast in terms of the design
principles described above. It does not obligate
the FDA in any way. Alternative approaches,
developed within other design constraints, can be
found in Breckenridge,!*®! Coplan et al.,!! Eichler
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et al.,’ European Medicines Agency,*?! Levitan
et al.,l’! Mussen et al.’3! and Phillips et al.¥] They
differ from the FDA’s Framework primarily in
requiring more formal (and more demanding)
judgements from experts and in relying more
heavily on computation.

A distinctive feature of the FDA’s process in
developing the framework has been extensive
testing with its reviewers. That testing sought to
ensure that the method addressed the three es-
sential communication needs: (i) communicating
with individual experts, so that they understand
the method and can express themselves in its
terms; (ii) allowing effective communication
within review teams, so that members’ expertise is
fully shared; and (iii) facilitating stakeholders’
understanding of how decisions are reached and
ability to provide requested input. The frame-
work evolved through that testing process, gui-
ded by the underlying decision science.!'0-34

3.1 The Framework

Table I shows the Benefit-Risk Framework.
The five rows represent the factors that the FDA
considers, in an order that tells the story of a
decision: what condition a drug treats, what are
the unmet medical needs in that therapeutic area,
what appear to be the drug’s clinical benefits,
what are its estimated risks and what risk man-
agement activities could improve those out-
comes. These rows express the FDA’s regulatory
philosophy. For example, they show that the
FDA considers benefits and risks, but not
monetary costs — leaving them to other decision
makers. The first row shows the FDA’s attention
to defining the benefit precisely (e.g. just initial
infections, just children aged over 6 years, just

Table I. US FDA'’s Benefit-Risk Framework
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patients without the complications excluded in
the proposed label). That description of the con-
dition should communicate its severity well en-
ough for readers to understand why the FDA
decided that predicted benefits outweighed pre-
dicted risks — or not.

The Framework’s two columns distinguish
evidence and uncertainties (left) from conclusions
and reasons (right). The former summarizes the
submitted data, as analysed by the FDA’s subject
matter experts. The latter summarizes their opi-
nions regarding the implications of that evidence
for the pending regulatory decision. The former
has judgements of fact; the latter has judgements
of value. Having separate columns clearly dis-
tinguishes those two kinds of subjectivity. It also
invites reviewers to express their thinking about
policy issues, recognizing that senior officials
with signatory authority ultimately make the
decision. It might reduce any tendency for value
judgements to influence scientific ones (e.g. in-
jecting caution with ‘conservative’ estimates).

When the framework has been completed for a
product, its cells summarize the issues that re-
viewers consider critical to the approval decision.
These entries will include both calculations (e.g.
confidence intervals for effect sizes) and judge-
ments (e.g. concerns about data quality). The
completed framework may note issues that once
seemed relevant, but proved immaterial (e.g.
manufacturing problems that were resolved, novel
outcome measures that were rejected). Detailed
support for each entry appears in traditional
FDA review documents. Checklists (not shown)
suggest issues to consider for each cell. The table
is accompanied by a narrative summary of the
decision and the reasoning behind it, thereby
communicating how the FDA balanced benefits

Decision factor

Evidence and uncertainties
(summary of evidence)

Conclusions and reasons
(implications for decision making)

Analysis of condition
Unmet medical need
Clinical benefit

Risk

Risk management
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and risks, given its appraisal of the condition and
the unmet medical need, and its specification of
risk management measures. The Framework aids
transparency by focusing attention on the main
issues, keeping them from being hidden in plain
sight.

3.2 Characterizing Uncertainty

The FDA'’s regulatory philosophy, as cap-
tured in the Benefit-Risk Framework and other
public expressions,>#549 recognizes that its de-
cisions must reflect the quality of the available
evidence. A method for assessing each form of
uncertainty (variability, data quality, strength of
science) must find a ‘sweet spot’ between judge-
ment and computation, such that experts provide
the most precise judgements they can without
losing touch with what they are saying, as a result
of expressing themselves in strange terms. What
follows is a possible strategy based on basic
decision science research. As with any method, its
applicability to the FDA’s regulatory decision
making is an empirical question.

Variability.: The effects observed with a medi-
cal treatment vary, reflecting variation in the
procedure (e.g. consistency of administration),
the condition (e.g. forms of a disease), patient
responsiveness (e.g. due to genetics or medical
history), other events (e.g. drug-drug interac-
tions) and measurement error. That variation is
conventionally represented in confidence inter-
vals, computed for outcome measures with clin-
ical significance. Choosing those measures re-
quires expert judgement, as does communicating
the statistical summaries (e.g. not confusing sta-
tistical significance with practical value; properly
discounting post hoc tests).

Data quality: A sophisticated research com-
munity supports the clinical trials that inform
regulatory decisions. These labours notwith-
standing, all trials are imperfect — as they must be,
treating real people in complex settings. As a re-
sult, the FDA’s reviewers intensively analyse how
well trials fared. Their analyses address both
internal validity (how well was a trial conducted?)
and external validity (how well can it predict
experience in the postmarket setting?). One
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standard approach to such evaluations is Risk of
Bias (RoB),[3 part of the Cochrane Collabora-
tion’s Grading of Recommendations Assessment,
Development and Evaluation (GRADE) frame-
work for assessing the quality of evidence in
healthcare. RoB research reviews clinical trials in
order to identify methodological problems with
the greatest impact on results. A formal RoB
analysis applies correction factors, in order to
estimate what clinical results might have been
had trials not had biases (e.g. high attrition rates,
poor randomization, lack of blinding). A less
formal application has reviewers indicate wheth-
er a study was vulnerable to each major bias on
the RoB list and, if so, how that might have af-
fected the observed outcomes.

Strength of science: The confidence placed in
any evidence depends on the quality of the basic
science underlying it. A novel drug creates un-
certainty if the science is weak for predicting its
performance with other populations, over longer
periods of time and in more varied settings. A
complex condition creates uncertainty if it relies
on surrogate measures without strong science
linking them with health effects. One approach to
characterizing the strength of the science is in
terms of its ‘pedigree’.13>-3% Full pedigree analyses
evaluate a science along multiple dimensions (e.g.
the directness of its measures, the precision of its
models). Simple ones just rate the science on a
single dimension anchored at ‘strong’ and ‘weak’.
Properties of strong science include measuring
outcomes directly, rather than relying on surro-
gates (e.g. biomarkers); being supported by large
rigorous experiments, rather than just statistical
predictions (e.g. dose-response relationships es-
timated from noisy epidemiological data); and
using established, widely accepted methods, rath-
er than ones that vary by investigator. Clinical
trial reviewers should have little trouble making
such ratings, explaining their reasoning and in-
terpreting the implications of those uncertainties.

Combining these three kinds of uncertainty
requires expert judgement. From a decision sci-
ence perspective, the standard summary is the
credible interval, expressing experts’ summary
judgement as a range of plausible values (e.g.
‘there is a 90% chance that the sustained remis-
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sion rate will be between X and Y, if the treat-
ment is approved’). Statistical confidence inter-
vals are a natural point of departure for such
judgements. Credible intervals should be broader
than confidence intervals when clinical trials have
design flaws or weak scientific foundations. They
should be narrower when trials disrupt normal
processes (e.g. with intrusive tests), making trial
experience noisier than that in everyday life.

Credible intervals are routinely elicited in
some domains (e.g. forecasting, meteorology,
probabilistic risk assessment[?333:341) whereas in
other domains (e.g. intelligence analysis, clima-
tology), some experts are uncomfortable produc-
ing them.l?8>7:38 Elicitation procedures that
address these experts’ concerns might reduce that
resistance: (i) elicit judgements for well-defined
outcomes (e.g. adverse effect rates in specific pop-
ulations), so that experts are not asked to give
precise answers to vague questions; (ii) specify
which issues have standing, so that experts are
not forced to guess what ‘uncertainty’ entails;
(ii1) stress regulators’ need for quantitative assess-
ments of uncertainty, so that they are not forced
to read experts’ minds. If experts are still un-
comfortable, a complete, clearly communicated
uncertainty analysis (variability, data quality,
strength of science) might provide decision mak-
ers with enough information to infer the cred-
ible intervals that the experts see, but hesitate
to say.

3.3 Evaluating the Decision-Making Process

As mentioned, how well a decision-making
process works is an empirical question. Evalua-
tion requires defining appropriate measures and
collecting the requisite data. Proper evaluation is
essential to the continuous improvement that all
organizations need. It protects against faulty in-
tuitive evaluations, such as seeing some impacts
(e.g. time spent in meetings), while missing others
(e.g. time saved by avoiding problems or not
analysing unimportant issues). It draws attention
to organizational priorities, such as respecting the
views of all staff members, demonstrating con-
sistency in decision rules and creating a transparent
record. A regulatory body making benefit-risk
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decisions might define a method’s success by how
well it does the following.

Capture the bases of the decisions: A sound
decision-making method should address all issues
relevant to pending regulatory actions, in ways
that faithfully represent the evidence, as inter-
preted by agency experts. The method should
record the agency’s expectations precisely enough
that they can be evaluated in the light of experi-
ence, making learning possible. It should express
the rationale of the decisions in terms that allow
the organization to assess and, if warranted,
demonstrate the consistency of its regulatory
philosophy.

Communicate how the agency reaches its deci-
sions: A sound method should convey the ratio-
nale of regulatory decisions with a clear organizing
narrative (e.g. “We accelerated the review given
the treatment’s clear benefits and minimal risks.’
‘We gave cautious approval, but mandated in-
tensive tracking of adverse events among pa-
tients who chose to use the product.’) The method
should summarize the relevant evidence in com-
prehensible terms, with ready links to more de-
tailed analyses. It should provide any context that
readers need in order to interpret its conclusions
(e.g. what the medical condition is like, what the
agency’s regulatory powers allow it to do, what
prior agreements were reached with the sponsor).

Use staff time and energy well: For individual
experts, a decision-making method should be
clear, efficient and motivated. For the agency as a
whole, the method should promote internal
communication, recognize staff members’ con-
tributions and save time by focusing resources
and anticipating problems. The FDA’s frame-
work addresses these goals by paying attention to
all cells, respecting the expert judgement needed
to fill them and soliciting experts’ opinions about
approval decisions, even if responsibility for them
lies elsewhere.

4. Conclusions

Benefit-risk decisions about medical treat-
ments must assess complex, uncertain, diverse
outcomes, and then determine whether the benefits
outweigh the risks. The success of these decisions
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requires properly balancing judgement and com-
putation. Judgement alone is inadequate because
of its inherent limits and potential biases. Com-
putation alone is inadequate because it cannot
capture all the issues that must inform sound
benefit-risk decision making. The FDA’s emerg-
ing Benefit-Risk Framework draws on decision
science in seeking that balance. If successful, it
will address the three communication challenges
facing those decisions: (i) communication with
the individual experts who must translate their
knowledge into usable form; (ii) communication
among the teams of experts who must pool their
knowledge; and (iii) communication between
regulators and those affected by their choices.
A decision-making process has the greatest chances
of success if it is grounded in the theory of deci-
sion science and evaluated with its methods, giving
the process a sound foundation and the opportu-
nity to learn from experience.
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