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In this paper, we describe a method which proves by computers  the existence of  weak solutions for 
linear elliptic boundary value problems of second order. Ir is shown that we can constitute the 
computing procedures to verify the existence, uniqueness and inclusion set of  a solution based on 
Schauder's fixed point theorem. Using the finite element approximations for some simple 
Poisson's equations and the results of  error estimates, we generate iteratively a set sequence 
composed of functions and attempt to construct automatically the set including the exact 
solution. Further, the conditions of verifiability by this method are considered and some 
numerical examples of  verification are presented. 
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w 1. lntroduction 

In recent years, several techniques have been developed to use computers in 
proving theorems in analysis such as existence and uniqueness of solutions for 
functional equations. Some of them have partially worked upon the integral 
equations, ordinary differential equations and the special functional equations ([5], 
[8]). It seems, however, that no such attempts have resulted in success for partial 
differential equations up to now. In this paper, we describe a method which 
automatically proves the existence of weak solutions for elliptic boundary value 
problems by computers. The main task consists of the computing procedures to 
verify the existence, uniqueness and inclusion set of  a solution based on Schauder 's  
fixed point theorem. Using the finite element approximations for some simple 
Poisson's equations and the error estimates, we generate iteratively a set sequence 
composed of functions and attempt to construct automatically the set including the 
exact solution. Further, the conditions of verifiability by this method are considered 
and some numerical examples of  verification are presented. 

This report is an initial investigation and only one case study, so there are many 
difficulties to overcome for construction of the general techniques which make 
applications possible to more broad ranges. However, the author believes that the 
study in this direction will open up a new approach by numerical analysis in the field 
of  the existence theory of solutions for various partial differential equations appeared 



314 M . T .  NA~AO 

in mathematical analysis. 
The outline of this paper is as follows. In w 2, we formulate the boundary value 

problemas the fixed point equation. And in w the concepts of rounding and 
rounding error are introduced. The former implies the operation which maps the 
functions in an infinite dimensional space into an appropriate finite element subspace 
by the orthogonal projection. The latter corresponds to the error followed by the 
rounding which is obtained according to the results of error estimates for the 
projection. Also using these concepts, we present the conditions for verification of the 
existence, uniqueness and the inclusion set of the solution. w 4 contains the concrete 
and detailed algorithms to generate the set of functions in computers satisfying the 
verification conditions. In w 5, we consider about the verifiability, that is, we prove 
some propositions which suggests, under certain assumptions, the normal completion 
of the verification process defined in the previous section. Furthermore, in w 6, we 
extend our techniques to the simultaneous verification of a set of equations with 
interval variable coefficients instead of a single equation. Finally, some numerical 
results of verifications are presented for one and two dimensional cases in w 7. 

w 2. Problem and the Fixed Point Formulation 

Consider the following elliptic boundary value problem of second order: 

SAu+b'Vu+cu=--f  in Q, 
(2.1) 

u =0  on ~Q, 

where (2 is a bounded convex domain in R", l < n < 3 ,  with piecewise smooth 
boundary and b=(bi), 1 <_i<_n. We assume that bie W~((2), ce L~(Q) a n d f ~  L2((2), 
where W~,(Ÿ denotes the usual L~-Sobolev space of ¡ order on fa. Then (2.1) can 
be rewritten in weak forro as: find u ~ Hi(t2) such that 

(2.2) (Vu, VqS)=(b. Vu+cu, qS)+(f, ~), ~~ H1((2), 

where (., .) implies L2-inner product on ~ and H~(~2) denotes the L2-Sobolev space 
of order 1 but we adopt the inner product on Hol(Q) by (~b, q)_=(Vq~, V~) and the 
associated norm is denoted by II4~II2�91 (~b, ~b). From now on, we will suppress the 
symbol Q in H~(~) and L~~(~) etc., and simply denote by Ho l and L" ,  respectively. As 
well known, we can rewrite (2.1) by the following fixed point form. 

(2.3) u=Au+F, 
1 1 where the map A. Ho-+H o is a compact operator satisfying 

(Au, ~)=(b. Vu+cu, ~b), 4,~H~, 

and Fis  an element of H~ such that (F, qb)--- (f, 4>) for all ~bEH0 I. 
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w Rounding and Verification Conditions 

In order to handle the functions, which are in the infinite dimensional space H~, 
on computers, we attempt to make round them into an appropriate finite dimensional 
subspace. 

We now provide a finite element subspace S h of Hi(f2) with the following 
approximation property. For each u~ H i c~ H 2, 

(3.1) inf [Lu-Zl[u�91 [u~, 

where h is a parameter with 0 <h < 1, C lis a positive constant independent of u and h, 
and J u [112 implies the semi-norm of u on Ha(Q) defined by 

(~2/~ 2 

i , j = l  

It is well known that the estimates (3.1) is valid for many finite element spaces which 
consist of piecewise linear polynomials on each element T~ of f2, where (2 = Q) T h, (see 
e.g. [1]). 

Now, for each u E H i ~ H 2, we define the rounding R(u) ~ S h by 

(3.2) ( V ( u -  R(u)), Vv)=0,  ve Sh . 

R(u) is the so-called Hi-projection of u into S h, so we name it HI-rounding,  which 
can be regarded asa  kind of  problem dependent roundings by Kaucher and Miranker 
[5]. By the basic error estimates using the property (3.1), we have the following H l- 
error. 

(3.3) I lu-  R(u)l r H�91 _< C1/71 u I,2. 

Further, it easily follows by the well-known Aubin-Nitsche technique, that we obtain 
L2-error, using another constant CŸ as 

(3.4) Nu- R(u)llL2 < CŸ . 

Based upon the estimates (3.3) and (3.4) we define a subset RE(u) of H i which is 
called the rounding error of u, corresponding to the usual round off error, by 

(3.5) R E ( u ) = { 4 e H I ;  }l~}l.�91 and II&lIL2<CŸ . 

From the fact that {4~.I - ' 0  in H i also implies {4~~ --'4 in L 2, RE(u) is a bounded, 
convex and closed subset in H£ And, clearly, we have ue R(u)+ RE(u). 

Next, for each family of  functions U c  H I c~ H 2 rounding R(U) and rounding 
error RE(U) ate defined as 

(3.6) R(U)= ~) R(u) 
uEU 

and 
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(3.7) RE(U)= U RE(u), 
u ~  U 

respectively. Then, we have 

(3.8) U= R(U) + RE(U). 

Now we denote the closure and the interior of  set S by ~r and 5~, respectively. Then let 
S x & S 2 imply ~r = ~2- The following lemma is the direct consequence of (3.8) and 
Schauder's fixed point theorem with some additional considerations on the unique- 
ness for linear case (e.g. [5]). 

LEMMA 1. Let U be a bounded convex and closed subset in H 1 such that 

(3.9) R(AU + F)+ RE(AU + F)& U. 

Then, there exists a unique solution u for (2.3) in U. 

w 4. Verification Procedures by Computers 

In the present section, we consider about  the fully automatic  generation of the 
set U satisfying (3.9) on the digital computer.  Let {~j}, 1 _<j_< M, be a basis for S h. In 
the following arguments from now on, we will often use the same symbol to denote a 
set of  functions as well as each function belonging to the set. The reason why we 
adopt such notations is to make the essentials of arguments more clearly owing to 
avoid the complicated use of  various symbols. We believe that ir causes no troubles 
by any confusions of  symbols. 

First, we generate a sequence of sets{ U(i)}, i= 0, 1, �9 �9 which consists of the 
subsets in H i a s  the following manner. Let R § denote the set of  nonnegative real 
numbers. For  a c  R + we set 

[~]-={O~H~; II4~IIH~<~, IIc~qlL2 < CŸ } . 

For i=O, we choose appropriate initial value U~h~ and % s R  +, and define 
U (~ _ H i by 

(4.1) Ur176 UthO) + [%]. 

Usually, Uth ~ will be determined as the following element in S h which corresponds to 
the Galerkin approximation for (2.1). 

(4.2) (Vu~ ~ Vq~~):(£ Vu~~176 49j), 1 < j < M .  

And the standard selection for % will be ~o = 0. In order to define U (i) for i>  1, we 
M 

need some additional definitions. Let U =  ~ Aj~bj be a linear combination of {qSj] 
j = l  

with interval coefficients A~, 1 _<j_< M, which is defined as an element of  the power set 
2 s~ in the following sense: 
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For U= 

~ AjOj:{~ ajOj;aj~Aj, l~j<-M}. 
j = l  j=l 

M M 

Z Aj~j and ~ ~ R +, we choose •  Z ,4j~bj and ~~ R + satisfying 
j - I  J = l  

(4.3) (V�91 174,i)= (b - fTU+cU+/ ;  05~) + [ -  1, l]Chc~ll- 17(b4~~) + cqSfl L~, 

and 

(4.4) 

1 < j < M ,  

~= Ch(llb. VU + cU + fLIL2 + (llbllL~ + Ch[IcllL~)~) , 

respectively. Here, (4.3) implies that �91 is determined by the solution, an interval 
rector, of  a linear system ofequations with the interval right hand side. Besides, II "IIL~ 
in (4.4) means the supremum of norms for all functions in U. Further the positive 
constant C implies that C =  C~q = C~ C2, where C~ is the same constant in (3.1) and 
C 2 is given by the regularity estimates (4.5) below for the following boundary value 
problem. 

{ - A r  in f2, 
q~= 0 on 8f�91 

where ~b e L2(f2). Then, we have 

(4.5) [q5 luz_< c2 II011L=, 

Now, let ~ /  denote the set of all linear combinations of {q5s} with interval 
coefficients. Using (4_3) and (4.4), we define a map T: ~,~ x R + ~ ~ t  x R + by 

(4.6) T(U, ~)= (�91 ~'). 

We now define (u~ iI, :z~) for i_> 1 

(4.7) 

and let 

(4.8) 

(.~,1:0= T(u~,-,~ :~._~) 

Notice that, when we choose u~ ~ satisfying (4.2) and ~o =0,  {U ~~)} forros a monotone 
increasing sequence, i.e., U~~ We have the following fundamental "# ~ " 

property for { U(i)]. 

LEMMA 2. For the iterative sequences {(u(h i), :q)} and { U a)} defined by (4.7) and 
(4.8), respectively, with any initial values (ul m, ~z0) , it is valid that 

R( A U (i- t~+ F) ~ u~ i~ , 

RE(A U ti- 1~ + F) c [c~i] 
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and also 
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A U ~i t~ + F ~  U (ii. 

Proo f  Consider the set of Poisson's equations 

{ - A u t i ) = b ' 1 7 U  li 1 ) - ~ - c U ( i - 1 ) - ~ - f  in ~2, 
(4.9) u lil =0  on ~(/. 

Here, as previously stated, we have used the same symbol u C;) for the set of functions 
as well as for each function in ir. Let ª be Galerkin approximations for u"( Then, 
for each ~j, from integration by parts and the definition of [~~-1], we have 

(va~ i~, Vr  Vu~~-l> + eu~~-l~ +.f, r  17[~~ ~]+c[~~ ,], 4~i) 

= (b"  f7bi (i -1  ) + cu( i  - •)_,]_.f; (])j) _~_ ([o~ i -1  ], - V ( b ~ j )  -~ c(]3j) 

= (b. Vu~ i- '  ~+ cu~ i- 't + L  r + [ -  1, 1]Ch~i-,  II - V(b4? + c4~ll ~~. 

Thus, noting that u(i)= A U li- 1)+ F and ff~~)= R(u(i)), we obtain, by (4.3) and (4.7) 

R( A U (i- 1) + F)  = t~~i) = u~ i) . 

Next, from (3.3), (3.4) and the estimates (4.5) for the problem (4.9), it follows that 

li u " ) -  R(uli))]l n~, < Clh  I u(i)l.2 

�9 y V U " - I ~ + c U " - ~ ~ + f I I t ~ )  

<_Ch(llb. Vul[-'~ +cu~ i ~} + fllL~ + (llbll~~ + ChllcllL~)~i-~) 

Hence, we have 

RE(A  U ~i 1)-]- F)  = RE(u  ~i)) c [c~i]. 

Since the last inclusion can be directly derived by (3.8), we complete the proof. 

Notice that ifwe can determine the constants C 1 and C 2, and also can estimate in 
computers the values of integrations and the maxima of functions occurred in (4.3) 
and (4.4), then the iterative sequence U li~= u~i~+ [:ti], or the sequence including it, can 
be automatically generated. 

Next, we consider the problem of  the verification condition based upon the 
iteration {Ulil}. Since (u h "  lil, ~i)~~_,1 x R +, the convergence problem for {U "1} is 

reduced to the finite dimensional case. We now suppose that { U"~] converges to U t~ 
as i--.oo. Then by Lemma 2 and Schauder's fixed point theorem, the existence of a 
solution for (2.3) is verifed in U t~ ). Furthermore, it is also expected that the operator 
A ( . ) + F  is contractive on a neighborhood U~~ ~t of U I~-I in the sense of 
A(U~j '~ )+F& UIj  :). In that case, by Lemma 1 the unique solution can be found in 
UI ~). 
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We now provide a compuler algorithm to decide the convergence of { U "~} and 
M 

validate the co~~tractivity r~ear U ~~ ~ as follows. For u~'= ~ Aj"~qSj, where A~--I;~-- 
[A~ ~ A~')], I < j < M ,  let i=l 

ilu?-~,~~,rF: max II_A?-A_~~'I, I~?-~'?f;. 
t <_jy 

If, for sufficiently small e>0  a n d a  positive integer N, we attain estimates 

(4.10) Ilu~"~-uZU-')ll <e and Io~u-z~N_ 1 [<e ,  

then stop the iteration, that is, we regard (4.10) a sa  suggesfion that { U ~~ converges 
and that U ~N~ is close to the limit set U ~'). Next, for ah appropriate 5>0 ,  set 

M 

(4.1t) ª ~ ,~~.u~,.h and YN=~~,+3 - -  j " r j  

i = 1  

~IN)_ [A lyl_ 3, 5~u~+ 6], 1 <j_< M. The procedure (4.1 l) is called 5-extension whereA~ - _ j  
of U IN). Then, we compute (uh, Ÿ by 

(4.12) (Uh, ~)= T(d~ u~, ~u) " 

From the arguments described up to now, we obtain the following conclusion. 

THEOREM 1. For (u~, ~) defined by (4.12), ir 

(4.13) uh=ª and ~<~2 u, 

then there exists a unique solution u for (2.3) in u~, + [~x]. Here, u~ ~ d(h n~ impties that each 
coefficient interval in ua is included in the corresponding interval in d• m. 

REMARK I. While the determinations of {(u• ~ ~~)} for i=0,  1, . . . ,  N may 
contain the indefinite round off errors, the calculation of (4.12) has to be done 
rigorously by the use of the strict interval arithmetic. 

w 5. Convergence of { U "~} and Verifiability Conditions 

In this section, we consider the convergence condition for {Uli)} defined in the 
previous section and the attainability of the verification condition (4.13) in Theorem 
1. 

Now, for each ucH~ we define Au~Sh by 

(5.1) (~4u, qSj)=(b' Vu+ cu, c/~j) , 1 <jy  

We also introduce an operator x: R + --*2 s" such that, for ~ e R +, 

(5.2) (Kc~, (/)j) e [ -  1, 1]Ch~l[-F(bOj)+c~i[IL~, l < j < M .  

That ~.s, ~p e Ka is an element of S~ for which (~b, q~j) is included in the right hand side 
of (5.2). Then, ~" depends on the selection of the basis {(kj}~ As the topology of 2 s" we 
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define the following Hausdorff metric D(.,  .) based on H~-norm. For U h, Vh e 2 s", 

(5.3) D(Uh, Vh)=max I sup d((a, Vh), sup d(O, Uh) ~ , 
[4ae Un q'~ Va ) 

where d(qS, Vh)= inf I]0-~lln6. 
0eVh 

We now newly define an iterative sequence {(u~ ~ :q)} which is essentially close to 
the one introduced in w 4 but slightly different. Let u~h ~ ~ S h and % ~ R + be appropriate 
initial values. For i>  1, (U~h ~ ~~) is iteratively defined as U~h~)~ 2 s" and ~~ e R + such that, 
denoting the H~-projection of F into S h by ff, 

(5.4) u~i)= 2u~i-l~ + ~ccq_ l + F,  

(5.5) cq = C,h][u~ i- t~l] 1 + C2hcq_l + C3hllfllL2. 

Here, (~~, C2 and 6"3 are constants independent of h, and 

(5.6) Ilu~k = sup II4'11.�91 1 

Let Ÿ 2 s~ x R + -*2 s~ x R + be the map defined by (5.4), (5.5) which is similar to the 
map T in w 4. Then, we can write 

(u~ ~~, ~,)= ~(~~'-~', ~,_,). 

Note that u~ ~~ determined by (5.4), in general, cannot be represented a s a  linear 
combination of {4~;} with interval coefficients. We can say that u~ ~ in the previous 
section is an extension to the minimum set in ~~ which includes the above u}~ ). It will 
be also easy to guess the meaning of each C~ in (5.5) from the right hand side of (4.4). 
As shown below, when we denote the spectral radius of the operator A defined in 
(2.3) by r(A), the sequence (u~ ~), ~~), i=0,  1, - -. ,  converges to the unique fixed point of 
ir provided r(A) < 1. We begin with the following lemma. 

1 1 LEMMA 3. Let A" H o ~ H  o and A" H~~Sh be operators defined by (2.3) and 
(5.1), respectively. I f  r( A) < 1 then, for sufficiently small h, r( A ) < 1 also holds. 

Proof. As well known, for arbitrary e > 0, there exists a n o r m  [1" II~ on H~ which 
is equivalent to the norm II'IIH6 and satisfies IIAI[~<r(A)+~,. Therefore, we can now 
take sufficiently small ~ such that I[AII~<I. Notice that, for each ueH~,  
�91  ~ H 2 is a solution for the Poisson's equation of the weak form 

(~b, f f )= (b '  Fu+cu, ~) , 

On the other hand, Oh = Aue  Sh satisfies 

((/)h' / ) } = ( b "  ~Tb/-~ cu, v ) ,  

~ e H ~ .  

ve Sh. 

Hence, it follows that q5 h is the H~-projection of qS. Therefore, using the constants 
defined previously, we obtain 
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II( A - A )<IH�91 <-- Chllb" Vu  + cuEtL2 , 

Thus, by the equivalency of norms, f o r a  constant 

IIA - 21J~<_ Ch . 

From this fact, for sufficiently small h, we have 

IIAII~_ < q -AII~+ IIAL< 1, 

which concludes the proof. 
The following theorem is the main result on the convergence of  {(u~ i), ~~)}. 

THEOREM 2. Assume that (i) {~bj}, I < j y  is ah orthogonal basis o f  S h, 
(ii) there exists a positive constant C, independent o f  h, such that Mh" < C and that 
(iii) r(A) < 1. Then, for  sufficiently small h, {(u~ ~ si) } defined by (5.4), (5.5) converges 
to a unique limit (Uh, Ct) in 2 sh • R + , with an arbitrary initiat value (u~ m, %), which is 
also a unique f i xed  point o f  7". 

Notice that property (ii) will be always satisfied if S h is the usual piecewise linear 
¡ element space with quasi-uniform partition i.e. the measure of  each element is 
bounded below by Ch", where C is independent of h. 

Proof  Let LL'LL~ denote the same as in the proof of Lemma 3, and also denote 
the corresponding Hausdorff  metric on 2 s~ by D~ and the usual distance by d~, 
respectively. We show that {(u~ ~ ~~)] is the Cauchy sequence in 2 s" • R +. 

First, observe that 

(5.7) D~(u~ '), u~i- ' ))=max I sup d~(c), u~i-')), sup d~(~', u~i))]?. 
3 

We now estimate the former term in { } of (5.7). From (5.4), we have 

sup d~(~, u~ ~- t))= sup inf l](flª ~- ~)+ t~~_ ~)-(.~ª x~~-2)]]~ 
4~e u~ i) ti -- 1 ) (i - 2) 

< sup inf (li ~(~~i - ~~ _ ª 2~)11~ + II K~~- 1 - ~~i- 2 It,), 
( i -  1) ( i - 2 )  

where ( i -  1) and ( i - 2 )  imply that 

( i _  l)=_ ~ª  E U~hi-1) (,~(i- 2)c::,,(i- 2) ~~h ~ ~ h  and ( i - 2 ) -  respectively. 
{ . ~ ~ i -  ~ › ~c~ i _  a ( ~ ~ i -  2 ~ ~c~~_ 2 ' 

By noting that we may take the infimum independently with each other in the last 
right hand side, we get 

sup d~(�91 ( i n f  Ila(ff~¡252 in*" II/~0{i--1 --/~�91 
q~~u~ i) (i - 1) \ ( i  - 25 (i - 2) 

<- II A li ,D~(u ~i - 2), u ~i - 2)) + D~(~ca i-  ,, ~c~i_ 2). 
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Since the estimates of the latter half in (5.7) are also similar, we obtain 

(5.8) D~(u~[ ), uZ'-l))<_ II~ill~D~(u~ i- '),  uZ i 2))+ D~(K~�91 i ,, h'~�91 . 

Next, we estimate Dc(tr K~Ÿ in (5.8). We may assume ~~-1 >~/ 2 without 
loss of generality. Then, by the fact that K% 2 c~c~i_ 1 

(5.9) De(K~i_I, / ' (~ i -2)  = sup inf I1~~i-~-~~i 2L,  
(i 1) ( i -  2) 

where ( i -1 )  and ( i-2)  mean ~~~_~ ~ K~~ ~-~:~~-2 and ~~~-2 E ~:7~-2, respectively. 
Now taking notice that {~b~} is orthogonal, we can easily deduce the following es- 
timates from the definition (5.2) 

(5.10) sup inf ~~i-1- ~~191 inf 
( i -  1 ) ( i -  2) - 2 ) j=  1 gŸ H (~j II 2H�91 

< C'2h2 ] o~i_ l -o~i_ 2 I2M, 

where C' is a positwe constant. Therefore, using the equivalency of  li" Jl~ and I['IIH�91 
from (5.9) and (5.10) we obtain 

D~(tr 1, tc~i_2)<C"h]~i i-7i_2[x/M. 

Thus, we have by (5.8) 

(5. ~ 1 ) D�91 "~, .~~- ~') <- 11 dll ~D,(u# - '), . #  - ~') + C " ~ . / ~  I . ,  _, - ~, _~ I 

Now, as before, let D( . ,  .) denote the Hausdorf f  metric based on the norm 
II'lln8- Then, using the triangle inequality for D(-, -) and the norm equivalency, we 
have by (5.5) 

( 5 . 1 2 )  [~�91 [ ~ C l h l l l  hi(hi 1) l [ , - - l [b / (h / -2)Hl[ -~-C2h[~i  1 - - ~ i - 2 [  

C, h ID(u~ i-lI, {0}) 'i-2) = -- D(u'~ , {O})l 

+ C 2 h l ~ i - 1 -  ~(i-2 [ 

Cl h D(  b!(i - 1), 12(h i -2))  "4- C2h I ~ - ~i - 21 

<-CŸ ~ ~), u~~-2')+C2hl~,-~-~,-21. 

(5.11) and (5.12) can be rewritten as the following matrix forro. 

rr~,, .)...-;))] (~.,~, m,-~,-~ <[,~,~ c,,~~l[~,(,~,-',,u~,-~, q 
L I~,-~, , -LCŸ ~~h ]L I~,- , -~,-~I  3" 

When P denotes the 2 x 2 matrix in the right hand side of (5.13), for the eigen values 
2~, 2~ of P with 2~ > 2~, we have, for h such that IIAH~_> ~~h, 
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(5.14) 

and 

II A I1~ + C2 h + x/(  li ,d I1~ - C2h)  2 + 4 c  '~ C"h 2 x / ~  
0 < 2 1  - -  

2 

~ I I . 4 1 [ ~ + h ~  4 ~ ,  

]] A I1~ + (~2 h - x / ~  ~ li, - I~'2 h) 2 + 4C 1 C"h2x/M 
(5.15)  ,~2 - 

2 

IIAII~+ (~2 h - ( I [AII~ - C2h)  - 2 4 C Ÿ 2 3 7  C"h2 ~/M 
z 

2 

=(c2- ~ ~ / h  
By the assumption (ii), when 1 < n < 3, for  sufficiently small h, f rom (5.14), (5.15) and 
Lemma 3 we obtain 0 < 2~ < 1 and - 1 < 22 < 1. Since ir is easily seen that  this fact also 
follows for II AL<Czh, consequently we have r ( P ) <  1, where r(P) is the spectral 
radius of  the matrix P. Combining it with (5.13), by the use of  s tandard techniques, it 
can be readily seen that  {(u~ ~~, ~,)} becomes the Cauchy sequence in 2 s" x R + with the 
metric D ( . ,  -) on 2 s'. F rom the uniform boundedness  ofu~ ~) in Sh, ~~~tU")h, ~~)} belongs 
to a compact  subset in 2 s~ x R +. Therefore,  it follows that there exists a unique limit 
(u n, ~) of  s(,,m~t.;,, ~i)} which is also a limit under  the metric D(- , .). Fur ther ,  by virtue of  

(5.13) and r(A)  < 1, (un, ~) becomes a unique fixed point  of  T. Thus we can complete 
the p roof  of the theorem. 

Next, we consider about  the attainabili ty of  the verification condit ions in 

Theorem 1. For  V n c S  h and ~ e R  +, let i '(Vh, ~) =(l?h, ~). When it holds that Pn~_ Vh 
and ~<~ ,  T is said to be strictty inclusive at (V h, ~). We now assume that for 
(Un, ~)~2 s~ x R +, T(u n, :0 =(un, ~), that is, 

~ u n = Au h + ~c~ + ff  and 
(5.16) (~ = (~~h Ilunll ~ + C2 hc~ + C3hllfllL ~ �9 

Let AUhCSh and 6 ~ E R  ~ be variations of  u n and ~, respectively, such that 

sup IIq~ll~_<6~, 6 , e R  +. Then, by (5.16) 
4ae Auh 

(5.17) A (un + A un) + ~(~ + 6~) + F =  u n + AA u n + ~6~ 

and 

(5.18) Cl 1l [] u a + A u h I[l -I- C2h(a + �91 + C3h II.X'H L 2 

<_~ + ClhllAUh]]l + (22h~ ~ . 

Taking into account  [l~~~ll~.~ C " h x / M @  we have 
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(5.19) [ ~  ~A~ uh + tr243 6 ]< Pd 
LC~ Ii u h l j l + C 2 h  ~ 3 -  ' 

where d=(6u, 6,) r and Pis  the same 2 • 2 matrix defined as in the proof of Theorem 
2. From (5.17)-(5.19), in order to show that T is strictly inclusive at 
(u•+AUh, ~+6~), it is sufficient to prove. 

ti ,,i ti ,6. + C"h~/~6= < 6. (5.20) 

and 

(5.21) CŸ C2h6~ <6~. 

Now let 7 be a positive number less than l. For given 6,, if we choose 6~ such that 

6~- ~ ( 1  -II/i1106~, 
C"h,~-M 

then (5.20) is satisfied. Further, observe that 

C'IC"hx/M 
' - ~-C2h6~ C,h6u+C2h6~- ~ ' ~ ~  

Hence, under the same assumptions as in Theorem 2, for sufficiently small h, (5.21) 
also holds. When 6~ is given first, we can also choose corresponding 6u to satisfy 
(5.20) and (5.21). 

Thus, from the above arguments, we obtain the following conclusion. 

THEOREM 3. Assume the same conditions as in Theorem 2 and that (uh, ~) is a 
fixed point of  T. Then, for sufficiently small h, there exist two positive constants 6~ and 
6~ such that 7" is strictly inclusive at (Vh(Uh; £ ~+ £ where Vh(Uh; C5,,) is a 6u- 
neighborhood of u h in the sense of  

Vh(uh; 6.)= {q~~ Sh; q~=0x +q~2, q~l EUh, IlqhlF.�91 
Theorem 3 suggests that we can complete the verification process under certain 

conditions, that is, (4.13) in Theorem 1 is attainable. However, the manner of 6- 
extension (4.11) does not coincide, in general, with (6,, 6~)-enlargement of the above. 
So, even if the stopping criteria (4.10) are satisfied, it is possible that we cannot 
establish the strictly inclusive relation (4.13). Besides, ir is not necessary conditions 
that 6, and 6~ must be sufficiently small. I f a  pair (6,, 6~) satisfies (5.20), (5.21), then so 
for all (K6,, K6,) with arbitrary K>0.  

w 6. For Equations with Interval Coefficients 

We attempt to extend the arguments of verification for the equations whose 
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coefficients are intervals. Here, each coefficient interval implies a bounded function 
such that the range is included in that interval. 

Now consider the problemas before: 

{ A u + b ' V u + c u = - f  in Q, 
(6.1) u = 0  on ~f2, 

where b = (b li)) and 

bti) s L~(f2), 

(6.2) c ~ L~-'((2), 

f e  L~(O),  

b")(x)6[b] i), b~2i)], 1 y  

c(x) ~ [c,, c~l, 

f ( x ) ~ [ L , L ] ,  V x s O ,  

where b] i), cl,f~ etc. are real constants. Note that each coefficient in (6.1) can be also 
regarded as the set of functions satisfying (6.2). 

Now let A j, 1 _<j_< M, be constant intervals, i.e., usual sets of constants. And let 
ff, gi be Riemann integrable functions on f2 such that ~O(x) ~ [a l, a2] and 9j(x) > O, 
1 _<j> M. Then the Riemann integral on f2 can be written in the form, under the 
appropriate subdivisions of f2 into N segments, 

J=- O(x)Ajoj(x)dx= lim ~ ~ AjO(x,)gj(x,)Axp. 
j = l  N~oo p = l  j = l  

Hence, taking notice of gj(x)>O, we have 

(6.3) 
M N 

J=j~=~ Aj lim ~ tp(xp)gj(xp)Ax p 
'=  N ~ m  p = l  

M N 

c ~ Aj lim ~ [a 1, a2]gj(xp)Ax p 
j = l  N~ctv p = l  

M N 

= ~ Aj lira [a 1, a2] Z gj(xp)Axp 
j = l  N ~ ~  p = l  

j = l  

Next, let f2=Q ~l~j w_.jO ~2~ such that 

{_~o 
g~(x) <0 

Then it can be easily seen that 

Aj[a l, a2] f gj(x)dx. 

(6.4) 

on Q}I), 
on f2~ 2), I<_j<_M. 

~~~~x'Aj~j'x'dxc~Aj(Eala21I ~j~x'~~+Eala21i ~~~x,~x) 
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Now by the aboYe consideration, we modify the iterative sequence {(u~ iI, ~i)} in 
w as follows. Suppose that the basis {~bj}, I<_j<M, of S h can be taken to satisfy 
~bj(x) > 0 and that 

d~b~ S > 0  on ~2 ~1~ j l  , 

0 (2 )  0x~ <0 on oojz , 

where Q= r jt Q~Ÿ 1 . . . . .  < ] <  M, 1 <l<n.  We choose (u~ ~ ~o) appropriately, and for 
M 

i > l  we define (u}~), :t~)�9 ~t  • R+, where let u~ ~)= ~ A}~)~bj, by 
j = l  

M 

(6.5) (Vu(h '', VqSk)= ~ A}' ~}{b'((V4~j, ~bk))+ [c,, c2](@ qSk) } 
j = l  

+[L,f2](q~k, 1 ) + [ - 1 ,  1](Ibl+Chlcl)~g lll~bkllL~ 

and 

(6.6) 

where 

~~= Ch(I b J. II Vu~~- '~liL~ + l cl . ltu~~-'~l[L~ + l f l (m( Q ) )l/2 

+(Ibl+Ch[cl)~~_~),  

l = l  ~XXl 

and [b[=max([bŸ237 l<_i<_n), Ic[=max([cl[,Jc2l), If l=max(If~l , [f2[) ,  
m(Q)=[measure of ~] and norms in (6.6) mean as before. Them the verification 
procedures are quite analogous to that in w 4 and therefore the proposition similar to 
Theorem 1 holds. 

REMARK 2. In order to obtain (6.3), we supposed that the functions ate 
Riemann integrable, however, this assumption is removable by virtue of the fact that 
C(~2) is dense in L~(Q) and L2(Q). Further, it would be readily deduced that it is also 
possible to formulate the verification procedures based on the intervals of values of 
the norm, e.g. [Iblln, e [0, L] or rlCl[L2 �9 [0, K] etc., instead of the ranges of coefficient 
functions. 

w 7. Numerical Examples of Verifieation 

We now show some examples of equations which we actually carried out the 
verifications. In those results, we used the ACRITH which is the software for verified 
numerical computations developed by IBM corporation based upon the studies [6] 
and [7]. The ACRITH achieves the reliable computations with high accuracy by 
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utilizing the following techniques: 
�9 Interval arithmetic 
�9 Automatic verification of  results according to Brouwer's fixed point theorem 
�9 Iterative residual correction method. 

It contains, for example, evaluations of  arithmetic expressions, computat ions of 
standard mathematical functions and solutions of systems of linear equations, etc., 
see [4] for detail. Therefore, for each example below the verification condition (4.13) 
in Theorem 1 is strictly validated and each floating point number occurred is accurate 
up to the least significant mantissa. 

(i) One dimensional case. 
Let O=(0 ,  1), then (2.1) reduces to the following two point boundary value 

problem. 

~ u " + b u ' + c u = - f ,  xEI=(O,  1), 
(7.1) (u(0) = u(1) = 0. 

Eor simplicity, we use a uniform partition of I:  xi=i/L,  O<_i<L, and set Ii = 
(xi- 1, xi). Then we have h = 1/L. When P~ (I  3 denotes the set of linear polynomials on 

Ii, we take Sh as 

(7.2) S~=_,/[~={veC(l); v[,,eP~(li) , l < i < L ,  r ( 0 ) = v ( 1 ) = 0 } .  

Then clearly M = d i m S h = L - 1 .  Further, it is easily seen, by the use of the 
interpolating polynomials at each mesh point, that we may take Ct = 1 in (3.1). We 
can also choose C 2 in (4.5) as C 2 = 1 for the present case. Since the rounding R(~b) by 
(3.2) becomes the interpolation of ~b at each node xi (e.g. [2]), we may take ~~(xj)= 0 
for each iteration step. Therefore, when we have completed the verification, it holds 

that 

L - 1  

(7.3) u(x~)eª ~ fft~mq3k(Xj). 
k = l  

We now choose the basis of Sh as the hat functions illustrated in Fig. 1. Then, by 
(7.3), we have u ( x ) e A ~  m, 1 < _ j < L -  1, for the solution u of  (7.1). 

"Yo ~ 0 X 1 X2  . . . . . . . . . .  Y'j - 1 X j  X j  + 1 

I 

. . . . . .  I = X  L 

Fig. 1. Basis functions of S h. 
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We show an example whose verification normally completed. 

Example 1. (Two point boundary value problem) 

Problem: 

(7.4) 

Conditions: 

Results: 

{ - u " - n u = ( n - 1 ) s i n n x ,  x e I ,  

u(0)=u(1)=0. 

1 
Exact solution: u(x) = - -  sin nx g 

Numbers of  elements = 20, dim S h = 19 
Initial values: u~ ~ Galerkin approximation (4.2), ~o = 0  
Stopping and Extension parameters: ~ = c5 = 10 -8 
Iteration numbers: N =  15 
L2-error bound (=h~~): 0.0056608 
Coefficient intervals: as in Table 1. 

Table 1. - u ' - n u = ( n - l ) s i n n x  

j A~~'=[~~ ~', ~,~, ~ ~ A~ ] E x a c t s o l u t i o n ( ( 1 / n ) s i n n x  s) 

1 [0.0475887, 0.0519051] (0.0497946) 
2 [0.0941316, 0.1024062] (0.0983632) 
3 [0.t384494~ 0.1502931] (0,1445096) 
4 [0.1794208, 0.1944164] (0.1870978) 
5 [0.2160106, 0.2337163] (0.2250791) 
6 [0.2472951, 0.2672477] (0.2575181) 
7 [0.2724851, 0.2942038] (0.2836162) 
8 [0.2909456, 0.3139358] (0.3027307) 
9 [0.3022112, 0.3259683] (0.3143910) 

10 ~.3059982, 0.3300116] (0.3183098) 
11 [0.3022112, 0.3259683] (0.3143910) 
12 [0.2909456, 0.3139358] (0.3027307) 
13 [0.2724851, 0.2942038] (0.2836162) 
14 [0.2472951, 0.2672477] (0.2575181) 
15 [0.2160106, 0.2337163] (0.2250791) 
16 ~.1794208, 0.1944164] (0.1870978) 
17 [0.1384494, 0.1502931] (0A445096) 
18 [0.0941316, 0.1024062] (0.0983632) 
19 [0.0475887, 0.0519051] (0.0497946) 

Notice that ( l /n)sin nx~~ j~m which follows according to (7.3). 

(ii) Two dimensional case. 
Let f2 be a rectangular domain in R 2 such that f2 = (0, 1) • (0, I). Also let 6 x : 0=  

X o < X t < . . - < x L = l  and 6y=6x. We define the partition 6 of  f2 by 6=6x|  r 
Further, let S h = ~Ÿ191174191 where ~.P/~(x) and ~ are sets of  piecewise linear 
polynomials on (0, 1) defined by (7.2) in the variable x and y, respectively. 

We now estimate the constant C 1 in (3.1). For fixed y~(0,  1) we define a 
projection Pxu(., y) of  uE H i into .#~(x) by 
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(7.7) 

and 

\ 
(7.5) In@. (u(-, y)-P~u(., y)), vxJ = 0 ,  ve J//l(x), 

\ t ,x  / I 

where (., .), implies the inner product on L2(I) for I=(0,  1). Py" H~~, ,# l (y )  is also 
defined similarly. Then, clearly PrP~ue S h and by virtue of (7.5) we have 

( 7 . 6 )  ~--~(u-P,P~u) i2= ~x(U-Pxu) i + ~--~(Pxu-Prp~u) i ~" 

It follows that, from the well known error estimates for (7.5), 

(7.8) ~xx (Pxu - PrPxu) L 2 <_ h 2 ]luxrN22. 

(7.6)-(7.8) and the analogous estimates for y-derivative yield 

(7.9) Ilu- PyP~ull en 6 < h 21 u I~~ , 
which implies that we may take C~ = 1. 

Next, it is seen that from [3], in particular the proof of Theorem 4.3.1.4, we can 
choose the constant C 2 in (4.5) as C 2-- 1. Following are verified problems for two 
dimensional case. 

(Unknown solution) 

(7.10) 

Example 2. 
Problem: 

Conditions: 

Results: 

f -Au-2Oxy'u=(2~z-1)sinŸ (x, y)Ef2 
. u = 0 ,  (x, y)e#O. 

Exact solution: unknown 
Numbers of elements= 100 (h=0.1), dim Sh=81 
Initial values: u~ ~ Galerkin approximation (4.2), % = 0 
Stopping and Extension parameters: e= 10 -4, 6 = 10 -3 
Iteration numbers: N=  20 
L 2 error bound (= hdN): 0.0789060 
Coefficient intervals: as in Table 2. 
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Example 3. 
Problem: 

(7.11) 

Conditions: 

Results: 

Example 4. 
Problem: 

(7.12) 

Conditions: 

Table 2. -3u-2Oxy.u=(2n-l)sinnx'sinny 

J - - J  ~ J a 

I [ 0,0044953, 0.0603775] 
2 [ 0.0097055. 0.1147773] 
3 [ 0.0124607. 
4 [ 0.0115127. 
5 I 0.0066034. 
6 [-0.0013600. 
7 [-0.0102185, 
8 [-0.0165818, 
9 [-0.0158443. 

10 [ 0.0097055 
11 [ 0.0194966 
12 [ 0.0246207 
13 [ 0.0227255. 
14 [ 0.0133514. 
15 [-0.0016884. 
16 [-0.0181372. 
17 [-0.0294121. 
18 [-0.0269411, 
19 [ 0.0124607, 
20 [ 0.0246207, 
21 [ 0.0303857, 

0.1610751] 
0.1956391] 
0.2148457] 
0.2154861] 
0.1951729] 
0.1526802] 
0.088O232] 
0.1147773] 
0.2196898] 
0.3093965] 
0.3767712] 
0.4[45900] 
0.4163249] 
0.3769854] 
0.2939300] 
0.1674148] 
0,1610751] 
0.3093965] 
0.4371331] 

(Omitted for j = 22 ~ 81) 

(Interval coefficients) 

{ - A u + [ - 5 , 5 ] u = [ - 6 , 6 ] ,  (x ,y)~~2,  

u = 0 ,  (x, y)~ (3f2. 

Numbers of  elements -- 100 (h = 0.1), dim S~ = 81 
Initial values: u(,m=0, % = 0  
Stopping and Extension parameters: ~=  10 -+, 3 = 10 -3 
Iteration numbers: N =  14 
L z error bound (--he(u): 0.1349496 
Coefficient intervals: as in Table 3. 

(For comparison with problem (7.11)) 

{ - A u - n u = ( 2 n - 1 ) s i n n x ' s i n n y ,  (x, y)~~2, 
u = 0 ,  (x, y )e  c~~. 

1 
Exact solution: u(x, y ) = - - s i n  nx'sin ny 

7r 

Numbers o f  elements = I00 (h = 0. l), dim S h = 8 l 
Initial values: u(h~ Galerkin approximation (4.2), % = 0  
Stopping and Extension parameters: E= 6 = 10 -8 
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Results: Iteration numbers: N =  16 
L 2 error bound ( :h~N):  0.0487168 
Coefficient intervals: as in Table 4. 

Table 3. 

J 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 

- - A u + [ - 5 ,  5]u=[-6,6]  

[-0.1715288, 0.1715288 
[ -  0.2785206 
[-0.3476306 
[--0.3868606 
[--0.3996123 
[-0.3868606 
[--0.3476306 
[-0.2785206 
I-0.1715288 
[-0.2785206. 
[-0.4727604 
[-0.6012401, 
[-0.6748777, 
[-0.6988963, 
[-0.6748777, 

0.2785206 
0.3476306 
0.3868606 
0.3996123 
0.3868606 
0.3476306 
0.2785206 
0.1715288 
0.2785206 
0.4727604 
0.6012401 
0.6748777 
0.6988962 
0.6748777 

[-0.6012401, 0.6012401 
[-0.4727604, 0.4727604 
[-0.2785206, 0.2785206] 
[-0.3476306, 0.3476306 
[-0.6012401, 0.6012401 
t-0.7734027, 0.7734027 

(Omit tedforj=22 ~81) 

Table 

J 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
2O 
2~ 

4. -Au-nu=(2n-  l)sin ~x.sinny 

A i :[Aj ,A~ } 

[0.0152852, 0.0459134] 
[0.0335920, 0.0828146] 
[0.0496244, 0.1105956] 
[0.0604027, 0.1279473] 
[0.0641884, 0.133854~ 
[0.0604027, 0.1279473] 
[0.0496244, 0.1105956] 
[0.0335920, 0.0828146] 
[00152852, 0.0459134] 
[0.0335920, 0.0828146] 
[0.0692942, 0.1521244] 
~.1000692, 0.2046874] 
[0.1206619, 0.2376009] 
[0.1278847, 0~2488152} 
[0.1206619, 0.2376009] 
[0.1000692, 0.2046874] 
[0.0692942, 0.1521244] 
[0.0335920, 0.0828146] 
[0.0496244, 0.1105956] 
[0.1000692, 0.2046874] 
[0.1428661, 0.2765954] 

(Omitted for j = 2 2  ~81) 

Note that the problem (7.12) is clearly contained to (7.11) and that the numerical 
results also i]lustrate such a situation. 

REMARK 3. AII the arguments in the present paper are based on the as- 
sumption that the finite element mesh exactly coincides with the given domain f2, 
and that the integrals in the calcu]ations of  the inner products ate evaluated exactly. 
In many practical cases, however, these assumptions may be violated, and ir be- 
comes necessary to evaluate the effects of  these errors. It seems that some in- 
terval evaluations as described in w 6 will resolve such difficulties. 
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