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Two-stage explicit Runge-Kutta type methods using derivatives for the system y'(t) =
F(y(?)), y(to) = yo are considered. Derivatives in the first stage have the standard form,
but in the second stage, they have the form included in the limiting formula. The kth-
order Taylor series method uses derivatives f', f”/,...,f(*=1) . Though the values of
derivatives can be easily obtained by using automatic differentiation, the cost increases
proportional to square of the order of differentiation. Two-stage methods considered here
use the derivatives up to f(*=3) in the first stage and f, f’ in the second stage. They can
achieve kth-order accuracy and construct embedded formula for the error estimation.
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bedded formula

1. Introduction

We will consider two-stage explicit Runge-Kutta type methods using deriva-
tives for the initial value problem

1) Lyt = FW), vlto) = vo

where y and f are vectors and f is assumed to be sufficiently smooth.

Previously, one of the authors reported a Runge-Kutta type method using sec-
ond derivatives, which was a two-stage method and achieved fourth-order accuracy
with embedded third-order formula [10]. Also, the authors proposed a two-stage
Runge-Kutta type method, which used the third derivatives in the first stage and
achieved fifth-order accuracy with embedded fourth-order formulas [14].

Here, we present a generalized two-stage method using derivatives up to f*-3)
in the first stage and f, f’ in the second stage. The derivative f’ in the second
stage is in the form appeared in the limiting formula [8, 9, 12]. We show that the
method can achieve kth-order accuracy with embedded (k — 1)th-order formulas.

The kth-order Taylor series method uses derivatives up to f*~1. Though
the values of derivatives can be easily obtained by using automatic differentiation
[5, 11, 13], the cost increases proportional to square of the order of differentiation.
From this viewpoint, the proposed method is more efficient than the kth-order
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Taylor series method.

In the following section we introduce general formula which illustrates the
method, and solve the order conditions. Then we show that there remains one free
parameter. We propose a value of the free parameter for minimizing the leading
truncation errors.

Section three presents numerical examples and conclusions.

2. Two-stage Method Using Derivatives of Higher Order

In this section we present a general formula for the proposed method, and then
derive the order conditions. We show that the formula can not be (k + 1)th-order
and the order conditions for kth-order are solved with one free parameter. Next,
we propose a (k — 1)th-order formula which is embedded in the kth-order formula
with the free parameter. Then, we investigate the leading truncation error terms of
these formulas. This is followed by a discussion of the values of the free parameter
for minimizing the truncation errors.

2.1. General form
We will consider the formula

fi = fya) = F(y(ta)),

o= (o) (%)
il = (%f(y(t)))tztﬂ = (%)tztn,
oo (dii;____:;f(y(t)))t:tn = (%)t:tn’

h02)3 . (h02)k_2 *(k—3)
30 fitooo+ (k-2 fis

heo)?
Yeo = yn+hC2fl+( 2?) f1+(

(2) fa = f(yc;»)a
. 2, k—3 (k-3
f2 =f2+’)’(f1+h62f1+(h;?) f1+'--+-(-(f;:2_)_3)! (fl)),

T _ g) 7
f2 (6y vmves f27

Jnt1 = Yn +h(bifr +bofo) + hz(bifl + bazfz)

(k23) “(k—3)

LT AR o
Yntl = Yn + h(bLfi + bafo) + h2(B1f1 + bafo)

(k=3) +(x_3)

SR3b fit AR B £
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E = ynt1 —Gn+1

where y and f are vectors, §,+1 is a lower order formula embedded in y,+1, and,

E is an estimation of the truncation error of §,41. We refer to the product fg as a
second-order pseudo-derivative.

2.2. Equations of order condition and solutions
Using the expansion of true value

(he)? (he2)k—2 -
3? f1+"‘+ﬁ fi

(th)k_l “(k—2) (hCQ)k “(k=1)

2
(3)  y(tn+hc2) = yn +heaf1 + (h;?) fi+

o Nt fote
we can write
(4) Yeo = Y(tn + hea) — Ri—1
where
hep)k—1 k-2 (heg)k k-
0 Ry = 82 (hea) 7

-0 TR

The expansion of f, can be obtained by using (4) as follows:

(6) f2 = f(Yes) = f(y(tn + hez) — Re—1)

= 1(uttn + hen)) - (51 Bt

)yzy(tn+hcz)
The first term of the expression (6) becomes, from (3),

. e 2 Co k=2 (g2
() fyltnthed) = i+ heafy + 82 o b

(heg)k=1 tt:-v (heg)k '
T-nr Nt A

f1+"-+

+

The Jacobian matrix in (6) can be written, using the summation convention,
as follows:

© (Z) - ()
oy’ y=y(tn+hc2) Oy? y=yn+(hcafi+-)

_(9f o°f :
= (E)_yj)y:yn + (5yj3y‘)y=yn (heafi +---),

where 37 denotes the j-th component of the vector y.
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We introduce the following notation of elementary differentials shown in [3],

_ (9f
b= (8yj)y=y,,’

g = (2L
e ay‘]ayl yzyn’

Using this notation, the Jacobian matrix is represented as

of !
(9) (-) = f; + heofjfl +
8yj y=y(tn+hcz) ! .

Then, we obtain the expansion of the second term of (6) as

0
w (3 Rucs
Y/ y=y(tn+hca)
heo k=1 “E=D  (po vk k1)
=(fj+h62szff+"‘)(%!‘ f +(—ZZ!-)- f +)

heo)el (=D (o Nk “(k=1) “(k—2)
-t A (G R e R oA)+

Substituting (7) and (10) into (6), we obtain

k=2 (k-2

(11) f2=f1+h02f1+( )f1+ +%(1)
k=1 , (k—1 “(k-2)
Hatyr (B s )

“(k—1) *(k-2)

N

Next, using (11), f2 can be written as

- . 2 k=3 (k-3

12) f =f2+7(f1+hr:2f1+(h§f) ﬁ+-~+% iy ))
. 2 k=3 k3

=(1+7) (f1+h02f1 (h 2) fi+ % ( 1 ))

“(k—2)

(hc )k-2 ‘(k—2) (hc )k 1, (k—1) 5
Gz +(k21)'( v )

k-2 <(r_2 o)1 (k-1
=(1+7)(f(y(tn+hC2))—% (fl)—((};—z_)m <fl)—"')

“(k-2)

(he )k-2 “k-2) (h )k—l “(k=1) .
Goar Bt ( A b A )+

+

+
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k—2 (k-2
= (1)t + hea)) - G2y R

el (k-2)
R )

Using (4) and (5), we obtain the expansion of Jacobian matrix at the point y., as

1o} a
@ (5),.. 7 (5"3)
Yy Y=Ycq YY"/ y=y(tn+hca)— Ry 1

o%f )
G Rl g+
(9 )y=y(tn+h02) <ay38yl y=y(tn+hcz)

5 et
<6 >y=y(tn+hcz) (k—1)! i fi +
3)

Then, from (12) and we obtain

(14) fo= <

(1
of
Oy
(hcz)k_l '(k-iz)
dy TR 4.
(311-7 >y=y(tn+hc2) (k _ 1)! i fl

(heg)k=2 "=
—(ki—ﬁ'y fi

(heg)k—1, "2V (k-2) }

I
[ a—

(L4 7)f(y(tn + hez)) —

~ e Ao )

~a+ (% ) I )
’)

hep)k=2 )
( [( P 2) CTd h
Y=y tn+kc2) ( )

k—1 (k—2)
((’;:)1)1 (5 +n )*]
c k-1 *(k—2)
-t £ P o) +

The first term of the last expression of (14) becomes, from (7),

3f) B (d2y>
15) (=L F(te + he)) = [ 22
(15) (811 y=y (t,.+hcz) fltn + hea)) dt? t=ty+heo

d*y (heg)? diy

dt? dt3 21 dtt
(hea)¥ 2 dry | (hea) ! dktly
(k=2)! dtk * (k—1)! dt+D) =t

+ -
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(hea) =2 "0 (hea)=

. . 2 ree
=f1+h02f1+(h;?) H+ -+ & —2)! h +(k 01 f1

the second term becomes, from (8),

o1 (hea)"? = (hey)"=? (o
1) (55), e [(k 3 R e (1 R

‘(k—2)

(hCQ)k 2 (k=2) (hC )k—l ‘(k—1) H(k=2)

=[fj+h02fjeff+"‘]lw 7+ =1 (7 f+8 )+

k-2 “(k—2)
— ((’;:2)2)' f f1

hes k1 “(k-1) (k-2) R
B T e e T A

and the last term becomes, from (7),

+

(k— 2)
(gf) SN S £+ heo)

“(k~2) .
-%ﬂ“)‘“(l-wy)fﬂ fl (ff+h02fll+...)

“(k—2)
=0l e R

Substituting (15), (16) and (17) into (14), we obtain

(17)

(18) fo=(1+7) (f'l+hc2f1 (he ) Fit ((i]z?)’;‘): oo

(hc )k—2 “(k—1) (hc )k 1 (k)
Wl B gy i)

(h62)k 2 *(k—2)
(g A

-+

+ %(vfj'(}?) +££7 (’}12) +(k — 1)yE; (:‘12) f{) +
et # A
= (1+) (fl +heafi + (h;f)Q fitoo+ (gccz_);? .(;’_12)>
P ) R ot )
+ %((1 ) —f; (}11)—f f/ ('}12)—(1 + ky)E; “}12) fl)

3
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=0+ (fl +heafi + (h ) ((f;ccg_)l;;? -<k_12>)

h k-2 C(k—1 (k—~2) (k—2)
+((kc—i)27<(1+7)( (fl ) —f; f )+fj fi )

(h,Cz) *(k=1) ‘(k—2)

+W((1+7)(f1 ~t A -du £

f1+ -+

“(k—1) *(k—2) H(k=2)
w5 A -58 A +G-vg £ A))+
Finally, by using (11) and (18), we obtain the expansion of y,41:
(19) Ynt1 = Yn + h(bLf1 + baf2) + K2 (b1 f1 + b2 f2)
= . (k—3)«(k—3)
+h3blf1+' hkz b1 f1
= yn + h(by + ba) f1 + K2 (baca + by + Ba(1 + ) fu

b .
+ A3 ( 22624- b1 +b2(1 +’Y)Cz) fit+---

_ boc (k=3) k—4 “(k—3)
+ hE 2((; 23)+ b1 +b2(l+’)’)( )') h

boc k—2 Ck—3 “(k—2)
k—1 2C2 2
+h <(k %) +bg(1+w)(k_3)!> fi

bock—1 k-2 - “(k-2)
+hk[<(k2c_1) +bo(1 + )(k—cz_T)!)((ﬁ)—fj fi )

bock - k-1 “(k) "k—1) “(k-2)
4 pEt K 2!2 + Ba(147) (kz— 1)!) ( fi -t f —kfy f ff)

“(k—2) “(k—2)

) ey :
(3:“2 o (fj i -5f fi +k-Df A ff)}Jf

The Taylor expansion of y(t, + h) is as follows:

A2 . h3. RE—2 -
(20) y(tn+h):yn+hf1+'§fl+¥fl+"'+(_:'2—)' fi
RE-1 -2 pRE G-y hk+1 <k)

The coefficients of h* term and A*+1) term of (20) are represented as

1 k-1) 1 “(k—1) “(k—2) (k—2)
(21) (

H fl :E fl —f] fi? ) k'f fl
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1 (k) 1 “(k) ((k=1) (k-2

(22) ) fi = (k+1)!( fo -5 A —ktufi A )
rom( A -8 A
+( kl), £ f1 (;12)
_—

. (k—2)
The fourth term f;f/ f! of the right side expression in (22) does not appear
in the expansion of y,+1 (19), therefore the formula (2) can not be (k + 1)th-order.
We obtain the following equations of order condition for kth-order formula:

hfi : b1+ by =1,
. _ - 1
h2f1 :b2€2+b2(1+7)+b1 = a,
. 1
h3f1 : b2 +b2(1 +’)’)Cz+ b1 = 5,
h* fl 'bz~2+52(1 +7)§+I; = l
T3l 2! 4!’
(23) PG . 05—3 (1 k—4 (kb;ii) 1
h fi 2(k—3)'+ ba ( +’Y)(k 4)+ 1= oo
C(om2) b2 B k-3 1
k-1 . 2 2 —
L ‘b2(k—2)!+b2(1+7)(k—3)! =D
o1 “(k=2) k-1 ck—2 1
—f £ 2— = =
“(k—2) k—2
ke £3 - G _1
R (k (k—2)! k!’

From this system of equations, we obtain a solution with a free parameter c
for kth-order formula:

- 1
24 b =—-———,
( ) 2 (_1)k2
(25) 5225‘:—2#, y=k—2— ke,
2
b1=1_b2’
el 1 - ch?
(26) b1=m—b2ﬁ—b2(1+’)’)m (1=1,2,...,k—3).
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2.3. Embedded formula
The embedded (k — 1)-th order formula g, is defined in (2). We obtain the
parameters for the formula using equations up to A(*=1) term in (23) as follows:

. 1 by (k — 2)(k — 1 — key)
27 by = o (12 ,
27) 2 (k—l)c§_2< be key
i)l = 1—827
i) 1 A Cl2 2 Cé_l

2.4. Leading term of the local truncation error
From (19) and (20), the coefficient of leading truncation error term of k-th

order formula is as follows:
b C k—l (k) (k1) ‘(k—2)
(29) ( 2'2 +b2(1 +’Y) (k ) ) ( h fj f‘17 —kfjl ff f{)

bzck 1 “(k—1) “(k—2) *(k—2) 1 (k)

Gom( A ot A k-8 A ) - gy

b2 Co Ck_l 1
( TN - )
“(k=1) “(k-2)

X(}?"f i~k A ff)
boch~1 1 T(k=1) t(k—2)
+((k—21)!_(k+1)!>fj( S )

b‘ ck—l 1 “(k-2) 1 | t(k—2)
+ ((k—l) 2 _ )kfﬂ f fil-—=f8 fi

+

KT kD) &+ 1)
[ —k(k+1)c3 +2(k* — 1)c — k(k — 1))
B < k(k—1)
1 “(k) *(k—1) *(k—2)
xaroil A s A ok A f)
L a (k=1 1 ey e
k—1 (k’+1)' ( fl _fl‘7 fl )
(k+Des—k k2 1 =2)
+ % Groi AN (k+1)ff] f

Therefore, we can define relative errors ry(c2), ra(ce), rs(c2), ra(cz) to the
Taylor coefficients (20) as follows:

—k(k+1)c +2(k% - 1)ca — k(k — 1)
k1)

(30) ri(ce) =
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ra(c2) = ‘ (k4 1)](;2__1(k — 1)‘
7'3(02) = l'———“’"—(k * 11):2 - k‘
7'4(62) = 1.

From (23), we get the following term as the coefficient of truncation error term
of (k — 1)-th order formula:

- clzc_l & cl2c—2 1 (k—-1) '(k;_z)
(31) bz‘*‘*(k _' _1)' +b2(1+7)(k_2)_| _H ( fl _f]. fl )
k-2 Ce—2)
= Co 1 A
+ (bz————(k — 2)' - H) fj ff
_kea—(k-1) A RO e
_—’ﬂ—T_(l“E> aln-u 1)

B 1, 7
(B

Also, we can define relative errors 'y (cg), 72(c2) to the Taylor coefficients (20)

relative error

— T T T 1
k=28 ri(ca

0.25

0.2

0.15

0.1

0.05
0 L | N
k=2 k=2 k=1 2k(k—1) k=1 _k_ 1
k+1 E  k+1 GFD)(2k—1) &k k+1

Fig. 1. Relative errors of h* terms.
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as follows:
(32) filer) = |2 D <1 - ’b’_>
(33) 7:2(02) = (1 - @)

ba

The relative errors 71(cz), r2(c2), m3(c2) and 71 (c2) for k = 8 as a function of
c2 are shown in Fig. 1.

2.5. Determination of free parameters
The stability region of our formula is independent of the value of free parameter
cg. Therefore we can not use the stability region to determine the value of c;.
The formula (2) has specml forms for c; = &= kz and cg = %

If we choose ¢c; = k , then the parameters b and v are zero from (25).

Therefore f, becomes f; from (2). It follows that f5, the pseudo-derivative in the
second stage, becomes the derivative as follows:

T 8f g
4 2= (3y>y=yc, 2= b

When ¢; = 521, we can show from (25)-(28) that the parameters by, by and

1
b (1=1,2,...,k—3) of kth-order formula coincide with the parameters 1;1, by and

by (1=1,2,...,k —3) of (k — 1)th-order formula respectively as follows:

) RENCINO)
(35) bi=b1, by=by, =0, (I=1,2,...,k—3).

Hence, the estimation E of the truncation error of §,1 becomes very simple:

(36) E=h? (1 - —) fa

However, there is a greater probability that the error estimation E will be zero,
because the relative error 71(cz) is zero from (32).

From Fig. 1, we see that the relative errors r1(c2), r2(c2), Ts(c2) decrease
monotonously for co < k +1’ and increase monotonously for % < ¢g9. Therefore
we choose ¢y from the interval [ A +1 ' F il] except ¢; = k—;1 in order to minimize the
relative errors.

From the above discussions, we choose ¢y = %, where the lines r2(c2)
and r3(c2) cross. For this cg, the relative errors ri(cz), r2(c2) and r3(cz) are less

than 1, respectively.
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3. Numerical Example and Conclusions

We will show that our derivations are correct by using a numerical example.
That is to say, our formulas achieve definitely desired order of accuracy. We solve
a system of equations [2]:

Integrate
duy)
‘Zt = y@y®), yM(0) =0,
dy®
dt —yMy® @) =1,
6)
dg;t = —k%yWy@ ) =1, K2=051

over the range [0, 60]. The errors in the numerical solution of y(t) at ¢t = 60 for vari-

ous values of order k and of step size h by using the free parameter c; = (T%%%—Ll‘)

are shown in Fig. 2. The computations were performed by IA-32 processor in

log, |error|
0

-10 -

-100 |

-110 . | | 1 1 L

Fig. 2. Errors in numerical solution of y(t) at ¢t = 60.
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quadruple-precision arithmetic (a normalized 113-bit fraction including the redun-
dant most-significant fraction bit not represented), and NUMPAC[7] were used to
calculate the true values in quadruple-precision arithmetic on hexadecimal system
28 figures.

From Fig. 2, we see that the proposed formula in general form achieves desired
order.

The derivatives involved in our formula can be calculated very easily using the
automatic differentiation. The proposed method has two clear advantages in com-

putational cost. First, the higher derivatives J(‘;), i=1,2,...,m can be evaluated
efficiently by using recursive computation of Taylor coefficients [4, 11]. The number
of operations required for these derivatives is O(m?). Taylor series method of order
k requires up to order m = k— 1, however the proposed method requires up to order
m = k—3. And secondly, the forward method of automatic differentiation computes
the product of the Jacobian matrix f,(y) and a vector v without computing the
Jacobian matrix itself [5, 11, 13]. The number of operations required to compute
the product fy(y)v by this method is at most three times the number of operations
required to compute f(y). Since automatic methods for simultaneous computation
of functions and their derivatives are now available [1, 6, 13], our formula will be
one of the most promising methods.
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