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In this paper, we propose a functional fitting s-stage Runge-Kutta method which is
based on the exact integration of the set of the linearly independent functions pt(t),
(i = 1, ... , s). The method is exact when the solution of the ODE can be expressed as
the linear combination of cpt(t), although the method has an error for general ODE. In
this work we investigate the order of accuracy of the method for general ODEs, and show
that the order of accuracy of the method is at least s, if the functions w(t) are sufficiently
smooth and the method is non-confluent. Furthermore, it is shown that the attainable
order of the method is 2s, like conventional Runge-Kutta methods. Two- and three-stage
methods including embedded one of this type are developed.

Key words: variable coefficients, order of accuracy, functional fitting, collocation Runge-
Kutta method, embedded Runge-Kutta method

1. Introduction

A number of numerical methods have been developed for solving the initial
value problems of ordinary differential equations. Among the methods, variable
coefficient methods, whose coefficients are the functions of the parameters of the
problem and the stepsize, are particularly useful for the special situations that
some knowledge of the problems is known in advance. The variable coefficient
methods are classified into three categories. The first one is for the case that the
solution of the problem is periodic and its (approximate) frequency is known a
priori. For example, the linear multistep methods by Gautschi [4], Bettis [1] and
Vanthournout et al. [13], and the Runge-Kutta-Nystrom method by Ozawa [9] fall
into this category. The coefficients of these methods are the functions of the angular
frequency w of the problem, and the stepsize h. The methods of the second cate-
gory, which are often called exponential fitting, are designed for the solutions of the
Schrodinger equations. These methods are based on the exact integration of the
functions {1, x, ... , xm, x exp(±vx), .. . , xP exp(±vx)}. The methods by Coleman
[3], Simos [11] and Thomas et al. [12] are in this category. Runge-Kutta methods
in the first or second categories are not yet found. The third class of the meth-
ods is efficient when the (approximate) eigenvalues of the Jacobian of the system
are known in advance. Nakashima [8] has developed some class of A-stable explicit
Runge-Kutta methods, whose coefficients are the functions of the eigenvalues and
the stepsize.



108
	

K. Ozawa

The purpose of this paper is to establish the basic theory for the generalized
variable coefficient Runge-Kutta (VCRK) method. The method is based on the
exact integration of the linearly independent s functions {cô,,,,(t)} n=1 , where s is the
stage of the method. Two- and three-stage VCRK methods including an embedded
method are developed using this theory.

2. Functional Fitting Runge-Kutta Method

Let us consider the VCRK

Yn+l = yn + h 	 bi(tn , h) f (tn + cih, YZ),
i=1

8

Y=yn +hEai,j(tn ,h).f(tn +cjh,Y), i=1,2,...,s,	
(1)

j=1

to = to + nh,

for solving the initial value problem

	y (t) = f(t, y), y(0) = yo, t E [to, T].	 (2)

Throughout this work, we assume that the abscissae ci are constant, and that the
method is non-confluent, that is ci # cj , if i # j. Consider the case that the
coefficients az, j (t, h) and bi (t, h) in (1) are determined so as to satisfy the relations

8

u,,,, (t + c 2 h) = u,,,, (t) + h E ai, j (t, h) u'm (t + cj h),
j=1	

( )m=1,2,...,s,	 (3 )

 (t + h) = u.,,, (t) + h> bi (t, h) u',,, i (t + ci h),

where we choose

u;,, (t) = cO n (t),	 m = 1, 2, ... , s.

Here we assume that the functions co n (t), which are also defined on [to, T], are lin-
early independent, that is the Wronskian matrix W(t) associated with {com (t)} =1

p1(t)	 '2(t)	 ...	 V9 (t)

(t)	 (t)	 ...	 Ps(t)
W(t) _

v^s — ' (t)	 (s-1)(t)	
acs-1^(t)
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is nonsingular for all t E [to, T]. Note that if we take cpm (t) = t--1 (m = 1, 2, ... , s),
which are linearly independent for t > 0, then the method reduces to the collocation
Runge-Kutta method [2]. Thus the VCRK is a generalization of the collocation
Runge-Kutta method.

The next theorem guarantees the existence of a unique solution (a ,j (t, h),
bi(t, h)) for all t E [to, T] and small h > 0.

THEOREM 1. If the functions {cp,,,,(t)} ri=1 are sufficiently smooth, then
h) and bi(t, h) determined by (3) are unique for small h > 0.

Proof. It is clear from (3) that coefficients ai,^ (t, h) and bti (t, h) are uniquely
determined when the matrix

cp1(t + clh) Cpl (t + c2h) • .. cp l (t + c8 h)

cp2(t+c lh) cp2(t+c2h) ... cp2(t+c s h)
U(t, h) _

8(t + cl h) cp s (t + c2h) • • •	 8 (t + cs h)

is nonsingular. This matrix can be expressed as

1	 1	 •••	 1

c1 h	 c2h	 ...	 csh

U(t, h) = WT (t)	 + 0(hs),	 (4)

(cl h)s-1	 (c2 h)s-1	 (csh)'-1

(s — 1)!	 (s — 1)!	 (s — 1)!

since cp„L (t) are sufficiently smooth. We can easily find from (4) that U is nonsingular
for small but nonzero h, since the W is nonsingular by assumption, and the second
matrix in the right-hand side is, of course, nonsingular by the assumption that ci
are different from each other. Thus we have proved this theorem. n

Hereafter we are only concerned with the case that the functions {cpm,(t)} are
linearly independent and sufficiently smooth, i.e. the case that the coefficients of
the VCRK are unique. Although the coefficients of the VCRK, in general, depend
not only on h and but also on t, we will not consider the dependency on t, since
our main concern in this work is the local behavior of the error of the method when
h tends to 0, for fixed t. Moreover we simply denote the coefficients by ai,^ and bi,
respectively, unless confusions arise.
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3. Order of Accuracy of VCRK

It is clear from the construction of, the VCRK that the method always gives
the exact solution for any h > 0, when the solution of ODE (2) is in the class
span{,P1(t), ... , 03 (t) }, where ,,,, (t) = f cp,, (t) dt. However, if this is not the case
then the method yields an error, and it is important to be able to evaluate the
error. Let us consider the case that the VCRK generated by {cpm (t)};n=1 is not
exact, that is the solution of the problem is not in the class span{01(t), ... , 08 (t)}.

In this case, if the solution y(t), which is assumed to be sufficiently smooth, and
the numerical approximation given by the VCRK satisfy for some integer p

Yn+1 - y(tn, + h) = O(h"'), y(t) = yn, h --* 0, (5)

then we say that the VCRK has order of accuracy p. Note that this definition is
quite the same as that for constant coefficient methods, except that the error is
considered in the situation that the coefficients ai ,^ and bi given by (3) vary as
functions of h when h - + 0.

In order to investigate the order of accuracy, we introduce the quantities given
by

B(q) _	 bi c
9-' -

i	 q
3 	1	 (6)

i
Cz (q) =	 ai ^ c^ - - - c9, i = 1, 2, ... , s.

j=1	 q

These quantities are related to (3), since if we expand cp.m (t) into the power series
and substitute this expansion into (3), then we have

E 1 9(q-1)! B(q) h ^0 t9-1) (t) = 0 ,	 (7)

1:(q _1)t Ci (q) hq c0(q-1) (t) = 0, i = 1, 2, ... , s. 	 (8)

Let the power series expansions of ai,^ and bi be

aa,; = aM+ai h+ai2)h2+...,

bi = bZ°) + b2 1) h + b? 2) h2 + • • • ,

then the power series expansions of B(q) and C2(q) are given by

B(q) = B (°) (q) + B (1) (q) h + B (2) (q) h2 + ... ,

Cz (q) = c ) (q) + C^ 1) (q) h + C2 2) (q) h2 + ... , (9)
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where

	B(') (q) _	 b(^) c9—i _
	i=1	

q1=0 , 1 ,...,

	

C(q) _	 a(') c _ 1 — CZ 61,01
	j =1	 q

and 5j,j is the Kronecker delta.

LEMMA 1. The quantities B(q) and CZ(q) satisfy

B(q) = O(hs+ i—v), q = 1,2,. . . , s, 	 (10)

CC(q) = O(h9+ i-9
), q = 1, 2, ... , s,	 i=1,2.... , s.	 (11)

Proof. We prove only for B(q) since the proof for CC(q) is done in straightfor-
ward manner, if (10) is proved. Let us introduce the following quantity 13q,1 (q, 1 =
1, 2, ... , s):

1 	 (t 4)
	(q 1 1)! B	 (q), 1 < q=	 (12)

	0, 	 l < q.

If we substitute (9) into (7) then we have

l	 \
	(^ cp;n -1) (t) Q9,t I h l = 0.	 (13)
	1=1 q=1 	/I

Therefore, the condition that the coefficients of hl (1 = 1, 2, ... , s) in (13) are being
0 can be written as

WT(t) B = 0,	 (14)

where B = (/3q , 1 ). Thus we have B = 0. The fact that the qth row of B is equal to
0 leads to

B (°) (q) = B (1) (q) = ... = B(8_1) (q) = 0, q = 1,2,...

	which gives the conclusion.	 n

We cannot determine all b^ (1 >_ 0) completely from (14), since this condition
is only a part of (13) that is equivalent to (3), which defines bi (i = 1,2,.. . , s)
uniquely. However, we can determine only a^°) and b( °) from B (° ) (q) = c °  (q) = 0
(q = 1, 2, ... , s).
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COROLLARY 1. Coefficients a^°] and b ° satisfysatisfy the so-called simplifying as-
sumption [2]:

s	 q
CEac^ -1 = q, i=1,2,...,s, q=1,2,...,s,

j=1	 (15)

bz cq-1=	 q=1,2,...,s.
i=1

It should be noted that although ai°] and b ° areare determined by (15) uniquely,
and these are just the coefficients of the s-stage collocation Runge-Kutta method
defined by ci [2], these coefficients are independent of the choice of {pm (t)}.

LEMMA 2. Let g(t) be an (s + 1)-times continuously differentiable function
on [to, T], then

s

g(t + cih) = g(t) + h 	 ai,^ g'(t + cj h) + O(hs+ l )

j=1

=g(t)+h	 aiJ g'(t+cjh)+O(hs+ l )	 i= 1,2,...,s+1,
j=1

where we set as+l, j = bj and cs+1 = 1 .

Proof. From the Taylor series expansion of g(t + cih) we have

s	 q

g(t + cih) = g(t) + h	
(q 1 1)! 

\ q) hq-lg(q)(t) + O(h 9 + 1 ).	 (16)

If we substitute
s	 s

Ci(°) q-1	 q-1	 8+1—q
_	 a j cj	 =	 aij cj + O(h	 ), q = 1, 2, ... , s,

q 	j=1	 j=1

into (16) for i = 1, 2, ... , s + 1, then we have immediately the conclusion. 	 n

Next we consider the stage order of the VCRK. The stage order of the VCRK
is defined to be the minimal integer p = mini=1 {µi }, where

ei = Vi — y(tn + cih) = O(h' ') h —, 0 ,

and the condition y(t) = y,,, is of course assumed.

THEOREM 2. The stage order of the s-stage VCRK is s.

Proof. If the solution y(t) of (2) is (s + 1)-times continuously differentiable
on [to, T], then from Lemma 2 we have

s

y(t., + cih) = y(t) + h	 ai,j y'(tn + cjh) + O(hs+ l ),

j=1
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and therefore the stage errors ei = Yi - y(t,,, + cih) are given by

9

ei = (1 - ai,i hfy) -l hEai,j(ej fy +O(e^)) +O(h 9+i )

j#i
i=1,2,...,s,	 (17)

where f, is the derivative of f (t, y) with respect to y. It is clear from (17) that
p < s. If p < s then we have from (17)

pi +I =min{min{µj }+2,s+1} > min{µ+2,s+1} =p+2,
#i

which is a contradiction, so that we have p = s. 	 n

THEOREM 3. The order of accuracy of the VCRK is at least s.

Proof. Let E denote the local error at t.+1 = to + (n + 1)h. Then from
Lemma 2 we have

	E = h	 bi If (t + ci h, Yi ) - f (t + cih, y(cih))} + O(h9+1 )

i-1

	= h	 (bi ei fy + O(ei )) + O(h9+1 ),

i-1

which shows that the order of E is at least s + 1. 	 n

Like the collocation Runge-Kutta method, it has been shown that the stage
order of the VCRK is s and the overall order is at least s. For the collocation
Runge-Kutta method, if Ei=1 bic9 -1 = 1/q holds even for q> s, then the method
has higher order (see [2] and [51). We have already established in Corollary 1 that
E-9 1 b^°) cq -1 = 1/q holds for 1 <_ q < s. If this holds even for q > s, it may
be possible to obtain higher order VCRK formulae. In the next section we will
investigate the higher order formulae.

4. Higher Order VCRK

As we have already seen in the last section that the coefficients ai°] and b °
areare uniquely determined by (15), whenever the abscissae ci are different from each
other. Furthermore, if for a fixed integer v satisfying 1 < v < s, the relation

f
1	 S

 tq-1 [J(t - ci) dt = Q, q= 1, 2, ... , v	 (18)
j=1

holds, then b ° satisfysatisfy the stronger statement than (15), i.e.

^bz°)c9-i=1	 q=1,2,...,s+v,	 (19)
i=1	 q
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or equivalently,

B(°)(q) = 0, q = 1,2,...,s + v.	 (20)

In this case, the relation

9	 b(°)
b2°) cL —la^°^ = j (1—c5),	 = 1, 2, ... , v, j = 1, 2, ... , s. 	 (21)

a=1

is also valid (see IV.5, Lemma 5.4 in [5]), and then the Runge-Kutta method defined
by (ai°], b^, ci ) is of order s + v (see [2], [5] and [7]). For the order of accuracy of
the s-stage VCRK, we have the following theorem and corollary:

THEOREM 4. If the abscissae ci are taken to satisfy (18), then the order of
accuracy of the s-stage VCRK is s + v.

This theorem shows that the s-stage VCRK always has the same order of
accuracy as that of the collocation Runge-Kutta method with the abscissae ci.
Thus we have:

COROLLARY 2. The attainable order of accuracy of the s-stage VCRK is 2s.

Before proving this theorem, we must prove several lemmas. Here we introduce
the quantity D(q, ) by

D(q, ^) _ E ba°) c^ -1 Cz(q), q = 1, 2, ... , s + v — ^,	 = 1, 2, ... , v,	 (22)
i=1

and investigate the orders of B(q) and D(q, 6), when the condition (18) holds.
Hereafter we consider ,09 ,1 not for q, 1 = 1, 2, ... , s but for q, l = 1, ... , s + v,

keeping the definition in (12) unchanged. For /3q ,1 we have the following lemma:

LEMMA 3. If for a fixed d (v > d> 0),

/3q, 9+d 	 0,	 q = 1, 2, ... , s,	 (23)

then we have

/3q,q+d 	 O, q = 1,2,...,s + v — d.

Proof. Condition (23) implies

1	 1	 ...	 1	 bid)

Cl	 C2	 ...	 cs	 b(d)
=0,

C l
	 s-1	 s1	 (d)C1 	c2	 ... c

s	bs
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which leads to bid) = 0 (i = 1,2,. . . , s), since ci (i = 1,2,. . . , ^) are different from
each other. Thus Q9 , q+d = 0 for all q satisfying 1 < q < q + d < s + v.	 n

LEMMA 4. If (20) holds, then

/3q,i=0,	 q,l=1,2,...,s+v.

Proof. Let us define the matrix B = (,3q ,,)q l" 1 , and divide it into 4 subma-
trices by

B1,1 B1,2

B = I	 I , B1 , 1 E R5<8 , B 1 , 2 E Rsxv, B2 , 2 E Rvxv

0 B2 , 2

Note that B2,2 is strictly upper triangular matrix because of condition (19). For
the proof, it suffices to show B1,2 = B 2 ,2 = 0, since we have already had B 1 , 1 = 0
in Lemma 1. We prove this by induction on the columns of B 1 , 2 and B2,2.

The condition that the coefficients of h l (1 = 1, 2, ... , s + v) in (13) is being 0
can be expressed as

UB = (U1B1,1, U1B1,2 + U2B2,2) = (0 , U1B1,2 + U2B2,2) = 0 ,

where

^1	
^(s-1) ^(s) ... ^ls+v -1 )

^2	
^(s-1) h(s)
	

^(s+v-1)

U =

) =(U1,U2),^s 	ç(s-1) ^(s)	 a(s+v-1)

U1 E Rsxs, U2 E Rsxv

If we denote the two submatrices B 1 , 2 and B2 , 2 by their columns, i.e.,

B1,2 = (b1, b2, ... , b„) , B2,2 = (bi, b2.... , b ,) , b 2 E Rs x 1 bi E R'<'
,

then the (s + 1) st column of UB is

(s + 1)st column of UB = Ul b 1 + U2bi = Ulb1 = 0,

since B2 , 2 is strictly upper triangular and therefore bi = 0. Thus we have b 1 = 0
since Ul = WT is nonsingular. We have now established that the first columns of
B 1 , 2 and B 2 , 2 are being 0; this completes the proof when v = 1. Next we show
that the second columns are 0 when v > 1.

From B 1 , 1 = 0 and b 1 = 0, we have

N1,2 = 02, 3 =•= i3 , +i = 0,
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and therefore we have from Lemma 3

Qi,t+1 = 0, 1=s+1,...,s+v-1.

This leads to b2 = 0 since B2,2 is strictly upper triangular. Using this result we
have for the (s + 2) nd column of UB

(s + 2) nd column of UB = U1 b2 + U2 b2 = U1 b2 = 0,

which leads to b2 = 0. Thus we have proved that the second columns of two matrices
B1,2 and B2,2 are 0.

Next we assume that the columns of B1,2 and B2,2 are all being 0 up to the
1 th, i.e.,

Qi,9+3 =0,	 i=1,2,...,s+v,	 j=1,2,...,1.

Since this condition includes

i+d =0,	 i= 1,2,...,s,	 d= 1,2,...,1,

l super-diagonals of B, i.e. /3,j (0 <i — i < 1), are all 0 because of Lemma 3 and,
as a result, for the (1 + 1) st column of B2,1 we have

Q9+1,s+I+1 = Q8+2,s+1+1 = • _ /9+a,8+i+1 = 0 ,

that is b,'+l = 0. Therefore we have

(l + 1) st column of UB = Ulbi+l + U2bi+1 = Uibt+l = 0 ,

which implies bj+1 = 0. Thus we have proved B1,2 = B2,2 = 0. 	 n

LEMMA 5. If 13q ,1 =0 for q, l = 1, 2, ... , s + v, then

B(q) = O(WL) , q = 1,2,...,s+v,

where

µq = max{s+v+1 —q, v+1}.

Proof. Since v super-diagonals of B, which are of length at least s, are shown
to be 0 in the last lemma, we have from Lemma 3 that b 0 (d = 1,2,. . . ,v).
Therefore B(q) is of order at least v + 1 for any 1 < q < s + v. On the other
hand, from the fact that the q th row of B is equal to 0, we have B ( ' ) (q) = 0,
(l = 0,1, ... , s + v — q), which means that the order of B(q) is s + v — q + 1. Thus
we have proved this lemma. n
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COROLLARY 3. Let g(t) be an (s + v + 1) times continuously differentiable
function on [to , T], then the following relation holds:

8

g(t + h) = g(t) + h 	 bi g'(t + cih) + O(hv+ 1 )

x=1 	(24)
e

= g(t) + h y2 bio) g'(t + cih) + O(h3
+v+ 1 )

i=1

Let the Taylor series expansion of D(q, l;), which is defined by (22), be

D(q, ^) = D (e) (q, ^) ±D  (q, ^) h + D (2) (q, ^) h2 + .. .

Then from (15) and (21) we have

D(e) (q, ) _	 bEe)c2-1 (	 az^^ c3 1 — cq ) = 0 ^
i-1	 \1	 q

q = 1,2,...,s+v—l;.	 (25)

LEMMA 6. If (25) holds then D(q, l;) satisfies

D(q,)= 0(h q,e ),	 =1,2,...,v, q=

where

Aq,£=max{s+v—r;+1—q, v—+1}.

Proof.Proof. Here we define the quantity dq , i by

dq,

	(q  1)! D(i —e)(q), 1 < q < 1, 	
(26 )

0,	 l < q.

Using the same technique as is used in Lemma 4, we can show dq , 1 = 0 (q, 1
1, 2, ... , s + v —), and using this result, we can easily prove this lemma. 	 n

LEMMA 7. Let g(t) be an (s+v—e) times continuously differentiable function
on [to, T], then

^` b(o) c£-1 (ai,j — ar]) g(t + cj h) = O(h
s+ v—f ), S = 1,2,.. . , v.

i,jj =•1
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Proof. Using the Taylor series expansion of g(t), we have

b(°) cC-1
(ai,j - a^0) ) g(t + cjh)

i,j=1

_	 bz°)c,-1(ai j - a (°) ) E 
(cjh)q- 1

 g(q-1) (t)
i,j= 1

	q=1 (q — 1).

s+v—. hq-1	 $
_	 g(q-1) (t)

	 ba°)C-1Ci(q) + ^(hs+v—f 1
q=1 (q — 1 )^	 i=1

$+v—^ hq-1

E (q - 1) ! D(q, ) g 1_1) (t) + O(hs+v ^).
q=1

Since in this expression,

q- 1+A q ,^ =max{s+v-6, v-6+q} > s+v-6,

then we have the conclusion. 	 •

LEMMA 8. The stage errors ei of the VCRK satisfy

vb(°) c^— lei = 1t E b^°) (1 — c^) ej h f^ + O(hs+„—C+ 1 ),	 = 1, 2, . .. , v.
i=1	 S j=1

Proof.	 We first evaluate ^i 1 b ((J) c2-1 y(t,,, + ci h) for	 = 1, 2, ... , v - 1
Assuming y(t) = y,,, we have from (19) and (21)

S
b(°) 	 1 y(t,,, + cih)

i1

_	 0) c%-1 ((t)  + h	 a(°)y(t+ch)/
1 	 j=1

+	 bZ°) c£_1 $+V-£ h(y- 1)!) / cq - S, a(0) a_1) + O(hs+^-E+1)

i=1	 q=s+1 (q	 ) I\ q	 jj=,1

1	 3
_ y(t..) + h	 b^°) c -l a(0) y'(t,, + cjh)

i,j=1

s+v—^
h y

q (q)	 s	 s
+	

(q 1
(tom) 1	b(o)c^+q-1 _ E b(0) cf-1 a (0) c,-1

q=s+1	 q	 )
^	

q i=1	 i,j=1

+ O(hs+v—E+ 1 )

 (°)	 1 (0)	 s+v—C+1 l_ y(t) + h	 bi ci ai>j y (tn + cj h) + O(h	 ).
i,j =1
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On the other hand, we have

b2°) cf—lYi = 	 bi°)c-1y(tn)+hEai,jf(tn+cjh, I'j) 1	i=1	 i=1	 l	 j=1

1	 3
_ y(t)+h E b o

i c
- 1

d ai,jf(tn+cjh , )
i,j= 1

Therefore

8	 8

bi°) c^ —l ei = h E b^°) c^-1 (ai,j — a^°] ) y (tn + cjh)
	i=1	 i,j=1

8

+ h	 b2ci—tai°) ej fy + O(hs+v—t+ 1 )

i,j=1

Applying the result of Lemma 7 to the first term, and (21) to the second term, we
have the conclusion. 	 n

Proof of Theorem 4. Let E be the local error at to+l = to + (n + 1)h. Then
from the results of Corollary 3 and Theorem 2, we have

8

	E = Yn+1 — y(tn+1) = yn + h	 bi f (tn + cih, Y) — y(tn+1)
i=1
S

= yn + h	 bi°) f (tn + cih, Yi) - y(tn+1) + O(h	 )9+v+1

i=1	 /

S

= h	 (b°) ei fy + O(e?)) + O(h8+U+1 )

2=1

8

= h fy 	bt°) ei + O (hs+v +l) .

i=1

Applying the result of Lemma 8 repeatedly to the sum ^i b ° 	e2c£-1 ei for
1,2,...,ii, we have

8	 8

bi°) ei = (h f,)	 bi°) (1 - ci) ei + O(h9+")

i=1	 i=1

	= (h fv) 2 	bio) (2 —c++ 2 ci I ei + O(hs+V )
i=1
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8

(h fy) v 	bi"" Q,.(Ci) ei + O(hs+"),

i=1

where Q(c) is a polynomial in ci of degree v. Since e;, = O(h9 + 1 ) we have

8

0) ez = O(hs+"),

and therefore we have E = O(hs+v+i) 	 •

5. Numerical Example

5.1. Two-stage VCRK method
Consider the two-stage VCRK method with c l = 3 6 3 and C2 = 3 6 3 , the

zeros of the shifted Legendre polynomial of degree 2. With the choice of the abscissae
we have

fi t4-1 (t — cl )(t — c2) dt = 0, q = 1, 2,	 (27)

so that v = 2 in (18) and therefore the VCRK is of order 4, provided that the
functions cp.,,,.(t) are sufficiently smooth and linearly independent. As the functions
ep,,,,, (t) we take here

cpi(t) = exp(it) coswt, p2 (t) = exp(At) sinwt,	 (28)

where it and w are real numbers. These functions are linearly independent for all
t if and only if w 0. In this case the coefficients derived from the functions are
independent of t. Here we show the closed formulae of the coefficients together with
their power series expansions in h; in order to avoid the cancellations which might
occur when h is small the use of the power series expansions is in general preferable.
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-

COS( —0) —e 3 6 3Lh COS( 3 6 3 wh-0)

all 	Vµ	h 	 2 + w2 si ()n wh

1 ph (µ2 -3w2 )h2 µ((9-60/12 +(1+6^)w2)h3

4 36 + 288V +	 12960

+ (µ2 + w2 ) ((-27 + 16v)µ2 + 3(3 — 4y)w2 ) h4 + 0(h5 ),

155520

—e	 ph cos0+e 3 3 3 p`h cos( 36 3wh-0)
al,2 =

h µ2 +w2 sin(v)

_ 3-2/ ph (5µ2 +w2 )h2 µ (3(7+2f)µ2 +(29 -6f)w 2)h3

	12 + 36	 288v +	 12960

— (µ2 + w2 ) ((8 + 30)µ2 — (-4 + '../)w2 ) h4
 + 0(h5),

17280v

e3N h COSB—e  6 3 N h cos( 3 3 3 wh-0)

a21 	Vµ^f)h 2 + w2 sin "h

_ 3+ 2\ ph (5µ2 + w2 )h2 ((21 — 6v)µ3 + (29 + 6')µw2) h3

	12 + 36 + 288y +	 12960

+ (µ2 + w2 ) ((-9 + 8/)p2 + (3 + 4f )w2 ) h4
 + 0(h5 ),	 (29)

51840

—cos( +0) +e 3 6 3 µh cos( 3 6 3wh+0)
a2,2 =

h./p2 +w2 sin(s)

	__ 1 _ ph — (µ
	v
2 — 3w2 )h2 p (3(3 + 2v)µ2 + (1 — 6/)w 2 )  h3

4 36	 288	 +	 12960

(µ2 + w2 ) ((16 + 9J)µ2 — 3(4 + /)w2 ) h4— 	
+0(h5) ,

51840V

e-3 8 3 p'h (ei'h cos( 3  3wh+0) _cos( ±L wh_0) )
b l 	\	 (^)

h/ 2 + w 2 sin "—h

1 (µ3 — µw2 )h3 (-3µ4 — 2µ2 w2 + w4)h4 
+ 0 (h5 ) ,

2	 360	 +	 8640 v 

e 3 6 3 N h I —eph cos ( 3 6 3 wh + 0) + cos( 6 3 wh — o) )
b2	 \	 (^)

hV/-,2 +w2sin wh

1 (µ3 — µw2)h3 (-3µ4 — 2µ2w2 + w4)h4
 + 0 (h5 )

2 +	 360	 +	 8640	
,
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where

0=tan-1 (w).
Note that the constant terms in the above expansions are just the coefficients of
the two-stage Gauss Runge-Kutta method.

Using the method we solve the equation

y'(t) = Py(t), y = (yi(t), y2(t), y3(t), y4(t)) T E R4 ,	 (30)

where

—1000 —10	 10 —10

10	 —1000 999 —1000
P=	

0	 0	 0	 —2

0	 0	 1	 —2

and

y(0) = (1, 2, 2, 1) T .

This system is stiff since the eigenvalues of coefficient matrix P are given by —1000±
10i and —1 ± i. The exact solution is

yl (t) = e — l000t (cos(10t) — sin(10t)),

y2(t) = e —t (cos t — sin t) + e -1000 t (cos(10 t) + sin(10 t)),

y3(t) = 2 e —t cos t,

y4(t) = e—t(cos t + sin t).

We can see from the solution that the two-stage VCRK with the coefficients eval-
uated at p = —1 and w = 1, say VCRK(1), is expected to be fairly accurate, since
the components e —t cost and a —t sin t in the solution become dominant very soon.
Moreover, the integration of this stiff system by VCRK(1) is expected to be sta-
ble, since the coefficients of the method are close to those of the two-stage Gauss
Runge-Kutta, as shown in (29).

Here we integrate the system of the equations by VCRK(1) from t = 0 to 5
using the double precision IEEE arithmetic, and compare the result with those of
the other two methods: the VCRK with the coefficients evaluated at p = —2 and
w = 2, say VCRK(2), and the two-stage Gauss Runge-Kutta method. The results
are shown in Figure 1.
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2-stage Gauss RK
-10

W	 VCRK(2)

-30

-40
VCRK(1)

-50

-60'	 2	 3	 4	 5	 6	 7	 8	 9	 10
- log 2 h

Fig. 1. Global errors at t = 5 by the three methods
(E is the norm of the error).

We can see from the figure that VCRK(1) is extremely accurate for small h, and
that the rate of convergence of VCRK(2) is the same as that of two-stage Gauss
Runge-Kutta method, i.e. VCRK(2) is shown to be of order 4, as expected by
Theorem 4.

5.2. Three-stage VCRK method
Next we consider the three-stage VCRK with c l = 0, c2 = 2 and c3 = 1. For

this choice of the abscissae we have

f1(t — cl)(t — c2)(t — c3) dt = 0, 	 (31)

so that v = 1 in (18). Therefore the order of accuracy of the method is 4, if we
use linearly independent functions to determine the coefficients. Here we use the
functions

cpl(t) = 1, cp 2 (t) = sin wt, p3(t) = cos wt,	 (32)

which are linearly independent for t > 0, if w # 0. As before we show the closed
formulae for the coefficients and their power series expansions:
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a1,1 = a1,2 = a1,3 = 0

whcos(4) + 2sin(4) — 2sin( 34h )
a2,1 =

8 wh cos(4) sin2 (4 )

_ 5	 19 (wh) 2 	23 (wh)4 	s
+	 +	

+ 0(h6 )
24	 5760	 322560

a2 ,2  =
2 sin( 2) — wh cos(2) _ 1 — (wh) 2  (wh ) 4 +0h6

4 wh sin2 (4 )	 3	 720 (	 )80640

a2
 3 =

wh — 4 tan(4) — 	 1 — 11 (wh) 2 — 19 (wh)4
 + 0(h6 ) 	(33)

(	 )	 (	 )wh sin2 (4)	 24	 5760 322560

a3, 1 =
wh — 2sin(2) — 1 	(wh) 2 	(wh) 4

4 wh sin2 (4) 	 6 + 720 +80640
+0(h)

 —
a3, 2

2 sin( 2) — wh cos(2) — 2 — (wh) 2 — (wh) 4

2 wh sin2 (2)	 3	 360
+0(h)

40320

Q3 ' 3 =
wh — 2 sin(2) _ 1 	(wh) 2 	(wh) 4

+80640 +0(h)
4 wh sin2(4)	 6+ 720

bl = a3,1,	 b2 = a3,2,	 b3 = a3,3

In this case, the constant terms in the above expansions are just the coefficients of
the three-stage Lobatto IIIA method. Note that this method, like the Lobatto IIIA
method, is FSAL(First Same As Last) and therefore effectively two-stage method.

Consider the second order linear ODE

y"(t) _ —y(t) + e cos t,	 (34)

y(0)==l, y`(0) = 0.

The exact solution is given by

y(t) = cos t + 2 E t sin t.

Although the first term of the solution can be integrated exactly by the three-stage
VCRK with w = 1, the second term never be represented exactly unless e = 0. It
is, however, expected that the result of integration by the VCRK with w = 1 is
relatively accurate when e is small. Here we integrate the equation from t = 0 to 10
by the VCRK and three-stage Lobatto IIIA method, which corresponds to the case
h = 0 in formula (33), for various e, using the double precision IEEE arithmetic.
In Tables 1 and 2, we show the global errors E = ^y, — y(10)J, where nh = 10, for
varying h.
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Table 1. Global error E(log2 E) of the three-stage VCRK method.

log,h e=1 e =10-1 e =10-3 e=0

-1 4.68e-04 (-11.1) 4.68e-05 ( -14.4) 4.68e-07 ( -21.0) 8.88e-16 (-50.0)

-2 2.94e-05 (-15.1) 2.94e-06 ( -18.4) 2.95e -08 ( -25.0) 9.99e-16 (-49.8)

-3 1.84e-06 (-19.0) 1.84e-07 ( -22.4) 1.84e-09 ( -29.0) 5.44e-15 (-47.4)

-4 1.15e-07 (-23.0) 1.15e-08 ( -26.4) 1.15e-10 ( -33.0) 3.22e-15 (-48.1)

-5 7.21e-09 (-27.0) 7.21e-10 ( -30.4) 7.20e-12 ( -37.0) 3.55e-15 (-48.0)

-6 4.50e-10 (-31.0) 4.50e-11( -34.4) 4.28e-13 ( -41.1) 2.36e-14 (-45.3)

-7 2.84e-11 (-35.0) 2.94e-12 ( -38.3) 1.36e-13 ( -42.7) 1.12e -13 (-43.0)

-8 2.07e-12 (-38.8) 3.22e-13 ( -41.5) 1.37e-13 (-42.7) 1.23e-13 (-42.9)

-9 9.55e- 14 (-43.3) 1.78e-14 ( -45.7) 2.37e- 14 ( -45.3) 2.78e-14 (-45.0)

Table 2. Global error E (loge E) of the three-stage Lobatto IIIA method.

log2 h e=1 s =10-1 e =10-3 e=0

-1 2.32e-03 (-8.75) 1.87e-04 ( -12.4) 4.62e-04 ( -11.1) 4.65e-04 (-11.1)

-2 1.46e-04 (-12.7) 1.18e-05 ( -16.4) 2.92e-05 ( -15.1) 2.94e-05 (-15.1)

-3 9.18e-06 (-16.7) 7.41e-07 ( -20.4) 1.83e-06 (-19.1) 1.84e-06 (-19.0)

-4 5.74e-07 (-20.7) 4.63e-08 ( -24.4) 1.15e-07 ( -23.1) 1.15e-07 (-23.0)

-5 3.59e-08 (-24.7) 2.90e-09 ( -28.4) 7.16e-09 ( -27.1) 7.21e-09 (-27.0)

-6 2.24e-09 (-28.7) 1.81e-10 ( -32.4) 4.48e-10 ( -31.1) 4.50e- 10 (-31.0)

-7 1.40e-10 (-32.7) 1.13e-11 (-36.4) 2.79e-11( -35.1) 2.81e-11 (-35.0)

-8 8.63e-12 (-36.8) 7.82e-13 ( -40.2) 1.82e-12 ( -39.0) 1.83e-12 (-39.0)

-9 1.25e-13 (-42.9) 2.53e-13 ( -41.8) 2.97e- 13 ( -41.6) 2.95e- 13 (-41.6)

From Table 1 we can see that the order of accuracy of our VCRK is being
4, and that the method is exact when e = 0; the values in the column headed
e = 0 undoubtedly show the accumulations of the roundoff errors, since the machine
epsilon of the computer is 2.22 x 10 -16 . The results of these tables show that the
present method is accurate compared with the three-stage Lobatto IIIA method
even for the relatively large e.

6. Embedded Formula

Next we develop an embedded VCRK formula. Let us consider the pair of
VCRK formulae (ai,^, b ti , ci ) and (a i ,^, bi, ci), and assume that the stage values
Yi (i = 1, 2,. . . , s), which are common to these two formulae, are rith order ap-
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proximations to y(tn + cih), i.e.

— y(tn + cih) = O(hni+ l )	 i = 1, 2, ... , s.	 (35)

If the coefficients bi and bi satisfy

B(q) =	 bi C
9- 1 _ 1 = Q(hw+l-9), q = 1,2.... , w,

i=1 
(36)

B(4) = >b, c9 -1 — q = O(hw+l-9 ), q = 1, 2, ... , w,
i=1

then it is clear from the considerations of the previous section that the local errors E
and E, which correspond to the formulae (ai,^, bi, ci) and (a i ,^, bi, ci), respectively,
satisfy

E=hf

/
yl >bi ei 

l
I +O(hw+1 )

\ i=1	 /	 (37)

E = hfy (	 ei) + O(hw+ l ).
Z_1

Thus the orders of accuracy of these two methods, say p and p, are given by

p = min{r ±- 1, w}, p = min{r + 1, w},

r = min {r i },
1<i<s

where the orders of >i=1 bi ei and Ei=1 bi e i are assumed to be r + 1; we assume
that these sums do not annihilate the higher powers in h, unlike the former case.
Thus, if we determine the coefficients bi and bi satisfying the relations

w=r+1, w=r,

then we have an embedded pair of the methods of orders p = r + 1 and p = r.
As an example, consider the three-stage embedded VCRK formula given by

the Butcher array

0

a2,1 a2,2

1	 a3,1	 0	 a3 , 3	 (38)

b1 	b2 	b3

b1	 0	 b3

The stage and step values of the embedded method are given

Yn+1 = yn + hn(b1 .f (tn, 1'1) + b2 .f (tn + hn/2, Y2) + b3 f (tn + hn , Y3)),	
(39)

yn+1 = yn + hn (b1 .f (tn Y1 ) + b3 f (tn + hn, Y3) ) ,
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where

1'i = yn,

= yn + hn(a2,1f (tn, Y1) + a2,2f (tn + hn/ 2 , Y2)),

Y3 = yn + hn(a3,1f(tn, 1'1) + a3,3f(tn + hn, Y3)).

Note that this method is easily parallelizable; we can compute the second and
the third stages concurrently on parallel computers. The sets of functions used to
determine (ai ,^, bi ) and bi are {sin t, cos t} and {t, sin t, cos t}, respectively. To be
specific, we show here the simultaneous equations for these coefficients:

sin(0.5h) = h(a2,1 + a2 , 2 cos(0.5h))

cos(0.5h) = 1— h a2, 2 sin(0.5h)

sin h = h(a3,1 + a3,3 cos h)

cos h = 1 — h a3,3 sin h

sin h = h(b1 + b3 cos h)

cos h = 1 — h b3 sin h

sin h = h(b1 + b2 cos(0.5h) + b 3 cos h)

cos h = 1 — h(b2 sin(0.5h) + b3 sin h)

h = h(b1 + b2 + b3)

In this example r = 2, w = 3 and w = 2, and therefore the method of order 2 is
embedded in the method of order 3. The stepsize strategy which guarantees the
local error of the lower order method within a prescribed tolerance TOL is given
by

C TOL 	 ) 1/3

hn+1 = a 
Iyn+1 — yn+1I	

hn

where a is a safety factor, say a = 0.9.
As a numerical example, consider the following two-body problem, a well-

known test problem (see [6] and [10]):

yi(t) = y3(t)

y(t) = y4(t)
(40)

y3(t) = —yl(t)/r3

y4(t) = —y2(t)/r
3

r = y1 + y2,
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where

yi(0) = 1 — e, y2(0) = 0, y3(0) = 0, y(0) _ (1 + e)/( 1 — e),

and e is an eccentricity. Here we set e = 0.01. The numerical solution and the
stepsize plot by the method when TOL = 10 -5 are shown in Figures 2 and 3, and
the behavior of the global error is shown in Figure 4.

We can see from Figure 4 that although the global error E increases gradually
in average, it remains within the order of 10 -4 . These figures show that our stepsize
strategy controls the local error well.

Fig. 2. Numerical solutions yl, n and y2,n.

Fig. 3. Stepsize plot.
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Fig. 4. E = Iyi, — yl(tn)I + Iy2, —y2(t)I .

7. Conclusion

In this paper we have proposed an s-stage variable coefficient Runge-Kutta
(VCRK) method based on the exact integration of s linearly independent functions
{'p.,,,,(t)} _ 1 . We have established the existence and uniqueness of the coefficients
of the method. It has been shown that the order of accuracy of the method is the
same as that of the collocation Runge-Kutta method with the same abscissae ci .
Two- and three-stage methods including an embedded method of this type have
been developed. From the numerical experiments, these methods have been shown
to be accurate even for the general ODE whose solution cannot be expressed by the
linear combination of {cp m (t)}, 1 . Stability analysis of the present method will be
necessary.
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