
OPTOELECTRONICS LETTERS Vol. 1 No. 1,15 July 2005 

Gazing-detection of human eyes based on SVM 
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A method for gazing-detection of human eyes using Support Vector Machine (SVM) based on statistic leaming 
theory (SLT) is proposed. According to the criteria of structural risk minimization d SVM,the errors between 
sample-data and model-data are minimized and the upper bo~d of predicting error of the model is also re- 
duced. As a result,the generalization ability of the model is much improved. The simulation results show that, 
when limited training samples are used, the correct recognition rate of the tested samples can be as hig h as 
100% ,which is much better than some previous results obtained by other methods. The higher processing 
speed enables the system to distinguish gazing or not-gazing in real-time. 
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Gazing-detection plays an important role in natural in- 
teraction among individuals which usually reflects the 
intention of both sides. The detection ability of vision for 
gazing and facial expression perception is very unique, 
especially for its almost infinite generalization. There- 
fore, research to understand its mechanism has been a 
frontier in vision science. Moreover, with the develop- 
ment of robot and human-machine-interaction (HMI ) ,  
the contact-free HMI by using speech and gesture have 
received increasing interest of research in recent years. 
Especially,gazing-detection is becoming more and more 
important not only in theoretical study hut also in a va- 
riety of applications. There is a great deal of researches 
on the related subject undertaken both at home and a- 
broad. P. W. Hallinan [1] proposed to use a series of pa- 
rameters to determine human eyes on the basis of its ge- 
ometry characters; A. Yuille E2] Jyh-yuan Deng E3] and 
X. Xie [4] proposed to use changed templates and to con- 
struct cost functions for determining the orientation of 
eyes and extracting parameters. A. Nikolaidis [s] used the 
symmetry of facial characters to gain the angle between 
facial plane and image plane. In all these approaches, 
however, the user had to stay in an almost fixed position 
and were not allowed to turn their heads, and a special 
lighting was needed as well. Gee and Cipolla [6] developed 
a system to track the rotation and positions of a head by 
finding correspondences between the facial feature points 
and the points in a model of the head,using a weak per- 
spective projection. However, the system had to be ini- 
tialized manually because it could not locate the face and 
the facial feature points automatically. K. Talmi and J. 
Liu [77 presented a video-based contact-free measurement 
system which allowed combined tracking of subject's eye 
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position and gaze direction in quasi-real time. But three 
cameras were needed in their system, and the eye image 
must be of high resolution. Wang Yong et al [8'9] used 
logic analysis and a simple two-layer neural network to 
determine gazing or not gazing based on the geometry 
parameters for eye center and eyeball center, and got 
some useable results. Up to now, there have been many 
technical factors, such as requirements to the lighting 
and recording resolution, distance and the numbers of 
persons being detected, the accuracy of gazing-detection 
and the speed of gazing tracking,which still restrict the 
applications of the gazing-detection. Therefore, further 
research on the techniques have been urgently needed to 
ensure practical applications. 

Apart from the research of using a lot of assistant in- 
struments [to? to measure accurately the gazing direction, 
which may be called "gaze measurement", we call the 
other research "gazing- detection" which focused on 
whether or not a person is gazing at some specific spot. 

Support vector machine (SVM),  pioneered by Vap- 
nik,1992 and rooted in the statistical learning theory, is 
a machine learning algorithm. More precisely, the SVM 
is an approximate implementation of the method of 
structural risk minimization. The errors between sample- 
data and model-data are minimized and the upper bound 
for predicting error of the model also decreases simulta- 
neously, therefore the ability of generalization of the 
model is much improved. However, the traditional learn- 
ing method (e. g. BP neural networks) is an approxi- 
mate implementation of the method of empirical risk 
minimization with higher learning precision results in 
worse ability of generalization, which is so called "over- 
fitting". Obviously, the feature of SVM is very important 
for the research of gazing-detection. In this paper, the 
SVM method is used instead of BP networks. The simu- 
lation results show that the correct recognition rate of 
the testing samples can be as high as 100G, which is 
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much better than some previous results obtained by oth: 
er methods. The higher processing speed enables the 
system distinguishes the gazing direction in real-time, 
and its property of generalization has approached to that 
of gazing-detection of human vision. 

The main idea of a support vector machine is to con- 
struct a hyperplane as the decision surface in such a way 
that the margin of separation between positive and nega- 
tive examples is maximized. Fig. 1 illustrates the geo- 
metric construction of an optimal hyperplane for a two- 
dimensional input space. The separation between the hy- 
perplane H and the closest data point is called the mar- 
gin of separation,denoted by p. 
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Fig. 1 Illustration of the idea of an optimal 

h)]~erplane for linearly separable patterns 

For the linearly separable samples data: (xi , d i ) , i =  
1 , 2 , ' . . , n , x f f R  e , d E  { + 1 ,  --1}, the equation of a deci- 
sion surface is w �9 x + b =  O, when the constraint d~ F(w 
�9 x ) + b ~ - - l ~ O , i = 1 , 2 ,  ... ,n is satisfied,the margin of 

separation is equal to 2/II w II.  Therefore, to maximize 
the margin of separation is to minimize the II w II 2 ,that 
is, to optimize the following equation: 

i 1 :r minQ(w) = ~-w w 

[d , [ - (w .  x) + h i - -  1 >~ 0,i  = 1 , 2 , ' "  
(1 )  

with the Lagrange multipliers, we transform it to dual 
problem which has the same optimal value as it. 

= 1 = 
[maxQ(a) : E a l  - ~ Eala jd~d~  (xi 

i = 1  i , j=l  
71 

L ~ d ~ a i  = O,ai ~ O,i = 1 , 2 , . . . , n  
i = 1  

. x , )  
(2) 

The auxiliary nonnegative variables ai are called La- 
grange multipliers, and this dual problem's solution is u- 
nique. Corresponding a~ of the solution for the dual 
problem is not zero (usually they are few), correspond- 
ing samples of a~ are support vectors: SVS. Its optimal 

separable function is: 

f ( x )  = s g n { ( w ,  x )  + b }  = 
n 

sgn[ E a [  d i ( x i "  x ) - f - b "  ] 
i = 1  

(3) 

a~* is the Lagrange multiplier corresponding SVS, to 
compute the bias b* , we may use the w0 thus obtained 
or take advantage of any support vector to get it. 

For the nonlinearly separable sample data, some 
points of the data (xi , & )  may fall on the wrong side of 
the decision surface. To decrease the risk of error, a new 
set of nonnegative scalar variables ~ ~ 0 is introduced 
into (1) as shown below: 

d , [ - ( w ,  x,) + b l - -  1 +  ~ ~ 0,i  = 1 ,2 , . . . , n  

where ~'i are called slack variables. So the objective~ - 
tion is as follows: 

1 r C " ~  (4) 
i = l  

We minimize the objective function (4) with respect 
to the weight vector. The parameter C controls the 
tradeoff between complexity of the machine and the 
number of nonlinearly separable points. The value of pa- 
rameter C has to be selected by the user. The nonlinear- 
ly separable case differs from the nonlinearly separable 
case in that the constraint a~ >~ 0 is replaced with the 
more stringent constraint 0~a~ ~ C ,  i = t ,  2, "-', n. Ex- 
cept for this modification, the constrained optimization 
for the nonlinearly separable case and computations of 
the optimum values of the weight vector W and bias b 
proceed in the same way as in the linearly separable 
case. 

In fact, many problems of application are nonlinearly 
separable. We may map the input vector into a higher- 
dimensional feature space, then, the optimal decision 
surface is obtained in higher-dimensional. According to 
functional analysis, if the kernel function satisfies the 
Mercerts theorem, it may become the inner-product in 
some space. The transform cp.x--*z map the input vector 
s p a c e  into a feature space K(z ,  ,zj ) is the inner-prod- 
uct in feature space, that is, Kernel function: 

<~(x~) , ~ ( x j )  > = K(x~ , x j )  (5) 

So its dual problem is shown as follows: 

[maxQ(a) = • a l  -- ~- ~a ia~dld~K (xi ,xj ) 
I n i=1 i,j=l 

E a ~ d ,  = 0,0 ~ a~ ~ C , i  = 1 , 2 , ' " , n  
i = l  

(6) 
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and its optimal separable function is. 

n 

f ( . m )  = sgn( ~ m *  d , K  Crl ,x)  q- b* ) (7) 
i = 1  

Fig. 2 displays the architecture of a support vector 
machine. The support vector machine model is similar to 
RBF neural networks model, every node in hidden layer 
is corresponding with a support vector. The difference 
between SVM and RBF is as follows: In SVM the num- 
ber of radial-basis functions and their centers are deter- 
mined automatically by the number of support vectors 
and their values, respectively. However, in RBF they are 
determined by the userrs experience or learning. 

The features related to gazing detection are hidden in 
the segmented image in which there are noises intro- 
duced by the camera itself, lighting, and so on. There- 
fore,it is necessary to preprocess the image data to ex- 
tract or emphasize the related features. In our experi- 
ment, we firstly segment the eye window from the seg- 
mented facial image. By analyzing and comparing their 
histogram,we choose their red components (x )  as the 
features for gazing detection. Then we transform the red 
components nonlinearly into y = exp ( --  ax).  Fig. 3 dis- 
plays the process of preprocessing. It has been shown 
that the preprocessing can avoid the errors caused by 
extracting the facial geometry parameter as did in refer- 
ence Es'9~ and reduce the time of process. 

x, ,.. ~ Y ~  

x2 -1 (un-gazing) 

x d 

Hg. 2 The network model of SVM 

In our experiment, the gazing and un-gazing images of 
10 persons who are facing to the camera are taken and 
digitalized into a computer. The number of gazing sam- 
ples is 109 ,and so is of the un-gazing ones. Among them 
128 samples were used for training by using SVM, and 
90 remnants for test. The resulted rate of correct recog- 
nition for the test samples can be as high as 100~ Tab. 
1 displays correct recognition rate for different models. 
From it the generalization and practicability of different 
models can be compared. PAN in Tab. 1 denotes the 
"parameter analysis-NN" model for reference [ 8, 9 ]~ 
GPN in Tab. 1 denotes "geometry parameter-NN" rood- 
ell P-SVM is the "preprocessing-SVM" model men- 
tioned in this paper. Dispite the correct recognition rate 
of 95~ for GPN, this is the result for all training sam- 

pies(200) ,the number of its testing samples is 0. So the 
generalization is almost 0. In the PAN model, its net- 
work structure for 4-2-1 is simple, and delete many sam- 
ples artificially, but its correct recognition rate is far 
lower than P-SVM, and it is not in accord with vision 
mechanism of human eyes. So, for gazing detection, P- 
SVM model enables the system distinguishes the gazing 
direction in real-time, as well as to better approach to 
the characteristics of gazing detection of human vision. 

(a) Face image (b) Eyes window 

(c) Red component 
of eyes window 

(d) Eyes window Of 
nonlinearly preprocessing 

Fig. 3 Illustration of data preprocessing 

Tab. 1 Comparision of correct Recognition 
Rate for Different Model 

Different Total r Number of Number of Rate of correct Training 
models number o~ training testing 

samples samples samples recognition time 

PAN [6'7] 253 20 27 85 ~ No applicable 

GPN 200 200 0 95% 10-20 h 

P-SVM 218 128 90 100~ 3-5 rain 

This paper describes a real-time method for gazing- 
detection based on the method of SVM,in which the da- 
tum pre~processing to emphasize the features is used and 
no special illumination and headgear are needed. Accord- 
ing to the criteria of the minimization for the structural 
risk of SVM, the errors between sample-data and model- 
data are minimized and the upper bound for predicting 
error of the model is also decreased simultaneously, 
therefore the ability of generalization of the model is 
much improved. The simulation results show that higher 
processing speed,better correct recognition rate,and im- 
proved generalization can be obtained by using of this 
method. The higher processing speed enables the system 
to distinguish between gazing or not-gazing in real-time, 
and the improved property of generalization has ap- 
proached to that of gazing detection of human vision. 
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