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Drawincj with 
Comp ex Numbers 

0 t is not commonly realized that the algebra of  complex numbers can be used in an 

elegant way  to represent the images of ordinary 3-dimensional figures, orthograph- 

ically projected to the plane. We describe these ideas here, both using simple geome- 

try and setting them in a broader context. 

Consider  or thogonal  pro jec t ion  in Eucl idean  n-space  
onto an m-d imens iona l  subspace.  We may  as  wel l  choose  
coSrdina tes  so that  this  is the s tandard  p ro jec t ion  P : ~n _...> 

~m onto the ftrst m variables .  Fix  a nondegenera te  s implex 
Z in Rn. Two such s impl ices  are  said to be  similar if one 
can  be ob ta ined  from the  o ther  by  a Eucl idean  mot ion  to- 
gether  with an overal l  scaling. This art icle answer s  the  fol- 
lowing question. Given n § 1 poin ts  in R m, when  can  these  

poin ts  be ob ta ined  as  the  images under  P of  the  ver t ices  

of  a s implex similar  to  X? 
When n = 3 and m = 2, then P is the  s t anda rd  ortho- 

graphic projec t ion  (as of ten used  in engineering drawing),  
and  we are  conce rned  wi th  how to d raw a given te trahe-  

dron. We shall  show, for  example,  that  four  po in t s  a,/3, T, 
in the plane are  the  or thographic  p ro jec t ions  of  the  ver- 

t ices  of  a regular t e t r ahed ron  if and  only if 

(~ + fl + T +  3) 2 = 4 (a  2 +/32 + ~2 + ~2) (1) 

where  a, fl, % ~ are regarded as complex numbers! Similarly, 

suppose  a cube is orthographical ly projected and normal ised 
so that  a part icular  ver tex  is mapped  to the origin. If a, fl, T 
are  the images of the three  neighbouring vertices, then 

OZ2 § ~2 § ,},2 __-- 0 (2) 

again as a complex equation. Conversely, if this equation is 
satisfied, then one can find a cube whose orthographic image 
is given in this way. Since parallel lines are seen as parallel  in 

the drawing, equation (2) allows one to draw the general  cube: 

7 

o/ 

In this  example ,  a = 2 - 26i 

fl = - 2 3  + 2i 
T = 14 + 7i 

The resul t  for a cube is known as  Gauss's fundamental 
theorem of axonometry--see [3, p. 309] where  it is s ta ted  
without  proof.  In engineering drawing, one usual ly fixes 
three principal axes  in Eucl idean three-space,  and  then an  
or thographic  projec t ion  onto a p lane  tmnswerse to  these  
axes  is known  as  an axonometric projec t ion  (see, for ex- 
ample, [8, Chapter  17]). Gauss ' s  t heo rem may  be  regarded  
as de termining the degree of  foreshor tening along the prin- 
cipal axes  for  a general  axonomet r ic  projection.  The pro-  

jec t ion  cor responding  to  taking a, fl, T to be the  three  cube 
roots  of  uni ty is cal led isometric projec t ion  because  the  

foreshor tening is the  same for the  three  principal  axes. 
In an  axonomet r i c  drawing, it  is convent ional  to t ake  

the  image  axes  at  mutual ly  ob tuse  angles: 
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if = a, Ifll = b, I~ = c, then equation (2) is equivalent to 
the sine rule for the triangle with sides a2, f12, 33, namely 

a 2 b 2 c 2 

s i n  2A  s in  2 B  s in  2C" 

In this form, the fundamental  theorem of axonometry  is 
due to Weisbach, and was published in Ttibingen in 1844 
in the P o l y t e c h n i s c h e  M i t t e i l u n g e n  of Volz and Karmasch. 
Equivalent statements can be found in modern engineer- 
ing drawing texts (e.g., [7, p. 44]). 

Equation (2) may be used to give a ruler-and-compass 
construct ion of  the general orthographic image of  a cube. 
If we suppose that the image of  a vertex and two of  its 
neighbours are already specified, then (2) determines (up 
to a two-fold ambiguity) the image of  the third neighbour. 
The construct ion is straightforward, except  perhaps for the 
construct ion of  a complex square root, for which we ad- 
vocate  the following as quite efficient: 

z 

First, ~'is constructed by marking the real axis at a distance 
]lzll f rom the origin. Then, a circle is constructed passing 
through the three points ~, 1, and z. Finally, the angle be- 
tween 1 and z is bisected and ~zz appears where this bi- 
sector  meets  the circle. 

In engineering drawing, it is more  usual that the images 
of  the three principal axes are prescribed or  chosen by the 
designer and one needs to determine the relative degree 
of  foreshortening along these axes. There is a ruler-and- 
compass  construct ion given by T. Schmid in 1922 (see, for 
example, [8, w 

? 

In this diagram, the three principal axes and a are given. By 
drawing a perpendicular f rom a to one of  the principal axes 
and marking its intersection with the remaining principal 
axis, we obtain P. The point Q is obtained by drawing a semi- 
circle as illustrated. The point R is on the resulting line and 
equidistant with a from Q. Finally, fl is obtained by drop- 
ping a perpendicular as shown. It is easy to see that this con- 
struction has the desired effect--in Euclidean three-space, 
rotate the right-angled triangle with hypotenuse P a  about 
this hypotenuse until the point Q lies directly above 0, in 
which case R will lie directly above fl and the third vertex 
will lie somewhere  over the line through 0 and Q. One may 
verify the appropriate part of  Weisbach's condition 

a 2 b 2 

sin 2A sin 2B (3) 

by the following calculation. Without loss of  generality we 
may represent all these points by complex numbers nor- 
malised so that Q = 1. Then it is straightforward to check that 

R = 1 + i - i a ,  
p = . a ( a + & ) + 2 ( 1 - ,  a - & )  

- -  a - - &  ' 

~ ( ~ + & ) + 2 ( 1 - a - & )  . 
3 = 2 _  a _ , &  *, 

and therefore that  

a2 + f12 = 4 ( a -  1 ) ( a -  1)(a + & -  1) 
(a  4- & - 2) 2 

That a 2 +/32 is real is equivalent to (3). 

To prove Gauss 's  theorem more directly, consider three 
vectors  in R 3 as the columns of  a 3 x 3 matrix. This ma- 
trix is orthogonal  if and only if the three vectors  are or- 
thonormal.  It is equivalent to demand that  the three rows 
be orthonormal.  However, any two or thonormal  vectors  in 
R 3 may be extended to an or thonormal  basis. Thus, the 
condition that three vectors 

in R 2 be the images under p : R ~ --, R 2 o f  an o r thonormal  
basis of  R 3, is that  

(xl x2 x3) and (Yi Y2 ?/3) 

be or thonormal  in R 3. Dropping the requirement that the 
common  norm be 1, we obtain 

X l  2 -4- X2 2 4- X3 2 ~-- y l  2 4- y2 2 4- y3 2 and 

x l y l  4- x2Y2 4- x3Y3 = O. 

Writing ~ = X l  4- i y i ,  f l  = x2 4- Y2, T = x3  4- Y3, these two 
equations are the real and imaginary parts  of  (2). To de- 
duce the case of  a regular tetrahedron as described by 
equation (1) f rom the case of  a cube as described by equa- 
tion (2), it suffices to note that equation (1) is translation- 
invariant and that a regular te t rahedron may be inscribed 
in a cube. Thus, we may take ~ = a 4- fl 4- T and observe 
that (1) and (2) are then equivalent. 

It is easy to see that the possible images of  a particular 
tetrahedron Z in R~ under an arbitrary Euclidean motion fol- 
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lowed by the projection P form a 5-dimensional space- - the  
group of  Euclidean motions is 6-dimensional, but  translation 
orthogonal to the plane leaves the image unaltered. It there- 
fore has codimension 3 in the 8-dimensional space of all 
tetrahedral images (2 degrees of  freedom for each vertex). 
Allowing'similar tetrahedra rather than just congruent  ones 
reduces the codimension to 2. Therefore, two real equations 
are to be expected. Always, these two real equations com- 
bine as a single c o m p l e x  equation such as (1) or  (2). At first 
sight, this is perhaps surprising; and even more  so when the 
same phenomenon occurs  for P :  R~ ---> R 2 for arbitrary n. 

For n = 3, there is a proof  of  Gauss's theorem which 
brings in complex numbers  at the outset. Consider the 
space H of  Hermitian 2 x 2 matrices with zero trace, i.e., 

matrices of  the form 

u::v) 
We may identify H with R 3, and, in so doing, - d e t  X be- 
comes the square of  the Euclidean length. The group G of  
invertible 2 x 2 complex  matrices of  the form 

acts linearly on H by X ~ AXA t. Moreover, 

det(AXA t) = (lal 4- Ibis) det X,  

so G acts by similarities. It is easy to cheek that  all simi- 
larities may be obtained in this way. (This trick is essen- 
tially as used in Hamilton's  theory of  quaternions and is 
well known to physicists. In modern  parlance it is equiva- 
lent to the isomorphism of Lie groups Spin(3) ---- SU(2).) 
Therefore, an arbitrary orthographic image of  a cube may 
be obtained by acting with A on the s tandard basis 

(01 ; ) '  (O  i ~)' (~ O1) 

and then picking out the top right-hand entries. We obtain 

(01 (: A ~t = . ~ a 2 - b 2 = a 

A(Oi  ~ ) ~ t = ( :  i ( a 2 : b 2 ) ) ~ . _ > i ( a 2 + b 2 ) =  ~ 

A(~ O 1 ) ~ . t = ( :  2 a b ) ~ - - > 2 a b = ,  

and therefore a 2 +/32 + ~2 = 0, as required�9 Conversely, 

this is exactly the condit ion that ~,/3,~/may be written in 
this form. (Compare the half-angle formulae: i f s  2 + c 2 = 1, 
then s = 2t/(1 + t 2) and c = (1 - t2)/(1 + t 2) for  some t.) 

That Gauss [3, p. 309] makes the same observat ion con- 
cerning the form of  a,fl, N suggests that  perhaps he also had 
this reasoning in mind. 

In general, the following terminology concerning the stan- 
dard projection P :  R n ---> ~m is useful. We shall say that vl, v2, 
�9 . . , V n E ~m are norma//sed eutact/c if and only if there is 
an orthonormal basis Ul, u2, �9 �9 �9 Un of Rn w i t h  v j  = P u j  for 

j = 1, 2 , . . . ,  n. We shall say that vl, v2, �9 �9 �9 Vn E ~ m  are eu-  

tact/c if and only if IZVl, ~v2, �9 �9 �9 , I-tVn are normalised eutac- 
tic for some /~ r 0. The proof of  Gauss's theorem using or- 
thogonal matrices clearly extends to yield the following result. 

T h e o r e m  The p o i n t s  z l ,  z2, �9 �9 � 9  Zn E C = ~2 are  e u t a c -  

t i c  i f  a n d  o n l y  i f  

Z l  2 4- Z2 2 -4- �9 4- Z n  2 - ~  0 

a n d  n o t  aU z j  a re  zero .  

There is an alternative p roof  for  n = 4 based on the iso- 
morphism 

Spin(4) ~ SU(2) x SU(2), 

and, indeed, this is how we came across the theorem in the 

first place. 
However, a more direct route to complex numbers, and 

one which applies in all dimensions, is based on the obser- 
vation that Gr~ (R2), the Gmssmannian of  oriented two-planes 
in R n, is naturally a c o m p ~ x  manifold. When n = 3, this 
Grassmannian is just the two-sphere and has a complex struc- 
ture as the Riemann sphere. In general, consider the mapping 

C ~ n - 1  \ ~ n - 1 . 7 _ _ >  Gr~-(Rn) 

induced by C n ~ z ~-> i z / ~ .  In other  words, a complex vec- 
tor z = x 4- i y  E C n is mapped to the two-dimensional ori- 
ented subspace of  Rn spanned by x and y, the real and 
imaginary parts of  z. Let ( , )  denote  the standard inner 
product  on ~n extended to C n as a complex bilinear form. 
Then, (z, z) = 0 imposes two real equations 

Ilxll 2 = Ilyll 2 and  (x, y) = o 

on the real and imaginary parts. In other  words, x, y is pro- 
portional to an or thonormal  basis for span{x, y}. Hence, if 
z and w satisfy (z, z) = 0 = (w, w) and define the same ori- 
ented two-plane, then w = hz for  some ~ E C\{0}. The non- 
singular complex quadric 

K = {[z] E C P n -  1 s.t. (z, z) = 0} 

avoids RPn-1  C CPn-1, and we have shown that ~KiS in- 
jective. It is clearly surjective. The isomorphism 

Ir : K ~ ,  Gr2+(R n) 

respects the natural action of  SO(n) on K and Gr2+(Rn). 
The generalised Gauss theorem follows immediately, for, 
rather than asking about the image of  a general orthonor-  
mal basis under  the standard projection P :  Rn--> R 2, we  
may, equivalently, ask about the image of  the standard ba- 
sis  el,  e2, �9 �9 �9 en under a general orthogonal projection onto 
an oriented two-plane II C R n. Any such H is naturally com- 
plex, the action of  i being given by rotation by 90 ~ in the 
positive sense. If H is represented by [Zl, z2, �9 �9 Zn] E K 

as above and we use x, y E H to  identify H with C, then 

ej~-> z j  a n d  

Z l  2 4- Z2 2 4- "'" 4- Z n  2 ---- ( Z ,  Z )  = O ,  

as required. Conversely, a solution of  this complex equa- 
tion determines an appropriate plane H. 
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For  the case of a general te t rahedron or  simplex and for 
general  m and n, it is more convenient to start  with Hadwiger 's  

theorem [4] or  [2, page 251] as follows. The proof  is obtained 
by extending our orthogonal matr ix  proof  of  Gauss's theorem. 

T h e o r e m  ( H a d w i g e r )  A s s e m b l e  Vl, v2, �9 �9 . , vn E ~m as 

the c o l u m n s  o f  a n  m • n m a t r i x  V. These vectors are  nor-  

m a l i s e d  eu tac t i c  i f  a n d  on ly  i f  W t = 1 ( the  m • m iden-  

t i t y  m a t r i x ) .  

P r o o f  If vt,  v2, �9 �9 �9 Vn are normal i sed  eutactic,  then  as- 
sembl ing  a cor responding  o r thonormal  bas is  of ~n as  the  

co lumns  of  an n • n matrix,  we  have V = P U  and U~U = 1 

(the n • n ident i ty  matrix) .  Therefore,  UU t = 1 and 

V V  t = P U U t p t  = p p t  = 1, 

as required.  Conversely,  if  VV = 1, then the columns  of  
V t may  be  comple ted  to an o r thonormal  basis  of  Rn, i.e., 
V t = U t p  t for UU t = 1. Now, U t U  = 1 and V = PU, as re- 
quired. []  

The case  of  a general  s implex  is ob ta ined  essent ia l ly  by  

a change  of  basis  as follows. Suppose  al ,  a2, �9 �9 �9 , an, an+l 

are  the  ver t ices  of  a non-degenera te  s implex  ~ in ~n whose  
cent re  of  mass  is at  the origin. In o ther  words,  the  n x 

(n 4- 1) mat r ix  A has  rank  n and  A e  = 0 where  e is the  
co lumn vec to r  all of  whose  n 4- 1 entr ies  are  1. Fo rm the 
(n + 1) x (n + 1) symmetr ic  mat r ix  

Q = A t ( A A t )  -2  A, 

not ing that  rank  A = n impl ies  that  the  m o m e n t  m a t r i x  

AA t is invertible.  

T l~eorem G/ven bl, b2,  �9 �9 �9 , bn, bn+l  E ~ m  assemb led  as  

the c o l u m n s  o f  a n  m x (n  + 1) m a t r i x  B, these vectors  

are the i m a g e s  u n d e r  or thogonal  p r o j e c t i o n  P : ~n  _._> ~m 

o f  the ver t ices  o f  a s i m p l e x  c o n g r u e n t  to Z i f  a n d  o n l y  i f  

B Q B  t = 1. (4) 

P r o o f  The ver t ices  of  a s implex  congruent  to )~ are  the  
co lumns  of  a mat r ix  UA + ae t for  some  or thogonal  ma t r ix  
U and t rans la t ion  vec tor  a E Rn. Also, note  that  Qe = O. 

Thus, if B = P ( U A  + aer), then 

B QB t = P UA QA t U t p  t 

= P U A A t ( A A t ) - 2 A A t U t p t  

= P U U t p t  = p p t  = 1, 

as required.  

Conversely,  Qe = 0 impl ies  that  (4) is t rans la t ion  in- 
variant.  So, wi thout  loss of  general i ty,  we may  suppose  that  

bl + b2 + "'" 4- bn + bn+l = 0 ,  tha t  i s t o  say, Be = 0. Writ ing 
out  (4) in full gives 

B A t ( A A t ) - I ( B A t ( A ~ t ) - I ) t  = 1 

so, by  Hadwiger ' s  theorem,  there  is an or thogonal  ma t r ix  
U so tha t  

B A t ( n A t )  - 1  = PU. 

Thus, 

B A t ( A A t )  -1 A = P U A  and Be  = O. 

Certainly, B = P U A  is a solut ion of  these  equations; but  it  
is the only solut ion,  because  At (AA t )  -1  A has rank  n and e 

is not  in the range of  this l inear  t ransformat ion.  [] 

C o r o l l a r y  ( e a s e  m = 2 )  P o i n t s  z l ,  z2, �9 � 9  Zn, Zn+l E C 

are the i m a g e s  u n d e r  or thogonal  p r o j e c t i o n  o f  the ver t ices  

o f  a s i m p l e x  s i m i l a r  to Z i f  and  o n l y  i f  

z t Q z  = 0 

where  z i s  the c o l u m n  vector  w i t h  c o m p o n e n t s  z l ,  z2, �9 �9 �9 

Zn, Zn+l.  

It is, of  course,  poss ib le  to  compute  Q expl ic i t ly  for any  

given example .  If  the  s implex  ~ has  some  degree  of  sym- 
metry,  however ,  we  can of ten c i rcumvent  such  computa-  
tion. Consider,  for  example ,  the case  of  a r e g u la r  simplex.  

F rom the coro l la ry  above, w e  know tha t  the  image  of  such  
a s implex  in the  p lane  is cha rac te r i sed  by  a complex  ho- 
mogeneous  quadra t ic  polynomial .  The symmet r i es  of the  

regular  s implex  ensure  tha t  this po lynomia l  mus t  be in- 
variant  under  s the symmetr ic  group on n + 1 letters.  
Hence, it mus t  be  express ib le  in t e rms  of  the  e lementa ry  
symmetr ic  polynomials .  Equivalently, it  mus t  be  a l inear  
combina t ion  of  

(Zl 4- z2 4- "" + Zn + Zn+l) 2 and 
Z l  2 4- Z2 2 4- . . .  4- Zn 2 4- Z n + l  2. 

Up to scale,  the re  is only one such combina t ion  that  is 
t ranslat ion-invariant ,  namely  

( Z  1 4- Z 2 4- " "  4- Z n 4- Z n + l )  2 - -  

(n  + 1)(zl 2 + z22 + ..- + Zn 2 4- Z n + 1 2 ) .  (5) 

It fol lows that  the  vanishing of  this po lynomia l  is an equa- 

t ion that  charac te r i ses  the  poss ib le  images  of  a regular  sim- 
p lex  under  or thogonal  p ro jec t ion  into the  plane.  The spe-  
cial case  n = 2 charac te r i ses  the  equilateral  t r iangles in the  
p lane  [1, P rob lem 15 on page  79]. 

Equation (2) character is ing the or thographic  images of  a 
cube, may be deduced  by similar symmet ry  considerat ions.  
If a par t icular  ver tex  is mapped  to the origin and its neigh- 

bouts  are mapped  to a,/3, y, then, s ince each of  these  neigh- 
bouring vert ices is on an equal footing, the polynomial  in 
question must  be a l inear combinat ion of  ( a  + / 3  4- y)2 and 
a2 +/32 + 72. To trmd out  which linear combinat ion,  we need  
only consider  a par t icular  projection, for example:  

7 = i  

O ~ - - 0  v -/~ = 1 

In this  example ,  ( a  + fl + y)2 = 2i and  a 2 +/32 + ~ = O. 

Up to scale, therefore,  (2) is the correc t  equation. 
The case  of  a regular  dodecahed ron  is similar.  Using the 

fact  that  a cube  may  be inscr ibed  in such  a dodecahed ron  
[5], we may  deduce  a par t icu la r  project ion:  
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v g + l  i 

with (~+~+~,)2--(7-3x/g)/2 and ~ + ~ 2 + ~ =  
(2  - V ~ ) / 2 .  In this particular case, 

(a  + fl + ~)2 + (X/5 - 1)(a 2 +/32 + y2) = 0. 

Therefore, this is the correct  equation in the general case. 
It may be used as the basis of  a ruler-and-compass con- 
struction of  the general orthographic projection of  a regu- 
lar dodecahedron.  

It is interesting to note  that if a / / the  vertices of  a Platonic 
solid are orthographically projected to z l ,  z2, �9 �9 ZN E C,  

then necessarily 

(Z 1 § Z 2 § "'" § ZN) 2 ---- N ( Z l  2 § z2 2 § - "  § ZN2). (6) 

Only for a tetrahedron, when (6) coincides with (1), is this 
condition also sufficient. To verify (6) for the o ther  Platonic 
solids, first note that it is translation-invariant. Therefore, 
it suffices to impose z l  § z2  § "'" + ZN = 0 and show that 
Zl  2 § Z2 2 § "'" § ZN 2 ---- 0. The case of  a cube now follows 
immediately, as its vert ices may be grouped as two regular 
tetrahedra. The dodecahedral  case may be dealt with by 
grouping its vertices into five regular tetrahedra. The reg- 
ular octahedron is amenable  to a similar trick, but  not the 
icosahedron. Rather than resorting to direct computation, 
a uniform proof  may be given as follows. 

As before, assemble the vertices of  the given solid Z as 
the columns of  a matrix A, now of  size 3 x N, and consider 
the moment  matrix M ~ AA t. Observe that 

/ \ 

) z2+z2+ 
The moment  matrix is positive definite and symmetric. In 
other  words, it defmes a metric on R 3, manifestly invariant 
under the symmetries o f  3~. If 3~ is regular---or, more  gen- 
erally, enjoys the symmetries  of  a regular solid (e.g., a 
cuboctahedron or  rhombicos idodecahedron) - - then  its 
symmetry group acts irreducibly on R 3. Thus, M must  be 
proport ional  to the identity matrix and the result  follows. 
For  a general solid Z, the two complex numbers  

~ ' ~ / Z l  2 § Z2 2 § . . .  § ZN 2 

are the foci of  the ellipse 

(x) -- 1, ( x  y )  R y 

where R is the inverse of  the quadratic form obtained by 
restricting M to the plane of  projection. 

This reasoning also works in higher dimensions, where it 
shows (as conjectured to us by H.S.M. Coxeter) that the or- 

thogonally projected images in the plane of  the N vertices of  
any non-degenerate regular polytope, real or complex, will 
satisfy equation (6). This includes regular polygons in the 
plane, where the projection is vacuous. As already remarked, 
for polyhedra other than simplices, a quadratic equation such 
as (6) is no longer sufficient to characterise the orthogonal 
image up to scale. In general, there will also be some linear 
relations. For a non-degenerate N-tope in R n there will be 
N - n - 1 such relations. The simplest example is a square 
in R 2, which is characterised by the complex equations 

(O/ § f~ § ~ § 3)  2 ---- 4(a  2 + 8 2 § ,y2 § ~2) and 

a + , / = , 8 +  & 

It is interesting to investigate further the relationship be- 
tween a non-degenerate simplex Z in R n and its quadratic 
form Q = A t ( A A t ) - 2 A .  Recall t h a t A  is the n x (n + 1) ma- 

trix whose  columns are the vertices of  ~. There are sev- 
eral other  formulae for or  characterisations of  Q. Let S de- 
note the (n § 1) x (n + 1) symmetr ic  matrix 

1 _ 1 1 1 . . .  . 
n §  ! ~ . . .  

1 1 . . .  

It is the matrix of  orthogonal projection in R n + l  in the di- 
rection of  the vector  e. We maintain that Q is characterised 
by the equations 

Q G  = S a n d  Qe  = O, 

where G -~ A t A .  Certainly, if these equations hold, then they 
are enough to determine Q, because  the matrix G has rank 
n and e is not  in its range. The second equation is evident, 
and the first equation with Q replaced by At(AAt) -2 A a n d  

G by A t A  reads 

A t ( A A t ) - I A  = S. 

To see that  this holds it suffices to observe that it is clearly 
true after postmultiplication by A t or e. We may equally 
well characterise Q by means of  the equations 

G Q  = S a n d  Qe  = 0 

These equations relate G and Q geometrically: both ma- 
trices annihilate e, whilst on the hyperplane orthogonal to 
e they are mutually inverse. This is to say that G and Q are 
g e n e r a l i s e d  i n v e r s e s  [6] of  each other. Thus we write 

Q = G t = ( A t A ) t  = A t A t t  

where A t is the generalised inverse of  A. In this case, A t = 
At(AAt) -1. This also shows how to compute  Q more  di- 

rectly in certain cases. The matrix G has direct geometric 
interpretation as the various inner products  of  the vectors  
a; ,  a2, �9 �9 �9 , an,  an+t .  In the case of  a regular simplex, 
for example, we know that Ilaill 2 is independent of  i, that  
I l a / -  ajiI 2 is independent o f / # j ,  and that al + a2 + . . .  + 
an  § a n + l  = O. We may deduce that, with a suitable over- 
all scale, G = S. Since S* = S, it follows that Q = S. This is 
a direct derivation of  (5). 

It is clear geometrically that G determines E up to con- 
gruency. Therefore, so does Q. In other  words, the possi- 
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ble quadratic forms Q that can arise give a natural para- 
metrisation of the non-degenerate simplices up to congru- 
ency. As to which Q do arise, certainly they enjoy the fol- 
lowing properties: 

�9 Q is a real (n + 1) • (n + 1) symmetric matrix. 
�9 Qe = 0, and only multiples of e are in the kernel of Q. 
�9 All other eigenvalues of Q are positive. 

Conversely, these properties characterise the possible Q 
that can arise: given such a Q, we may take A t to have as 
its columns a system of mutually orthogonal eigenvectors 
for the non-zero eigenvalues of Q, each being scaled to 
have length equal to the square-root of the reciprocal 
of the corresponding eigenvalue. It follows easily that 
Q = A t ( A A t )  - 2  A .  

It is also possible to repeat this analysis in pseudo- 
Euclidean spaces. The only difference is that the condition 
that the non-zero eigenvalues of Q be positive is replaced 
by a condition on sign precisely reflecting the original sig- 
nature of the inner product. 

Finally we should mention some possible applications. 
There is much current interest in c o m p u t e r  v i s i o n .  In par- 
ticular, there is the problem of recognising a wire-frame 
object from its orthographic image. The results we have 
described can be used as test on such an image, for ex- 
ample to see whether a given image could be that of a cube, 
or to keep track of a moving shape. It is clear that such 

tests could be implemented quite efficiently. Another pos- 
sibility is in the manipulation of CADD 2 data. Rather than 
storing an image as an array of vectors in R 3, it may some- 
times be more efficient to store certain tetrahedra within 
such an image by means of the corresponding quadratic 
form. For orthographic imaging this may be preferable. 

We would like to thank H.S.M. Coxeter for drawing our 
attention to Hadwiger's article, R. Michaels and J. Cofman 
for pointing out Gauss's and Weisbach's work, E.J. Pitman 
for many useful conversations, and the referee for sug- 
gesting several improvements. 
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