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Abs t rac t  This paper introduces a kind of semantic computation and presents how to 
combine it into our Chinese Question-Answering (QA) system. Based on two kinds of language 
resources, Hownet and Cilin, we present an approach to computing the similarity and relevancy 
between words. Using these results, we can calculate the relevancy between two sentences and 
then get the optimal answer for the query in the system. The calculation adopts quantitative 
methods and can be incorporated into QA systems easily, avoiding some difficulties in conven- 
tional NLP (Natural Language Processing) problems. The experiments show that the results 
are satisfactory. 
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1 I n t r o d u c t i o n  

With the explosion of information available on the Internet, Question-Answering systems can help 
us to find what closely matches users' needs. Since both questions and answers are mostly expressed in 
natural languages, Q /A methodologies have to incorporate NLP techniques, including syntactic and 
semantic computations. Due to the encouragement of the Text Retrieval Conference (TREC) and the 
Message Understanding Conferences (MUCs), some QA systems have achieved good performance [11. 
However, these systems mainly aim at English. In this paper, based on these characteristics and 
some language resources, we build a Chinese Question-Answering system through the computation of 
semantic similarity and relevancy. 

2 O v e r v i e w  o f  L a n g u a g e  R e s o u r c e s  

Hownet is a free Chinese-English bilingual resource which is released recently on the Internet [2-4] . It 
is a knowledge base describing the relations between concepts and the relations between the attributes 
of concepts. In our Chinese QA system we mainly use the knowledge base which includes 66,681 
concepts. Every word sense is represented by the combination of several sememes. A sememe is 
a basic semantic unit that is indivisible in Hownet. According to the view of ontology, about 1500 
sememes are extracted to compose an elementary set forming the basis of the Chinese glossary, as over 
100 kinds of chemical elements constitute all the substances in nature. We describe several definitions 
in Hownet as follows: 

S S =  { s l , s 2 , . . . , s ~ } ,  n = 1 5 4 1  

W S =  {c l ,c2 , . . . , c ,~} ,  m = 6 6 , 6 8 1  

REL = {*, Q, ?, !, ~,  # ,  $, %, ^, &, NULL} 

Ci =~ r i ls i l , r i2si2, . . .  ,riksik, tit E REL, sit C SS (1 < t < k) 
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where SS represents the set of the sememes which includes 1,541 elements; W S  represents the set of 
the word senses in Hewnat  whose size is 66,681; R E L  is the set which describes the relations between 
a concept and a sememe or the relations between sememes. For every word sense ci, a concept, its 
definition is composed by k items, each of which includes a relation symbol in R E L  and a sememe in 
SS. 

In our system, another language resource available is Cilin [51, a Chinese Thesaurus, which conducts 
semantic classification for Chinese words. It comprises 12 major categories, 94 medium categories, and 
1,428 minor categories. And the minor categories can be further divided into synsets according to their 
meanings. Every synset includes several words with the same or similar meanings. This hierarchical 
classification embodies synonymous relations and hyponym relations, and provides convenience for 
the expansion and semantic computation of word senses. We formalize several definitions as follows: 

W S  ~= {cl ,c~, . . . ,em,},  m t = 6 1 , 1 2 5  

S C - - { . s c t , s c ~ , . . . , s c p } ,  p = 1 1 , 8 3 2  

where W S  t represents the set of word senses in Cilin, whose size is 61,125, and S C  represents the set 
of synsets whose size is 11,832. 

The two language resources introduced above are of great help to our computation in semantic 
similarity and relevancy of any two Chinese words. 

3 S y s t e m  D e s c r i p t i o n  

At present, the processing mechanism of most QA systems are based on sentences [6], and at the same 
time, it absorbs the techniques of information retrieval, information extraction and natural language 
processing [T] . As shown in Fig. 1, for the large quantity of information from the Internet, keywords and 
mood words such as those extracted from queries are inputted to the process of Information Retrieval 
to reduce the scope of searching, and at the same time the sentences whose mode or negative/positive 
mood is not consistent with the query sentence are also filtered out. Then the results obtained and the 
question needed to query are submitted simultaneously to the modules involved in natural language 
processing. These modules include the segmentation module, the entity recognition module, and 
the semantic annotation module. After the processing of these modules, we can get sentences with 
semantic annotation which can enter the module of semantic computation (SC). The SC module gets 
the relevancies between sentence pairs. Then we select the sentence pairs with the largest value of 
relevancy. 

Entit, c~176 

recognition l Selection 

Semantic I 
annotation . " ............ ~ ............... 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  i Answering 1 

Fig.l. System s~:ructure. 

In Fig.i, the thicker the line, the more information it represents. The language resources include 
Hownet  and Cilin. According to the characteristics of the Chinese language, we must conduct seg- 
mentation for sentences. At the same time or after segmentation, the named entity should also be 
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picked out and semantic annota t ion  is conducted  for the segmented words and the named entity. The  
three natural  language modules do not  have explicit boundary.  Based on the semantic informat ion 
collected in the three NLP modules,  we conduct  semantic computa t ion  between query and relevant 
sentences. The main function of the semantic computa t ion  module is to get the relevancy value be- 
tween sentence pairs and to sort them. This paper  mainly discusses the techniques concerning how to 
conduct  semantic computat ion.  

4 S e m a n t i c  C o m p u t a t i o n  

Semantic computa t ion  is the kernel of our  system, which is conducted by three steps. The  first step 
is to conduct  the computa t ion  of the similarity and association between sememes. Second, similarity 
and relevancy between words are computed.  In the !ast step, based or, the results of the two steps 
above, we can calculate the relevancy between sentences and get the sentence pairs with the maximal  
value of relevancy. 

4.1 Similarity and Associat ivity Between  Sememes  

In Hownet, the relations among sememes are built th rough  several feature files. The sememes in 
one feature file construct  a tree structure.  As shown in Fig.2, this is a sample s t ructure  of nodes 
tha t  belong to the feature files. Relations between sememes can be obtained from these hierarchical 
trees and based on these relations we can compute  the similarity and association between sememes 
within this mechanism. Every  node is called a main sememe. Every main sememe is followed by 
some sememes included in the square brackets, which we can see as its explanation,  called explanatory 
sememes. Every explanatory sememe is usually preceded by a symbol which describes its relation 
with the main sememe. Both  main  sememes and their explanatory sememes have hyponyms  and 
hypernyms,  thus we can get association between sememes in different feature flies. It  is followed tha t  
all the sememes in Hownet construct  a network structure.  

In Fig.2, the relation between a main sememe and its hypernym or h y p o n y m  is called Vertical 
Relation, we measure the sememes with Vertical Relations with similarity; other  relations which 
span different feature structures are called Horizontal Relation which can be measured by association 
between sememes. 

- ent i ty  I ~/?~ 
~- thing I 7 ~  [#time I ~'tf~], #space] ~-IE] 
�9 .. I- physical  I ~] i~ [ !appearance  I ~1";I~] 

�9 .. F- a n i m a t e  ] ~xL2.~J [ .a l ive  I ~ r  !age I ~ ,  *die ] ~[], *metabol ize  I /r~i.~] 
�9 .. F- A n i m a l H u m a n  I /~J~J [!sex [ '~Jfl ,  *Al t e rLoca t i on  I "3~-~,"~ ~ - ~ ,  *S t a t eMen ta l  I r  

�9 .. ~- h u m a n  I 3 ~- [!name [ ~ ,  !wisdom I ~ ,  !ability I fi~JT, [ occupa t ion  I l~,]~, *act  I ~-~z~jJ] 
I L human ized  I ~)k .  [fake I {~] 
L an ima l  I ~ [^* G e t K n o w l e d g e  ] Lk~] 

I- beas t  I /JT:~ [^*GetKnowledge  [ i k ~ ]  

- e~ent I --~ 
I- s ta t ic  I /I~,~, 
IF" re la t ioa  I >~ff, 

Fig.2.  A sample  t ree s t ruc tu re  of  feature  sememes.  

For the two sememes in the tree s t ructure  of Fig.2, there exist three possible relations: 
1) W h e n  the two sememes are in different trees, the similarity will be 0; 
2) The  two sememes at least have one common  ancestral node, but they are in different branches 

of the ancestral  node; 
3) One sememe is the ancestral node of the other one. 
Ther,, we compute  the simiiarity between sememes as equations in (1): 

{ce/dist(sl,s2), t (s l)=t(s2) 
s im(a l ' s2 )  = 0, t(sl) r t(s2) Sl,S.2 E SS' (1) 
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where, for any two sememes sl,  s2 in the sememe set SS, sim(sl ,  s2) represents the similarity between 
s~ and s2, t (s t )  = t(s2) represents that  the two sememes are in one tree structure and their similarity 
is inversely proportional to their distance. 

Like the structure of Fig.2, the explanatory sernemes build a bridge for two sememes in different 
trees. For example, there should exist some relation between the sememes 'animate  ] ~L!Cfi2' and 'alive 

I ~ '  which do not have any similarity at all. Here we introduce a new measure called association 
to represent those relations spanning different trees. In doing so, the tree structure becomes a net 
structure. In order to compute associations, we need expanded the current sememes in two directions. 
One is expanded to the hypernyms of explanatory sememes, which is called Horizontal Associative 
Expansion (HAE), the other expansion is to the explanatory sememes of the hypernyms, which is 
called Vertical Associative Expansion (VAE). We compute associations according to the equations in 
(2): 

ext(sj)  = {si]REL(sh, si)} 

Asso(sl,  s2) = E wisim(si ,  s2) + E wjsim(st ,  sj) (2) 

where ext(sj)  is an extension set of the sememe si which includes HAE and VAE. W e  endow a weight 
to every relation in REL which describes how this kind of relation has an influence on association. In 
computing the association between st and s2, the first part  represents the association between s2 and 
the extensive set of sl;  and the second part  is for st and the extensive set of s2. 

4.2 S i m i l a r i t y  a n d  R e l e v a n c y  B e t w e e n  W o r d s  

Aalgenera l )  

-QAb[sex, age)  

~ At]build ) 

<ad ,count  ry) 

4 a 0 1 1 m a s ~ - ~  ... 

_~s Aa03l ~'~ 
econdpersonj/ 

j A 04l 
k,flhirdperson J 

~(~ltime & spa@ 

Fig.3. A sample structure in Cilin. 

a/d is t (c l ,  c2), 
sim(cl,  c2) = 0, 

In Section 2 we have introduced two kinds 
of language resources. For Hownet it is easier 
to construct a net structure for sememes and 
then to get their similarities and associations. 
Because every word sense is composed of se- 
memes, it is difficult for Hownet to expand the 
similar or same word senses�9 Now we utilize 
the second language resource - -  Cilin - -  to 
make expansion of conceptions. As in Fig.3, 
it is a sample structure of conceptions in Cilin. 
Every node is a semantic class. The nearer to 
the root node, the more abstract  the concep- 
tion that  the node represents. Unlike Hownet, 
not every node in the structure represents a 
concrete word sense, and only the leaf node is 
a collection of Chinese words with the same or 
similar sense. 

Similar to the computat ion of sememes, we 
have the following equation: 

t'(cl) = 
ct, c2 ~ WS'  (3) 

t'(ct) # 

where cl and c2 are any two word senses in CiIin, if@t) = t'(c2) represents that  the two conceptions 
belong to the same semantic class and their similarity is inversely proportional to their distance. 

Here we adopt a measure called relevancy to represent the associative relation between word senses. 
The goal of computing the similarity and association between sememes is to get the relevancy of word 
senses according to the equations in (4): 
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aele  (c~, c2) = Role (def(c~), def(c2)) 

aete(def(cl) ,def(c2))  ~ ~ max Rele(si, sj) 
sj Edef(c2) 

siCdef(cl) (4) 

def(c) = { s i t R E L ( c ,  si)} 

Rele(s~, s j )  = w,sim(si ,  sj) + w~asso(si, s t )  

where Rele(c~, c2) is the relevancy between two word senses c~ and c2, and def(c) is a set of explanatory 
sememes for the word sense c, w~ and w~ are the weights of the similarity and association between 
sememes respectively, and we can get a relevancy between sememes Rele(si, s j ) .  To get the relevancy 
of two sets of sememes, we pick out the possible sememe pairs with the maximal value and sum them 
up. 

4.3 R e l e v a n c y  B e t w e e n  S e n t e n c e s  

We assume that  the filtered sentences sl  and s2 have been segmented, resolved anaphorically and 
annotated semantically. Then sl and s2 can be regarded 
as two sequences of rn and n keywords: w l t w l 2  �9 �9 wire  

$1: Wl l  W12 I/Vl3 . . .  Wlm and w21w22 . . .  W2n. 

To compute the relevancy of a sentence pair, we use ~ 
the similarity and relevancy of word pairs. We select 82: w2~ W.2~ W~a ... w2~ 
tile word pairs that  contribute most to the relevancy of 

Fig.4. Word pairs in two sentences. 
sentence pairs. The word pairs are connected with lines 
as in Fig.4. 

~Ve use a dynamic programming algorithm to get the relevancy of a sentence pair by the following 
equations: 

Role (S1, $2) = M,~,,~ 

1/dit  = c~Rele ( w l .  w2j) + ~sim (wli, w2t) 

M0,j = lvL~,0 = 0 (5) 

Mr,1 = 1 /d l , t  

~ t = max { i / a i k  + Mi_~ j }  
' l < k < n  

where c~ and ~ are weights representing the degree in which the similarity and relevancy of words 
contribute to the relevancy of sentence pairs, dij is the semantic distance between the i- th word in 
the first sentence and the j - t h  word in the second sentence. According to the recursive equation, we 
can finally get the value of Mm,~ which represents the relevancy between the two sentences st and s2. 

After we get the relevancy of all sentence pairs, we compare their values. The larger the value of 
relevancy, the more relevant the two sentences. We get the sentence as the answer of the query that  
has the largest value of relevancy. 

5 Experiments  and Discussion 

The semantic computation contains three steps and every step makes use of the computation of the 
last step. The three steps conform to the characteristics of the Chinese language: from morphemes 
to words to phrases. 

We did experiments on every step above, and the results are satisfactory, reflecting the correlation 
between elements in every step. Here are some examples: Table 1 illustrates the similarity and 
association of some example sememe pairs, and the examples in Table 2 demonstrate the similarity 
and relevancy of some word pairs. 

In Table 1 and Table 2, due to the difference of weights, the quantitative levels of different measures 
are different and we should compare them vertically. 
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Table 1. Example of Sememe Pairs and Their Similarity and Associativity 
Sememe 1 

Discuss } ~},~ 
TalkNonsense I IN- ~ 

Spread I 1~ 
Cook [ ~tIl 

Dream I t ~  
Mental [ ~ t~  

Sememe 2 Sim Sememe 1 
Debate I N~/~ 0.80 Material] ~ N  
Debate I Fdl;~ 0.32 Human [ ft. 

Throw ] ~ 0.40 Produce I ~l:ii~ 
Throw [ ~ 0.533 Compile ] /~]~Sfi 
Cool ! .~,~N> 0.114 Planting [ ~/f~ 

Machine [ ~ a  [ 0.267 [ CauseToLive [ (5~'~ 

Sememe 2 Asso 
Consume I .~IR 0.35 

Act [ ~'T~J 0.80 
Software ] ?~:{Yt: 0.40 
Software I ~:~t= 0.80 

FlowerGrass ! ;~.i~ [ 0.80 
FlowerGrass ] ~ I 0.267 

Table 2. Example of Word Pairs and Their Similarity and Relevancy 
Word I Word 2 

~POj (shake) ~7~ (rock) 
t ~  (shake) ~;g0 (move) 

~:~2k. (patient) 1 ~  (hospital) 
[K -~.. (doctor) fO~)~ (patient) 
[~z~! (doctor) tP_-t: (nurse) 
]~I~1 (guess) T ~  (know) 
~e~ (guess) ~ .~  (suppose) 

~'g" (abnormal) ~ ' ~  (strange) 

Sim 
0.90 
0.64 
0.00 

0.410 
0.64 

0.512 
0.90 
0.64 

Word 1 Word 2 
isj(~ (give one's regards) ' ~ j  (by chance) 

~f~ (implement) ~ (smile) 
~J~ (patient) liK]~ (hospital) 

~ (physician) Jzkfr (be i11) 
t~J~: (diligent) 

~r~ (poor) 
"~ ~-t} (wealthy) 

~ j ~  (lazy) 
~ (diligence) ~ ' ~  (poor) 

(write) Jf]~ ~- (author) 

Rele 
0.0 

0.267 
51.995 
50.107 
51.307 
51.657 
27.457 
33.000 

We use the [R module  to re t r ieve  20 re levant  documen t s  and ex t rac t  50 sentences  averagely.  So 
for every query sentence there  are abou t  1,000 sentences.  We ca lcula te  and  sort  these  1,000 re levancy 
vaIues between the  re t r ieved  sentences  and the  query  sentence,  and  tinnily get one or more  sentences  
wi th  the largest  value as answers.  We i l lus t ra te  5 queries to show the  effect of our  Q-A sys tem.  93 
people  are selected to evalua te  whe the r  these answers are reasonable .  This  eva lua t ion  is s impl i f ied  
wi th  the following s t anda rd :  if one person th inks  the  answer  reasonable ,  the  score is inc remented  by 
1; otherwise,  the  score remains  unchanged.  Then  the  m a x i m a l  score by  which one answer  can get  is 
93. In Table 3, the  first co lumn represents  the  No. of one query sentence; the  second is the  sum of 
the  re t r ieved sentences;  the  th i rd  column represents  the  largest  re levancy which we get  by  semant i c  
computa t ion ;  and  the  last  co lumn records  the  score of one answer.  

From Table  3, we can see t h a t  the  answers are reasonable  for most  people.  T h e  larges t  values of 
re levancy for every query  are  very different,  which is because  our  c o m p u t a t i o n  is d e p e n d e n t  on the  
length  and words of one sentence.  

Table  3. Results of Several Queries in Q-A 
Query No. Retevant sentences Largest relevancy Score 

1st 1,029 205.127 89 
2nd 986 232.411 93 
3rd 997 334.826 92 
4t h 1,003 602.133 93 
5th 1,002 603.329 91 

6 C o n c l u s i o n s  

This  paper  ma in ly  in t roduces  the  app l i ca t ion  of semant ic  c o m p u t a t i o n  in our  Ques t i on -Answer ing  
sys tem.  We can c o m p u t e  the s imi la r i ty  and re levancy be tween  words, and  get  the  op t ima[  resul t  
by  ca lcula t ing  the  re levancy be tween  sentences.  Our  m e t h o d  conforms to the  charac te r i s t i c s  of the  
Chinese language,  combin ing  semant i c  in format ion  wi th  the  c o m p u t a t i o n  at  th ree  levels and  avoiding 
a lot of complexi t ies  in language  processing.  At  the  same t ime,  the  resul ts  of the  i n t e r m e d i a t e  process ,  
such as the  s imi la r i ty  and assoc ia t ion  be tween  sememes,  and  the s imi la r i ty  and  re levancy be tween 
word  senses, are also very  helpful  in o ther  research fields, e.g., po lysemous  d i s a m b i g u a t i o n  cluster ing,  
and  bi l ingual  a l ignment ,  to name  a few. 
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