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1 One of the authors has previot~ly obtained the following result:  
Theorem *~ Let ~ = IF,, ..., F, I be a finite set of admissible distribution 

function.s, and let p be the m a x i m u m  among the affinities p (F~, FI) (~ =~j). 
Further,  for an arbitrarily cho~n  positive number  ~ let ]c be an. integer 
such that  ( s - l )  p" < E, and ia the ]r ~ m p l e  space R C~) put 

E,,  = I(.~, -~,-.- ,  ~ )  ; p , (~ , )  . . . . .  p , ( ~ 3  > p , ( ~ )  . . . . .  p,(~,.) 

( i : , : j , i , j =  1, ...,s)} 
and 

E~= hE,, 

where /)~(x) denote the den~sity or probability of F~ for each ~, i,e., 

F~(E) = j~p,(z)dm. Then E,, ..., E, are mutually disjoint and we have 

F,(~(E,) > 1 -- ~ (i  = 1, ..., 8) 

where F~ C') represent the extended distribution on R (~) of F,. 
In  virtue of the theorem, we can take E~ as a criterion region in the 

case where we are concerned with the problem, whether the true distribution 
function is F~ or is contained in 12,--- ~F,, P3, .--, F,I. That  is, if we decide 
that  the true distribution function is F, when the obtained sample point 
(x,  ..., x~) lies in E ,  and the true distribution function is contained in 112 
in all other cases, then the risk is smaller than 8, provided that  the 
weight function does not take any value larger than 1. Now, we have 
clearly 

This shows that in this case our decision rule is apparently similar to that 
by the k-principle, but it is essentially different. Though the above theorem 
is restricted only to the case where 12~ is finite, we shall remark in the 
following section (2) that our method is also valid in some ca~s where 
~22 consists of aa  infinite number of distributiolL~. Further,  in section 3 

*) Cf, K.  MaTVmTA: On the Theory of Statistical Decision Functions. This Annals ~rol. II 
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we shall ilhL~trato this method by some numerical examples. 

2 Given a distribution ~ and a set of distributions 12 = I F~ }, we 
have the following 

Theorem I f  sup p (Fo, F~) < 1 and if there exist a finite number  of 

distributions {F~, ...~ F,]  in 12 such that for any F~ in 12 

Eo~ D Eo.--= E~, ,-, F~,,-,...,-, Eo~ 

holds, where Eo~ denotes the -above-mentioned set ia  k-dimensiona] sample 
space, then Eo can be ased as a criterion region for Fo and 12 in the sense 
of decision rule. The risk can be made arbitrarily small by taking k 
large enough. (The true dist~dbution functionl may or may not be ~ . )  

The proof run~ just  as in the case of finite 12 and is omitted here. 
The theorem can also be extended to the case where we have any number  
of distributions instead of F0. 

In  the following some examples will be given. 
(1) Lot F o be a Gaussian distribution N(m0, o ~) and 12 a family 

t N ( m , o ' )  ; Ira-m01 _ _ 8 >  01. As 
I m - m o l  ~ 

p(N(m0, o~), AT(m, o~)) = e- ~ 
we have 

p(N(m~,, ~ ) ,  iV(m, o~)) __< e-~.' < 1 

F~ - -  2V(~o + ~, ~") 

F~ --- 2V(mo - ~, ~ )  
Then 

8 ~  when k > -- ~--i- log &. 

and 

F p ) ( E .  ~.  E.2) > 1 - 

F~(*)(Eo~ ,_, E~) < & (i  = 1, 2) 

Now, for any F~ = N ( m .  a ~) i~ 12, we have 

E,,, D Eo~ i f  ~n~ > me, 

Thus, we have 
Eo~ D E,~ = Eo,.-.. Eo2 

which shows that our theorem is applicable. 
(2) Let F o be N ( m , r  and 12 {N(m,o-');  l~-~ol--_>81 

In  this case, taking 

~'1 - N ( ~ ,  (~o + ~)*) 
F2 ---- N ( m ,  (~o - ~)2) 
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we proceed as in (1). 
(8) Let Fo be a Poisson distribution 

a IP (a )  ; l~/-a - ~/~001 --_ ~}. Then, taking 

F, =_ P((~/~o + $)') 
- -  - 

we proceed as in the above examples. 

P(ao) with mean 

3 Numerical Examples 
(1) Let Fo be N ( m o ; ~ )  and F~ I N ( ~ , ~ ) ;  ] ~ n -  m~,] > 3o-}. 

Consequently 

Then 
9 

p = m a x  p ( F o ,  F )  = 
F~12 

27 

/ = e-T - -  0.034 
36 

/ = e - ~ - -  0.011 

which shows that a sample of size 3 or 4 is enough for our decision with 
the risk less than 40/o or 2Yo. 

(2) Let Fo be a %~-distribution with degree of freedom m and ~2 a 
single distribution F1--N (m, 2m). 

Then we have 

e_~(2m)-~F m + 

p = p(Fo,/~1) ---- 1 

When m = 10, P is approximately equal to 0.3644, and we have 

p~ < 0.05 / < 0.01 

which has as a result that  a sample of size 3 or 5 is enough :for deciding 
whether the sample is drawn from a population with ~ -  or Gatmsian 
distribution, with the risk less than  5~ 1%, respectively. 

(3) Let F o be P ( 1 ) ( P o l s s o n  distribution with moan 1) and ~2 a 
family IP(a ' )  ; a '  ~ 2}. Then 

I 

p ---- max (Fo, F)  = e -z  ~ 0.7788 
F E n  

and 

p~ < 0.05 p~ < 0:0I 

What  those inequalities moan are obvious. 
(4) Let Fo be NOn, *~) and 12 {N(m, a ~) ; , > 1.5~rol. In  this case 
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we have the following results. 
1 

~n ~3.25~ro~ ~ ~. 0.9608 

p,5 < 0.05 < p,4 gm< 0.01 < p,,5 

Those results shows intuitively that the discrimination o~ two Gaussian 
distributions with the same mean and different variances is quite difficult 
compared with the discrimination of two Gaussian distributions with the 
same variance and different means from the standpoint of ore" two-way 
decision. In  fact, comparison of p's ascertains it generally. 

(5) Given a sample of size a from a population with Gaussiatl 
distribution, we want to decide whether this distribution has variance r 
or r*. Now, when the sample 

is drawn from N (m, a~), then 
__~-~ (x~ -- ~)~ X~ 

~l~ ~2~ "" "~ "~n 

where � 9  ~ - -  

obeys ~Z-distribution with degree of freedom ~-1. Prom this fact follows 
n 

that z----oJ~ = ~ ( x ~ -  ~)~ has the distribution with probability density 
fffil 

f / z )  = e "~" 

Denothlg this distribution by i v  we have the following two-way 
decision problem. Let a sample (x~ ..., x~) and two numbers ~, r be given. 

Is ~ ( ~ , -  ~)~ distributed according to F .  or F , ?  Following the pro- 

eedure carried out  in  the above examples, we have in this case 

and the risk can be calculated, l~urther, when the means are known, the 

affinity p is obtained by replacing n , 1  by ~ in the above formula. 
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