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Abstract  Generally a database encompasses various kinds of knowledge and is shared
by many users. Different users may prefer different kinds of knowledge. So it is important
for a data mining algorithm to output specific knowledge according to users’ current require-
ments (preference). We call this kind of data mining requirement-oriented knowledge discovery
(ROKD). When the rough set theory is used in data mining, the ROKD problem is how to find
a reduct and corresponding rules interesting for the user. Since reducts and rules are generated
in the same way, this paper only concerns with how to find a particular reduct. The user’s
requirement is described by an order of attributes, called attribute order, which implies the im-
portance of attributes for the user. In the order, more important attributes are located before
less important ones. Then the problem becomes how to find a reduct including those attributes
anterior in the attribute order. An approach to dealing with such a problem is proposed. And
its completeness for reduct is proved. After that, three kinds of attribute order are developed
to describe various user requirements.

Keywords requirement-oriented knowledge discovery, attribute order, discernibility ma-
trix, reduction algorithm

1 Introduction

As stated in [1], “ - -data mining tasks can be classified into two categories: descriptive and predic-
twe. Descriptive mining tasks characterize the general properties of the data in the database. Predictive
mining tasks perform inference on the current data in order to make predictions. ---” Since prediction
has the same motivation with machine learning, description is more distinct than prediction in data
mining. In detail, description aims at finding a concise explanation (reduction) of the given data set,
or what we call data extraction.

There are three issues in data extraction. First, a database is usually shared by many users who
have their own requirements (preferences) for the knowledge discovered. As the database does contain
all the knowledge required, it is important for the data mining algorithm to provide the knowledge a
user prefers. We call this problem reguirement-oriented knowledge discovery (ROKD). Second, efficient
algorithms are needed to deal with huge data sets. Third, the result should be presented in a natural
language or visual style. While a great effort has been made on the last two issues!2~8l, we concentrate
on the first one, that is how to discover knowledge according to the users’ requirements.

Generally speaking, reduction on words has a close relation with inductive machine learning, with
which a data set is typically consistent with several hypotheses (knowledge). Since it is generally NP-
complete to find all the hypotheses and the hypotheses have little meaning for a particular user except
making him bored, some strategies are embedded in an algorithm to determine just one hypothesis as
the output. Those strategies are called biases of the algorithm[g—lsl. Abstractly, inductive machine
learning may be represented as a function, y = f(z), where z denotes the data set, and y denotes the
knowledge discovered. Taken biases into consideration, a coefficient « is added in and the function
is varied to y = af(z). In classical learning algorithms, biases are usually implicitly fixed in the
algorithms and some modifications, such as shift bias, are introduced later(®1%16]  The criteria of
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designing a bias consist of predictive accuracy, the computational complexity of the algorithm, the
syntactic complexity of the induced rules, and the stability of the algorithm[!”). We suggest another
kind of criteria, the requirements of users.

Using the fixed or shift bias, traditional algorithms actually assume that all the users have the
same requirements for the knowledge. Therefore the same knowledge are output for all users. But in
many applications, that is problematic. Most huge data sets are shared by many users, who usually
have their own requirements. That means different users may require different knowledge.

Consider a simple example about the production of soybean.

Table 1. Example About Production of Soybean

Temperature | Humidity | Wind Fertilization | Pesticide | Production
high middle middle ferl pesl high
middle middle middle fer2 pesl high
middle high weak ferl pes2 high
middle high middle ferl pesl low
low middle strong ferl pesl " low
high middle middle fer3 pes2 low
high high middle ferl pes2 low

There are seven records in Table 1. Three of them are about high production of soybean, while
the other four about low production. Among the six attributes, production is a decision attribute
and the remaining five are conditions. In the fertilization and pesticide attributes, ferl, fer2 and fer3
represent three kinds of fertilizers, and pesl and pes2 represent two brands of pesticides.

Suppose there are two users, A and B. A wonders how temperature, humidity and wind affect the
soybean production, while B cares about the effect of pesticide and fertilization. If the data set does
contain those two kinds of knowledge, how does an algorithm output customized knowledge for the
user? That is, how to provide A with the knowledge about temperature, humidity and wind, and B
with the knowledge about pesticide and fertilization, respectively?

To accomplish such a task, we have to answer two questions. First, how does a user describe his
requirement to the computer? Second, after a user has given the description of his requirement, how
does the algorithm support the requirement, i.e., discover the particular knowledge according to the
requirement description. In the following, we try to answer these two questions.

For the first question, we suggest a method based on the order of attributes, by which a user
describes his requirement by ordering attributes in terms of their importance for him, e.g., more
important attributes are located before less important ones. In this way, user A may order the
attributes as temperature>humidity>wind> fertilization>pesticide, which means temperature is the
most important attribute for him, while pesticide is the least important attribute. Here, a; > a
means attribute a; is more important than as for the user. Then, user B may order the attributes
as pesticide> fertilization>wind>humidity>temperature, which means pesticide is the most important
attribute for him, while temperature is the least important one.

Note that usually to mark the importance of attributes is to associate every attribute with a
specific argument, i.e., a weight. And the higher the weight, the more important the attribute. But
the essentiality of such a method is to rank the attributes in an order. Therefore we directly use the
ordering method.

What has to be pointed out here is that the idea of attribute order is not firstly presented in this
paper. It has been used in [18]. But in that paper, it serves as a necessary condition that ensures
the completeness of the algorithm for reduct. However, in this paper, it serves as the specification of
users’ requirements.

For the second question, we propose a new algorithm that is based on the rough set theory.

The rough set theory, developed by Pawlak and his co-workers in the early 1980s, has become
an important approach of knowledge discovery and data mining!*®2%. It constitutes a sound basis
for data mining applications. In the rough set theory, reduct is a significant concept and attribute
reduction has been one of the main thrusts in current applications!?!l. For a consistent data set with
decision attributes, a reduct (or relative reduct) is a minimal subset of attributes that maintains the
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same capability of classification on objects as the whole set of attributes. Usually more than one
reduct can be obtained from a data set. In the rough set theory, rules (knowledge) are induced from
the data set after a reduct is achieved, concerning only with attributes within the reduct. So, for the
ROKD problem, it is natural to find out firstly a reduct containing attributes interesting for the user
and then induce rules from the reduct. For the above example about soybean, we may firstly find a
reduct like {temperature, humidity, wind} for user A, and a reduct like {pesticide, fertilization} for
user B, and then generate their corresponding rules. So the rules induced for user A only concern with
temperature, humidity, and/or wind, and are actually the knowledge about how these factors affect
the production of soybean. And for user B, the rules are about how pesticide and/or fertilization
effect the production of soybean. In this way, we reach the goal of this example.

But such attribute sets as {temperature, humidity, wind} and {pesticide, fertilization} may not be
reducts of data set, so the problem becomes how to find a reduct containing attributes as anterior in
the attribute order as possible. This problem is not as simple as it seems to be.

For example, it is easy for an algorithm to identify reduct attributes one by one from the head
of the order until all the objects are correctly classified. We check the performance of the simple
algorithm with Table 1.

To view the data clearly, Table 1 is transformed to Table 2.

Table 2. Example Transformed from Table 1
c d e Production
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In Table 2, a, b, ¢, d and e correspond to temperature, humidity, wind, fertilization and pesticide
respectively.

The discernibility matrix is {ab, ac, de, bd, acd, ade, ce, abce, abcd, be, abde}. Assume that user
A sets the attribute order as @ > b > ¢ > d > e. Ther attribute @, the most important for the user, is
firstly selected as a reduct attribute. According to the principle of discernibility matrix, all the entries
containing a can be dropped from the discernibility matrix. So the discernibility matrix becomes {de,
bd, ce, be}. Secondly, attribute b is selected, and discernibility matrix becomes {de, ce}. Then, ¢
is selected, and discernibility matrix becomes {de}. Finally, d is selected, and discernibility matrix
becomes empty. So the current result is {a,b,c,d}.

But the result is not a reduct of the data set. It still has some redundancy. In fact, attribute a
can be eliminated from the result and {b,c,d} becomes a reduct. Moreover, none of {a,b,c}, {a,c,d}
and {a,b,d} is a reduct. Thus, to cut down the redundancy, we have to eliminate attribute a from the
result, and the final result is {b,¢,d}. Then the rules induced from the data set in terms of the reduct
only concern with b, ¢, and/or d. Here the drawback is clear, for a, the most important attribute for
the user, has been missed. However, the data set actually contains a reduct {a,b,e}, which is more
preferred by the user in the sense that it includes the first two important attributes of the attribute
order.

This example illustrates why such a simple algorithm does not fit for ROKD problem. In fact,
the algorithm fails because it cannot ensure that all the attributes kept so far construct part of a
reduct. For example, in a step the algorithm kept {a,b, c}, but there is no reduct containing a,b, and
¢ simultaneously. Therefore, to ensure the final result to be a reduct, some important attributes that
are originally kept have to be moved out.

Since attribute order firstly appears in [18], where a reduction algorithm RA-Order is proposed,
it is natural to think about using RA-Order for the ROKD problem. Unfortunately, RA-Order also
meets some difficulty, because it begins to remain attribute from middle part of the attribute order,
and from end to head. Therefore, some most important attributes for the user may be missed. That
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is the same as what happens in the simple algorithm. For the above example, RA-Order also outputs
{b,c,d} as the final reduct that excludes the most important attribute a.

To sum up, both the simple algorithm and RA-Order do not work well in supporting attribute
order as the specification of user’s requirement, because they cannot ensure keeping in the result some
most important attributes for the user.

In fact, the main challenge in supporting attribute order as the specification of user’s requirement
lies in two points. First, the algorithm should identify reduct attributes one by one from the head of
the attribute order, that means the more important an attribute is, the more prior it will be included
in the final result. Second, after an attribute is selected, the algorithm should ensure that the attribute
will not be moved out from the final result, that implies that the current selected attributes must be
part of a reduct. In this paper, we propose the reduction algorithm based on free attributes, which
just has these two important features.

‘This algorithm identifies reduct attributes one by one from the head of the attribute order. Ad-
ditionally, to ensure all the attributes currently identified being part of a reduct, the algorithm de-
termines some non-reduct-attributes, called free attributes, at the same time. For example, given a
discernibility matrix and an attribute order S =a > b > c > d > e > f, the algorithm first identifies
a in the reduct, but at the same time, it determines f not in the reduct. Then it identifies b in the
reduct, and ¢ not in the reduct. At last it includes d in the reduct, and excludes e. So the final result
is {a,b,d}.

The paper is organized as follows. In the next section, we introduce some related work including
the study on preference and reduct. Sections 3, 4, and 5 are related to the theoretical foundation of
the new algorithm. In Section 6 we introduce the algorithm. In Section 7 we prove the completeness
of the algorithm for reduct. Section 8 is devoted to three kinds of attribute order. Section 9 shows
some experimental results. Section 10 summarizes the paper with some conclusive remarks.

2 Related Work

2.1 Preference

Preference has been studied by some researchers:*>~2%. In those papers, a special kind of problem,
sorting problem, is taken into consideration. In a sorting problem, a database includes two kinds of
attributes, criteria, (i.c., attributes with preference ordered domains (scales), like return on investment
or market share), and regular attributes, whose domains are not preference ordered, like color or texture
(If those terms are used, all the attributes mentioned in this paper are actually regular attributes). To
deal with sorting problems, a new relation, dominance relation, substitutes the classical discernibility
relation of the rough set theory. The goal is to infer the preference model hidden in the database.
Those studies do not aim at ROKD problems. They obtain the same knowledge for all the users.

Another research on user preference can be found in '25]. It indicates that an algorithm usually
generates a large number of rules from a database, but most of them are not interesting for the user.
So it is necessary to identify those interesting rules from the total rules for the user. The user’s
preference for the rules is described by a kind of specification language, called general impressions.
Then the system analyzes the discovered rules by matching them against the general impressions, and
then ranks them in terms of the matching result. Finally, high-rank rules are shown to the user. In
fact, the mining course is separated into two steps. In the first step, all the rules are discovered, while
in the second step, interesting ones are identified for the user. [25] only concerns with the second
step. As to the first step, it leaves it to the current data mining algorithms. But that separation may
have a trouble when dealing with ROKD problems, as some interesting rules for a user may have been
missed after the first step so that they cannot be identified in the second step. If all the interesting
rules for all users have to be included after the first step, the data mining algorithm must cover the
total solution space, which is usually NP-complete in time complexity so that it loses efficiency when
facing large databases. Different from it, the algorithm we present directly induces interesting rules
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for the current user, and, the specification of user’s preference are different.

2.2 Reduction Algorithms of Rough Set Theory

Like data mining, we can classify researches on attribute reduction into two kinds, prediction and
description. The former obtains reducts from a data set to make predictions on new cases, such as
approximate reduct and dynamic reduct(26:27 In such methods, the quality of classification on training
data may be decreased in order to receive higher quality of classification on new objects®¢]. The latter
obtains reducts to make a short but accurate description of the data set. Here, the accuracy of the
data, rather than new ones, plays an important role. The methods include the RA-Order algorithm'8],
approximate algorithms based on statistics?®!| and optimization algorithms for minimal reduct29:30]

Since reduction algorithms generally find one reduct from the reduct set, there are some biases
embedded in the algorithms. The biases may be accuracy of prediction!?®!| stability of the result?7],
completeness for reduct®], or minimal length of reduct?®3%. Here we suggest another criterion,
requirement of the user. By such a criterion, a long reduct preferred by the user is better than a short

but unsatisfactory one.

3 Discernibility Function

Before the new algorithm is described, and its completeness for reduct is proved, it is necessary
to study the nature of discernibility function. Because only the propositional logic is involved, the
formulas below are all propositional ones. ’

Let (U,C'U D) be an information system (data set), where C is the condition attribute set and D
is the decision attribute set, and U = {z1,2,...,%n}. Its discernibility matrixY, denoted by @, is
an n X n matrix defined as

ms; = {a € C:alz;) # a(z;) A (d € D,d(x;) # d(z;))}, fori,j=1,2,...,n.

Write @ as a list {py,...,p:}. In ®, each p; is called a discernibility entry, and is usually written
as P; = 441 - . . Qim, Where each a;, corresponds to a condition attribute of the information system, k£ =
1,...,m,t=1,...,t. Furthermore, the discernibility matrix can be represented by the discernibility
function f, a conjunctive normal form (CNF), ie,, f =p; A--- Ap;, where each p; = a1 V-V @i
is called a clause, and each a; is called an atom. Note that the discernibility function contains only
atoms, but not negations of atoms.

Although the discernibility matrix and discernibility function have different styles of expression,
they are actually the same in nature. So the discussion on one subject is easily extended to the other
one. In this section, we discuss the discernibility function.

A clause p is said to subsume a clause p’ if p’ contains all the atoms in p. A clause p is called a
prime clause of f if no clause of f subsumes p. A CNF is called prime if it only consists of prime
clauses.

Applied the absorption law, a CNF is transformed to a prime CNF, which is written as

= A
! PEPC(f)p

where PC(f) denotes the set of prime clauses of f.

Ezample 1. f =(avbVd)A(aVbVc)A(bVd)A(cVe). Applied the absorption law, (a VbV d) is
absorbed by (bV d), and f is transformed to the prime ONF f' = (aVvbve)A(bvd) A (cVe). Each
clause of f’ is a prime clause.

Proposition 1. Let f be the discernibility function of an information system in the form of CNF.
Applied the absorption law, f can be transformed to a unique prime CNF.

Since the prime CNF transformed from a CNF is unique, the above proposition is immediately
proved. The proposition shows that, each information system may be expressed uniquely by a prime
CNF.
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“ ”

In the following, we discuss a property of prime CNF. Firstly, we define a set operator “~".

Definition 1 (Set Operator “~”). If fis a prime CNF, o € f is a clause, and B is an empty
set, an atom, or a conjunction of atoms, then a ~ B =a — (N B).

Proposition 2. If f is a prime CNF, « € f is a clause and @ = a V B, then for any 8 € f,
B~B#0,

Proof. Suppose there is a clause v € f such that v ~ B = 0, then v+ C B C «, which means
v subsumes « so that « is not prime. Then f is not a prime CNF, which contradicts the known
condition. Therefore, there is no such clause as v in f. O

Ezample 2. f = (aVvbdVe)A(bVd)A(cVe)is a prime CNF. Consider & = aVbVe = aV B, where
B =1bVc. Dropping B from f, we have f'=aAdAe, whilea#0,d#®, and e # 0.

Remark. This proposition implies that if a is identified as a reduct attribute, all the atoms in
B may be dropped from f while keeping all the clauses nonempty. This is the basis of the reduction
algorithm presented in this paper.

4 Prime CNF and DNF

By applying the multiplication (distributive) law, the discernibility function represented by a CNF
is transformed to a disjunctive normal form (DNF), le., f=¢q V---Vg,, whereeach ¢;, 1 =1,...,s,
is a conjunction of atoms and called an implicant of f.

Then the concept of subsume is extended to DNF. An implicant q is said to subsume an implicant
¢’ if ¢’ contains all the atoms in q. An implicant q is called a prime implicant of f if no implicant of f
subsumes ¢q. A DNF is called prime if it only consists of prime implicants. Moreover, the set operator
~ and Proposition 2 are also extendable from CNF to DNF.

By applying the absorption law, a DNF is transformed to a prime DNF, f = ¢ V- -V gx. In fact,
each g;, i = 1,...,k, is a reduct of the information system, and {gi,...,qx} is the reduct set of the
given information system(31.

Denote the prime CNF of f by F, and the prime DNF of f by G. P and Q are the atom sets
of I’ and G, respectively. A question arises, whether P = Q or not? If the answer is yes, then for
every atom in F, there must exist a prime implicant (reduct) in G including the atom. That means,
to compute a reduct, we may start from any clause in F', and select one of its atoms as a reduct
attribute. Furthermore, we may select the first one in the attribute order as a reduct attribute. This
is why we base our discussion on prime CNF of a discernibility matrix, but not on the discernibility
matrix itself. Before answering the above question, we first introduce atom order (attribute order).

Given a CNF f with atom set C, the atom order, denoted by S, is an order over C. Given an
atom order S, each clause of f may be rearranged according to S so that the atoms in the clause
appear in the same order with S. For example, f = (aVeVb A(dVb) A(cVe), C={a,bcde},
and S =a>b>c>d>e Rearrange f according to S, f =(aVbVe)A(bVd)A(cVe). After the
rearrangement, each clause is said to satisfy S.

When each clause satisfies S, we define an equivalence relation L(S) over f:

{a:a € f, where @ takes ay as the first atom, te., @ = ap B}

where ay € C and B ¢ C. By L(S), f is partitioned into equivalence classes, i.e., f/L(S) =
{la1],...,[an]} = {{1],...,[n]}, where a; locates before a;;; in S, =1,...,n — 1. Consider 0 # [k] €
f/L(S). Select « € [k] and o = ax V B, then for every a, € B, a, is located behind ax in S. aj is
called the labeled atom of [k]. Sometimes we write @ = ay V B as a = ax B.

The following proposition is about clauses in the equivalence class [k].

Proposition 3. Given a CNF f and an atom order S, [k] € f/L(S) with labeled atom ay, and
(k] = {a1,...,an}. Transform ay A --- A a, to DNF, denoted the result by Q. There must exist an
implicant {ar} in Q.

Remark. This proposition suggests that, {a,} is an implicant of §;. Then, if the absorption law
is applied to £, all the implicants in ; containing a; will be absorbed. That means, in the prime
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DNF of Q, there must exist a prime implicant {ax}, and all the other prime implicants exclude the
atom ay. Especially, if there is just one clause in [k], for example, a V bV ¢, then all the atoms in the
clause, a, b, and c, are implicants in . In addition, the proposition must still hold for a DNF.

Ezample 3. f = (avVd)A(ave)A(bVec)isaCNFand S=a>b>c>d>e [a =[l] =
{(avd),(aVe)}. Transforming [a] to DNF, we get 1 =aV (aAnd)V(aAe)V (dAe). Then {a} is
an implicant of ;. Applying the absorption law to Qy, 1 = aV (d Ae). {a} is a prime implicant of
§2; and (d A e) excludes the atom a.

In fact, what we are looking for is an algorithm that can obtain a reduct including those attributes
the user preferred. According to Proposition 3, for each [k], if its labeled atom, ag, is selected as an
reduct attribute, all the clauses in [k] can be dropped from the CNF of the discernibility function.

Let F be the prime CNF of discernibility function f, and G be the prime DNF of f. The atom
sets of F' and G are both subsets of C, and are arranged according to the atom order S.

Consider a € [k], @ = axB. Let F' = F — [k], G’ = {61 V-V 8,} be the prime DNF of F’. For
the convenience of discussion, move away the subscript k and write o = axB as o = aB. Applying
the multiplication law to a A G/, we have the following formula.

anNG ={(a1 ANO)V---V(an8)}V{(BAO)V -V (BAEI)}

Obviously, all the (a A 6;), i = 1,...,q, are implicants of & A G’. Then two questions arise: (1)
does every (a A 6;) definitely keep prime in a A G'? Clearly, the answer is no. (2) is there any (a A 6;)
keeping prime in a A G’'? This is an important question that has to be answered before the algorithm
is designed. If the answer is no, it is not possible for a to work as a reduct attribute, so that any
algorithm should not identify a as a reduct attribute. The following proposition answers this question.

Proposition 4. (a A 8,,) is a prime implicant of « A G’ if and only if for allb€ B C o, b & 0,
holds, where 1 <m < gq.

Proof. By the definition of G', a ¢ 6, holds.

(<) Assume that (a A#8,,) is a prime implicant of « A G’. Suppose thereisb € B C @ and b € 6.,,.
Since b € 0, and a & 6,,, we have bA 0, = 6, and (bAB,,) C (aAb,), that is, (a A 6,,) can be
absorbed by (bA8y,) (or (BAB,,)). Thus, (aAb,,) is not a prime implicant of @A G’, which contradicts
the assumption.

(=) Assume that for allb € B C a, b € ,, holds. Since b € 8,,, and @ & 8., and a # b, we have
(@N8n) & (bABy) and (bAG,,) ¢ (aNby). Thus, (aAb,,) cannot be absorbed by any (b A 6,,)
(or (B A6y)). And obviously, (a A 8,,) cannot be absorbed by any other (B A ;) either, 1 < t < g,
t # m. Therefore, (a A 8,,) is prime in ¢ A G'. o

Remark. Since only multiplication and absorption laws are employed in the above proof, the
proposition must hold for DNF, that is, we can prove in the same way that the proposition holds
when transforming a DNF to CNF.

Proposition 4 implies an algorithm that is complete for reduct.

Ezample 4. F =(aVvbVec)A(bVd)A(cVe)isaprime CNFand S=a>b>c>d>e. [a] =
{(avbve)}. F' = F—[a] = (bVd)A(cVe). a = aVbVe=aVB and B = bVc. Applying multiplication
and absorption laws to (bV d) A (¢Ve), we have its prime DNF G’ = (bAc)V (bAe)V(dAc)V (dAe).
Then applying the multiplication law to (a VbV ¢) A G, we have

aAG =(aAbAc)V(aAbAe)V(aAdAc)V(andAe),
bAG =(bAbAS)V(BAbAE)V(BAAAC)V (bAdAE),
cANG ' =(cAbACS)V(cAbAE)V(cAdAC)V (cAdAE).

The prime DNF of (aVbVe)AG is (andne)V (bAc)V (bAe)V (dAc).

Note that in G’, only (d A e) does not contain b or ¢. Therefore, (a AdAe) is a prime implicant of
aAG', and none of (a AbAc), (aAbAe), (andAc)is. The result validates Proposition 4.

Now, we can answer the question, whether P = @ or not, put forward at the beginning of this
section.
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Let F be a prime CNF and S be an atom order. Let (k] € F/L(S), a € [k], and o = aB. Applied
multiplication and absorption laws, F is transformed to prime DNF G. P and Q are atom sets of F
and G, respectively.

Proposition 5. P = Q.

Proof. First, we prove that P C @ holds.

Since a = aB € F, a € P. For any v € F, by Proposition 2, v ~ B # § holds. Applied
multiplication and absorption laws to F, there must exist an implicant 8 = a A A in G, such that
ANB = §. Then according to Proposition 4, 3 = a A A is a prime implicant of G, iL.e., a € Q. Because
of the liberty of o, for any a € P, we have a € Q. Then P C @ holds.

Because Propositions 2, 3, 4 hold for CNF and DNF, in the same way, we can prove ¢ C P.

P = @ holds. O

This proposition implies that any atom in a prime CNF must be included in an implicant of a
prime DNF. Since the discernibility function of an information system can be expressed in the form
of prime CNF, and the prime DNF is just the reduct set, for any atom of the prime CNF, there must
exist a reduct containing that atom. This is the necessary condition of the algorithm presented in this

paper.

5 Reduct

Reduct is one of the most important contributions of Pawlak to machine learning theory. It can be
regarded as a goal between minimal reducts and trivial reducts, with the computational complexity
of O(n?). This concept is originally defined on the positive region of the information system (low
approximation) o,

Definition 2 (Reduct, Pawlak). Given an information system (U,C U D), and R C C. If
POSR(D) = POSc(D) and for any r € R, POSr(D) # POSgp_}(D), then R is a reduct of
(U,C U D).

Roughly speaking, for a subset of condition attributes, the positive region is the maximal subset
of the universe U, in which all the objects are consistent with each other. To make it clear, we give a
direct explanation following Pawlak’s definition.

Given an information system (U,CUD), R C C and E C U. For R, U — F is the positive region of
the information system, if and only if for all z, y € U — E, if R(z) = R(y), then D(z) = D(y), and for
any z € E, there exists a 2/ € E, such that R(z) = R(2') but D(z) # D(z'). And, {y : R(z) = R(y)
but D(z) # D(y),z€ Fandye U — E} =0.

Remark. In fact, the original definition of positive region given by Pawlak has considered the
inconsistent case of an information system. Although it is significant for prediction tasks, it loses
essentiality in description ones, because we only need to consider the case POSc(D) = U for reduction.
If the given information system is inconsistent, according to Pawlak’s definition, the reduction is
accomplished on the positive region for decision attribute D. That is, the reduct on (U,C U D) is
replaced by the reduct on (U — E,C U D).

By this remark, reduct may be defined in another way.

Definition 3 (Reduct). Given an information system (U,CUD), R C C is a reduct, if and only
if (1) for every =, y € U with D(z) # D(y), R(z) # R(y) holds and (2) for anyr € R, P =R — {r},
there exist z, y € U, such that D(z) # D(y), R(z) # R(y), but P(z) = P(y).

Remark. Definition 3 is closely related to the discernibility matrix.

In the principle of discernibility matrix, reduct is related to core attributes.

Proposition 6. R is a reduct of (U,CU D) if and only if R is the core attribute set of (U,RUD).

D In Pawlak’s papers, reduct is defined with and without decision attributes, respectively. Since we can transform
the latter case to the former case, it is only necessary to consider reducts in an information system with decision
attributes, which is based on the positive region (low approximation).
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Remark. By this proposition, the information system (U, { R—{r}}UD) is constructed by moving
out a core attribute r from (U, RU D), which must cause a change of the positive region.

In this paper, we use another definition of reduct that is based on the principle of discernibility
matrix. The new definition is equivalent to Definition 3.

Let @ be the discernibility matrix of the information system.

Definition 4. Given an information system (U,C U D), and R C C. Forr € R, if there is an
a € @, such that RNa = r, then r is said to be independent in R. R is a reduct of the information
system, if and only if (1) RNa # ) for any a € & and (2) any r € R is independent in R.

Proposition 7. Given an information system (U,C U D) and POSc(D) = U, Definition 4 is
equivalent to Definition 3.

Proof Let RCC,r € Rand P= R~ {r}.

By Definition 3, (1) for every z, y € U with D(z) # D{y), R(z) # R(y) holds. Then «, the
discernibility element of z and y, satisfies RNa # 0. (2) For any € R, P = R — {r}, there
exist z, y € U such that D(z) # D{y), R(z) # R(y) but P(z) = P(y). Hence, by the principle of
discernibility matrix, « satisfies r € o but P € a. Then R a = r. Thus, the two conditions of
Definition 3 correspond to those of Definition 4 respectively.

By Definition 4, (1) RN« # 0 for any o € @, ie., for every z, y € U with D(z) # D(y), there
is some difference between them on a subset of R, i.e., R(z) # R(y). (2) For any r € R, there is an
o € ®, such that RN« = r. That is, for any r € R, there is an « € ®, such that RN a # @ and
Pnoa=0. By the principle of discernibility matrix, there exist z, y € U satisfying D(z) # D(y) and
R(z) # R(y), but P(z) = P(y). That is just Definition 3. a

We close this section by defining free attributes. In fact, the algorithm we will present tries to drop
non-reduct-attributes from the discernibility matrix. That is different from traditional algorithms,
where it is the reduct attributes that would be dropped. The non-reduct-attributes are called free
attributes.

There are two sorts of free attributes. First, free attributes for the information system, which are
free for all the reducts. Second, free attributes for a reduct, which are free just for that reduct.

Given an information system (U, C U D), by Proposition 5, the attribute set of reduct set (prime
DNF) is the atom set of prime CNF of its discernibility function, denoted by P.

Definition 5 (Free Attribute). For any a € C, if « € P, it is called free attribute of the
information system. Let R C C be a reduct. Anyb & C — R is called free attribute of the reduct R.

6 The Algorithm Based on Free Attributes

Some reduction algorithms based on the principle of discernibility matrix take the following reduc-
tion rule.

Proposition 8 (Reduction Rule Based on Discernibility Matrix). Let & be the discernibility
matriz of an information system. If @ # R C C is a reduct, then a N R # 0 holds for any a € $.

The reduction method implied by Proposition 8 is based on dropping entries from the discernibility
matrix. Although various strategies may be embedded in the above rule, it has been proved that not
all the strategies are complete for reduct!8. Also in [18], a strategy based on attribute order is
proposed, and the corresponding algorithm is proved to be complete for reduct. However, since the
strategy replies on the nonempty equivalence class with maximum subscript in F/L(S), it meets some
difficulty in supporting user requirement.

The algorithm to be presented in this paper adds another reduction rule to Proposition 8, which
in fact identifies the free attributes.

Proposition 9 (Reduction Rule Based on Free Attributes). Let ® be the discernibility
matriz. For a reduct § # R C C, there must exist &' C @, such that for any a € ®’, where a = aB,
Caeat = R and B R = 0 must hold.

Proof. Let B # R C C be a reduct. By Definition 4, for any a € R, there is an o € P satisfying
RNa=aqa Written o as @« = aB, BN R = § holds. Construct & by including all these a. Then
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Uaea = R holds. ]

Proposition 9 extends the reduction rule in Proposition 8. The key point lies in the selection of
B. Since the attributes in B are free for R, they can be dropped from discernibility matrix before the
reduction rule in Proposition 8 is applied.

Ezample 5. & = {abe, ab, ad, bd, be, ce, cf} and R = {a,b,c}.

&' = {ad, bd, ce}. Note that {d,e} N R = 0.

Let F' be the CNF of the discernibility function, S be the given attribute order and R = 0.

Algorithm 1. (Reduction Algorithm Based on Free Attributes)

(1) If F =9, stop.

(2) Apply the absorption law to F and transform it to prime CNF.

(3) F/L(S) = {[a1],.-.,[an]}. R=RU {a1}. Select an a € [a1], @ = a1 B.

(4) F=F —ai].

(o)VaEF a=an~ B.

(6) Goto (1).

When the algorithm stops, R is a reduct.

Ezample 6. F = (aVvbV fyn{aveVv flAlaveyAlavd)AbvdiyAn(bveA(cve)AleV f).
S=a>b>c>d>e> f.

To have a clear view, write F' as & -= {abf, acf, ac, ad, bd, be, ce, cf }, and replace using the algo-
rithm on F' with using it on ®. Both the process and result are the same.

(1) Since ® # @, go to (2).

(2) Apply the absorption law to ®. acf is absorbed by ac. So & = {abf, ac, ad, bd, be, ce, cf }.

(3) @/L(S) = {[a], 18], [c]}. la] = {abf,ac,ad}, [b] = {bd, be}, ic] = {ce,cf}. R = {a}. Select a = abf,

a = aB, where B = {b,f}.

(4) @ = ¢ ~ [a] = {bd, be, ce, cf }.

(5) Drop B = {b,f} from ®. ® = {d, ¢, ce, c}.

(6) Goto (1).

(7) Since ® # 0, go to (2).

(8) Apply the absorption law to @. ce is absorbed by c. So ® = {d, e, c}.

(9) @/L(S) = {[d], [d], fe]}.

When the algorithm stops, R = {a, ¢, d, e} is a reduct.

Note that in Step (3), since [a1] usually contains more than one entry, how to select a € [a;] is
a strategic problem that must be considered carefully. Different strategies usually lead to different
result. For the above example, {a] = {abf, ac, ad}. If o = abf, the result is {qa, ¢, d, e}; if @ = ac,
the result is {a, b, e,f}; if @ = ad, the result is {a, b, c}. Obviously {a, b, c} is the best reduct for the
user because it contains the first three attributes in S. The details of strategies will be discussed in
Section 8.

The algorithm is based on forming the discernibility matrix of an information system that has a
time complexity of O(n?), where n is the number of objects in the information system. As to the
algorithm itself, since the absorption law is used, the time complexity becomes O(Card(®)?), where
Card(®) is the entry number of discernibility matrix.

7 The Completeness of Algorithm 1 for Reduct

To prove that the algorithm based on free attributes is complete for reduct, we need the following
proposition that is proposed by Skowron!3!:.

Proposition 10 (Reduct Set). The prime DNF of the information system is its reduct set.
Each implicant of the prime DNF is a reduct.

By this proposition, to prove the algorithm’s completeness for reduct, it only needs to prove that
the output of the algorithm is one of the implicants of the prime DNF of the information system.

Proposition 10 has a useful corollary, which may be regarded as another definition of reduct.
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Corollary 1 (Reduct). For an information system, F' is the prime CNF of the discernibility
function, and G is the DNF of F. For 3 € G, 8 is a reduct, if and only if for any vy € G, v ¢ B holds.

Since the algorithm based on free attributes identifies one reduct from the reduct set, it will be
complete for reduct if its output is actually one S in Corollary 1 for every information system.

By Proposition 1, F is unique for the given information system. Let .S be an attribute order, and
(k] € F/L(S), whose labeled attribute is ‘a’. @ =aB € F, 8 € G. We have the following statements
prepared for the proof of the completeness of the algorithm.

(1) By Proposition 5, a € 8. There must be an implicant in G that contains attribute a (Step 3).

(2) By Proposition 3, if a is selected as a reduct attribute, all the clauses in [k] may be dropped (Step 4).

(3) By Proposition 2, select a clause o = aB, for any v € F, v ~ B # §. We get the new CNF H (Step

5).

(4) Assume 8,6 € H, § C ¢, that is, s =8V K. ThenaAdAp=andA(EV K)=and (Step 2).

Let R be the output of the algorithm. It must be an implicant of the DNF of F, but may not
be prime. To prove the completeness of the algorithm for reduct, we must prove that R is a prime
implicant.

Proposition 11. The algorithm based on free attributes ts complete for reduct.

Proof. Let R be the output of the algorithm.

Let a € F, @ = aB. Drop B from F —[a], and then transform it to prime DNF G'. G’ = 6, V.- -V¥.
Applying the multiplication law to o A G’, we have

aANG =(aAb)V---V(aAO)V(BAO)V -V (BAGb).

Consider 8, € G'. By Proposition 4, (aA8,,) is a prime implicant of a AG’ if and only if b & 6, for
all b € B. Since B has been dropped before G’ is formed, that condition is satisfied. By Proposition
2, for any v € F, we have v ~ B # (). Therefore, G’ # 0 holds, so that there must exist an 8,,. Thus,
the output of the algorithm, R = a A 8,, is a prime implicant of a A G’. According to Proposition 10,
R is a reduct. a

8 Three Kinds of Attribute Orders

In the above sections, the attribute order is supposed to have a unique form, S = a; > az >
.-+ > a,, which implies that the user can distinguish each couple of attributes clearly in terms of their
importance for him. But that is a rather strict condition, which may make a user feel difficult when,
for example, some attributes are equally important for him.

An alternative is to develop different forms of attribute orders for different situations. In this
section, three kinds of attribute orders are developed, i.e., total order, group order and balance order.
In addition, a problem still remains in Algorithm 1, that is, how to identify the particular o from [a4]
at Step (3). Since that strategy closely concerns with user requirement, it will be discussed within
the three kinds of attribute orders, respectively. In the following, the « is called free entry, for all its
attributes will become free attributes except the label one.

In this section, the discussion is made on the discernibility matrix.

8.1 Total Order

The total order over the attribute set C is denoted by S = a; > a3 > -+ > a,. A user sets a
total order when he can distinguish each couple of attributes by their importance for him. Below, we
discuss the strategy of identifying the free entry. The idea is to make the free attributes contained in
the free entry as posterior in S as possible.

Let ¢ be the current reduct attribute. 3 € [c]. Let r(8,c) be the position of ¢ in 3, || be the
number of attributes of 5. Let Apos(3,i) be the position of the i-th attribute of 8 in S. Then
min;—y . |3),ir(8,c) (Apos(B,1)) represents the position of the most anterior attribute of 3 except c
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in S, which is called secondary attribute of 3. Obviously, the more posterior the position is, the
more unimportant the free attributes implied by @ are. Therefore, among all 8 € [¢], the one with
maxge(e)(Mini=y, . g),i%r(8,c) (Apos(B,1))) should be selected as the free entry. The attribute taking
position maxgerg(min;—y, . |g)i%r8,c)(Apos(B8,1))) in S is called the mazimal secondary attribute of
[].

Ezample 7. & = {ab, ac, adf,be,cf ,dg}. S=a>b>c>d>e>f>g.

The current reduct attribute is a. [a] = {ab, ac, adf}.

For 8 = ab, min(Apos(ab, 1)) = min(Apos(ab,2)) = 2. (The position of bin S is 2)

For 8 = ac, min(Apos(ac,1)) = min(Apos(ac,2)) = 3.

For § = adf, min{Apos(adf,?)) = min{Apos(adf,2), Apos(adf,3)) = 4.

Thus, max(min(A4pos(8,t))) = max(2,3,4) = 4. Therefore, 8 = adf is selected as the free entry,
and d, f become free attributes. The final reduct is {a, b, ¢, g}.

Consider the example about soybean production mentioned in Section 1. ¢ = {ab, ac, de, bd, acd,
ade, ce, abce, abed, be, abde}. For user A, S =a > b > c¢>d > e The final reduct is {a, b,e}. For
user B, S =e >d >c>b>a. The final reduct is {e,d,a}. Both of them include the first two
attributes in their corresponding S.

Sometimes more than one 8 € [c] takes the maximal secondary attribute of [¢] as its own secondary
attribute. For instance, [c] = {cde, cdf} and S =c¢ > d > e > f. Here, d is the maximal secondary
attribute of [¢], and both cde and cdf take d as the secondary attribute. In such a case, the Max-Min
strategy should be refined to identify the free entry of [¢]. A simple supplementation may compare
their third attribute, and then the forth attribute, ..., until the end of one entry. Since the absorption
law has been used, not any two entries of [¢] are exactly the same. So there must be a time when the
difference between the two entries appears. For example, in the above case, cdf will be selected as the
free entry since its third attribute, f, has a more posterior position in S than e, the third attribute of
cde.

8.2 Group Order

Sometimes it is difficult for a user to distinguish clearly among all the attributes, for some of them
are equally important in his mind. In such cases, the user may use a group order instead of a total
order.

For a group order, all the attributes are divided into some groups, Ay, ..., Ax, where A{U---UAy =
C,ANA =0,4,7=1,...,k 1t # 7. The total order relation is satisfied among the groups, i.e.,
Ay > .-+ > Ay, which means all the attributes in A; are more important for the user than those in
Aig1,t=1,...,k — 1. While in each group, all the attributes are equally important.

The strategy of identifying the free entry under a group order shares the same principle as in total
order cases. It also tries to choose free attributes as posterior in S as possible, so that the Max-Min
principle still works in the group order. However, one of the differences between the two kinds of
orders is that no matter how to refine the strategy, sometimes the group order cannot identify a single
free entry of [c]. See a simple example, ® = {ab, ac, bc}, S = {a} > {b,c}. Since b and c stay in the
same group, they have the identical position in S. Therefore, in [a], ab and ac are indistinguishable,
and the free entry cannot be determined directly. To solve it, a simple solution constructs artificially
a quasi-total-order inside a group, for instance, following the alphabetic order, which implies that b is
more important than ¢ and ac should be selected as the free entry in this example.

8.3 Balance Order

A balance order is developed when the following real case is considered.

Human development database (HDD) is a large database including hundreds kinds of social, eco-
nomic and natural data. Many researchers study HDD to get knowledge about the sustainability
of a country. Because the sustainability of a country is connected with not only population quality
and economic level, but also social and economic structure, resource and environmental state, and
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economic and ecological function, it requires keeping balance in all the social, economic and environ-
mental aspects3¥. This raises a special kind of user requirement. To meet the requirement, all the
attributes are divided into some groups, and the algorithm is invoked to find a reduct containing
attributes distributed evenly among all the groups.

Here we define the balance order. All the attributes are divided into some groups, A,..., Ak,
where A, U UA,=C, A;NA; =0,4,7=1,...,k, i # j. All the groups are at the same level of
importance, while inside each group, the total order relation is satisfied, i.e., all the attributes inside
a group are totally ordered.

Under the balance order, a strategy is designed following the rules:

1) Select reduct attributes in the following way. At first, all the groups form a candidate set.
Then the minimal group contributes a reduct attribute. Since all the attributes in each group are
totally ordered, the first attribute in the minimal group is identified as the current reduct attribute.
Then that group quits the candidate set. In this way, every group contributes a reduct attribute and
quits the candidate set in turn. This process continues until the candidate set becomes empty. If the
discernibility matrix is not empty, all the groups form the candidate set again except the empty ones,
and the above steps repeat.

2) Select free attributes in the free entry under the following principles. Let ¢ be the current

reduct attribute and denote its group by A..

a) If two attributes a and b, a € A, b ¢ A, select a as the free attribute.

b) If two attributes @ and b, a, b € A and a > b in the order, select b as the free attribute.

c) If two attributes belong to different groups and have the same position in their own order,

select the attribute within the larger group.

The above principles consider some simple cases of identifying free entry. In more complex situa-
tions, some weights of attributes have to be introduced.

Let ¢ be the current reduct attribute. Denote the number of attributes in 4; by m;. m = Zle m;.

.

1, ifbe A,
P { 0.5, otherwise
we = q/mmax
w3 = 1My /Mmax

Wp = W1 * W2 * W3

For B € [¢], B = ¢B, the weight of 3, wg = Y bep Wb Then the 3 with rﬁnaix](wﬁ) is identified as the
€le

free entry.

Ezample 8. ® = {ab, af, acg, aeg, agh, bef, beg, cefg, efgh}. S = {a > c}{b > g}{e > f > h}. In
terms of S, there are three groups, A; = {a>c¢}, Az ={b>g}, As={e> f>h}. m =2. my =2.
m3 = 3. Mmax = max(m;,mg,m3) = 3.

A; and A, are the minimal groups. Select attribute @ in A as reduct attribute. Then select the
free entry of [a].

For ab, wep = wp = wy * wo * w3 = 0.5 % (1/3) x(2/3) = 2/18

For af, way = wy =0.5%(2/3) * (3/3) = 6/18

For acg, waey = we +w, = 1% (2/3) x(2/3) + 0.5 % (2/3) % (2/3) = 12/18

For aeg, waeg = we + wy = 0.5 % (1/3) x (3/3) + 0.5 % (2/3) % (2/3) = 7/18

For agh, wagh = wy +wp = 0.5 % (2/3) * (2/3) +0.5%(3/3) * (3/3) = 13/18

Because agh has the biggest weight, it is identified as the free entry, while g and h become free
attributes. The final reduct is {a, b, f}. It selects one attribute from each group, and among the
attributes, a and b are both the first one in their own group, while f is the second one in its group.
In fact, that is the best result under the balance order, for {a, b, €}, consisting of the first attribute
of each group, is not a reduct of ®.
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Note that the above weight computing method is an approximate strategy to keep balance among
the attribute groups. We cannot ensure to remain in the result even one attribute from each group.
First, such a reduct may not exist. Second, even if there is such a reduct, it may be missed because
the strategy is actually heuristic rather than deterministic.

9 Experimental Results

In this section, we present three experiments to test the performance of Algorithm 1. The experi-
ments are taken on a computer with AMD 1GHz processor and 256M memory.

Ezample 9. The experiment is taken on DATA1, which is a data set made artificially and has
10,000 records, 20 condition attributes, and one decision attribute. The attributes are labeled by
their index, i.e., 1,2, ..., 21. Among them, attribute 1 is the decision attribute, and 2, ..., 21 are
condition ones. The discernibility matrix contains 131,048 different entries. No core exists in DATAL.
The following table shows the results of nine experiments taken on DATA1 .under different attribute
orders. Each experiment takes about 76 seconds (The time is that of Algorithm 1 but does not include
that of generating the discernibility matrix).

Table 3. Experiments Taken on the DATA1

Case Attribute order Results
1 2,3,...,21 2,3,4,5,6,7,8,9
2 21,20,...,2 21,20,19,18,17,16,15,14
3 73,5,...,21,2,4,...,20 3,5,7,9,13,15,17, 4
4 2,4,...,20,1,3,...,19 2,4,6,8,10,12, 14,18
5 | 3,8,7,12,15,2,18,14,06,10, 11, 21,5,17, 4, 16,9, 13,19,20 | 3,8,7,12,15,18, 14
6 | 13,3,18,16,7,5,14,9,19,17,11,8,21,4, 15,6,20,2,12,10 | 13,3,18,186,7,5,14,9
7 | 14,10,17,2,16,3,7,8, 18,4, 19,6,21, 13,12, 15, 5,9, 20,11 | 14,10,17,2,16,3,7,9
8 | 10,3,8,7,13,17,19,12,4, 20,15, 16, 11, 18,6, 21,14,5,2,9 | 10,3,8,7,13,17,20
9 | 8,7,10,13, 14,4, 15, 21, 11, 16, 12,3, 19, 17, 18, 20,6,9,2,5 | 8,7,10,13,14,4, 21,17

In the attribute order, the symbol “>” is omitted and aq,...,a, means a; > -+ > a,. In the
above nine experiments, the reducts found by the algorithm are rather satisfactory. For example, in
case 1, the reduct {2,3,4,5,86,7,8,9} remains the first eight attributes of the given order. And that
also happens in case 2 and case 4. In fact, the algorithm has a good property, that is, if the first k
attributes in the order happen to make up a reduct, the algorithm surely finds that reduct. In case
5, the result contains the first eight attributes in the order except the sixth attribute 2. And in other
cases, most attributes in the final result take anterior positions in the attribute order.

Ezample 10. The experiment is taken on DATA2, which is also made artificially and has the same
number of attributes with DATA1 but ten times of the records in DATA1, i.e., 100,000 records. The
discernibility matrix contains 411,943 different entries, which is three times more than that of DATA1.
The experiments take about 216.96 seconds. Since in this experiment we only care about how the
running time goes up when the data set expands, no details of experiment results are shown.

Table 4. Experiments Taken on Data Set of Cars

Case Attribute order Results
1 53,2,8,7,6,4,9,1 | 5,3,2,8,6,4,9
2 2,4,9,3,1,5,8,6,7 | 2,4,9,3,1,8
3 4,8,59,2,1,3,6,7 | 4,8,59,2,3,6
4 7,5,9,6,3,4,1,8,2 | 7,9,6,4,2
5 4,1,5,7,3,2,8,6,9 | 41,59
6 1,7,6,2,4,9,3,5,8 | 1,7,6,4,9
7 1,3,2,9,4,7,8,6,5 | 1,3,29,4,8
3 4,9,7,5,6,2,3,8,1 | 4,9,7,6,2
9 8,7,1,92%6,53,4 | 81,9,2,3,4
10 3,4,1,9,5,2,8,7,6 | 3,4,1,9,2,8 |

Ezample 11. The experiment is taken on the data set of cars[33], which includes nine condition
attributes, one decision attribute, and 21 records. The attributes are labeled by their index, i.e., 1,2,
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..., 10. Attribute 10 is the decision attribute, and 1,...,9 are condition ones, among which attributes
4 and 9 are cores. The discernibility matrix contains 104 different entries. The following table shows
ten experimental results under different attribute orders.

Since the discernibility matrix contains only a few entries, the algorithm takes a short running time
(less than 0.1 second). As in Example 9, most attributes in the final results take anterior positions in
the attribute order (Table 4).

10 Conclusions

In data mining, there are two tasks, description and prediction. Prediction has little difference
from machine learning in nature. Both of them try to find out model upon a data set, while keeping
their capability to other objects in the same domain, i.e., generalization. However, description has
a rather different objective from them. It regards the data set as a closed world. Under a process,
the data set is transformed to a more concise form, while keeping the possibility of explanation, i.e.,
reduction. Thus, compared with prediction, description is more distinct in data mining. In this paper,
we focus on description tasks.

Generally speaking, a data set contains several kinds of knowledge. In addition, a data set is usually
shared by several users. And different users may require different knowledge. So it is important for a
data mining algorithm to provide users the knowledge they wanted, which we call requirement-oriented
knowledge discovery (ROKD). In this paper, we present a new method to find customized reducts to
meet the users’ requirements, which is useful in a lot of applications because one reduct may be better
in one sense than another. Thus, how to describe users’ requirements, and then how to compute a
reduct according to the requirements become the key point. This paper just regards attribute ordering
as a special kind of method. It surely needs much more research to establish a general language for
describing users’ requirements. Some basic strategies are designed to describe attribute order. Then
an algorithm supporting such description is proposed.

We emphasize the completeness of the algorithm for reduct because reduct is an objective between
minimal reduct and trivial reduct, with the computational complexity of O(n?). In the future, we will
try to promote the efficiency of the algorithm based on free attributes.
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