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Abs t r ac t  The Arabic Language has a very rich vocabulary. More than 200 million people speak this language 
as their native speaking, and over 1 billion people use it in several religion-related activities. In this paper a new 
technique is presented for recognizing printed Arabic characters. After a word is segmented, each character/word 
is entirely transformed into a feature vector. The features of printed Arabic characters include strokes and bays in 
various directions, endpoints, intersection points, loops, dots and zigzags. The word skeleton is decomposed into 
a number of links in orthographic order, and then it is transferred into a sequence of symbols using vector quan- 
tization. Single hidden Markov model has been used for recognizing the printed Arabic characters. Experimental 
results show that the high recognition rate depends on the number of states in each sample. 
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1 I n t r o d u c t i o n  

The Arabic language has a very rich vocabulary. 
More than 200 million people speak this language 
as their native language, and over 1 billion people 
use it in several religion-related activities. Arabic 
character recognition, both  printed and handwrit-  
ten, is one of the most challenging tasks and excit- 
ing areas of research in Optical Character Recog- 
nition (OCR). Indeed, despite the growing inter- 
ests in this field, no satisfactory solution is avail- 
able. The main reason is the special and com- 
plex characteristics of Arabic text. For this reason, 
Arabic character recognition remained as an un- 
touched field until t98011]. Subsequently, a num- 
ber of Arabic character recognition systems were 
proposed[2-4]. 

Amin Is] segments a printed text into words and 
a word into characters. Then, each character is di- 
vided into as many  a s  seven primitives using the 
length of the rows (columns) of the horizontal and 
vertical projections as features. The complemen- 
tary characters are identified by using their den- 
sity. The projection histogram is coded as a string 
whose symbols are indications to show where a row 
(column) is of length zero, greater than the average 
for that  projection, or less than the average. 

KheUa [6] uses a tree structure to group the Ara- 
bic character sets based on the number and location 
of dots and holes. Then he uses a statistical classi- 
fier to identify the characters of the same group. 

Some systems do not follow the classical 
paradigm of pa t te rn  recognition which is feature 

* Correspondence 

extraction followed by classification. A1-Badr and 
Haralick use a set of 30 shape primitives as features. 
They detect those shape primitives on a page im- 
age using mathematical  morphology operations. A 
character is defined as a set of primitives at a cer- 
tain configuration relative to one another. When- 
ever the primitives of a character are found with the 
right configuration, the character is detected [7]. 

The main characteristics of Arabic text can be 
summarized as follows. 

�9 Arabic text (printed or handwrit ten) is cur- 
sive and written from right to left. Arabic letters 
are normally connected to each other on the base- 
line. 

�9 Arabic text uses letters (which consist of 
28 basic forms), ten Hindi numerals, punctuat ion 
marks, as well as spaces and special symbols. Table 
1 shows the Arabic letters. 

�9 Some of the Arabic letters are located un- 
der the baseline (for example, 9 (raa), J (zay), 
J (waw)). 

�9 Arabic letters might have up to four different 
forms (beginning, middle, end, and isolated) de- 
pending on their relative position in the word (for 
example, .~, , i . ,  &., ~ respectively). This fea- 
ture increases the number of classes from 28 to 100. 
Actually, a new character is created when Alif ( i ) 
is writ ten immediately after the letter Lam ( J ) .  
This kind of new character increases the number of 
classes to 120 (see Table 2). 

�9 Several Arabic letters have exactly the same 
pr imary part.  However, they are distinguished 
from each other by the addition of dots in different 
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Fig.1. Characteristics of Arabic text. (1) "vVritten from right to left. (2) One Arabic word includes three cursive subwords. 
(3) A word consists of six characters. (4) Some characters are not connectable on the left side with the succeeding character. 
(5) The same character with different shapes depends on its position in the word. (6) Different characters with different 
sizes. (7) Different characters with a different number of dots. (8) Different characters have the same number of dots but 
different positions of dots. 

locat ions.  

�9 Arab ic  charac te rs  do not  have a fixed size. 
The  wid th  and  height  of a charac te r  vary  accord-  
ing to i ts pos i t ion  in the  word. 

�9 Arab ic  wr i t ing  is cursive and words  are sepa- 
r a t e d  by  spaces.  Some Arabic  le t ters  are not  con- 
nec tab le  wi th  the  succeeding let ter .  Therefore ,  if 
one of these  le t te r s  exists  in a word, i t  d ivides  t h a t  
word  in to  two sub-words .  These  le t ters  a p p e a r  only  
at the tail of a sub-word and the succeeding letter 
forms the head of the next sub-word. 

Fig.l introduces a brief summary of the main 
characteristics of Arabic characters. This figure in- 
cludes 8 points, each point describes an individual 

feature. 

/ /  J f - - - ~ - x  ~xN 

-~ ' , f  -~'~, I "% 
" K  ' J ~ , �9 

/ 

i : ...... :=; ..... ? ) ............... . 

,, I ~  ~ - - ~ i ,  

Fig.2. Single HMM topology. 

2 H i d d e n  M a r k o v  M o d e l s  

A charac te r  recogni t ion sys t em is composed  of  a 
col lect ion of a lgor i thms  d rawn from a wide var ie ty  
of discipl ines such as signal  process ing and s ta t i s -  
t ica l  p a t t e r n  recogni t ion.  Different  recognizers rely 
to  vary ing  degrees on the  s ignal  process ing front  
end to convert  the  c h a r a c t e r / w o r d  image to  some 
form of p a r a m e t r i c  r ep re sen t a t i on  for fur ther  anai-  
yMs and  processing.  In  th is  sect ion,  we presen t  t he  
technique of Hidden  Markov  Models .  

Hidden  Markov  Mode l  (HMM) is a powerful  
tool  in the  field of s ignal  process ing [s'9]. H M M  
has been  successfully used in speech recogni t ion  [l~ . 
Recently,  the  app l i ca t ion  of  I-IMM has been  ex- 
t ended  to include word recogni t ion  [tt't~]. This  is 
due  to the  s imilar i t ies  be tween  speech and  wri t -  
ten  words since they  b o t h  involve co-ar t icu la t ion ,  
which suggests  the processing of  symbols  wi th  am-  
biguous  boundar i e s  and  var ia t ions  in appea rance .  
Fig .2  depic ts  a single H M M  topology.  

2 .1  M a t h e m a t i c a l  D e f i n i t i o n  o f  H M M  

The  purpose  of this  sect ion is to descr ibe  
the  HMM defini t ion in deta i l .  The  def ini t ion of 
an  H M M  mus t  specify the  mode l  topology,  the  
t r ans i t ion  pa r ame te r s  and  the  o u t p u t  d i s t r i bu t ion  
pa ramete r s .  An  H M M  is a s tochas t ic  process  
wi th  an under ly ing  f in i te -s ta te  s t ruc ture .  Each  of 
these  s ta tes  is associa ted  wi th  a r a n d o m  funct ion.  
W i t h i n  a s t a t e  the  signal  possesses some measur -  
able,  d is t inc t ive  proper t ies .  W i t h i n  a discrete  pe-  
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riod of t ime, the process is assumed to be in some 
s ta te  and  an  observation is generated by the ran-  
dom funct ion of tha t  state. The under ly ing Markov 
chain changes to another  state with the t rans i t ion  
probabi l i ty  of the current  state. The sequence of 
states is hidden;  only the sequence of observat ions 
produced by the r andom funct ion of each s ta te  can 

be seen. 

T a b l e  1. Arabic Letters 
No. Letters IF BF MF EF 

1 Alif I I t. t. 
2 Baa ~ ~ .-~ .~- 
3 Taa ,*, .5 -5_ ,'. 
4 Thaa ~ .~ .~  
5 Jeem ~ --~. ~ ~ -  
6 Hha ~ .a~ .a-  ~-. 

8 Dal .~ .1 a_ -~ 
9 Thai '~ "~ "~ ~t. 
10 Raa .~ 9 3- 3- 

11 Zay j j ~- ft. 
12 Seen o ~ --~ .-~ ~ -  
13 Sheen ~.~ ~ ~ O~- 
14 Sad ~a  . ~  ~ 
15 Dhad r -.~ - ~  O~- 
16 Tta J~ .Ja . ~  
17 Ttha l~ .~ ~ jh. 
18 Ain ~ -~ --~ ~-- 
19 Ghain ~ .k. .i. ~_ 
20 Faa ~ ;' -k ,-~ 
21 Caf d 5 .~ ~ -  
22 Kaf 4~ .s ..~ 
23 Lam J .l .]_ J_ 
24 Meem ~ ..4 ~ W" 
25 Noon ~ .5 A t~- 
25 Ha 0 .~ 4 -  a._ 
27 ~Vaw J J 3- J -  
28 Yaa ~. ~ ~ 

IF: Isolated Form, BF: Beginning Form 
MF: Middle Form, EF: End Form 

Basically, the sys tem t rans i t s  from one s ta te  to 
another  depending  on a set of probabil i t ies associ- 
ated with each state.  In  general, a system t rans i t s  
from state  qi at t ime t to a state qj at t ime t + 1, 
t = 1 , 2 , . . .  and  i , j  = 1 , 2 , . . . , N .  

The  most  i m p o r t a n t  and  difficult element to be 
decided is the n u m b e r  of states, N,  in the model.  
As ment ioned  above, a t  each t ime the model  makes 
a change from one s ta te  to another  or may rema in  
in the same state.  The  t rans i t ion  is based on a 
t rans i t ion  probabi l i ty  associated with the previous 
state.  

The  n u m b e r  of observat ion symbols is another  

i m p o r t a n t  e lement  in the model.  The  observat ion 
symbols ,  M,  correspond to the physical o u t p u t  of 
the  system being modeled. For some appl icat ions  
like speech recogni t ion and  character  recognit ion,  
the  observat ions are cont inuous  and  are produced 
as vectors. In  this case, the vectors are quant ized  

into one of the allowable sets us ing Vector Quant i -  
za t ion  (VQ) [131. 

Formally, the rest of the e lements  of an  HMM 
are defined as follows. 

1. The initial state probability. This is the pro- 
bab i l i ty  of being in s tate  qi at t ime t. 

lr = {~r~ = P(qi  at t = 1)} 

2. The state transition probability. This  is the  
p robabi l i ty  of be ing in s ta te  qi at  t ime t, then  t r an-  
s i t ing to s ta te  qj at  t ime t + 1. 

A = {aij = P(q j  at t + l[qi at t)} 

3. The observation symbol probability. This  is 
the  probabi l i ty  of observing symbol  vk while the 
model  is in s ta te  qi at t ime t. 

B = {bi(k) = P ( v k  at tlq i at  t)} 

Generally,  a complete model  of an HMM re- 
quires specifying m a n y  parameters .  These param-  
eters are N and  M as men t ioned  before, the length  
of the observat ion sequence (T),  an  observat ion 

sequence denoted as O = (0102 . . . 0T) ,  the ob- 
servat ion symbol  denoted as V = ( v l v 2 . . .  VM), 
and  three sets of probabi l i ty  measures  ~r, A, B. 
The  compact  no ta t ion  used to refer to an HMM is 
A(Tr, A , B ) .  

Table 2. Additional Characters from 
Complementary (Hamza and Madda) 

No Letters IF BF MF EF 
1 Alif i i. 
2 Alif ~ 
3 Alif_ ! t 
4 LamAlif ~ 
5 LamAlif ~ ~t 
6 LamAlif Y 
7 LamAlif ~ ~t 
8 Waw 3 3- 
9 Ya ~ .i .2. / j .  

Appl ica t ion  of HMM in real-world encounters  
three  key problems. These problems are the fol- 
lowing: 

1. Given the observation sequence O - (ol 

o 2 . . . O T )  and the model  ) @ r , A , B ) ,  how we can 
compu te  P(OtA) ,  the probabi l i ty  of the observa- 
t ion  sequence. 
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2. Given the observation sequence O = (OLO2 . . .  
OT) and the model A(~r, A, B), how we can choose 
a corresponding state sequence Q = ( q l q 2 -  - -  qT). 

3. Given an HMM, how we adjust the model 
parameters  A(~r, A, B) to maximize P(O[A). 

More details and mathematical  solutions of each 
one of these three problems can be found in [9]. 

3 I m p l e m e n t a t i o n  o f  H M M  

The purpose of this paper is to construct a sin- 
gle HMM for off-line recognition of Arabic charac- 
ters. The features used in the HMM are based on 
the arcs of the skeleton of the words to be recog- 
nized. A number  of reasons motivate the proposed 
technique. First, we wish to segment words into 
characters or other primitives. Second, extracting 
edges from the skeleton is more reliable than actual 
connection points in the word. Ultimately, the ex- 
t racted features are shape descriptors of the skele- 
ton graph, so they provide a compromise between 
a powerful recognition and efficient extraction. 

Structural  features of off-line printed Arabic 
characters are extracted from the skeleton graph of 
a given word image. These features are represented 
as a feature vector. A feature vector needs to be 
encoded into one of the discrete symbols in order 
to reduce the computat ion required in the HMM- 
based recognition system. Vector quantization is 
u~ed for this purpose. Finally, the results of vec- 
tor quantization are used to form the observation 
sequences. 

Fig.3 shows an illustration of transferring a 
word image into a sequence of feature vectors. 

through the model to distinguish one class from the 
others. The classification mechanism here is select- 
ing the maximum pa th  probability of the class over 
all possible paths. This is called a pa th  discrimi- 
nating HMM in which states are clear. 

The HMM is formed from elementary units. 
These units include the 28 basic letters mentioned 
in Table 1, four additional letters (i.e., $, ~, ~, ~) 
and 19 two-letter combinations. These combina- 
tions consist of two letters that  are not separated 
by any feature point thus it is impossible to decom- 
pose the main stroke into more than one link. The 
19 combinations include t~., ~ ,  Ls o~., o -~, o&, 

u, r  and 

M- 
Each elementary unit represents at least one let- 

ter and is structured as a left-to-right HMM. The 
number  of states in that  model is relative to the 
number  of links of the letter or the two-letter com- 
bination. 

Fig.4 shows the two-letter combination of t , .  

2 

~, " ' " x ~  1 
3 

Fig.4. Two-letter combination and its elementary unit rep- 
resentation. 

(b) 
(a) 

II i0 8 6 5 ~  

(c) 44, 

Fig.3. Illustration of transferring a word image into a se- 
quence of feature vectors. (a) An original word image. (b) 
Skeleton graph of (a) after applying thinning algorithm. (c) 
Producing 11 feature vectors from (b). 

The lexicon builds only one model for all the 
words and uses different paths (state sequences) 

3.1 S y m b o l  P r o b a b i l i t i e s  

The VQ technique is used for assigning symbols 
in the HMM approach. The symbol probabili ty 
computat ion is completed in training stage. In the 
recognition stage each feature vector is assigned to 
the nearest codebook symbol centroid based on the 
Euclidean distance measure. The symbol probabil- 
ity can be calculated as follows: 

b,(k) = 

No. of times in state iand observing symbol vk 

Total number of times in state i 

3.2 S t a t e  P r o b a b i l i t i e s  

The initial state probabili ty can be computed 
based on the location of the state within its ele- 
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men ta ry  uni t  and  the type  of e l ementa ry  uni t ,  t h a t  
is, whether  it  represents  a single le t te r  or two- le t te r  

combinat ion .  
If the  s t a t e  is the  first wi th in  a uni t  t ha t  repre-  

sents a single le t ter ,  then  the ini t ia l  p robab i l i t y  is 
equal  to P0 of tha t  le t ter .  If the  e l emen ta ry  uni t  
represents  two- le t te r  combina t ion ,  the  in i t ia l  p rob-  
ab i l i ty  of the  first s ta te  equals the  p roduc t  of P0 of 
the  first l e t t e r  and  the le t te r  t r ans i t ion  p robab i l i t y  
from the  first le t te r  to the  second le t te r  P l ( a  -+ ~)- 
Otherwise ,  the  ini t ia l  s t a t e  p robab i l i ty  equals zero. 

Po(a), i is the  1st s t a t e  in 

the e l emen ta ry  uni t  a ;  

Po(a) x Pl(a  -+ ~), i is the  1st s t a t e  in 

the  e lementa ry  uni t  a/~; 

0, Otherwise.  

T h e  s t a t e  t r ans i t ion  p robab i l i t y  wi th in  the  same  
e lemen ta ry  uni t  is ca lcu la ted  as follows: 

P~,-.sj(a) = P(qj at  t +  l l q ~  at  t) 
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T h e  s t a t e  t r ans i t i on  p r o b a b i l i t y  be tween  any two 
s ta tes  in the  mode l  is ca l cu la t ed  accordingly.  

, 

0, 

a~,j = P , , ~ , , ( a ) ,  

P~ (~ ~ ~), 

i & j are  middle  s t a t e s  in 

different  le t ters ;  

i & j are  in the  same  le t ter ,  

i ~ j ;  

i & j are  in the  same  le t ter ,  

i < j ;  

i is the  las t  s t a t e  in a ,  and  

j is t he  first s t a t e  in /3 .  

4 E v a l u a t i o n  R e s u l t s  

Each  image  first passed  five stages:  th inn ing ,  
skele ton modif ica t ion ,  l inks and  loops ex t r ac t ion ,  
fea ture  ex t rac t ion ,  and  VQ. In this  work, we ap-  
p l ied  the  th inn ing  a lgo r i t hm af te r  normal iz ing  all 
the  words.  Therefore ,  we got  h igh  t h inn ing  ra te .  
Th i s  resu l ted  in a sequence of  observa t ions  t h a t  
were i n t roduced  to the  HMM.  

System output P(OtA ) 
8.12 x I0 -II 

t ~ 3.72 x 10 -11 

~.* 6.51 x 10 -12 
:~ ~ 4.31 X 10 -12 

1.84 X 10 -12 

P(OIA) System output 

7.43 x 10 -9 

3.89 • 10 -9 

9.57 x 10 -1~ 
4.65 • 10 -11 

1.54 x 10 -12 

System output P(OIA ) 
t ~.9 a'li 5.13 • 10 -16 

~9 .t-l~ 3.94 X 10 -16 

++t ~..~II 9.57 x 10 -17 

~.,9 .~JI 6.03 x 10 -17 

St  ~..laJl 5.54 x 10 -17 

Fig.5. System's output of the sample Fig.6. System's output of the sample Fig.7. System's output of the sample 
" ~ " from simplified Arabic font.* "~l~ " from Thuluth font. "~ydt" from Arabic traditional font. 

System output P(OIA) 

O.l~ 9.34 x 10 -11 

' " . t~  1.56 • 10 -11 

~ t ~  1.07 X 10 -12 

:~t ~*-~ 1.26 x 10 -13 

t O..d~. 7.17 x 10 - 1 4  

System output P(O]A) 

(.w .I,~.. 7.12 • I0 -11 

~" tJ~.t~ �9 3.72 x 10 -11 

~ . ~  7.51 X 10 - 1 2  

:~ O~.t~ 2.98 x 10 -12 
~ . t ~  5.84 x 10 -12 

System output P(O[A) 

t ~ t ~  1.99 • 10 -1~ 

St  t ~ .  1.25 x 10 -1~ 

t ~ t ~  3.12 • 10 -11 

t I.,t,,,i 1.96 x 10 -11 

t ~t.~ 4.34 X 10 -13 

Fig.8. System's output of the sample Fig.9. System's output of the sample Fig.10. System's output of the sample 
"025.~" from simplified Arabic font. " ~ r  from Arabic traditional font. " ~ "  from simplified Arabic font. 

Figs.5,  6, and  7 show the sys tem ou tpu t s  of  
th ree  samples  from each font; s implif ied Arabic ,  
Thu lu th ,  and  A r a b i c  t r ad i t iona l  respectively.  Here 
the  sys t em o u t p u t  shows the  same word more  t h a n  

once, which means  the  same word  was recognized  
by  a different p a t h  th rough  the  HMM.  F rom t ime  
to t ime,  the  sys tem throws up a sequence,  no t  
inc luded in the  lexicon, as shown in the  tab les .  

* t In Figs.5-10, means not in the lexicon, and :~ means not a valid Arabic word. 
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Removing  these sequences from the  solut ion list 
or o therwise  consider ing thei r  successors could en- 
hance  the  overall  recogni t ion  ra te  of the  sys tem.  
A l t h o u g h  it is difficult to predic t  in advance  which 
un t r a ined  words  the  H M M  will recognize,  i t  is 
found t h a t  a n u m b e r  of words recognized by  the  
H M M  were ne i the r  in the  t ra in ing  set nor in the  
lexicon. E x a m p l e  word  is shown in Figs.8 and  9. 

The  H M M  is not  always able to list the  correct  
words  among  the  bes t  five pa ths .  A n  example  case 
m a y  be seen in Fig.10 in which a dot  is miss ing 
owing to a p rob l em wi th  th inning.  

5 C o n c l u s i o n  

A m e t h o d  for the  recogni t ion  of p r in t ed  Ara -  
bic charac te rs  using Hidden  Markov  Models  has 
been  presented .  Also,  the  p rob lem in recognizing 
p r i n t ed  Arab i c  charac ters ,  and  the i m p o r t a n t  re- 
search  techniques  of Arab ic  charac te r  recogni t ion  
have been  discussed in this  paper .  The  p r o b l e m  
arises because  of the  segmenta t ion  stage,  which is 
in fact  s imi lar  to the  segmenta t ion  of cursive scr ip t  
in m a n y  languages .  

A single H M M  mode l  has been used for recog- 
nizing in which each word in the  lexicon is pre-  
sented  by  a single p a t h  t h rough  the  model.  This  
makes  the  sy s t em less sensi t ive to  d i s to r t ion  a n d  
var ia t ion .  

Final ly ,  app ly ing  this  technique to handwr i t i ng  
sc r ip t  seems very  a t t r a c t i v e  as a fu ture  work. 
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